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Preface to Progress in Nanophotonics

As the first example, recent advances in photonic systems demand drastic increases
in the degree of integration of photonic devices for large-capacity, ultrahigh-speed
signal transmission and information processing. Device size has to be scaled down
to nanometric dimensions to meet this requirement, which will become even more
strict in the future. As the second example, photonic fabrication systems demand
drastic decreases in the size of the fabricated patterns for assembling ultra-large-
scale integrated circuits. These requirements cannot be met even if the sizes of the
materials are decreased by advanced methods based on nanotechnology. It is
essential to decrease the size of the electromagnetic field used as a carrier for signal
transmission, processing and fabrication. Such a decrease in the size of the elec-
tromagnetic field beyond the diffraction limit of the propagating field can be real-
ized in optical near fields. Nanophotonics, a novel optical technology that utilizes
the optical near field, was proposed by M. Ohtsu (the editor of this monograph
series) in 1993 in order to meet these requirements. However, it should be noted
that the true nature of nanophotonics involves not only its ability to meet the above
requirements. It is also its ability to realize qualitative innovations in photonic
devices, fabrication techniques, energy conversion and information processing
systems by utilizing novel functions and phenomena made possible by optical near-
field interactions, which are otherwise impossible as long as conventional propa-
gating light is used. Based on interdisciplinary studies on condensed matter physics,
optical science, and quantum field theory, nanomaterials and optical energy transfer
in the nanometric regime have been extensively studied in the last two decades.
Through these studies, novel theories on optical near fields have been developed,
and a variety of novel phenomena have been found. The results of this basic
research have been applied to develop nanometer-sized photonic devices, nano-
meter resolution fabrication, highly efficient energy conversion, and novel infor-
mation processing, resulting in qualitative innovations. Further advancement in
these areas is expected to establish novel optical sciences in the nanometric space,
which can be applied to further progress in nanophotonics in order to support the
sustainable development of people’s lives all over the world. This unique mono-
graph series entitled Progress in Nanophotonics in the Springer Series in Nano-
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optics and Nanophotonics is introduced to review the results of advanced studies in
the field of nanophotonics and covers the most recent topics of theoretical and
experimental interest in relevant fields, such as classical and quantum optical sci-
ences, nanometer-sized condensed matter physics, devices, fabrication techniques,
energy conversion, information processing, architectures, and algorithms. Each
chapter is written by leading scientists in the relevant field. Thus, this monograph
series will provide high-quality scientific and technical information to scientists,
engineers, and students who are and will be engaged in nanophotonics research. As
compared with the previous monograph series entitled Progress in Nano-Electro-
Optics (edited by M. Ohtsu, published in the Springer Series in Optical Science),
this monograph series deals not only with optical science on the nanometer scale,
but also its applications to technology. I am grateful to Dr. C. Ascheron of Springer-
Verlag for his guidance and suggestions throughout the preparation of this mono-
graph series.

Tokyo Motoichi Ohtsu
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Preface to Volume 3

This volume contains five review articles focusing on various but mutually related
topics in nanophotonics written by the world’s leading scientists. The first article
describes light-emitting diodes and lasers made of indirect transition-type silicon
bulk crystals in which the light emission principle is based on dressed-photon–
phonons. A novel phenomenon called photon breeding is also reviewed. The sec-
ond article is devoted to describing theoretical studies on optoelectronic properties
of molecular condensates for organic solar cells and light-emitting devices. It also
discusses the physical origins underlying organic photovoltaics and light emissions
for rationalizing the experimental results. The third article describes the basics of
topological light beams together with their important properties for laser spec-
troscopy. It also presents experimental results on nonlinear four-wave mixing and
pump probe reflection spectroscopy, by which unique properties associated with
topologically ordered electrons in materials are investigated. The fourth article is
devoted to review spatially localized modes emerging in nonlinear discrete dynamic
systems. It also describes the essential mechanism for the existence of intrinsic
localized modes and their basic properties. The last article describes theoretical
methods to explore the dynamics of nanoparticles by the light-induced force of
tailored light fields under thermal fluctuations. These methods will pioneer a new
research field based on fluctuation mediated nano-optomechanics.

This volume is published with the support of Prof. Yatsui of the University of
Tokyo, an Associate Editor. I hope this volume will be a valuable resource for
readers and future specialists in nanophotonics.

Tokyo Motoichi Ohtsu
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Chapter 1
Silicon Light Emitting Diodes and Lasers
Using Dressed Photons

Motoichi Ohtsu and Tadashi Kawazoe

Abstract This chapter reviews light emitting diodes and lasers made of indirect-
transition-type silicon bulk crystals in which the light emission principle is based on
dressed photons. After presenting physical pictures of dressed photons and dressed-
photon–phonons, the principle of light emission by using dressed-photon–phonons
is reviewed. A novel phenomenon named photon breeding is also reviewed. Next, the
fabrication and operation of light emitting diodes and lasers are described, in which
the role of coherent phonons in these devices is discussed. Finally, light emitting
diodes using other relevant crystals are described, and other relevant devices are also
reviewed.

1.1 Introduction

This article reviews how to use an indirect-transition-type semiconductor to construct
a light emitting diode (LED) and a laser, which has not been possible by conven-
tional methods employed in materials science and technology. The wavelength of
the light emitted from a conventional LED is governed by the bandgap energy Eg

of the semiconductor material used. Although there is a Stokes wavelength shift
[1], its magnitude is negligibly small. Therefore, the value of Eg must be adjusted
for the desired light emission wavelength, and this has been achieved by exploring
novel semiconductor materials. For this purpose, direct transition-type semiconduc-
tors have been used for conventional LEDs. Among these semiconductors, InGaAsP
has been used for optical fiber communication systems because the wavelength of
the emitted light is 1.00–1.70µm (Eg = 0.73–1.24eV) [2, 3]. When fabricating a
highly efficient infrared LED or laser using InGaAsP, it is necessary to use a double
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heterostructure composed of an InGaAsP active layer and an InP carrier confine-
ment layer. However, there are some problems with this approach, including the
complexity of the structure and the high toxicity of As [4]. In addition, In is a rare
metal. On the other hand, composite semiconductors that emit visible light, such
as AlGaInP and InGaN, have extremely low emission efficiencies around the wave-
length of 550nm (=2.25eV) [5], which is called the green gap problem. Although
this efficiency has been increasing recently due to improvements in dopant materials
and fabrication methods, there are still several technical problems because highly
toxic or rare materials are required, which increases the cost of fabrication.

In order to solve the problems described above, several methods using silicon (Si)
have been recently proposed. Although Si has been popularly used for electronic
devices, there is a long-held belief in materials science and technology that Si is not
suitable for use in LEDs and lasers because it is an indirect-transition-type semi-
conductor, and thus, its light emitting efficiency is very low. The reason for this is
that electrons have to transition from the conduction band to the valence band to
spontaneously emit light by electron–hole recombination. However, in the case of
an indirect-transition-type semiconductor, the momentum (the wavenumber) of the
electron at the bottom of the conduction band and that of the hole at the top of the
valence band are different from each other. Therefore, for electron–hole recombina-
tion, a phonon is required in the process to satisfy the momentum conservation law.
In other words, electron–phonon interaction is required. However, the probability of
this interaction is low, resulting in a low interband transition probability.

In order to solve this problem, for example, porous Si [6], a super-lattice structure
of Si and SiO2 [7, 8], and Si nanoprecipitates in SiO2 [9] have been used to emit
visible light. To emit infrared light, Er-doped Si [10] and Si–Ge [11] have been
employed. In these examples, the emission efficiency is very low since Si still works
as an indirect-transition-type semiconductor in these materials.

In contrast to these examples, as explained in this article, the use of dressedphotons
(DPs) and dressed-photon–phonons (DPPs) can realize highly efficient LEDs and
lasers even when using Si bulk crystal.

1.2 Dressed Photons and Dressed-Photon–Phonons

In the conventional quantum theory of light, the concept of a photon was established
by quantizing the electromagnetic field of light propagating through a macroscopic
free space whose size is larger than the wavelength of light. A photon corresponds
to an electromagnetic mode in a virtual cavity defined in free space. Since a photon
is massless, it is difficult to express its wave function in a coordinate representation
in order to draw a picture of the photon as a spatially localized point particle, like
an electron. Thus, interactions between photons and electrons in a nanometric space
must be carefully investigated.

To describe a light field in a nanometric space, the energy transfer between
two nanomaterials and detection of the transferred energy are essential. They are
formulated by assuming that the nanomaterials are arranged in close proximity to
each other and illuminated by propagating light. Although the separation between the
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two nanomaterials is much shorter than the optical wavelength, it is sufficiently long
to prevent electron tunneling. As a result, the energy is transferred not by a tunneled
electron but by some sort of optical interactions between the two nanomaterials.

A serious problem, however, is that a virtual cavity cannot be defined in a sub-
wavelength-sized nanometric space, unlike the conventional quantum theory of light.
In order to solve this problem, an infinite number of electromagnetic modes, with an
infinite number of frequencies, polarization states, and energies, must be assumed.
In parallel with this assumption, infinite numbers of energy levels must also be
assumed for the electrons. As a result of these assumptions, the dressed photon (DP)
is defined as a virtual photon that dresses the material energy, i.e., the energy of the
electron [12, 13]. The interaction between the two nanomaterials can be represented
by energy transfer due to the annihilation of a DP from the first nanomaterial and its
creation on the second nanomaterial.

Because of the infinite number of electromagnetic modes described above, the
DP field is modulated temporally and spatially. The temporal modulation feature is
represented by an infinite number of modulation sidebands, i.e., an infinite series
of photon energies. Furthermore, since an actual nanometric system (composed of
nanomaterials and DPs) is always surrounded by a macroscopic system (composed
of macroscopic materials and electromagnetic fields), energy transfer between the
nanometric and macroscopic systems has to be considered when analyzing the inter-
action between the nanomaterials in the nanometric system. As a result, it is found
that the magnitude of the transferred energy is represented by the Yukawa function.
This function represents the spatial modulation feature of the DPs. This analysis
also elucidates an intrinsic feature of DPs, namely, the size-dependent resonance;
that is to say, the efficiency of the energy transfer between nanomaterials depends
on the sizes of the nanomaterials that are interacting. It should be noted that this
resonance is unrelated to diffraction, which governs the conventional wave-optical
phenomena. Furthermore, since the DP is localized in nanometric space, the long-
wavelength approximation, which is valid for conventional light–matter interactions,
is not valid for DP-mediated interactions. As a result, an electric dipole-forbidden
transition turns out to be allowed in the case of the DP-mediated interactions.

In actual materials, such as semiconductors, the contribution of the crystal lattice
also needs to be included in the theoretical model of the DP. By doing so, it has
been found that the DP interacts with phonons, which are quanta of normal modes
of the crystal lattice vibration. Furthermore, in a nanomaterial, it is possible to gen-
erate multi-mode coherent phonons via a DP–phonon interaction. As a result of this
interaction, a novel quasi-particle is generated. This quasi-particle is called a dressed-
photon–phonon (DPP), which is aDP dressing the energy of themulti-mode coherent
phonon. Furthermore, as a result of spatial modulation, the DPP field is localized at
the impurity sites in the crystal lattice of the nanomaterial with a spatial extent as
short as the size of the impurity site. It is also localized at the end of the nanomaterial
with a spatial extent as short as the size of this end.

The DPP energy can be transferred to the adjacent nanomaterial, where it induces
a novel light–matter interaction. Here, since translational symmetry is broken due
to the finite size of the nanomaterial, the momentum (wave-number) of the quasi-
particle has a large uncertainty and is non-conserved, as was the case of the DP
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itself. Also, the DPP field is temporally and spatially modulated. As a result of the
temporal modulation, the DPP gains an infinite number of modulation sidebands.
As a dual relation of this modulation, the electron dresses the energies of the photon
and phonon, which means that the energy of the electron in the nanomaterial is also
modulated.

When analyzing the conventional light scattering phenomenon in a macroscopic
material, it has been sufficient to study one phonon. In contrast, the coherent phonon
described above is composed of an infinite number of phonons. This coherent phonon
assists in exciting the electron in the adjacent nanomaterial instead of merely increas-
ing the material temperature, which enables DPP-assisted excitation of the electrons.
Therefore, for analyzing the optical excitation of the nanomaterial, it is essential to
represent the relevant quantum state of the nanomaterial by the direct product of the
quantum states of the electron and the coherent phonon. This relevant quantum state
means that an infinite number of energy levels has to be considered in the energy
bandgap between the valence and conduction bands of an electron in the case of a
semiconductor. This quasi-continuous energy distribution originates from the mod-
ulation of the eigen-energy of the electron as a result of the coupling between the
DP and the coherent phonon. This DPP-assisted excitation and de-excitation can be
exploited in the fabrication and operation of LEDs, lasers, and other devices using
Si bulk crystals, which are reviewed in the following sections.

1.3 Principles of Light Emission

For spontaneous emission of light by DPPs, a single-step or a two-step de-excitation
of an electron takes place depending on whether the emitted photon energy is higher
or lower than the energy difference between the excited and ground states of the
electron, which is Eg in the case of a semiconductor material. Stimulated emission
also takes places in the same way.

1.3.1 Single-Step De-excitation

In Fig. 1.1a, b, since the electron strongly couples with the photon and phonon,
the energy state is expressed as the direct product of the ket vectors of the elec-
tronic state and the phonon state. For example,

∣
∣Eg; el

〉 ⊗ |Eex; phonon〉 includes
the ground state of the electron and the excited state of the phonon. The sponta-
neous emission of a DPP, as well as propagating light (Fig. 1.1a), is the result of
the radiative transition from the excited state |Eex; el〉⊗ |Eex; phonon〉 to the ground
state

∣
∣Eg; el

〉 ⊗ |Eex′ ; phonon〉. Here, in the case of a semiconductor, the excited and
ground states of the electron, (|Eex; el〉 and ∣

∣Eg; el
〉

), correspond to the states in the
conduction and valence bands, respectively. After the transition, the phonon in the
excited state relaxes to the thermal equilibrium state (|Ethermal; phonon〉) determined
by the crystal lattice temperature, and finally the electron and phonon transition to
the state

∣
∣Eg; el

〉 ⊗ |Ethermal; phonon〉.
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|Eex;el> |Eex;phonon>

|Eg;el> |Ethermal;phonon>

|Eg;el> |Eex’;phonon>

Propagating light

Spontaneous
emission

(a)

|Eex;el> |Eex;phonon>

|Eg;el> |Ethermal;phonon>

|Eg;el> |Eex’;phonon>

Propagating light

Stimulated
emission

Dressed-photon   phonon
Dressed photon

(b)

Dressed-photon   phonon

Fig. 1.1 Single step optical emission processes via dressed-photon–phonon. a Spontaneous emis-
sion. b Stimulated emission

The stimulated emission process (Fig. 1.1b) is explained as follows: When an
electron in the excited state is irradiated with a DP, a transition from the initial state
|Eex; el〉 ⊗ |Eex; phonon〉 to the ground state

∣
∣Eg; el

〉 ⊗ |Eex′ ; phonon〉 takes place,
resulting in light emission. Like the spontaneous emission, the phonon then relaxes to
a thermal equilibrium state determined by the crystal lattice temperature and finally
the electron and phonon transition to the state

∣
∣Eg; el

〉 ⊗ |Ethermal; phonon〉.

1.3.2 Two-Step De-excitation

Figure1.2a schematically illustrates the two-step de-excitation for spontaneous
emission.



6 M. Ohtsu and T. Kawazoe

|Eex;el> |Eex;phonon>

|Eg;el> |Ethermal;phonon>

|Eg;el> |Eex’;phonon>

Propagating light

Spontaneous emission

Spontaneous emission

|Eg;el> |Eex”;phonon>

Dressed-photon phonon

Dressed-photon phonon

Spontaneous emission

Spontaneous emission

Dressed-photon phonon

Route 1 Route 2
(a)

|Eex;el> |Eex;phonon>

|Eg;el> |Ethermal;phonon>

|Eg;el> |Eex’;phonon>

Propagating light

Stimulated emission

Stimulated emission

|Eg;el> |Eex”;phonon>

Dressed-photon phonon

Dressed-photon phonon

Stimulated emission

Stimulated emission

Dressed-photon phonon

Route 1 Route 2
(b)

Fig. 1.2 Two-stepoptical emissionprocesses via dressed-photon–phonon.aSpontaneous emission.
b Stimulated emission

1.3.2.1 First Step

The initial state is expressed by the direct product of the excited state of the electron
and the excited state of the phonon, (|Eex; el〉 ⊗ |Eex; phonon〉). De-excitation takes
place from this initial state to the ground state

∣
∣Eg; el

〉

of the electron. Since this
de-excitation is an electric dipole-allowed transition, it generates not only a DPP
but also propagating light. As a result, the system reaches the intermediate state
∣
∣Eg; el

〉 ⊗ |Eex′ ; phonon〉. Here, the excited state |Eex′ ; phonon〉 of the phonon after
DPP emission (route 1 in Fig. 1.2a) has a much higher eigenenergy than that of
the thermal equilibrium state |Ethermal : phonon〉. This is because the DP couples
with the phonon, resulting in phonon excitation. On the other hand, the excited state
|Eex′ ; phonon〉of the phonon after propagating light emission (route 2 inFig. 1.2a) has
an eigenenergy as low as that of |Ethermal : phonon〉. This is because the propagating
light does not couple with the phonon.
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1.3.2.2 Second Step

This step is an electric dipole-forbidden transition because the electron stays in the
ground state. Thus, only the DPP is generated by this emission process. As a result,
the phonon is de-excited to the lower excited state |Eex′′ ; phonon〉, and the system
is expressed as

∣
∣Eg; el

〉 ⊗ |Eex′′ ; phonon〉. After this transition, the phonon promptly
relaxes to the thermal equilibrium state, and thus, the final state is expressed as
∣
∣Eg; el

〉 ⊗ |Ethermal; phonon〉.
The de-excitation for the stimulated emission is explained by Fig. 1.2b, which is

similar to Fig. 1.2a. The only difference is that the DP is incident on the electron in
the excited state, triggering stimulated emission.

1.4 Visible Light Emitting Diodes

This section reviews the fabrication and operation of a Si bulk p–n homojunction-
structured LED [14]. Spontaneous emission takes places based on the principle
described in Sect. 1.3.1 because the emitted photon energy is higher than Eg of Si.

Since the DPP has a large uncertainty in its momentum due to its spatially modu-
lated nature (refer to Sect. 1.2), it can provide momentum for electron de-excitation,
i.e., for the recombination of an electron and hole. Although the lowest point of the
conduction band (X-point) and the highest point of the valence band (Γ -point) cor-
respond to different momenta, an electron in the conduction band efficiently relaxes
to the ground state and emits a photon thanks to the assistance of the phonon in
the DPP. Furthermore, a radiative transition from a high-energy excited electron can
also easily occur via the DPP. For example, due to the existence of the DPP at a high
energy (e.g., level a in Fig. 1.3), an excited-state electron nearby can quickly couple
with the coherent phonon and then directly relax to the ground state; thus, a radiative
relaxation shown by the red downward arrows occurs, resulting in emission with a
photon energy higher than Eg . Recall that, without the DPP, an electron in an excited
state at high energy quickly transitions to the lowest point in the conduction band

Fig. 1.3 Energy band
structure of Si. Blue
horizontal lines represent the
phonon-coupled electronic
states. Red and blue
downward arrows show the
radiative relaxation
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due to fast intraband relaxation; therefore, the probability of an interband transition
from a high-energy excited state is extremely low in conventional methods.

In order to realize a visible Si-LED, the single-step spontaneous and stimulated
emission processes described in Sect. 1.3.1 were used two times. The first is for fabri-
cation of the device, more specifically, for self-organization of the spatial distribution
of the dopant to form a distribution that is suitable for the emission of high-energy
photons. The second is for the operation of the device, to obtain spontaneously emit-
ted light. These are reviewed in the following sections.

1.4.1 Device Fabrication

The fabrication of the device can be divided into two steps. The first step is to prepare
a Si p–n homojunction structure having a modifiable dopant distribution. The second
step is to modify the shape of the dopant domains through DPP-assisted annealing.

In the first step, an epitaxial layer of phosphorus (P) was deposited on an
n-type Si crystal with low arsenic (As) concentration. Subsequently, this Si crys-
tal was doped with boron (B) by ion implantation, with seven different accelerating
energies, namely, 30, 70, 130, 215, 330, 480, and 700keV, to form dopant domains
with a dopant concentration of 1019 cm−3. This doping formed a p-type region in the
Si, and as a result, a p–n homojunction structure was constructed. The B distribution
in the p–n homojunction was spatially inhomogeneous due to the high accelerating
energy and high doping concentration; this was to increase the probability of pro-
ducing a B distribution favorable for generating DPPs. The crystal was then diced.
Then, an ITO film was deposited on the surface of the p-type layer, and a Cr/Al
film was deposited on the back surface of the n-type Si for use as electrodes. The
cross-sectional profile of the layer structure of the device is shown in Fig. 1.4.

In the second step, DPP-assisted annealing was performed by causing a forward-
bias current to flow through the device while irradiating the p-type side of the device
with a laser beam. The forward-bias current density used for the annealing was
1.44A/cm2. The optical power density of the laser beamwas 3.33W/cm2, which was
sufficiently high for inducing DPP-assisted annealing. The photon energy hνanneal of

ITO 

p-type layer 

n-type layer 

n+-type layer 

B

P

As

Si epitaxial layer 

Si wafer

Cr/Al 

150 nm

10   m                 
2 m                 

625   m                 

105 nm

μ
μ

μ

Fig. 1.4 Cross-sectional profiles of the layer structures of the device
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the laser light was 3.1eV (400nm wavelength), which was 2.5-times higher than Eg

of Si (1.12eV, or 1.11µm wavelength) [15], and thus the light was absorbed in the
Si bulk crystal by a direct transition. The forward-bias voltage was set to be higher
than hνanneal/e, where e represents the electron charge.

It was pointed out in Sect. 1.2 that the DPP is localized at the impurity sites in
the nanomaterial with a spatial extent as short as the size of the impurity site. This
suggests the possibility of generating and localizing DPPs at the B impurity sites
by light irradiation, depending on the spatial distribution and concentration of B.
During the DPP-assisted annealing process, B diffuses, and its spatial distribution
in the p–n homojunction is continuously modified in a self-organized manner until
reaching the desired shape.

The mechanism of this DPP-assisted annealing is explained as follows, by con-
sidering regions where DPPs are hardly generated and regions where DPPs are easily
generated:

(1) Regions where DPPs are hardly generated: If the device is irradiated with light
satisfying hνanneal > Eg , as shown in Fig. 1.5a, when an electron in the valence
band absorbs a photon, it is simultaneously scattered by a phonon (indicated by
the upward blue arrow and the green wavy arrows, respectively). As a result,
the electron is excited to the conduction band and then immediately relaxes to
the bottom of the conduction band. After this relaxation, the electron cannot
radiatively relax because of the different momenta between the bottom of the
conduction band and the top of the valence band. Therefore, it eventually relaxes
non-radiatively, as indicated by the redwavy arrow. This non-radiative relaxation
generates heat in the Si crystal, causing the B to diffuse, and thus changing the
spatial distribution of the B concentration.

(2) Regions where DPPs are easily generated: When the B diffuses as in (1), the
B concentration changes to a spatial distribution suitable for generating DPPs
with a fairly high probability. Here, in the case where DPPs are generated at
the surfaces of the B domains, as shown in Fig. 1.5b, an electron injected by the
forward current is de-excited via the DPP energy level (indicated by horizontal
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Fig. 1.5 Schematic explanation of the DPP-assisted annealing. a Regions where DPPs are hardly
generated. b Regions where DPPs are easily generated
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green parallel lines in this figure), producing a photon generated by stimulated
emission. When the electron number densities of occupation in the excited state
(the conduction band) and the ground state (the valence band), denoted by nex

and ng , satisfy the Bernard–Duraffourg inversion condition (nex > ng) [16],
the number of photons created by stimulated emission exceeds the number of
photons annihilated by absorption. Since the photons generated by stimulated
emission are radiated outside the device, part of the light energy that the device
absorbs is dissipated outside the device in the form of propagating light energy,
and therefore, the thermal diffusion rate of the B becomes smaller than in (1).

(3) Due to the difference in the thermal diffusion rates between (1) and (2), after theB
has diffused throughout the entire device in a self-organizedmanner as annealing
proceeds, it reaches an equilibrium state in which its spatial distribution has been
modified, and the annealing process is thus completed. Since region (2) is in a
state where stimulated emission with photon energy hνanneal is easily generated
via the DPPs, and since the stimulated emission probability is proportional to the
spontaneous emission probability [17], the DPP-assisted annealed device should
become an LED that exhibits spontaneous emission with the photon energy
hνanneal of the irradiation light. In other words, the irradiation light during the
DPP-assisted annealing serves as a “breeder” that generates light with the same
photon energy hνanneal in the LED; that is, a novel phenomenon that we call
photon breeding takes place in this LED.
After 1h of annealing, fabrication of the Si-LED was completed. To confirm the
stimulated emission, Fig. 1.6 shows the measured change in surface temperature
difference between the irradiated area and the non-irradiated area. The Si crystal
was continuously irradiated with light, and current injection was started after
7min. At the beginning, when only the laser beam was radiated, the temperature
increased to 75 ◦C, and the temperature difference dramatically increased due

Fig. 1.6 The measured
change in surface temperature
difference between the
irradiated area and the
non-irradiated area
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to the heat provided by light absorption. After a few minutes, the heat gradually
diffused into the whole device, and the temperature difference reached a stable
value. This agreed with our hypothesis of how the annealing process advances
with laser irradiation, which was described in (1) and (2). Next, after 7min,
a forward-bias voltage was applied to the device, while continuing to radiate
the laser beam. This led to an obvious decrease in the temperature difference.
This decrease was a result of stimulated emission in the area where DPPs were
generated; that is, the irradiated lightwas not converted into heat but induced light
emission due to the stimulated emission process. In other words, this decrease
in temperature difference confirmed the occurrence of stimulated emission via
DPPs.

1.4.2 Device Operation

Figure1.7a–c shows light emitted from the fabricated Si-LED (forward-bias voltage
7V, current density 2A/cm2) taken with a band-filtered visible CCD camera at room
temperature. They clearly reveal that the light emission spectrum from the Si-LED
contained all three primary colors: blue, green, and red, with photon energies of 3.1,
2.1, and 2.0eV (wavelengths 400, 590, and 620nm), respectively. This confirms that
the fabricated Si-LED showed light emission in the visible region when a forward-
bias voltage was applied.

Curves A and B in Fig. 1.8 are light emission spectra of the devices at room tem-
perature before and after the DPP-assisted annealing, respectively. No light emission
was observed before annealing. However, after the annealing, a broad emission spec-
trum was observed. Noticeably, there are three dominant peaks in this spectrum: the
first one at 3.1 eV (400nmwavelength), which corresponds to blue, and the other two
close peaks at photon energies of 2.1eV (590nm wavelength) and 2.0eV (620nm
wavelength), which correspond to green and red, respectively.

(a) (b) (c)

Fig. 1.7 Light emitted from the Si-LED. a–c are blue, green, and red light with photon energies
of 3.1, 2.1, and 2.0eV (wavelength; 400, 590, and 620nm), respectively
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Fig. 1.8 The light emission
spectra of the devices at room
temperature. Curves A and B
are the spectra taken before
and after the DPP-assisted
annealing, respectively. Two
downward arrows represent
the spectral peaks at 2.0
(620nm-wavelength) and
2.1eV (590nm-wavelength)
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electronic levels. The blue,
green, and red horizontal
lines represent phonon levels
involved in the light emission
in the visible region. Three
blue, green, and red
downward arrows represent
the radiative relaxation
processes of electrons from
the L-point to the ground state

E
ne

rg
y 

(e
V

)

Wave vector

0

4

2

3

1

-1
L X

DPP

DPP

LO

LO

The above light emission characteristics agree with the principle described in
Sect. 3.1 andwill be explained in detail here. Figure1.9 shows the band structure of Si
(black curves) and the phonon-coupled electronic levels |Eex; el〉⊗|Eex; phonon〉 (in
particular, the blue, green, and red horizontal lines represent phonon levels involved in
the light emission in the visible region). Since a DP strongly couples with phonons, a
transition between the phonon-coupled electronic levels takes place if the generation
probability of a DP that is resonant with the transition energy is sufficiently high.
After the annealing process, almost all of the B domains in the Si become suitable
for generating DPPs whose photon energy corresponds to the light irradiated during
annealing. Because the photon energy hνanneal of the annealing light was 3.1eV
(400nmwavelength), high-energy excited electrons at the Γ -point of the conduction
band relaxed to the ground state via 3.1 eV-photon emission (blue downward arrow

http://dx.doi.org/10.1007/978-3-319-11602-0_3
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in Fig. 1.9), resulting in the spectral peak at 3.1 eV in the emission spectrum. This
photon emission is the result of photon breeding, as was described above.

Moreover, the injected electrons also tended to relax to the lower energy level via
intra-band relaxation, i.e., to the L- and X-points in the conduction band. Therefore,
the density of electrons at those points in the conduction band was considerably high.
Because the emission intensity is also proportional to the number of electrons, the
radiative transition of electrons from the L-point resulted in light emission in the
proximity of 2.0eV.

The broad spectrum of the observed light emission is a result of the interaction
of electrons with phonons. Since the probability of this interaction is inversely pro-
portional to the number of phonons involved in phonon absorption or emission, the
emission spectrumhas two peaks at photon energies of 2.0 and 2.1eV (two downward
arrows on the curve B in Fig. 1.8). These photon energies are close to the energy level
of the L-point, indicating the interaction with one longitudinal optical (LO)-mode
phonon in the light emission process. Since there is a large difference in momentum
between an electron at the L-point of the conduction band and a hole at theΓ -point of
the valence band, the electron at the L-point needs to interact with a phonon in order
to lose or gain the momentum for emitting a photon. As a result, photons are emitted
from two separate energy levels (green and red downward arrows in Fig. 1.9). This
explains the existence of two peaks in the vicinity of the L-point, at 2.1 and 2.0eV.
The energy difference between the two peaks is 100 meV, which is approximately
equivalent to twice the LO phonon energy [18]. The dip between the two peaks cor-
responds to the zero-phonon line. On the other hand, no similar peaks appeared in
the spectrum at 3.1eV. This is because the electrons directly relaxed to the valence
band (the blue downward arrow in Fig. 1.9), and thus, the interactions with phonons
were weaker.

As discussed above, the visible light emission is a result of the high-energy excited
electrons,which are providedby the electrical power source.Therefore, it is necessary
to study the dependence of the light emission performance of the Si-LED on the
forward-bias voltage. Curves A and B in Fig. 1.10 show the dependences of the

Fig. 1.10 The dependences
of the height of the peaks in
Fig. 1.8 on the applied
voltage. Curves A and B are at
2.0 (red light) and at 3.1eV
(blue light) in Fig. 1.8,
respectively
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height of the peaks at 2.0 (red light) and at 3.1 eV (blue light) in Fig. 1.8 on the
applied voltage. The peak at 2.1 eV (green light) showed behavior similar to the peak
at 2.0 eV and is therefore omitted here. Figure1.10 shows that, at a voltage of 2.5V,
curve A starts rising with a higher slope. This corresponds to the threshold for red
light emission. Furthermore, at a voltage of about 4.0V, curve B changes its slope.
This kink corresponds to the start of blue light emission. Interestingly, a kink in curve
A is also observed in the curve B.

This characteristic dependence of the emission intensity on the voltage is well
explained by the emission mechanism discussed above: Since the voltage loss due
to the Schottky barrier and parasitic circuit resistance is about 1.0V, the highest
energy of injected electrons is about 2.0eV when a voltage of 3.0V is applied. Thus,
the number density of electrons that have relaxed to the L-point in the conduction
band (energy level of about 2.0eV) starts increasing. Therefore, the emission with
photon energies of 2.0 and 2.1eV appears. This transition corresponds to the change
in slope of curve A in Fig. 1.10. When a sufficiently high forward bias is applied,
the energy of injected electrons becomes larger than 3.1eV, and the number density
of electrons at the Γ -point increases, resulting in the appearance of emission from a
transition with a photon energy corresponding to blue light. This threshold voltage
corresponds to the kink in the slope of curve B. Here, the appearance of a kink in
curve A is evidence for the fact that some of the injected electrons recombine to cause
blue light emission, and so the number density of electrons that have relaxed to the
L-point becomes relatively lower and results in the decreased emission intensity of
the red light.

1.5 Infrared Light Emitting Diodes

This section reviews the fabrication and operation of a Si-LED that emits infrared
light [19]. In contrast to the single-step spontaneous and stimulated emission
processes described in section , those of infrared light emission are two-step processes
(Sect. 1.3.2). This is because the emitted photon energy is lower than Eg .

1.5.1 Device Fabrication

As with the case described in Sect. 1.4.1, an n-type Si crystal with low As concentra-
tion was used. By doping the crystal with B, the Si crystal surface was transformed
to p-type, forming a p–n homojunction. An ITO film and an Al film were deposited
on opposite surfaces of the Si crystal for use as electrodes. A forward bias voltage
of 16V was applied to inject current (current density of 4.2A/cm2) in order to gen-
erate Joule-heat for performing annealing, causing the B to be diffused and varying
the spatial distribution of its concentration. During the annealing, the Si crystal was
irradiated, through the ITO electrode,with laser light (light power density, 10W/cm2)
whose photon energy hvanneal was 0.95eV (1.30µm wavelength).
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Since hvanneal is lower than Eg of Si, the radiated light is not absorbed by the Si
crystal. Therefore, in the regions where DPPs are hardly generated, B diffuses simply
due to the Joule heat of the applied electrical energy. However, in the regions where
DPPs are easily generated, the thermal diffusion rate of the B becomes smaller via
the following processes:

(1) Since the energy of the electrons driven by the forward-bias voltage (16V) is
higher than Eg , the difference EFc − EFv between the quasi Fermi energies in
the conduction band EFc and the valence band EFv is larger than Eg . There-
fore, the Benard–Duraffourg inversion condition is satisfied. Furthermore, since
hνanneal < Eg , this light propagates through the Si crystal without absorption and
reaches the p–n homojunction. As a result, it generates DPPs efficiently around
the domain boundaries of the inhomogeneous distribution of B. Since stimulated
emission takes place via DPPs (Sect. 3.2), the electrons generate photons by the
stimulated emission and are de-excited from the conduction band to the valence
band via the phonon energy level.

(2) The annealing rate decreases because a part of the electrical energy for generating
the Joule-heat is spent for the stimulated emission of photons. As a result, at the
regions where the DPPs are easily generated, the shape and dimensions of the B
inhomogeneous domain boundaries become more difficult to change.

(3) Spontaneous emission occurs more efficiently at the regions in which the DPPs
are easily generated because the probability of spontaneous emission is propor-
tional to that of stimulated emission. Furthermore, with temporal evolution of
process (2), the light from stimulated and spontaneous emission spreads through
the whole Si crystal, and as a result, process (2) takes place in a self-organized
manner throughout the entire volume of the Si crystal.
It is expected that this method of annealing will form the optimum spatial distrib-
ution of theB concentration for efficient generation ofDPPs, resulting in efficient
device operation. Figure1.11 shows the temporal evolution of the temperature
of the device surface as annealing progressed. After the temperature rapidly rose
to 154 ◦C, it fell and asymptotically approached a constant value (140 ◦C) after

Fig. 1.11 The temporal
evolution of the temperature
of the device surface as
annealing progresses
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6min, at which time the temperature inside the device was estimated to be about
300 ◦C. The features of this temporal evolution are consistent with those of the
principle of annealing under light irradiation described above: The temperature
rises due to the Joule-heat by the applied electrical energy. However, the tem-
perature gradually falls because stimulated emission is induced by the DPPs
generated at the domain boundary of the inhomogeneous distribution of the B
concentration. Finally, the system reaches the stationary state.

1.5.2 Device Operation

Figure1.12a shows the relationship between the forward-bias voltage (V ) applied to
the device and the injection current (I) for a Si crystal with a surface area as large
as 9mm2 and a thickness of 650µm. This figure indicates negative resistance at
I > 50mA, and the breakover voltage Vb was 63V [20]. This was due to the spatially
inhomogeneous current density and the generation of filament currents, as shown in
the inset of Fig. 1.12a. In other words, the B distribution had a domain boundary,
and the current was concentrated in this boundary region. A center of localization
where the electrical charge is easily bound was formed in this current concentration
region, and a DPP was easily generated there. That is, the negative resistance is con-
sistent with the principle of the device fabrication described in Sect. 1.5.1. The reason
why Vb was higher than the built-in potential of the Si p–n junction is because of the
high total resistance due to the thick Si crystal wafer and the large contact resistance
between the electrodes and the Si crystal wafer. In addition, although the device
surface temperature during annealing (Fig. 1.11) was too low for diffusing the B,
localized heating occurred due to the filament currents described above, which made
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Fig. 1.12 The relationship between the forward-bias voltage (V ) to the device and the injection
current (I) for the Si crystal. a The surface area of the Si crystal is as large as 9mm2 and the
thickness is 650µm. The inset is a schematic explanation of the filament currents generated due
to the spatially inhomogeneous current density. b The surface area is as small as 0.6mm2, and the
thickness is 120µm
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Fig. 1.13 Photographs of the
device. a and b were taken
without and with current
injection, respectively, at
room temperature

Light emitting diode Emitted light spot

(a) (b)

the temperature inside the device sufficiently high. From secondary ion-microprobe
mass spectrometry, it was confirmed that the B penetration depth was increased to at
least 300nm by the annealing. For comparison, when the device had a size as small
as 0.6mm2 in area and 120µm in thickness, the V − I characteristic did not exhibit
such negative resistance but was a V − I characteristic identical to that of an ordinary
LED using a direct transition-type semiconductor, as shown in Fig. 1.12b.

Figure1.13a, b are photographs showing the devicewithout andwith current injec-
tion (current density, 4.2A/cm2), respectively, at room temperature,whichwere taken
by an infrared CCD camera (photosensitive bandwidth: 1.73–1.38eV, wavelength:
0.90–1.70µm) under fluorescent lamp illumination. Figure1.13b shows a bright spot
of light with an optical power as high as 1.1W, which was emitted by applying 11W
of electrical power.

It should be pointed out that a conventional Si photodiode can emit light even
though its efficiency is extremely low. Figure1.14a shows the light emission spectrum
of a commercial photodiode (Hamamatsu Photonics, L10823) at an injection current

(a) (b)

1.00.8 1.2 1.4

Photon energy (eV)

1.01.21.41.61.8 0.9

Wavelength (µm)

0

0.01

0.02

Li
gh

t i
nt

en
si

ty
 (

a.
u.

)

0

1.0

2.0

3.0

1.00.8 1.2 1.4

A

B

C

D

Wavelength (µm)

1.01.21.41.61.8 0.9

Photon energy (eV)

Li
gh

t i
nt

en
si

ty
 (

a.
u.

)

Fig. 1.14 The light emission spectra. a The spectrum of a commercial photodiode (Hamamatsu
Photonics, L10823) at an injection current density of 0.2A/cm2. b Curve A is identical to the curve
in (a). Curves B–D are the spectra of the devices fabricated by annealing for 1, 7, and 30min,
respectively
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density of 0.2A/cm2. Higher current injection damaged the photodiode. The main
part of the light emission spectrum in this figure is located at energies higher than
Eg(=1.12eV), as a result of the indirect transition caused by phonon scattering [21].

Figure1.14b shows the light emission spectra of three devices at an injected current
density of 1.5A/cm2, which were fabricated by the method described in the previous
section. Curve A in this figure is identical to the curve in Fig. 1.14a, drawn for
comparison. Curves B–D are the spectra of the devices fabricated by annealing for
1, 7, and 30min, respectively. Their profiles considerably differ from that of curve
A, and the spectra are located at lower energies than Eg . The light intensity values
of the curves B–D appear low at energies lower than 0.8 eV, which is due to the
low sensitivity of the photodetector used for the measurement. Although the light
emission spectrum of the device fabricated using 1min of annealing (curve B) still
had a clear peak aroundEg , the spectrum broadened and reached an energy of 0.75eV
(1.65µm wavelength). That of the device annealed for 7 min (curve C) showed a
new peak at around 0.83eV (1.49µmwavelength). In the case of the device annealed
for 30min (curve D), no peaks were seen around Eg; instead, a new peak appeared,
identified by a downward thick arrow, at an energy that corresponds to the photon
energy hνanneal (=0.95eV, 1.30µmwavelength) of the light radiated in the annealing
process. This peak is evidence that DPPs were generated by the light irradiation and
that the B diffusion was controlled. In other words, photon breeding took place
also by the two-step process (Sect. 1.3.2). The value of the emission intensity at the
highest peak (identified by the left thin upward arrow) on curve D was 14-times and
3.4-times higher than those of the peaks on curves B and C, respectively.

Here, the separations between the energies identified by two upward thin arrows
(0.83 and 0.89eV), and by the downward thin arrow (0.95eV) were 0.06eV, which
is equal to the energy of an optical phonon in Si. This means that the two upward thin
arrows show that the DPP with an energy of 0.95eV was converted to a free photon
after emitting one and two optical phonons. This conversion process demonstrates
that the light emission described here uses the phonon energy levels as an intermediate
state.

The spectrum of curve D extended over the energies 0.73–1.24eV (1.00–1.70µm
wavelength), which covers the wavelength band of optical fiber communication sys-
tems. The spectral width of curve D was 0.51eV, which is more than 4-times greater
than that (0.12eV) of a conventional commercial InGaAs LED with a wavelength of
1.6µm.

For the device annealed for 30min, the relation between the applied electric power
and the emitted light power was measured at photon energies higher than 0.73eV
(1.70µmwavelength). From this measurement, it was found that the evaluated exter-
nal power conversion efficiency and the differential external power conversion effi-
ciency reached as high as 1.3 and 5.0%, respectively, with an applied electric power
of 11W. This relationwas alsomeasured for emitted photon energies of 0.11–4.96eV
(0.25–11.0µm wavelength), giving an external power conversion efficiency and a
differential external power conversion efficiency as high as 10 and 25%, respectively.

In order to estimate the quantum efficiency, the relation between the injected cur-
rent density Id and the emitted light power density Pd at photon energies higher than
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Fig. 1.15 Progress in
external quantum efficiency.
The solid curve is the logistic
curve fitted to the
experimental values. The
gray thick horizontal line
represents the value for a
commercially available
InGaAs near-infrared LED
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0.73eV (1.70µm wavelength) was measured for the device annealed for 30min.
From this measurement, it was found that Pd was proportional to I2d , which is
due to the two-step spontaneous emission process; i.e., one electron is converted
to two photons. For comparison, Pd is proportional to Id in a conventional LED
device. Furthermore, the external quantum efficiency was estimated to be 15% at
Id = 4.0A/cm2, and the differential external quantum efficiency was estimated to
be 40% at Id = 3.0–4.0A/cm2. From the measured relation between Id and Pd
at photon energies of 0.11–4.96eV (0.25–11.0µm wavelength), the external quan-
tum efficiency at photon energies higher than 0.73eV (1.70µm wavelength) was as
high as 150%. The reason why this value is higher than 100% is that the two-step
spontaneous emission process converts one electron not to one photon but to two
photons.

Figure1.15 shows the progressmade in increasing the external quantum efficiency
in the wavelength range of 1.32 ± 0.15µm. By early 2013, an efficiency of 15%
had been reached. This value is already higher than those of commercially available
1.3µm-wavelength LEDs using the direct-transition-type semiconductor InGaAs,
such asHamamatsu Photonics L7866 and L10822 (external quantum efficiencies of 2
and 5%, respectively). The solid curve in this figure is the least-squares fitted logistic
curve, which has been popularly used to represent population growth, technological
progress, and increases in the number of articles on the market. This curve fits the
experimental values well, showing the rapid, smooth progress of Si-LED technology.

1.6 Strength of Phonon Coupling

The main features of the Si-LEDs reviewed in Sects. 1.4 and 1.5 are that the emitted
photon energy does not depend on Eg; instead, the emitted light has approximately
the same photon energy as the photon energy hνanneal of the light radiated during
annealing. In other words, photon breeding takes place. Also, phonon sidebands are
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found in the light emission spectrum, and these are caused by the creation of DPPs.
The phonons constituting theseDPPs have been theoretically shown to bemulti-mode
coherent phonons [22]. The parameter representing the coupling strength between
electron–hole pairs and phonons is called the Huang–Rhys factor, S [23]. The value
of S can be obtained experimentally from the intensities of the phonon sidebands
[24, 25]. When a DPP is created, an increase in the value of S is expected, but its
magnitude remains unknown.

This section estimates the value of S in the fabricated Si-LEDs by comparing
the measured emission intensities of the phonon sidebands found in its emission
spectrum and a simulation result of the light emission process [26]. In the case of the
device used in this section, the photon energy of the light absorbed in the depletion
layer is 1.2–3.0eV, which was estimated based on the depletion layer depth and
thickness obtained from the B doping conditions. There is no singular point in the
Si band structure in this range of energies and especially in the range corresponding
to the photon energy of the emitted light (1.4 eV). Thus, this range is suitable for
evaluating the involvement of phonons in the light emission process. Therefore, the
surface of the device was irradiated with light having a photon energy hνanneal of
1.4eV during annealing. The principle of light emission and DPP-assisted annealing
are the same as those described in Sects. 1.3.1 and 1.4.1, respectively.

Ion implantation was used to dope B into an n-type Si crystal in order to form a
p-type layer, thus fabricating a p–n homojunction. The highest B ion implantation
energy was 700keV, the concentration was 1 × 1019 cm−3, and the thickness of the
p-type layer was 2µm. After dicing this crystal, an ITO film and a Cr/Al film were
respectively deposited on the surfaces of the p-type and n-type layers for use as
electrodes. A forward-bias voltage of 2V was applied to the device (current density
0.96A/cm2) while simultaneously irradiating it with laser light (hνanneal = 1.4eV)
to perform DPP-assisted annealing for 3h.

Figure1.16 shows the light emission spectra measured when a forward current
(current density 3.2A/cm2) was injected into the Si-LED. The curves A and B are
the spectra obtained 1 and 3h after starting annealing, respectively. By comparing
these curves, it can be seen that the emission intensity showed almost no change at
photon energies of 1.25eV and above, whereas at photon energies below 1.25eV, the
emission intensitywas considerably increased.Apossible reason for this is that, in the
regions where low-energy photons are easily generated, the energy dissipation level
due to stimulated emission produced in those regions is small, like those discussed
in (2) in Sect. 1.4.1. Thus, the thermal diffusion rate is similar to that in region (1) in
Sect. 4.1, and therefore, annealing proceeds slowly. This phenomenon suggests the
validity of the annealing principle discussed in Sect. 1.4.1. In Fig. 1.16, the photon
energy hνanneal (=1.4eV) of the light irradiated during annealing is indicated by the
upward arrow. From the curves A and B, it is found that this Si-LED emitted light
with a photon energy approximately equal to hνanneal; i.e., photon breeding took
place. Furthermore, multiple sidebands are observed in the curve B (indicated by the
downward arrows). The spacings between these downward and upward arrows are
approximately constant at 60meV, which agrees with the energy of optical phonons
in Si [27], and therefore, these sidebands likely originate from phonons.

http://dx.doi.org/10.1007/978-3-319-11602-0_4
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Fig. 1.16 The light emission
spectra of the Si-LED. The
curves A and B show the
spectra obtained 1 and 3h
after starting annealing,
respectively
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In the Si-LED fabricated here, since it involves a simple single-step transition, only
one photon is emitted due to the radiative relaxation of a single electron. In addition,
the emission lifetime of a Si-LED using DPPs is on the order of 1ns (Sect. 1.10.1),
which is considerably shorter than the lifetime of the weak light emission from a
normal Si bulk crystal. However, it is three to four orders of magnitude larger than
the intraband relaxation time of electrons in Si (0.1–1ps) [28, 29]. Therefore, it
is reasonable to assume that the injected electrons do not radiatively relax during
the relaxation process α in Fig. 1.17, but instead radiatively relax by coupling with
phonons after they have relaxed to the bottom of the conduction band, as shown
by process β. This indicates that the electron–hole pairs have an energy identical
to Eg . Therefore, it can be concluded that the difference between the photon energy

Fig. 1.17 Schematic
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emission process via DPP
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of the emitted light and Eg is the energy of the phonons that have coupled with the
electron–hole pairs.

The light emission spectrum was obtained via simulation, and the coupling
strength between electron–hole pairs and phonons was examined by comparing the
simulation results with themeasured spectrum. The following four assumptions were
made in the simulation:

(1) The electron and hole are at the bottom of the conduction band and at the top of
the valence band, respectively, and the momentum and energy of the phonon are
imparted to this electron–hole pair. This assumption was made based on the fact
that the electron and hole intraband relaxation time is shorter than the emission
lifetime via the phonon level, as described above.

(2) The electron–hole pair couples with coherent phonons including all optical
modes. This was assumed based on experimental results [30] and theoretical
considerations [22] regarding DPPs.

(3) The probability distribution of the number of phonons that couple with an
electron–hole pair follows a Poisson distribution. In other words, the proba-
bility of n phonons coupling with an electron–hole pair is proportional to Sn/n!
This means that coupling of electron–hole pairs and phonons via DPPs occurs
randomly.

(4) Radiative relaxation occurs by following the momentum conservation law
between the initial state and the final state.

The simulation procedure is as follows:

(I) Based on assumption (3), the number of phonons that couple with an electron–
hole pair is determined.

(II) Based on assumption (2), from among all of the optical phonons, phonons
whose number was determined in (I) are randomly selected. From this number
and the dispersion relation of phonons in Si [31], the momentum and energy
of the coupling phonons are determined.

(III) From among the electron energy levels between the Γ point and the X point,
those at the bottom of the conduction band, having the lowest energy are
selected. Then, their momenta and the momenta of the phonons selected in
(II) are summed up. If this summed value and the value of the momentum at
the Γ point do not match, no light emission occurs, and the procedure returns
to (I). On the other hand, if they do match, the light whose photon energy cor-
responds to the sum of the energies of the electron–hole pair and the phonons
is emitted. Therefore the value of this photon energy can be calculated. Then
the procedure returns to (I).

(IV) The number of individual photons, obtained by repeating (I)–(III) above, is
determined, and the simulation ends.

Figure1.18a shows the light emission spectrum obtained by performing the simu-
lation using both longitudinal optical mode (LO mode) and transverse optical mode
(TO mode) phonons as the phonons that couple with the electron–hole pair, where
n is the number of phonons. Multiple peaks corresponding to each n are observed
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(a)

(b)

Fig. 1.18 The light emission spectra obtained by performing the simulation. The parameter n is
the number of phonons that coupled with an electron–hole pair via a DPP. a The results obtained by
using both longitudinal optical mode (LO-mode) and transverse optical mode (TO-mode) phonons
as the phonons that couple with the electron–hole pair. bThe result obtained by using only LO-mode
phonons

in this spectrum, similarly to the measured results (Fig. 1.16). For ease of viewing
the spectral shape, the heights of all peaks are normalized to unity. By compar-
ing the curve in this figure with the curve shown in Fig. 1.16, it can be concluded
that the phonons that couple with the electron–hole pair are composed of both LO-
mode and TO-mode phonons since the photon energies at the peaks match, and
since the spectral shapes resemble each other. For the sake of comparison, Fig. 1.18b
shows a light emission spectrum obtained by performing the simulation using only
LO-mode phonons. The positions of the peaks on the curve in Fig. 1.18b differ from
the positions of the peaks in Figs. 1.16 and 1.18a, fromwhich it is confirmed that both
LO-mode and TO-mode phonons are involved in the coupling with the electron–hole
pair.

Next, to determine the value of the Huang–Rhys factor, S, the heights of the
emission peaks were considered. As described in assumption (3) above, since the
distribution of the number of phonons n follows a Poisson distribution that depends
on the value of S, the height of each spectral peak in Fig. 1.18a also depends on the
value of S. Hence, least squares fitting was carried out on the heights of each peak
in Fig. 1.18a and each peak on the curve B in Fig. 1.16. As a result, the value of S
was found to be 4.08 ± 0.02. In a normal bulk Si crystal, on the other hand, S ranges
from 0.001 to 0.01 [32], which means that the DPP-mediated coupling between the
electron–hole pair and phonons is two to three orders ofmagnitude stronger. The peak
widths in the light emission spectrum of the actual device were found to differ from
those in the simulated spectrum. This is because coupling between the electron–hole
pair and acoustic phonons was not taken into account in the simulation.
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1.7 Contribution of the Multimode Coherent Phonons

Previous sections have revealed that DPs are accompanied by multimode coherent
phonons, resulting in the creation ofDPPs.High-resolutionRaman spectroscopy [33]
and Fourier transform infrared spectroscopy [34] have been used to study the spectral
properties of phonons generated in a super-wavelength sized space in a macroscopic
material. Furthermore, coherent phonons (CPs) have been generated by irradiating
macroscopic materials with short optical pulses, and their spectral properties have
been studied by measuring CP-induced temporal variations in macroscopic physical
quantities of thematerials, such as the optical reflectivity [35, 36]. Theoretical studies
have also been carried out to explain several phenomena caused by these CPs [37].
In contrast to these conventionally studied CPs, the multimode coherent phonons are
excited by the DPs in nanometric spaces. These multimode coherent phonons in the
nanometric spaces (MCP-NSs) have large uncertainties in their momenta (wavenum-
bers) because of the sub-wavelength size of the nanometric spaces in which they are
generated. In this section, the origin of the sidebands observed in the light emission
spectrum of a visible Si-LED is reviewed based on the results of measurement of
optical phonons in the MCP-NSs by using pump–probe spectroscopy [38].

A Si-LED was fabricated by applying a forward-bias voltage of 3.5V (injected
current: 240mA) while irradiating the Si crystal with pulsed laser light for 1h. The
laser light had a photon energy hνanneal of 3.1eV (400nmwavelength), a pulse width
of 100 fs, a repetition frequency of 80MHz, a pulse energy density of 5×10−8 J/cm2,
and an average power density of 4W/cm2. The principles of light emission and DPP-
assisted annealing are the same as those of Sects. 3.1 and 4.1, respectively. The reason
for using a pulsed laser, not a CW laser, is to maintain a sufficiently high peak power
for efficient annealing by light absorption.

Figure1.19 shows the main part of the spectrum of the light emitted from the
fabricated Si-LEDwith an injected current of 450mA. The curve in this figure clearly
shows three peaks in the visible region. The spectral component at 3.1 eV (=hνanneal),
which originated from the light irradiated in the annealing process (i.e., photon
breeding), is not displayed due to the low efficiency of the diffraction grating in the
monochromator used for the spectralmeasurement. The separations between adjacent
peaks are about 250meV (60THz), from which these peaks can be identified as
phonon sidebands originating from the strong coupling between DPs and MCP-NSs
in the Si crystal, as will be discussed in the following.

In order to generate and evaluate the MCP-NSs for studying the origin of the
sidebands in Fig. 1.19, pump–probe laser spectroscopy was employed based on the
principle of impulsive stimulated Raman scattering (ISRS) [39]. If the spectral width
of the optical pulse (carrier frequency ν) from the light source is wider than the eigen-
frequency of the phonon, νp, the intensity of the frequency components ν − νp in
the optical pulse can be maintained sufficiently high for generating the MCP-NSs
efficiently.

Since the generated MCP-NSs temporally modulate the Coulomb potential of the
interaction with electrons, the energy band structure of the electrons is modulated,
resulting in modulation of the optical reflectivity of the Si crystal [36, 40]. Among

http://dx.doi.org/10.1007/978-3-319-11602-0_3
http://dx.doi.org/10.1007/978-3-319-11602-0_4
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Fig. 1.19 The main part of the spectrum of the light emitted from the Si-LED with an injected
current of 450mA

the coherent and incoherent phonons, this modulation enables selective detection of
the MCP-NSs because the thermally excited incoherent phonons do not induce any
variations in the optical reflectivity.

The temporal variation of the optical reflectivity can be acquired by plotting the
reflected probe beam intensity as a function of the time difference, t, between the
arrival times of the incident probe and pump optical beams at the Si crystal surface.
A Ti:sapphire laser was used as a light source. The center wavelength was 780–
805nm (photon energy, 1.54–1.59 eV), and the pulse width was 15 fs. The temporal
variation of the optical reflectivity was measured by lock-in detection of the probe
beam intensity reflected from the Si crystal surface.

Figure1.20a shows a normalized fractional variation of the optical reflectivity
measured as a function of the time difference t defined above. The curve in this
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Fig. 1.20 Measured optical reflectivity. a Normalized fractional variation of the optical reflectivity
measured as a function of the time difference t between the arrival times of the incident probe and
pump optical beams at the Si crystal surface. b The spectrum obtained by Fourier transforming the
fractional variation of the optical reflectivity
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Fig. 1.21 The measured
Fourier-transformed
spectrum. The inset represents
the magnified spectral curve
of the signals originating
from the MCP-NSs
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figure represents a rapidly oscillating, amplitude-modulated optical interference sig-
nal between the pump and probe beams. Figure1.20b shows the spectrum obtained
by Fourier transforming the fractional variation of the optical reflectivity when the
average powers of the pump and probe beams were 120 and 20mW, respectively.
Their beam spot diameters were 1mm. As represented by the four downward arrows,
the spectral curve shows several sidebands on both sides of the high spectral peak of
the optical interference signal at 385THz. These sidebands originate from the ampli-
tude and phasemodulations of the reflected probe beam intensity, i.e., themodulation
of the optical reflectivity of the Si crystal. These results suggest that there is strong
coupling between the MCP-NSs and the pump-beam photons.

In order to evaluate the spectral properties in Fig. 1.20b more quantitatively, the
average power of the probe beam was increased to 120mW to increase the measure-
ment sensitivity. Figure1.21 shows the measured Fourier-transformed spectrum. In
this curve, the interference signal peak at 385THz is much higher than the maximum
on the vertical axis. On both sides of this over-scaled peak, many more sidebands
are seen, as compared with Fig. 1.20b. In addition to the optical interference signal
and the sidebands in Figs. 1.20b and 1.21 also reveals the unique signals originating
from the MCP-NSs. The spectral curve of these signals is magnified and shown in
the inset of Fig. 1.21. These signals are manifested by spectral peaks at frequencies
lower than 80THz, as represented by the two arrows. The high-frequency cut-off,
which is governed by the value ν − νp, was confirmed to be 80THz because the
spectral intensity of the curve in the inset decreased to zero at 80THz (represented
by a vertical broken line in the inset). The curve in the region higher than 80THz
represents tails of the sidebands of the optical interference signal.

The spectral peaks shown by the two arrows on the curve in the inset are at the
frequencies of 18 and 64THz (74 and 265meV). It is easily seen that the spectral
intensity at 64THz, which is defined by the area under the bell-shaped spectral curve,
is larger than that at 18THz. As a result of the comparison between the spectral
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intensities, it was found that the sidebands with a separation of about 60THz in
Fig. 1.19 originated from the spectral peak at 64THz in this magnified curve.

For a more detailed evaluation of the curve in the inset, it was fitted by the super-
position of the Lorentzian spectral curves of the fundamentals and harmonics of the
LO-mode phonons with the center frequency nνp, which can contribute to forming
the MCP-NSs. The integer n represents the order of the harmonics, where n = 1
represents the fundamental. The center frequency νp was set to 15.6THz for the
LO-mode phonons by referring to previous experimental and theoretical studies.
(From a study of the LO-mode CPs in a Si crystal, the eigen-frequency of the
LO-mode phonon has been measured to be 15.6THz [35, 36].) Since TO-mode
phonons can also contribute to forming theMCP-NSs, these could also be measured;
however, with pump–probe spectroscopy, only phonons with a wavenumber of 0
(the Γ point in wavenumber space) are measured and, since the frequencies of the
LO-mode phonons and TO-mode phonons at the Γ point are approximately equal
[41], it is not possible to distinguish between them. The full-width at half maximum
of the Lorentzian spectral curve was fixed at 10THz (41meV) by referring to the
average phonon energy (30meV) and additional scattering by incoherent phonons at
room temperature [35, 42].

The broken curve A in Fig. 1.22 represents the result of the fitting, whereas the
solid curve B is a copy of the curve in the inset of Fig. 1.21. The broken curves C–E
represent the Lorentzian spectral curves of the fundamental, and the second- and
fourth-order harmonics of the LO-mode phonons, respectively, whose superposition
yields the broken curve A. The contribution from the third-order harmonics was
negligibly small. As a result of this accurate fitting of the broken curve A to the curve
B, the spectral peak at 64THz in the inset of Fig. 1.21 was found to be composed
of the fourth-order harmonic of the LO-mode phonons. The spectral peak at 18THz
is composed of the fundamental of the LO-mode phonons. The second- and third-
order harmonics of the LO-mode phonons contribute to the lower signal. Since the
spectral intensity of the 64THz peak was the largest, it was found that the fourth-
order harmonic of the LO-mode phonons couple most strongly with the pump-beam
photons and are the origin of the sidebands in the emission spectrum in Fig. 1.19.

Fig. 1.22 The result of the
curve fitting. Curve A is the
result of fitting. Curve B is a
copy of the curve in the inset
of Fig. 1.21. Curves C–E
represent the Lorentzian
spectral curves of the
fundamental and the second-
and fourth-order harmonics of
the LO-mode phonons,
respectively
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From the discussion above, the fundamental and harmonics of the LO-mode
phonons were revealed to be the constituent components of the multimode coherent
phonons generated in the nanometric spaces around the domain boundaries of B in
the Si-LED.

1.8 Infrared Laser

Si has also been the subject of extensive research for use in fabricating lasers since
it shows excellent compatibility with electronic devices [43]. For example, there
are reports in the literature on Raman lasers [44] and lasers utilizing quantum size
effects in Si [45]. However, parameters such as the operating temperature, efficiency,
wavelength and so forth are still not adequate for practical adoption of lasers. To
solve these problems, this section reviews an infrared Si lasers fabricated by using
DPPs and showing continuous-wave operation at room temperature [46].

In the case where the Bernard–Duraffourg inversion condition is satisfied, optical
amplification gain occurs. Furthermore, if the fabricated devices have an optical
cavity structure for confining the emission energy, and if the optical amplification
gain is larger than the cavity loss, there is a possibility of laser oscillation occurring
as a result of stimulated emission.

An As-doped n-type Si crystal was used as a device substrate, whose electrical
resistivity and thickness were 10�cm and 625µm, respectively. This crystal was
doped with B by ion implantation to form a p-type layer. The implantation energy for
theBdopingwas 700keV, and the ion dose densitywas 5× 1013 cm−2. After forming
a p–n homojunction, an ITOfilmwas deposited on the p-layer side of the Si substrate,
and anAl filmwas deposited on the n-substrate side for use as electrodes. Next, the Si
crystalwas diced to form the device. The device areawas about 400mm2. Similarly to
the device described in Sect. 5.1, the substrate was irradiated with infrared laser light
having a photon energy hνanneal of 0.94eV (1.32µmwavelength) and a power density
of 200mW/cm2, during which annealing was performed by applying a forward-bias
current of 1.2A to generate Joule-heat, causing the B to diffuse.With thismethod, the
spatial distribution of the B concentration changes, forming domain boundaries in a
self-organized manner, which have shapes and distributions suitable for efficiently
inducing the DPP-assisted process.

Next, to fabricate a Si laser, the ITO electrode and the Al electrode were removed
by etching. Then, a ridge waveguide structure was fabricated by using conventional
photolithography. A SiO2 film, used as a mask in wet chemical etching of Si by
KOH, was deposited by means of tetraethyl orthosilicate chemical vapor deposition
(TEOS-CVD). After transferring the mask pattern (10µm linewidth) to the SiO2,
KOH etching was conducted to fabricate a ridge waveguide structure with a depth of
2µm. Then, an SiO2 film for isolating the Si wafer and the electrode was deposited
by TEOS-CVD, and a contact window was formed on top of the ridge waveguide.
After that, an Al electrode was deposited by DC sputtering. The substrate was then
polished to a thickness of 100µm, and Al was deposited on the reverse side of the Si

http://dx.doi.org/10.1007/978-3-319-11602-0_5
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Fig. 1.23 The device
structure of a Si laser.
a Schematic explanation of
the structure. b Optical
micrographs of a fabricated Si
laser
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substrate. The sample was cleaved to various cavity lengths, and the cleaved facets
served as cavity mirrors. Several Si laser devices were fabricated with the above
method. All the experiments described below were conducted at room temperature
(15–25 ◦C).

Figure1.23a illustrates the device structure. Secondary ion mass spectrometry
measurements confirmed that the active layer formed in the p–n homojunction was
located at a depth of 1.5–2.5µmfrom the surface of the Si substrate. This corresponds
to the bottom of the ridge waveguide. Figure1.23b shows optical micrographs of a
fabricated Si laser. The width and thickness of the ridge waveguide constituting the
cavity were 10 and 2µm, respectively. Several Si lasers were fabricated, whose cav-
ity lengths were 250–1,000µm. The sum of the guiding loss in the ridge waveguide
and the optical scattering loss at the cleaved facets was estimated to be 70% for the
TE-polarization component. Because this ridge waveguide does not exhibit optical
confinement in the thickness direction, the guiding loss is large; it can be estimated
to be 90% or more. However, because an active layer that efficiently generates DPPs
is formed in the p–n homojunction by the DPP-assisted annealing, the effective
refractive index of the active layer is higher than the refractive index of the surround-
ing area. Therefore, the actual guiding loss was smaller than the above value. The
current density dependency of the optical amplification gain, which resulted from
irradiating this Si laserwith 1.32µm-wavelength laser light, wasmeasured. From this
measurement, the transparent current density was estimated to be Jtr = 26.3A/cm2.
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Fig. 1.24 The optical radiation patterns from the Si laser. a Far-field and near-field images. b
The TM- and TE-polarization components of the near-field image in (a). The cross-sectional light
intensity profiles are also taken along the white dotted lines in these images. The curves A and B
are the profiles for the TM- and TE-polarization components, respectively

This value is about 1/10 that for a conventional laser device made using a direct-
transition-type semiconductor [47], demonstrating that this ridge waveguide with the
p–n homojunction structure has adequate performance for use as a laser.

For the laser with a cavity length of 750µm, the far-field images of the optical
radiation pattern are shown in Fig. 1.24a. A near-field image is also shown. There
is a ridge waveguide with a width of 10µm at the center of the white dotted circle
in this near-field image. At an injection current of 50mA and above, the optical
radiation pattern was concentrated inside the ridge waveguide, and the optical power
increased. This concentration indicates that the directivity of the optical radiation
pattern was high due to the laser oscillation. At an injection current below 50mA,
on the other hand, the directivity was low; this is because the main components of
the optical radiation pattern are spontaneous emission and amplified spontaneous
emission (ASE).

The left side of Fig. 1.24b shows images of the TM- and TE-polarization compo-
nents of the near-field image in Fig. 1.24a. The right side shows the cross-sectional
light intensity profiles taken along the white dotted lines in these images. These
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figures show that the TM-polarization component from the Si laser was spread
over the entire device, whereas the TE-polarization component was concentrated
at the location of the ridge waveguide. Because the output beam from a conventional
semiconductor laser during oscillation contains the TE-polarization [48], this mea-
surement result also confirms that laser oscillation occurred. In this measurement, the
intensity ratio of the TE-polarization and the TM-polarization was 8:1. On the other
hand, in a conventional semiconductor laser, this intensity ratio is 100:1 or greater
[48]. The reason for the difference between the present result and the conventional
value is that there is no optical confinement structure in the thickness direction of the
ridge waveguide, and also because the spectral wavelength bands of the spontaneous
emission and ASE are extremely wide.

Curves A–D in Fig. 1.25a show the output spectral profiles of the Si laser with
injection currents of 20, 33, 53, and 60mA, respectively. In these measurements,
another device was used in order to separately observe each longitudinal mode,
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Fig. 1.25 Spectral properties of the Si laser. a The output light spectral profiles of the Si laser with
a short cavity (cavity length: 250µm). Curves A–D are for injection currents of 20, 33, 53, and
60mA, respectively. b The current dependency of the output optical power. The open circles are
values obtained by integrating the optical power with respect to wavelength in the wavelength range
1.220–1.380µm. The closed squares are values of the spectral power density at a wavelength of
1.356µm. c, d The output light spectral profiles of the Si laser with the long cavity (cavity length:
550µm) below and above the threshold of current, respectively
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which had a shorter cavity (cavity length: 250µm) than that in Fig. 1.24. A sharp
peakwas observed at a wavelength of 1.356µm (the position indicated by the upward
arrow on curve D), which shows laser oscillation at an injection current of 60mA; the
tip of the peak went off the top edge of the graph due to saturation of the sensitivity
of the photodetector in the measurement equipment. This sharp peak is evidence
of photon breeding, as was described in the previous sections. The inset shows a
magnified view of the vicinity of the oscillation spectral peak (curve D) during laser
oscillation, where several longitudinal modes (positions indicated by the upward
arrows in the inset) were observed at a wavelength spacing of 1.0nm, corresponding
to the cavity length (250µm).

Figure1.25b shows the current dependency of the output optical power. The open
circles are values obtained by integrating the optical power with respect to wave-
length in the range 1.220–1.380µm. At an injection current of 60mA, the optical
output power was 50µW, and the external differential quantum efficiency was 1%.
This value is as high as that reported for a conventional 1.3µm-wavelength double
heterojunction laser using InGaAsP/InP, which is a direct transition-type semicon-
ductor [49]. The closed squares are values of the spectral power density at a wave-
length of 1.356µm.At the injection current of 60mA, the spectral power density was
150µW/nm. Because this device had a wide emission wavelength band, the optical
powers of the spontaneous emission and ASE also increase as the current increases.
Therefore, the measurement results indicated by the open circles do not show a sud-
den increase in the optical output power of laser oscillation. The closed squares, on
the other hand, do show this, and the threshold current for laser oscillation was found
to be 50mA, giving a threshold current density of 2.0kA/cm2.

To measure the optical power and spectral linewidth at the peak wavelength in
the laser oscillation spectrum, the output spectral profiles were measured during
laser oscillation (at a current of 57mA) using a different Si laser (cavity length:
500µm) from that used in Fig. 1.25a, b. The results are shown in Fig. 1.25c, d. The
vertical axis of this graph is a logarithmic scale. At an injection current of 55mA
or less (Fig. 1.25c), only a wide emission spectrum was measured. However, above
the threshold current of 56mA, a sharp laser oscillation spectrum was observed, as
shown in Fig. 1.25d, with a center wavelength of 1.271µm, which is also evidence of
photon breeding. The full width at half maximumwas 0.9nm or less, which is limited
by the resolution of the measurement equipment. From these measured results, the
threshold current density for laser oscillation was confirmed to be 1.1kA/cm2.

1.9 Light Emitting Diodes Fabricated from Other Crystals

This section reviews the fabrication of LEDs using semiconductor materials other
than Si. One is silicon carbide (SiC), which has been considered to be a suitable
material for use in high-electrical-power devices because of its high electrical break-
down strength, thermal conductivity, and heat tolerance [50]. However, since SiC
is an indirect-transition-type semiconductor, it has never been used for fabricating
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highly efficient practical LEDs. Another is zinc oxide (ZnO). Although it is a direct-
transition-type semiconductor, it has been difficult to form a p-type crystal for prac-
tical LEDs.

1.9.1 Using a Silicon Carbide Crystal

Although SiC is an indirect-transition-type semiconductor, research has been con-
ducted for realizing blue LEDs using this crystal. However, the external quantum
efficiency of the light emission is low, at 0.1% or less, and it has not been easy to
fabricate practical devices [51, 52]. This section reviews the use of a DPP-assisted
process in bulk crystal SiC of the 4H-type (4H-SiC) having a p–n homojunction
structure to modify the spatial distribution of the Al dopant for fabricating a blue
LED with high light-emission efficiency [53].

Since the bandgap energy Eg of SiC corresponds to ultraviolet to blue wave-
lengths, visible to ultraviolet SiC-LEDs fabricated via the DPP-assisted process can
avoid a decrease in efficiency due to light absorption by 4H-SiC. To achieve light
emission from4H-SiC, the two-step de-excitation processwas used, aswas described
in Sect. 1.3.2. A 500nm-thick n-type buffer layer (dopant density 1 × 1018 cm−3)
was deposited on an n-type 4H-SiC crystal with a thickness of 360µm, a diameter of
100mm, a resistivity of 25m�cm, and a surface orientation of (0001), after which
a 10µm-thick n-type epilayer (dopant density 1× 1016 cm−3) was deposited. The
4H-SiC crystal was then implanted with a p-type dopant (Al) by ion implantation.
During this process, the implantation energy was changed in multiple steps in the
range 30–700keV, and the ion dose was adjusted in the range 3.0 × 1013–2.5 ×
1014 cm−2 for each implantation energy. As a result, the dopant density was modu-
lated between 2.2× 1019 and 1.8× 1019 cm−3 in seven periods in the depth direction.
After this, thermal annealing was performed for 5min at 1800 ◦C to activate the Al
ions, forming a p–n homojunction. An ITO film and a Cr/Pt/Au film were deposited
on the front and back surfaces, respectively, for use as electrodes. After this, the
4H-SiC crystal was diced to form a device with an area of 500µm × 500µm.

A forward bias voltage of 12V (current density 45A/cm2) was applied to the
device to bring about annealing due to Joule-heat, which caused the Al to dif-
fuse, modifying the spatial distribution of the dopant concentration. During this
process, the device was irradiated from the ITO electrode side with laser light (opti-
cal power density 2W/cm2) having a photon energy hνanneal (=2.33eV, 532nm
wavelength) smaller than Eg of the 4H-SiC (=3.26eV) [54]. This induced the DPP-
assisted process, which modified the Al diffusion due to annealing, leading to the
self-organized formation of unique minute inhomogeneous domain boundaries of Al
(Sect. 1.4.1).

Curves A–G in Fig. 1.26a shows the measured light emission spectra from the
SiC-LEDacquired duringDPP-assisted annealing. Theyweremeasured at 0.01, 0.25,
0.5, 1.0, 3.0, 8.0, and 24.0h, respectively, after starting the DPP-assisted annealing.
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Fig. 1.26 Light emission spectra of the SiC-LED. a The spectra acquired during DPP-assisted
annealing. Curves A–G were acquired at 0.01, 0.25, 0.5, 1.0, 3.0, 8.0, and 24.0h, respectively, after
starting the DPP-assisted annealing. b Relationship between the light emission spectral profiles and
irradiation intensity during DPP-assisted annealing. The curve A was acquired immediately after
starting annealing. The curve B is the result of annealing without irradiating light. The curves C
and D are the results of annealing with irradiation intensities of 2 and 10W/cm2, respectively

The surface temperature during annealing was 120–150 ◦C. In order to demonstrate
photon breeding, the wavelength (the photon energy hνanneal) of the light irradi-
ated onto the device during annealing is indicated by the long downward arrow in
the figure. These curves show that the total emission power (the area surrounded
by the curves and horizontal axis in Fig. 1.26a) increases approximately in propor-
tion to the logarithm of the annealing time because the dopant diffusion rate due to
annealing has an extremely large distribution, as has been described for two-level
systems [55]. After 8h of annealing (curve F in Fig. 1.26a), the total emission power
was five-times greater than the value immediately after starting annealing (curve A).
The total emission power saturated when annealing was conducted for 8h or more.
As shown in Fig. 1.26a, the peak emission wavelength was red-shifted from 480nm
(upward arrow X) to 490nm (downward arrow Y). Curves A–D in Fig. 1.26b shows
light emission spectra observed after 8h of annealing. As shown by the curve D,
when the irradiation intensity during annealing was 10 W/cm2, the wavelength had
red-shifted to 515nm after annealing. It is also shown that the total emission power
of the curve D was reduced to about half that in the case of the curve C (irradiation
intensity of 2W/cm2 during annealing). This was because the progress of the DPP-
assisted annealing was not sufficiently controlled by the light irradiation since the
4H-SiC crystal absorbed 532nm-wavelength light for generating heat. Compared
with the curve C, the greater red-shift and also the lower total emission power in the
case of the curve D was because the intrinsic energy of the DPP level was close to
the photon energy hνanneal of the light irradiated during annealing, which counter-
acted the heat generation due to absorption. On the other hand, when annealing was



1 Silicon Light Emitting Diodes and Lasers Using Dressed Photons 35

Fig. 1.27 Injection current
dependency of the light
emission power. The
SiC-LED was driven with
both direct current (closed
circles) and pulsed current
(closed squares). The insets
show the images of output
optical beams from the
SiC-LED
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performed using only current, without irradiating any light (curve B in Fig. 1.26b;
current density 45A/cm2), the electrodes were degraded due to heat generation in
about 1h, and the emission power decreased.

Figure1.27 shows the measured relations between the injection current and the
light emission power. The SiC-LED was driven with both direct current (closed
circles) and pulsed current (closed squares). The images of the output optical beams
from the SiC-LED shown in the insets were taken under fluorescent room lights.
From the measured relationship between the forward bias voltage and the injection
current, it was found that a Schottky barrier effect at the electrodes reduced the
light emission efficiency. However, this can be eliminated by applying a voltage
sufficiently higher than the potential gap of the Schottky barrier. To achieve this,
first, the injected direct current was increased, which caused the voltage applied
to the device to rise. In this case, as shown by the closed circles and the solid
curve in the figure, the emission power increased nonlinearly due to the two-step de-
excitation, and at injection currents of 0.3mA or higher, it saturated. Themajor cause
of this saturation is probably heat generation due to the injection current. Therefore,
to avoid this heat generation, second, a pulsed current was injected with a pulse
width of 50µs and a repetition frequency of 100Hz. In this case, an instantaneous
current of 780–1,300mA flowed in the SiC-LED, and the instantaneous voltage was
23.0–23.6V. As a result, the emission power was observed to increase linearly and
did not saturate, as shown by the closed squares and the solid line in the figure. The
reasons for this linear increase are as follows: (1) The driving voltage was sufficiently
high, making the number of carriers, which nonradiatively recombine at the Schottky
barrier at the electrode, negligibly small. (2) For the injected pulsed current density as
high as 320–520A/cm2, the Al concentration was not high enough to cause efficient
two-step de-excitation. As a result, electrons and holes accumulated at the bottom of
the conduction band and the top of the valence band, respectively, where they formed
DPPs. Therefore, the one-step transition due to phonon scattering was dominant.
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Fig. 1.28 Light emission
spectra of the SiC-LED,
driven by pulsed current. a–c
Correspond to squares A, B,
and C on the solid line in
Fig. 1.27, respectively
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Reason (1) above is well-known in electronic devices having a normal Schottky
barrier. The basis for reason (2) is described as follows: Fig. 1.28a–c shows measure-
ment results of the emission spectra of the SiC-LED, driven by pulsed current, which
correspond to closed squares A, B, and C on the solid line in Fig. 1.27, respectively.
When the pulsed current was small (Fig. 1.28c), the temperature of the device was
low, and a separate phonon level was observed (the peak at the wavelength of 390nm
in the figure: downward arrow). This peak appeared for the first time due to pulsed
current operation, but the photon energy of this peak is lower than Eg of 4H-SiC by
an amount corresponding to the energy of LO-mode phonons (95meV) or the energy
of TO-mode phonons (110meV) [56]. From a comparison of Fig. 1.28a–c, it is clear
that the intensity of this emission peak governs the emission intensity while driving
the device with pulsed current. Since the energy of this emission level is close to
Eg , recombination luminescence is possible via a one-step transition involving only
phonon emission. Of course, an emission peak corresponding to the DPP level also
exists (upward arrow in Fig. 1.28c) even under direct-current injection to the SiC-
LED. However, comparing Fig. 1.28a–c, the height of the emission peak is saturated.
Therefore, when the SiC-LED was driven by a pulsed current, it is likely that the
one-step transition was dominant, resulting in a linear increase in the emission power
with increasing current.

The gradient of the solid line in Fig. 1.27 corresponds to an external quan-
tum efficiency of 1%. From the light extraction efficiency (<30%) and the light
absorption (>70%), the internal quantum efficiency was estimated to be 10%. This
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value is as large as the efficiency of conventional LEDs using direct transition-type
semiconductors. It is expected that this efficiency will be increased by carrying out
more precise adjustments of the thickness and dopant density.

1.9.2 Using a Zinc Oxide Crystal

ZnO is a direct transition-type, wide bandgap semiconductor and is expected to
be used as a material for fabricating optical devices such as UV LEDs and laser
diodes [57]. However, it is difficult to form a p-type crystal because the accep-
tors are compensated due to the numerous oxygen vacancies and interstitial zinc in
the ZnO crystal [58]. Therefore, despite the numerous efforts that have been made
[59–65], there have been very few reports of electroluminescence at room tempera-
ture [63, 64]. Because the radius ofN ions is approximately the same as that ofO ions,
they are promising candidates to serve as p-type dopants in ZnO [57], and N doping
by ion implantation has been examined [66]. However, the large number of lattice
defects generated in normal ion implantation cannot be removed even with ther-
mal annealing, and therefore, no p-type crystals of sufficient quality for fabricating
devices have been obtained [66]. This section reviews a p–n homojunction-structured
LED that emits visible light at room temperature by applyingDPP-assisted annealing
to a direct transition-type bulk ZnO crystal [67].

An n-type ZnO single crystal was used, which was grown by the hydrother-
mal growth method [68]. The crystal axis direction was (0001), the thickness was
500µm, and the electrical resistivity was 50–150�cm. N2+ ions were implanted
into the crystal at an energy of 600keV and an ion dose density of 1.0 × 1015 cm−2.
The implantation depth was confirmed to be about 3µm by secondary ion mass
spectrometry. This allowed the N dopant to be distributed in the vicinity of the crys-
tal surface, forming a p-type ZnO layer. As a result, a p–n homojunction structure
was realized. An ITO film was deposited on the surface of the p-type ZnO layer,
and a Cr/Al film was deposited on the surface of the n-type ZnO layer to serve as
electrodes. Then, the crystal was diced to form a device.

As described in previous sections, when a bulk Si crystal was implanted with B
serving as a p-type dopant, theBwas readily activated to formacceptors, thus creating
a p–n homojunction [19]. In the present case, however, the N dopant was not readily
activated [58]. Therefore, first, Joule-heat caused by a forward-bias current was used
to anneal the crystal for activating the N dopant. An overview of this principle is as
follows: If a forward-bias current is applied directly after implanting the N dopant,
the N is not activated sufficiently. Therefore, only electrons, which aremajority carri-
ers, carry the electrical current. Also, because no holes exist, recombination emission
does not take place either. Therefore, the p–n homojunction remains highly resistive,
and when a constant current is applied, the voltage applied across the p–n junction
is high. As a result, a high level of Joule-heat occurs, diffusing the N dopant and
considerably changing the concentration distribution, causing theN dopant to be acti-
vated. Therefore, since holes also become current carriers, the resistance decreases.
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Because ZnO is a direct-bandgap semiconductor, the electrical energy is converted to
spontaneously emitted optical energy through recombination of electrons and holes,
and this is radiated from the crystal to the outside. The Joule-heat drops due to this
energy dissipation and the decrease in resistance mentioned above, and therefore,
the concentration distribution of the N dopant eventually reaches a steady state. This
completes the N dopant activation process.

Second, DPP-assisted annealing was used simultaneously with the activation
described above. The process can be explained as follows: A p–n homojunction is
formed in the ZnO crystal by implanting N2+ ions. However, because this structure
is simple, the electrons and holes both exhibit wide spatial distributions. Therefore,
their recombination probability is low, and the emission intensity is also low. The
DPP-assisted process is used to increase the emission intensity. Specifically, while
applying a forward bias current during the annealing, the crystal surface is irradiated
with light having a small photon energy hνanneal compared with Eg of ZnO. The
mechanism of the DPP-assisted annealing of the ZnO crystal is equivalent to that
described in Sect. 1.5.1. As a result, an N dopant concentration distribution that is
suitable for inducing the DPP-assisted process with high efficiency is formed in a
self-organized manner.

The following two types of devices were fabricated.

Device 1Adevice fabricated by annealing with a forward-bias current alone, without
light irradiation, to activate the N dopant.

Device 2 A device fabricated by DPP-assisted annealing. To do so, during annealing
with the forward-bias current, the device was irradiated with laser light having a
photon energy hνanneal (=3.05eV, 407nm wavelength), which is smaller than Eg

(=3.4eV) of ZnO.

The forward-bias current density for annealing both devices was 0.22A/cm2.
For Device 2, the irradiation power density was 2.2W/cm2. Figure1.29a shows the
change in surface temperature with time at the center of Device 2. The surface tem-
perature rose to 100 ◦C when annealing commenced, and then dropped, reaching a
constant temperature of 74 ◦C after about 60min. This temperature drop was caused
by the generation of DPPs as annealing progressed, bringing about stimulated emis-
sion, and by part of the electrical energy added to produce Joule-heat being dissipated
in the form of optical energy. To confirm this stimulated emission effect, Fig. 1.29b
shows the results of measuring the change in surface temperature with time for
another identical sample of Device 2, when the irradiated light power was turned on
and off every 5min. The temperature dropped during light irradiation, confirming
the stimulated emission effect.

As for the device operation, first, the curves A–C in Fig. 1.30 are light emission
spectra of Device 1 at room temperature with forward-bias currents of 10, 15, and
20mA, respectively. These spectra are composed of a high-intensity, narrow-band
emission component in the ultraviolet region close to a wavelength of 382nm and
a low-intensity, wide-band emission component in the visible region above 490nm.
The former is attributed to the band edge transition in ZnO, and the latter is attributed
to emission from defect levels [69]. The emission from the defect levels is not related
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(a)
(b)

Fig. 1.29 Change in surface temperature with time at the center of Device 2. a The change in
the surface temperature in the process of annealing with light irradiation. b The change in surface
temperature for another identical sample of Device 2, when the irradiated light power was turned
on and off every 5min

Fig. 1.30 Light emission
spectra of Device 1. The
curves A, B, and C show the
results obtained with forward
bias currents of 10, 15, and
20mA, respectively

to the DPP-assisted process in the case of Device 2, described below, and depends
on the crystal quality. In other words, from these spectra, the emission fromDevice 1
was confirmed to be mainly due to the band edge transition. The V − I characteristic
of this device showed the same rectifying properties as an ordinary diode, confirming
that a suitable p–n homojunction was formed by the annealing.

Next, light emission spectra of Device 2 at room temperature are shown by the
three curves A, B, and C in Fig. 1.31a. Curves A, B, and C shows the results obtained
with forward-bias currents of 10, 15, and 20mA, respectively. The emission peak
wavelength of curve A was 393nm, which is attributed to the band edge transition,
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Fig. 1.31 Light emission characteristics of Device 2. a Light emission spectra at room temperature.
The curves A, B, and C show the spectra measured with forward bias currents of 10, 15, and 20mA,
respectively. b Schematic explanation of the two-step light emission during LED operation

similar to the case of Device 1 (Fig. 1.30). Comparing curves B and C with curve A,
the spectral centroid of the emission spectrum exhibits a red-shift as the forward-bias
currentwas increased.However, this shiftwas not attributed to a change inEg induced
by Joule-heat [70], because the emission peak attributed to the band edge transition
in Device 1 did not show this kind of shift. Furthermore, as shown in the inset of this
figure, the weak emission (arrow C1), attributed to the band edge transition, was also
found in curve C. Therefore, the red-shift of the emission spectra, which is attributed
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to Joule-heat at forward-bias currents in the range of 10–20mA, can be neglected.
The reason why this red-shift is attributed to stimulated emission driven by DPPs,
not Joule-heat, is as follows.

Light emission during LED operation, like the stimulated emission process dur-
ing annealing, is attributed to a two-step transition, as was described in Sect. 1.3.2.
This transition is illustrated in Fig. 1.31b in the present case, i.e., from |Eex; el〉 ⊗
|Eex; phonon〉 to ∣

∣Eg; el
〉 ⊗ |Eex; phonon〉 (the pink arrow at 2© in Fig. 1.31b) and

from
∣
∣Eg; el

〉 ⊗ |Eex; phonon〉 to ∣
∣Eg; el

〉 ⊗ |Eex′ ; phonon〉 (the green arrow at 2© in
Fig. 1.31b). Because the second-step transition is an electric dipole-forbidden tran-
sition, only DPPs are emitted, and these DPPs are scattered by the inhomogeneously
distributed N dopant and are converted to propagating light. The photon energy of
the emitted light is determined by the photon energy hνanneal of the light radiated
during annealing, i.e., photon breeding takes place. This is because the N dopant
concentration distribution is formed in a self-organized manner by the DPP-assisted
annealing, with the result that a transition via the intermediate phonon level corre-
sponding to hνanneal easily occurs in Device 2. Therefore, in curve B in Fig. 1.31a,
the peak photon energy of 3.03eV (409nm wavelength, arrow B1) is almost equal
to hνanneal.

On the other hand, the photon energy of light generated in the first-step tran-
sition is given by the energy difference between |Eex; el〉 ⊗ |Eex; phonon〉 and
∣
∣Eg; el

〉 ⊗ |Eex; phonon〉. Comparing the blue arrow at 1© and the green arrow at
2© in Fig. 1.31b, this difference is 0.20eV. (The blue arrow at 1© represents the band
edge transition of ZnO, whose energy is 3.25eV (382nm wavelength) according to
Fig. 1.30.) This first-step transition is an electric dipole-allowed transition. However,
because the occupation probability of such high-energy phonons is low, propagating
light is not emitted, and only DPPs are generated. In addition, when the stimu-
lated emission driven by the DPPs emitted in the first-step transition is repeated one
or two more times, new intermediate phonon levels

∣
∣Eg; el

〉 ⊗ |Eex′′ ; phonon〉 and
∣
∣Eg; el

〉⊗|Eex′′′ ; phonon〉whose energies are lower by amounts corresponding to the
energy of the DPPs are formed. Thus, the energies of the photons emitted via these
new intermediate phonon levels are lower by amounts corresponding to the energy
of the DPPs emitted in the first-step transition (0.20eV). In the case of 3© and 4© in
Fig. 1.31b, these energies are 2.85eV (435nm) and 2.65eV (468nm), respectively,
as shown by the yellow arrow and the red arrow. These are similar to the emission
peaks measured in the conventional optical transition of bulk ZnO crystal, which
are an integer multiple of the LO-mode phonon energy (72meV) [69]. However,
unlike the conventional electric dipole-allowed transition, in the transition driven by
DPPs, the exchanged energy is an integer multiple of the energy determined by DPPs
among the multiple phonon modes involved, rather than a material-specific phonon
mode. The slope of curve B in Fig. 1.31a shows two bumps (arrows B2 and B3),
whose positions were found to be 2.84eV (436nm) and 2.64eV (470nm), respec-
tively, by the curve fitting based on the second-derivative spectroscopy method [71].
These agree well with the photon energies indicated by the yellow and red arrows at
3© and 4© in Fig. 1.31b. In addition, curve C also shows a peak (arrow C2) and one
bump (arrow C3) at 2.84eV (436nm) and 2.63eV (471nm), respectively. These also
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Fig. 1.32 The dependency of
the output optical power of
the two devices on the
forward bias current. The
curves A and B are for
Devices 1 and 2, respectively
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agree well with the photon energies indicated by the yellow and red arrows at 3© and
4© in Fig. 1.31b.
Light emission via the intermediate phonon levels occurs not only due to two-step

stimulated emission of 3© and 4© in Fig. 1.31b but also due to stimulated emission
involving three or more steps. Therefore, when the forward bias current is increased,
the emission intensity at the low-energy side also increases, which explains the red-
shift in Fig. 1.31a. Note that the emission intensity due to the interband transition in
curveB is small; this is attributed to the fact that the transition 2© involving stimulated
emission is faster than the transition 1© involving only spontaneous emission, because
electrons in the conduction band for stimulated emission relax to the intermediate
phonon level.

To compare the performance of Devices 1 and 2, curves A and B in Fig. 1.32
respectively show the dependency of the output optical power of the two devices on
the forward-bias current. These output optical powers were obtained by integrating
the curves in Figs. 1.30 and 1.31a in the wavelength range 350–600nm. For curve B,
at the forward bias current of 20mA (current density 0.22A/cm2), the optical output
power from Device 2 was 6.2µW, which was about 15-times higher than that from
Device 1, shown in curve A.

1.10 Other Devices

This section reviews applications in which DPs and DPPs can be used not only for
LEDs and lasers but also for other optical devices. The first example is an optical
and electrical relaxation oscillator, and the second one is an infrared photodetector
with optical amplification.

1.10.1 Optical and Electrical Relaxation Oscillator

Optical pulse oscillators have been widely used in the fields of optical communica-
tion, optical data storage, optical fabrication, spectroscopy, and so on. Mode-locked
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lasers and semiconductor lasers driven by pulsed current are popular examples of
such devices [72]. The former are large in size and have high power consumption
because they consist of numerous electronic parts and optical elements. Although
the latter are compact, they need to be driven by an electrical trigger and thus require
complicated electrical driving circuits.

This section reviews a novel optical and electrical relaxation oscillator by using
the Si-LED described in Sect. 1.5 [73]. Because the device is operated by connecting
it only to a DC power supply, and no optical elements are required, it is expected to
solve the problems described above. For this purpose, two Si-LEDs were fabricated
by the DPP-assisted annealing described in Sect. 1.5.1. They are:

Si-LED1 Fabricated by applying a voltage of about 10V and an injection current of
about 420mA for 30min under laser light irradiation (power: 500mW)

Si-LED2 Fabricated by applying a voltage of about 7.2V and an injection current
of about 700mA for 30min under laser light irradiation (power: 200mW)

Si-LED1 was mainly used for simulation and measurement of the spontaneous
emission lifetime, whereas Si-LED2was used for quantitative characterization of the
oscillation. These Si-LEDs emit infrared light whose emission spectrum has a peak
that corresponds to the photon energy hνanneal (=0.95eV, 1.30µm wavelength) of
the irradiated laser light, which is evidence of photon breeding. In addition, because
of the considerably inhomogeneous spatial distribution of the B concentration in
the Si-LED, the current density also becomes inhomogeneous when the device has
a size as large as 9mm2 in area and 650µm in thickness. As a result, the V − I
characteristic curve is S-shaped, showing a breakover voltage Vb, as was the case
withFig. 1.12a. In the following, theS-shaped characteristic is expressed as I = f (V).
This S-shaped characteristic, i.e., a negative resistance characteristic, was utilized to
realize an optical and electrical relaxation oscillator.

The curvesAandB inFig. 1.33 shows themeasured results of the temporal profiles
of the optical power and the voltage of the Si-LED2, acquired at room temperature.
Comparing the two curves, they varied synchronously, and the oscillation frequency
was 10 kHz. The amplitudes of the curves A and B were 2.5mWp−p and 47 Vp−p,
respectively. The optical energy integrated over one period of oscillationwas 0.14µJ.

Fig. 1.33 The measured
temporal profiles of the
output signals from the
Si-LED2. The curves A and B
are the optical power and the
voltage, respectively
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Fig. 1.34 The S-shaped V − I characteristic (a) and an equivalent electrical circuit (b)

The S-shaped V − I characteristic is shown in Fig. 1.34a. The Si-LED can be
treated as an electrical circuit in which the Si-LED is connected in parallel with a
capacitor and a constant-current source, as shown in Fig. 1.34b, where the capacitor
can be regarded as the stray capacitance of the Si-LEDand/or the circuit wiring. Here,
C is the capacitance of the capacitor, I1 and I2 are the currents that flow through the
Si-LED and the capacitor, respectively, V1 and V2 are the voltages applied to them,
and I0 is the current from the constant-current source. By setting I0 > f (Vb) and
V1 = V2 = 0 as the initial conditions, it is expected that the optical power and
voltage will exhibit periodic and oscillatory temporal behaviors due to sequential
processes 1–4 described below and schematically explained in Fig. 1.34a.

1. V1 increases as electric charges flow into C, and the current flows into the Si-LED
simultaneously.

2. At the moment V1 reaches Vb, V2 increases because the current I0 − f (Vb) flows
into C. However, because V1 cannot exceed Vb, the difference between V1 and
V2 increases.

3. I1 increases and, as a result, V1 decreases because the electric charge is released
from C due to the voltage difference between V1 and V2. This accelerates the
release of the charge and, as a result, the optical output power increases rapidly.

4. The values ofV1 and V2 return to the initial state due to the decrease of the electric
charge in C. Then, process 1 starts again.

The temporal behavior of the optical power exhibits a pulse-like profile due to the
rapid increase of I1 occurring right after the electric discharge. On the other hand,
that of V1 exhibits a sawtooth-like profile due to the instantaneous electric discharge.
Because of a slight time difference between the electric discharge and the increase
of I1, there is a phase delay in the periodic pulse profile of the optical power with
respect to the peak value of the voltage V1. Since these temporal profiles are due to
optical and electrical power dissipation based on the difference between V1 and V2,
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Fig. 1.35 Simplified
equivalent circuit of a Si-LED
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this circuit is regarded as a nonequilibrium open system. Thus, the temporal behavior
of the voltage and optical power described above is called relaxation oscillation [20].

Figure1.35 shows a simplified equivalent circuit of a Si-LED [74, 75], which is
composed of a p-type layer, an n-type layer, and a depletion layer. For simplicity,
carriers are assumed to recombine only in the depletion layer. Ce is the equivalent
capacitance representing the capability of storing electric charge Q in the Si-LED,
Re is the resistance at the p-type layer, I0 is the current from the constant-current
source, I is the current injected into the depletion layer, Vv is the difference in the
voltage between the anode-side and the cathode-side of the depletion layer, and Vt

is the total voltage applied to the Si-LED.
The temporal variations in the number of carriers n in the Si-LED and the num-

ber of photons p in the depletion layer are represented by the following rate equa-
tions [76]:

dn

dt
= f (V)

q
− n

τ
− G (n − nth) p (1.1)

and

dp

dt
= n

τ
+ BG (n − nth) p − Ap (1.2)

The first, second, and third terms on the right side of (1.1) represent electron
injection, spontaneous emission, and stimulated emission, respectively. Those in
(1.2) represent spontaneous emission, stimulated emission, and light emission from
the Si-LED, respectively. Here, e is the electron charge, τ is the spontaneous emission
lifetime, G is the stimulated emission coefficient, nth is the transparency carrier
number in the depletion layer, B is the coefficient of electron confinement, and A is
the rate of photon dissipation from the depletion layer to the outside. For simplicity,
the carrier injection efficiency is assumed to be unity.
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The simulation was performed using (1.1), (1.2), and circuit equations for the
equivalent circuit shown in Fig. 1.35. The values of n and p were derived iteratively
with the time increment dt by the following steps:

1. Process that is rate-limited by charging of Ce: In the processes 1 and 2 shown in
Fig. 1.34a, the charge Q at time t +dt was derived using Q(t +dt) = Q(t)+ (I0 −
I)dt. Then, Vt , Vv, and I were derived by Vt = Q/Ce, Vv = Vt − ReI , I = f (Vt).
After substituting f (Vt) into (1.1), (1.1) and (1.2) were approximated as difference
equations to derive the values of n and p at time t + dt.

2. Process that is rate-limited by discharging of Ce:

2.1 If V1 > Vb in process 1, the capacitor Ce started discharging. Thus, Vt , Vv,
and I were set to Vt = Vv = Vb and I = I0. Then, n and p at time t + dt
were derived using (1.1) and (1.2).

2.2 If the discharging of Ce continued, Vt and Vv were derived using Vt =
f −1(I) and Vv = Q/Ce. Then, Q(t + dt) and I(t + dt) were derived using
Q(t + dt) = Q(t)(Vt − Vv)dt/Re and I(t + dt) = I0(Vt − Vv)/Re. This
calculation continued until V2 > Vb or I < 0 was satisfied.

The values of physical quantities Re, Ce, f (V), τ , G, nth, B, and A have to be
determined to perform the simulation. Among them, known values were employed
for Re, Ce, nth, B, and A, as will be shown later. The curve in Fig. 1.12a was used for
f (V). However, the spontaneous emission lifetime τ must be found throughmeasure-
ments because electroluminescence from an indirect-transition-type semiconductor
has never been observed, and hence the value of τ for a bulk Si crystal is unknown.

The Si-LED1 was used for the direct measurement of τ , and the non-annealed
Si wafer was also used as a reference specimen. As an excitation light source, the
second-harmonic pulsed light fromaTi-sapphiremode-locked laser (2ps pulsewidth,
80MHz pulse repetition rate, 454nmwavelength, 30mWpower) was used. The light
passed through a longpass filter with a cutoff wavelength of 850nm or 1,000nm
before reaching the Si-LED and the non-annealed Si wafer. The specimens were
placed in a vacuum chamber and cooled down to about 6K.

Curves A and B in Fig. 1.36a represent the acquired spectral profiles of the Si-
LED1 and the non-annealed Siwafer, respectively. Neither curve clearly shows band-
edge emission at wavelengths around 1.11µm,which corresponds toEg of Si. On the
contrary, the spectra were broadened and extended to the longer-wavelength region,
due to a multi-step de-excitation inherent to the DPP-assisted process. Temporal
decreases in the photoluminescence intensity were measured for the Si-LED1 and
the non-annealed Si wafer after optical pulse irradiation, as shown by the curves A
and B in Fig. 1.36b. An exponential function was used for least squares fitting to the
measured values:

y(t) = y0 + y1 exp (−t/τ) (1.3)
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Fig. 1.36 Measured
photoluminescence spectral
profiles of the Si-LED (a) and
temporal decreases in
intensity (b). Curves A and B
are for the Si-LED1 and the
non-annealed Si wafer,
respectively
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As a result, the value τ = 0.90 ± 0.02 ns was obtained from the curve A. This

value was used for the simulation. In the case of curve B, on the other hand, the
spontaneous emission probability was very low since the non-annealed Si wafer
remained an indirect transition-type semiconductor. As a result, the values of curve
B were very small, which made it difficult to estimate the value of τ . Comparing
the curves A and B, the remarkable increase in the spontaneous emission probability
enabled the first successful estimation of τ by this method. The value of τ derived
above is as short as that of direct transition-type semiconductors [77–79].

The values of the other physical quantities used for the simulations were: Re =
5�, Ce = 1.5 × 10−10 F, nth = 7.0 × 1013, and B = 0.1. For A, an equation
A = 1− r1/t0s−1 was used, where r = 0.0002 is the Fresnel reflection coefficient at
the boundary of the depletion layer and the p-type/n-type layer, and t0 = 31 fs is the
time for the light to traverse the depletion layer. The value of G was used as a fitting
parameter for the simulation.

The results of the simulation are shownbycurvesAandB inFig. 1.37a.Thephoton
number and voltage varied synchronously, and the temporal behavior of the photon
number (curve A) exhibited a pulse-like profile, whereas that of the voltage (curve
B) was sawtooth-like. The pulse width of curve A for the optical power depended
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Fig. 1.37 The results of the simulation. a The curves A and B represent the photon number and
voltage, respectively. b The relation between the injection current and oscillation frequency

on the spontaneous emission lifetime τ . The amplitude of the curve A decreased
and exhibited relaxation oscillation with increasing G. As shown by Fig. 1.37b, the
oscillation frequency increased with increasing injection current I0, and the rate of
increase was 80MHz/A.

When the current was injected into Si-LED1 without connecting any external
capacitor, the oscillation was caused by stray parasitic capacitance in the circuit
and/or the Si-LED. The maximum oscillation frequency was 34kHz. Comparing the
two curves in Fig. 1.37a, the optical power and voltage oscillated synchronously, and
the optical power took the maximum value at a time slightly after the voltage took
the maximum value. This agrees with the measured result shown in Fig. 1.33. The
reason why the two curves in Fig. 1.33 change more slowly than those of Fig. 1.37a
is due to stray capacitance, stray inductance, and parasitic resistance of the circuit.

1.10.2 Infrared Photodetector with Optical Amplification

Si photodetectors (Si-PDs) are widely used photoelectric conversion devices. How-
ever, the long-wavelength cut-off (1.11µm) of their photosensitivity is limited by
Eg of Si [80]. Because of this, materials such as Ge [81], InGaAsP [82], and InGaAs
[83] that have a smaller Eg than Si have been used in optical fiber communica-
tions. However, Ge photodetectors have a large dark current, and cooling is required
in many cases. In addition, InGaAs photodetectors suffer from problems such as
the use of highly toxic metal-organic materials in their fabrication, high cost, and
so forth. Recently, depletion of resources, such as In, has also been a problem. If
the photosensitivity limit of Si-PDs could be extended into the infrared region at
1.3µm and above, these problems could be solved. An additional benefit of Si-
PDs is their high compatibility with electronic devices. For this reason, photoelec-
tric conversion devices exploiting effects such as mid-bandgap absorption [84–86],
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surface-state absorption [87, 88], internal photoemission absorption [89, 90], and
two-photon absorption [91, 92] in Si have been reported. However, in the case of
mid-bandgap absorption, for example, the photosensitivity at a wavelength of 1.3µm
is limited to only 50mA/W [84].

This section reviews a novel Si-PD with increased photosensitivity with optical
amplification [93]. Specifically, the DPP-assisted annealing is performed to control
the spatial distribution of the B concentration in a Si crystal in a self-organized
manner to efficiently generate DPPs. The photocurrent of the novel Si-PD fabricated
by this method is varied by a stimulated emission process driven by the incident
light. Because this stimulated emission process causes optical amplification, the
photosensitivity of this Si-PD remarkably increases.

The operating principle of the fabricatedSi-PD is based on aDPP-assisted process.
By using DPPs, it is possible to create an electron via a two-step excitation even with
photons having an energy smaller than Eg of Si. Therefore, the Si-PD can exhibit
photosensitivity even for infrared light with a photon energy smaller than Eg .

Electrons in the Si-PD experience a two-step excitation described below.

First step The electron is excited from the initial ground state
∣
∣Eg; el

〉 ⊗ |Ethermal; phonon〉 to intermediate state
∣
∣Eg; el

〉 ⊗ |Eex; phonon〉.
Here,

∣
∣Eg; el

〉

represents the ground state (valence band) of the electron, and
|Ethermal; phonon〉 and |Eex; phonon〉 respectively represent the thermal equi-
librium state of the phonon determined by the crystal lattice temperature and
the excited state of the phonon. Because this is an electric dipole-forbidden
transition, a DPP is essential for the excitation.

Second step The electron is excited from the intermediate state
∣
∣Eg; el

〉⊗|Eex; phonon〉 to thefinal state |Eex; el〉⊗|Eex; phonon〉.Here, |Eex; el〉
represents the excited state (conduction band) of the electron, and |Eex; phonon〉
represents the excited state of the phonon. Because this is an electric dipole-
allowed transition, the electron is excited not only by the DPP but also by
propagating light. After this excitation, the phonon in the excited state relaxes
to a thermal equilibrium state having an occupation probability determined
by the crystal lattice temperature, which completes excitation to the electron
excited state |Eex; el〉 ⊗ |Ethermal; phonon〉.

When light having a photon energy smaller than Eg is incident on the Si-PD,
electrons are excited by the two-step excitation described above, generating a pho-
tocurrent. Photosensitivity to this incident light is manifested by means of the above
process. Note that applying a forward current to the Si-PD causes the two-step stim-
ulated emission described in Sect. 1.3.2. Here, if the electron number densities occu-
pying the state |Eex; el〉 ⊗ |Ethermal; phonon〉 and the state

∣
∣Eg; el

〉 ⊗ |Eex; phonon〉,
satisfy the Bernard–Duraffourg inversion condition, the number of photons created
by stimulated emission exceeds the number of photons annihilated by absorption. In
other words, optical amplification occurs. Because the amplified light brings about
the two-step stimulated emission again via DPPs, the photosensitivity of the Si-PD
far exceeds the photosensitivity based on only the two-step excitation process.
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To realize the optical amplification described above, it is essential to efficiently
generateDPPs in the p–n homojunction of the Si-PD. To do so, the fabricationmethod
of Sect. 5.1 was adopted. First, an n-type Si crystal with an electrical resistivity of
10�cm and a thickness of 625µm, doped with As, was used. This crystal was doped
with B via ion implantation to form a p-type layer. For the B doping, the implantation
energy was 700keV , and the ion dose density was 5 × 1013 cm−2. After forming a
p–n homojunction in this way, an ITO film and a Cr/Al film were deposited for use
as electrodes. Then, the Si crystal was diced to form a device.

Second, DPP-assisted annealing was performed by applying a forward current to
the Si-PD to generate Joule-heat, causing the B to diffuse and changing the spatial
distribution of the B concentration. During annealing, the device was irradiated, from
the ITO electrode side, with laser light having a photon energy hνanneal (0.94eV,
1.32µm wavelength) smaller than Eg of Si.

This method is the same as the method in Sect. 1.5.1. Here, however, in order
to make use of the stimulated emission process for the Si-PD to be fabricated, it is
necessary to make the probability of stimulated emission larger than the probability
of spontaneous emission. To do so, the forward current density for annealingwas kept
smaller than that of the two-step stimulated emission, namely, 1.3A/cm2. As a result,
the number of injected electrons per unit time and per unit area was determined to be
8.1× 1018 s−1 cm−2, which corresponds to the probability of spontaneous emission.
On the other hand, the probability of stimulated emission corresponds to the number
of photons per unit time and per unit area, which is 3.9 × 1019 s−1cm−2 in the case
of the laser power of 120mW used here. Comparing this with the number of injected
electrons confirms that the probability of stimulated emission is sufficiently large.
The fabricated Si-PDwas evaluated by analyzing its optical and electrical properties,
which are described as follows.

(1) The spectral photosensitivity was measured without injecting a forward current
to the device. The results are shown by curves A–C in Fig. 1.38. Curve A shows
the values obtained with a Si-PD fabricated by the DPP-assisted annealing. For
comparison, curve B shows values obtained with a Si-PD fabricated without
annealing. Curve C shows the values obtained with a Si-PIN photodiode (Hama-
matsu Photonics, S3590) used as a reference. In the wavelength region longer
than the cutoff wavelength (1.11µm), curve A shows more gentle reduction of
the photosensitivity, and its value is about three-times higher than that of curve
C at wavelengths above 1.16µm. In addition, the photosensitivity for curve A
is larger than that for curve B. This is due to the spatial distribution of the B
concentration being controlled in a self-organized manner by the DPP-assisted
annealing so that DPPs are efficiently generated. Also, higher photosensitivity
for curve B compared with that for curve C indicates that DPPs are readily
generated inside the Si-PD compared with the case of curve C, as a result of
implantation of a high concentration of B.

http://dx.doi.org/10.1007/978-3-319-11602-0_5
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Fig. 1.38 Measured spectral photosensitivities. Curves A and B show the values obtained with a
Si-PD fabricated with and without the DPP-assisted annealing, respectively. Curve C shows the
values obtained with a Si-PIN photodiode (Hamamatsu Photonics, S3590) used as a reference. The
closed circle and the closed triangle are the measured values for cases where the forward current
densities of the fabricated Si–PD are 60mA/cm2 and 9A/cm2, respectively

Because DPP-assisted annealing was performed while radiating 1.32µm-wave-
length light, it is expected that the photosensitivity will be selectively increased
when light having the same wavelength (1.32µm) is incident on the device. This
wavelength-selective photosensitivity increase corresponds to photon breeding
in the case of the LED and laser in the previous sections. For reference, this
increase has already been observed in the case of organic photovoltaic devices
that have been developed using the DPP-assisted process [94]. In the following,
the photosensitivity of the Si-PD for incident light with a wavelength of 1.32µm
inparticular is discussed:A constant forward currentwas injected into the device,
and the photosensitivity was evaluated when the wavelength of the incident light
was 1.32µm. Photoelectric conversion in this case involves not only the two-
step excitation, but also the two-step stimulated emission process. Here, the
contribution of the latter is sufficiently large. A semiconductor laser was used
as the light source, and the output beam was made incident on the Si-PD after
being intensity-modulated with a chopper. The current variation ΔI = V/R was
obtained by the measured voltage variation V due to this incident light, where R
is the resistance of the Si-PD. Then, it was divided by the incident light power
P to obtain the photosensitivity ΔI/P. The results are indicated by the closed
circle and the closed triangle in Fig. 1.38. They are the measured values for cases
where the forward current densities of the fabricated Si-PD are 60mA/cm2 and
9A/cm2, respectively. The photosensitivity for the current density of 9A/cm2 is
0.10A/W. This is as much as two-times higher than the case using mid-bandgap
absorption described above, demonstrating the increased photosensitivity. This
value is about 300-times higher than the 60mA/cm2 case, and is as large as
the value of curve C at a wavelength of 1.09µm. This photosensitivity is suffi-
ciently high for use in long-distance optical fiber communication systems [95].
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Fig. 1.39 Measured voltage–
current characteristics. The
curves A and B are for cases
where the Si–PD was
irradiated and not irradiated
with light, respectively
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The increase in photosensitivity with increasing forward current at a wavelength
of 1.32µm is due to the higher stimulated emission gain, as well as the higher
number of recombining electrons.

(2) The voltage–current characteristics were evaluated for cases where the Si-PD
was irradiated and not irradiated with 1.32µm-wavelength, 120mW-power laser
light. The measurement results are shown by curves A and B in Fig. 1.39. Both
curves show negative-resistance characteristics at forward currents of 80mA
and higher, similarly to the case of the large-area infrared Si-LED used for the
optical and electrical relaxation oscillator reviewed in the previous section (see
Fig. 1.12a). Also, curve A was shifted toward lower voltages compared with
curve B. This shift was particularly remarkable when the forward current was
30mA and higher. The reason for this is that the electron number density in
the conduction band is reduced because a population inversion occurs around a
forward current of 30mA, and electrons are consumed for stimulated emission.
As a result, the voltage required for injecting the same number of electrons is
decreased. On the other hand, when the forward current is increased further, the
amount of shift is reduced. This is because the probability of stimulated emis-
sion recombination driven by spontaneous emission is increased as the forward
current increases, and as a result, the voltage drop due to stimulated emission
recombination becomes relatively small.

(3) For evaluating optical amplification characteristics, the relationship between
the incident light power P and the current variation ΔI was measured. In a
conventional Si-PD, only light absorption is used for photoelectric conversion.
In the present Si-PD, however, because stimulated emission is also used, the
current variation ΔI depends on the number of electron–hole pairs and varies
due to stimulated emission, which is expressed as

ΔI = (eP/hν) (G − 1) . (1.4)

Here, e is the electron charge, hν is the photon energy, and G is the stimu-
lated emission gain. Figure1.40 shows the relationship between the incident
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Fig. 1.40 Relationship
between the incident light
power at a wavelength of
1.32µm and the current
variation. The closed circles
and closed triangles are for
forward current densities of
60mA/cm2 and 9A/cm2,
respectively. The curves A
and B show calculated curves
fitted to the experimental
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light power at 1.32µm-wavelength and the current variation ΔI . Similarly to
Fig. 1.38, the closed circles and closed triangles show the measurement results
for forward current densities of 60mA/cm2 and 9A/cm2, respectively. For the
forward current density of 60mA/cm2, ΔI saturates as the incident light power
increases; whereas for the forward current density of 9A/cm2,ΔI does not satu-
rate but increases linearly. The curves A and B show calculation results fitted to
the experimental results using (1.4). The stimulated emission gain G depends on
the incident light power as exp [g/ (1 + P/Ps)] [96], where g is the small-signal
gain coefficient, andPs is the saturation power. For the fitted results, these values
are g = 3.2×10−4 and Ps = 17mW in the case of curve A, and g = 2.2×10−2

and Ps = 7.1× 102 mW in the case of curve B. The increases in g and Ps as the
forward current increases are due to the increasing number of electrons recom-
bining with holes. The experimental values and calculated values show good
agreement, confirming that the remarkable increase in photosensitivity shown
by the closed circle and closed triangle in Fig. 1.38 is due to optical amplification
as a result of stimulated emission.

(4) The photosensitivity was measured when a reverse-bias voltage Vr was applied,
while keeping the incident light power fixed. The purpose of this measurement
was to verify that the remarkable increases in photosensitivity were due to opti-
cal amplification based on stimulated emission under forward current injection.
From the measurement results of the relationship between the reverse-bias volt-
age and the photosensitivity, the maximum photosensitivity was found to be
about 3 × 10−4 A/W, which is about 1/300 of the value (0.10A/W) indicated by
the closed triangle in Fig. 1.38. When Vr = 0, the photosensitivity was too low
to be measured.When Vr was low, for example, Vr = −1V, the photosensitivity
was about 2.5 × 10−5 A/W, and therefore, the value of 0.10A/W above shows
that the photosensitivity at Vr = 0 was amplified by a factor of at least 4000.
Because the photosensitivity saturated as Vr increased, no electron avalanche
effect [97] occurred. This means that there is no contribution from an avalanche
effect in the remarkable increase in photosensitivity observed when a forward
current was applied. Therefore, it was confirmed that the remarkable increase in
photosensitivity in the fabricated Si-PD was due to optical amplification based
on stimulated emission.
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1.11 Summary

This article reviewed light emitting diodes and lasersmade of indirect-transition-type
Si bulk crystals in which the light emission principle was based on dressed photons.
After presenting physical pictures of dressed photons and dressed-photon–phonons,
the principle of light emission by using dressed-photon–phonons was reviewed. A
novel phenomenon named photon breeding was also reviewed. Next, the fabrication
and operation of infrared and visible light emitting diodes and lasers were described,
in which the role of coherent phonons in these devices is discussed. Finally, light
emitting diodes using SiC and ZnO crystals were described, and other relevant Si
devices (a relaxation oscillator and an infrared photodetector with optical amplifica-
tion) were also reviewed.
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Chapter 2
Theoretical Analysis on Optoelectronic
Properties of Organic Materials: Solar Cells
and Light-Emitting Transistors

Hiroyuki Tamura

Abstract This chapter reviews our recent theoretical studies on optoelectronic
properties ofmolecular condensates for organic solar cells and light-emitting devices.
The following three sections comprises this chapter: (1) photo-induced charge sep-
aration in organic solar cells, (2) exciton diffusion length and charge mobility in
interpenetrating organic solar cells, and (3) organic light-emitting transistors. We
discuss the physical origins underlying organic photovoltaics and light-emissions
for rationalizing the experimental measurements.

2.1 Introduction

This chapter introduces our recent theoretical studies on optoelectronic properties of
molecular condensates, namely organic solar cells and organic light-emitting transis-
tors. The electronic structures of molecular condensates can properly be described
by site-based model Hamiltonians which are parametrized by first principles cal-
culations. This approach is well suited for analyzing the physical picture of charge
transports and exciton dynamics in molecular condensates.

2.2 Photo-induced Charge Separation in Organic Solar Cells

The potential advantages of organic solar cells are thought to be their low production
cost which potentially shortens the energy payback time, as well as the properties
peculiar to organic materials such as light weight and flexibility which are favorable
for installing on walls, curved surfaces, and for various niche applications including
mobile and wearable devices [1]. At present, the energy conversion efficiency of
organic solar cells is at most ∼10 %, and thus less efficient than the conventional
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silicon solar cells. Nevertheless, growing energy conversion efficiency of organic
solar cells is expected to enhance their practical usefulness.

Organic solar cells convert sunlight into electricity through photoabsorption, exci-
ton diffusion to the donor-acceptor interface, exciton dissociation at the interface,
charge transports to the electrodes, and charge extraction [1–33]. The donor and
acceptor materials of standard bulk heterojunction organic solar cells are typically
π-conjugated polymers, e.g., poly-3-hexylthiophene (P3HT), and fullerene deriva-
tives, e.g., [6,6]-phenyl-C61 butyric acid methyl ester (PCBM). Small π-conjugated
molecules such as porpyrin derivatives and phthalocyanine are also employed for
donor materials.

The optoelectronic properties of the donor and acceptor materials, such as absorp-
tion spectra, donor-acceptor band offset, and charge mobility can be controlled by
chemical modifications based on appropriate design rules. For example, low band
gap donor molecules have been developed for efficiently utilizing long wavelength
region of sunlight spectrum [4, 16]. Besides, the LUMO level of acceptor molecules
have been controlled by chemical modification so as to increase the open circuit
voltage (Fig. 2.1). Electronic structure calculations can contribute to the prediction
of such properties. Moreover, the theoretical analysis on the dynamics of exciton and
charge carriers can provide useful insight into the mechanisms of photovoltaics.

In the following sections, we introduce our recent theoretical studies on organic
photovoltaics.

Fig. 2.1 Diagram of photo-induced charge separation at donor-acceptor interfaces
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2.2.1 Charge Separation at Donor-Acceptor Interfaces

Charge separation at donor-acceptor heterojunctions is a key process that deter-
mines the energy conversion efficiency of organic solar cells [1–13, 15–18]. The
photo-generated exciton is thought to primarily decay to a bound electron-hole pair
localized at the donor-acceptor interface referred to as charge transfer (CT) state
[1–3] (Fig. 2.1). For the photo-current conversion, the electron-hole pair should sep-
arate into free carriers overcoming theCoulomb attraction. The charge separation can
compete with the electron-hole charge recombination, i.e., decay from the interfacial
CT state to the ground state [4]. Thus, as the charge separation becomes faster, the
charge recombination decreases and the internal quantumefficiency can be improved.

The difference in the chemical potential between the anode and cathode induces an
internal electric field of typically∼10 V/µm in the organic layer, thereby providing a
driving force for the charge separation [17] (Fig. 2.2). The internal quantumefficiency
can be improved by increasing the internal electric field [17].

Since the dielectric constant of organic materials is generally small (εr = 3 ∼ 4),
the strong electron-hole Coulomb attraction stabilizes the interfacial CT state [1–4].
The potential barrier for the dissociation of point charges is typically∼0.4 eV, which
is much higher than the thermal energy at room temperature (∼0.026eV).

How does the electron-hole pair separate into free carriers overcoming the
Coulomb attraction? To answer this questions, the following effects have been
pinpointed in recent investigations: First, the delocalization of electron and hole
[10, 13, 21, 27, 29] and second, the excess energy of the photo-generated exci-
ton, entailing the so-called hot exciton dissociation mechanism [12, 15, 16, 18, 27].
We theoretically clarify how the interfacial CT state separates into free carriers
at polymer/fullerene donor/acceptor interfaces (Fig. 2.3). A detailed microscopic

(a)

(b)

Fig. 2.2 Diagram of the internal electric field, Ex , of organic solar cells induced by the chemical
potential difference of the anode and cathode; a isolated electrodes, i.e., open circuit and b charge
transferred electrodes via the short circuit. The gray area indicates the occupied energy levels,
where the bold solid lines indicate the Fermi level of isolated electrodes. The dashed lines depict
the Coulomb potential, φ(x), induced by the electrodes [26]
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Fig. 2.3 a Schematic illustration of a crystalline domain of the P3HT/Fullerene donor/acceptor
interface, considering a lamellar stacking of P3HTand a hexagonal close-packed cluster of fullerene.
b Model systems consisting of π-stacked oligothiophenes (Tn : n=5∼13) and a C60 cluster. Here,
the electron-hole distance, x, is defined as the center-to-center distance between a Tn molecule and
the C60 molecule at the center of the first interface layer

analysis is carried out using quantum dynamical simulations with a parametrisa-
tion based on density functional theory (DFT) and time-dependent DFT (TDDFT)
calculations.

Experimentally, charge separation in P3HT/PCBM [9] and related blends [16] has
been observed on a time scale of <100 fs by pump-probe studies. The observed sub-
picosecond charge separations imply a coherent nature of the delocalized charges
and excitons. In such systems, kinetic models such as Marcus theory [34] and the
Onsager-Braun model [35] do not necessarily hold, such that non-perturbative quan-
tum dynamical analysis is necessary. We explicitly account for electron-phonon
(vibronic) couplings, which generally play an essential role in the charge and exci-
ton transfers in organic semiconductors. To provide realistic parameters representing
polymer/fullerene heterojunctions such as P3HT/PCBM,we consider oligothiophene
(Tn)/fullerene (C60) interfaces as a model system (Fig. 2.3).

2.2.2 Methods

We employ a site-based model consisting of the exciton (XT), charge transfer (CT),
and charge separated (CS) states. Quantum dynamics calculations of the charge
separation were carried out using the multi-configuration time-dependent Hartree
(MCTDH) method [36, 37] based on a linear vibronic coupling (LVC) model in a
site-based diabatic representation. The Hamiltonian takes the following form:

H = h XT (x)|XT 〉〈XT | + hCT (x)|CT 〉〈CT |
+

∑

n

hC Sn (x)|C Sn〉〈C Sn| + γ (|XT 〉〈CT | + h.c.)

+ t (|CT 〉〈C S1| + h.c.) +
∑

nn′
t |C Sn〉〈C Sn′| (2.1)
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hξ (x) =
∑

i

ωi/2(x2i + p2i ) +
∑

i

κ
(ξ)
i xi + ε(ξ) (2.2)

where ξ = (XT, CT, CSn) denotes the exciton, the CT state, and the CS states,
respectively; x = xi collectively denotes a set of intramolecular phonon modes;
hξ (x) are the Hamiltonians of these harmonic modes in the respective states, and
ωi and pi are the frequency and momentum of the vibrational modes, respectively.
Further, ε(ξ) are the respective on-site potentials. The delocalized initial exciton
involves an additional coupling term, J (|XT1〉〈XT2| + h.c.). The XT-CT coupling
γ , the CT integral t , the exciton coupling J , and the spectral density of vibronic
couplings κi , were determined by DFT and linear response time-dependent DFT
(TDDFT) calculations, in conjunctionwith the quasi-diabatization scheme as follows
[24, 26, 27]:

1. We prepare the set of reference wavefunctions, Φre f I , that possess pure exciton
and CT characters.

2. We calculate the adiabatic states of the donor-acceptor interface at a given inter-
face structure, for which the intermolecular interaction can induce mixing of
exciton and CT characters.

3. The diabatic wavefunctions are represented by a linear combination of adiabatic
wavefunctions, Ψi , i.e., ΦI = ∑

i CI iΨi , CIi = 〈Ψi |Φre f I 〉
That is, the adiabatic states from the TDDFT calculations are considered as basis

functions for expanding the diabatic states. In this study, the reference wavefunctions
were calculated at a sufficiently long intermolecular distance at which the adiabatic
states correspond to the pure exciton and CT states. Then, for evaluating the over-
lap between Ψi and Φre f I , the intermolecular distance is changed while the eigen
vectors of the reference wavefunctions are fixed. Although TDDFT does not provide
wavefunctions in a rigorous sense, quasi-wavefunctions are constructed based on
a superposition of the single excitations, where electron exchanges are taken into
account in the same way as the Slater determinants. Here, the minor components,
namely de-excitation components in TDDFT, are neglected in the quasi-diabatization
scheme. The diabatic potentials and couplings are evaluated from the diabatic wave-
functions as follows:

Ei = 〈Φi |h|Φi 〉
E j = 〈Φ j |h|Φ j 〉
V = 〈Φi |h|Φ j 〉 (2.3)

where h is the electronic Hamiltonian.
DFT tends to underestimate the energy of CT states, and thus the excited

states were calculated using the long-range corrected TDDFT (LC-TDDFT) [38],
which can fairlywell describeCTstates. TheXT–CToffset is defined asΔEXT −CT =
εXT − εCT . In this study, we consider a reasonable range of ΔEXT −CT based
on the LC-TDDFT calculations for Tn /C60 complexes of different π-conjugation
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lengths. The vibrational modes were reduced to a limited number of effective modes,
which reproduce the short-time dynamics and the reorganization energy of the whole
system [22].

2.2.3 Charge Transfer Integral and Exciton Coupling
for π-Stacked Oligothiophene Molecules

We carried out DFT and TDDFT calculations to estimate a reasonable range of
the transfer integral and the exciton coupling for π-stacked oligo-thiophene (Tn)
molecules. According to the DFT calculations by Dag et al. for the lamellar structure
of P3HT [39], the shifted configuration is more stable than the aligned one owing to
the steric effect of the hexyl groups. We considered aligned, shifted, and half-shifted
π-stacking configurations of a Tn dimer. Figure2.4 shows the transfer integral and
the exciton coupling as a function of the center-to-center distance, R. The transfer
integral at R of 3.5∼3.8 Å is found to be 0.2∼0.07eV depending on the stacking
configurations and π-conjugation length.

2.2.4 Potential Barrier for Electron-Hole Separation

The potential between a hole distributed over the oligothiophene moiety and an
electron delocalized over the hexagonal close-packed C60 clusters is calculated
based on the tight-binding model as a function of the electron-hole distance, x
(Fig. 2.5) [27].

The tight-binding Hamiltonian describing the electron delocalized over the C60
cluster reads:

H(x) =
N

∑

i=1

εi (x)|i〉〈i | +
N

∑

i=1, j=1

ti j |i〉〈 j | (2.4)

where εi (x) is the on-site potential at each C60 molecule, ti j is the charge transfer
integral between the C60 molecules, and N is the number of C60 molecules. Here,
only ti j of nearest neighbors are considered. ti j is assumed to be 0.05eV based on
the DFT calculations [40]. The on-site potential, εi , is determined considering the
Coulomb interaction between a point electron at a C60 site and a hole described as
a line-shaped charge distribution on a thiophene chain [26]. The hole distribution
corresponds to the effective π-conjugation length of a polymer chain. The DFT
calculations indicated that the potential barrier to charge separation decreases as the
π-conjugation length of the donor molecule increases, owing to the delocalization
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Fig. 2.4 a π-stacking configurations of Tn dimer. b Transfer integral and exciton coupling as a
function of the intermolecular distance, R, where the shifted configuration is considered. c Transfer
integral and exciton coupling for the shifted, half-shifted, and aligned configurations at R of 3.8 Å

of the hole [26]. The effective π-conjugation length of polymers is affected by the
crystallinity at donor/acceptor interfaces, where annealing is known to enhance the
crystallization [9, 19].

The electric field from the electrodes, Ex , is assumed to be perpendicular to the
π-conjugation plane of donor.We consider Ex of 10V/µmand the dielectric constant,
εr , of 4 (representative of polythiophene). The lowest eigen state of the tight-binding
Hamiltonian (2.1) as a function of the electron-hole distance, x , corresponds to the
potential curve for the charge separation. Here we assume the initial electron-hole
distance of 7 Å and the Tn π-stacking distance of 3.8 Å.

We calculate the electron-hole potential considering various sizes of fullerene
clusters, where small versus large clusters represent disordered versus crystalline
domains, respectively. Our calculations indicate that the potential barrier becomes
shallower as the size of the fullerene cluster becomes larger (Fig. 2.6), since the
electron can delocalize over an increasing number of fullerene sites [27].
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Fig. 2.5 a Schematic illustration of the Tn /C60 donor-acceptor model. x denotes the distance
between the electron delocalized over the C60 cluster and the hole distributed along a Tn chain.
bDefinitions of the distance, ri , between the i thC60 site and aTn molecule,where the accompanying
arrow indicates the perpendicular line from the C60 to Tn . Here, a +b is the effective π-conjugation
length of Tn (2.1)

To simulate the charge separation dynamics at a molecular level, the potential
curve is mapped onto the on-site energies of the CS states consisting of an electron
on the fullerene cluster and a hole on a polymer chain. Figure2.7b, c show snapshots
of the population distribution over the respective states during a 400 fs interval of the
quantum dynamics simulations [27]. The CT population rises within a few tens of
femtoseconds (fs), and in turn the CS states are populated immediately (Fig. 2.7b–e).
Such ultrafast charge separations were indeed observed in the pump-probe experi-
ments of polymer/fullerene photovoltaic systems [9, 16]. As the inter-donor transfer
integral increases, the charge separation becomes more efficient, where the hole can
be delocalized over many molecules and can penetrate into the high potential sites,
i.e., through-barrier tunneling can play a role. The CS states beyond the potential
barrier (typically CSn with n > 10–15, see Fig. 2.7a) are populated within 100∼200
fs, which is much faster than the typical time scale of charge re-combination (i.e., a
few hundred picoseconds) [4]. Hereafter, the sum of the CS populations beyond the
barrier, i.e., the free carrier yield, is denoted as ηFC . The interfacial CT population
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Fig. 2.6 Potential curves for the charge separation considering a hole on T13 and an electron on
various sizes of C60 clusters, based on the tight-binding model parametrized by DFT calculations,
with a C60–C60 charge transfer integral of 0.05eV, an electric field along the x direction of 10V/µm,
and a dielectric constant of 4

exhibits a plateau after a few hundred fs, corresponding to carriers which remain
trapped at the donor-acceptor interface and will eventually decay to the ground state
on a longer time scale. That is, the major portion of ηFC would be determined by
the dynamics during the first few hundred fs.

Our quantum dynamics calculations clearly indicate that the charge separation
efficiency increases as the electron is more delocalized within the fullerene conden-
sate, and as the π-conjugation length of the donor, i.e., the hole distribution length,
increases. This is because the potential barrier is decreased by the charge delocal-
ization. This trend is generally consistent with the experimental observations that
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Fig. 2.7 a On-site energies of the respective charge-separated (CS) states, together with schematic
illustration of the photo-generated exciton (XT), interfacial CT state, and delocalized polaron on
the Tn /C60 donor-acceptor model, where the Tn −Tn distance is assumed to be 3.8 Å and an electric
field, Ex , of 10 V/µm is applied perpendicular to the π-conjugation plane of the donor. Snapshots
of the population distribution on the respective states during the quantum dynamics calculations
for b disordered and c ordered donor/acceptor models. Population plots for these calculations;
d disordered and e ordered models. The sum of CS populations beyond the potential barrier is
defined as the free carrier population (see panel (a)). The XT–CT coupling of 0.2eV and the Tn–Tn
charge transfer integral of 0.12eV are considered for all the calculations

indicate improvement of the internal quantum efficiency by increasing the regio-
regularity of the donor polymer and by the annealing of polymer/fullerene blends [9]
which enhances the crystallization. The experimentally reported barrierless charge
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Fig. 2.8 a Free carrier yield ηFC from the quantum dynamics calculations considering various
sizes of C60 clusters and π-conjugation lengths of Tn , where ΔEXT −CT is set to 0.1eV. b ηFC
for various values of ΔEXT −CT . c ηFC generated from the bright exciton delocalized over two
donor molecules, where ΔEXT −CT for a single exciton is set to 0.1eV and the exciton coupling is
0.15eV. The solid and dashed lines indicate ηFC using the potentials for the disordered and ordered
(delocalized electron) models, respectively. The XT–CT coupling of 0.2eV and the Tn − Tn charge
transfer integral of 0.12eV are considered for all calculations

separation [7, 8] would be explained by the formation of such favorable domains in
bulk heterojunctions.

In order to elucidate the role of hot CT states in the charge separation, we
performed quantum dynamics simulations considering various values of the exciton-
CT energy offset (ΔEXT −CT ). Overall, the calculated ηFC increases with increasing
ΔEXT −CT [27] (Fig. 2.8). The excess energy of the exciton-CT transition induces
vibrational excitations, such that the vibronically excited CT state can become res-
onant with CS states at energetically high potential sites (Fig. 2.9). On the timescale
of a few hundred fs, the CT state is not yet equilibrated, and thus the vibronically
hot CT states keep promoting the charge separation.

Besides ΔEXT −CT , the delocalization of the photo-generated exciton on the
π-stacked H -aggregate contributes to modifying the excess energy. Bright exci-
tons delocalized over H -aggregates generally possess higher excitation energies and
stronger oscillator strengths than localized excitons on a singlemolecule. For illustra-
tion, we consider a coherent bright exciton delocalized over two sites. The coherent
bright exciton tends to result in a more efficient charge separation than the localized
exciton (Fig. 2.8c) [27]. However, all the excess excitation energy is not necessarily
exploited for the charge separation, because the bright exciton can rapidly decay to
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Fig. 2.9 Concept of charge separation mediated by vibronically hot CT states. Potential crossings
of XT, CT, and CS states, together with the vibrational wavefunctions on the respective states.
The solid and dashed black lines illustrate the vibrational ground (ω0) and excited (ωn) states,
respectively

the lower-lying dark exciton [27]. Some recent experiments [14] have also implied
the role of coherent initial exciton in enhancing the charge separation.

2.2.5 Summary

The quantumdynamics calculations parametrized byDFT andTDDFThave revealed
two main factors that can significantly enhance the free carrier generation. First, the
lowering of the Coulomb barrier due to charge delocalization is an indispensable
condition for the efficient charge separation. The charge delocalization can be real-
ized in actual organic solar cells by enhancing the crystallization. The barrierless
charge separation observed in some experiments [7, 8] can be rationalized by a
small potential barrier due to charge delocalization. Second, vibronically hot CT
states can enhance the ultrafast charge separation, where the free carrier formation is
enhanced substantially as the excess energy increases. The excess energy varies with
the exciton-CT offset (ΔEXT −CT ) of the donor-acceptor heterojunctions as well as
the delocalization of exciton. We found that the vibronically hot CT dissociation is
particularly effective when ΔEXT −CT is comparable to the Coulomb barrier. Too
much excess energy is not effective for further improvement of free carrier forma-
tion [27], such that the use of large-ΔEXT −CT materials is not necessarily a strategy
for optimization.

Organic solar cells simultaneously demand large open circuit voltage and
long-wavelength absorption for improving the energy conversion efficiency. In this
context, efficient charge separation with a small excess energy, i.e., using low-
ΔEXT −CT materials, is favorable. While these requirements are incompatible with
the presence of a high Coulomb barrier, the barrier can be reduced substantially
by charge delocalization. As a result, free carriers can be generated on an ultrafast
time scale, without involving higher electronic excitations of the donor species. The
present picture is generally applicable for the ultrafast dynamics of photo-induced
charge separations in a broad range of heterojunction systems.
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2.3 Interpenetrating Organic Solar Cells: Exciton Diffusion
Length and Charge Mobility

In organic solar cells, the photo-generated exciton in the condensate of donor
molecules should diffuse to the donor-acceptor interface at which the exciton
separates into electron and hole. Thus, the exciton diffusion length is one of
important factors determining the internal quantum efficiency [9]. Current standard
organic solar cells generally consist of bulk heterojunction structures of semicon-
ducting polymers and fullerene derivatives [1], which are favorable for increasing the
donor-acceptor interface area. However, bulk heterojunction structures are not neces-
sarily advantageous for controlling the pathway of charge transports from the donor-
acceptor interface to the electrodes. The donor-acceptor heterojunction should be
designed so as to simultaneously facilitate the charge separation at the interface and
the charge transport to the electrodes [41–44]. To achieve this requirement, Matsuo
et al. [41, 42] has realized an interpenetrating structure of donor-acceptor hetero-
junction (Fig. 2.10) consisting of columnar tetrabenzoporphyrin (BP) crystals and bis
(dimethylphenylsilylmethyl) [60]fullerene (SIMEF) [45, 46] filling the intercolum-
nar gaps. Here, the exciton is photo-generated in a column of BP condensate and
the charge separation occurs at the BP/SIMEF interface. Then, the hole and electron
are transported to the electrodes through the interdigitated BP and SIMEF conden-
sates. The organic solar cells consisting of small donor molecules are also favorable
as model systems for understanding the microscopic mechanisms of photovoltaic
processes.

We have theoretically analyzed the exciton diffusion length and the charge
mobility in the BP and SIMEF crystals [47] by means of density functional the-
ory (DFT) and Fermi’s golden rule. Although molecular condensates in the actual
organic solar cells would be polycrystalline, we consider the single crystals of BP
and SIMEF for fundamental characterizations. Since experimental measurements

Fig. 2.10 Schematic
illustration of the
interpenetrating
heterojunction organic solar
cell consisting of BP and
SIMEF as electron donor and
acceptor, respectively
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of the diffusion length of singlet excitons are more difficult than that of triplet
excitons [48–50], the theoretical prediction of the intrinsic exciton diffusion length is
particularly important.

2.3.1 Methods

The charge and exciton transports in organic materials are often described based on
the hopping between localized sites. The hopping transport is a thermally activated
process, and thus the mobility increases as the temperature becomes higher. Some
organic crystals exhibit band-like charge transports [51–55] for which the mobility
decreases as the temperature becomes higher. Since the electron-phonon coupling of
organic materials is strong, ideal band picture does not hold and the charge transports
accompany lattice distortions, so called polaron. The excitons in some molecular
assemblies, e.g., in light harvesting complex of photosynthesis [56, 57], are thought
to be delocalized over several molecules keeping coherent nature.

The exciton diffusion length and the charge mobility of molecular assemblies
can be estimated theoretically based on Fermi’s golden rule for hopping transports
[34, 58, 59], or by using semi-classical wavepacket dynamics for describing coherent
excitons and delocalized polarons [60, 61]. In this section, we focus on the hopping
transports. The intermolecular charge hopping rate by the Marcus theory reads [34]:

W = 2π

�
|V |2 1√

4πλkB T
exp

{

− (ΔE − λ)2

4πλkB T

}

(2.5)

where � is the Plank constant, kB is the Boltzmann constant, T is the temperature,
and λ is the reorganization energy. In this study, the driving force,ΔE , is assumed to
be zero. The intermolecular electronic coupling, V , may be those for charge transfers
as well as for exciton transfers. For charge transfers V reads [59]:

V = Ji j − Si j (Hii + Hj j )/2

1 − S2
i j

(2.6)

where Ji j , Si j , and Hii (Hj j ) are the transfer integral, overlap integral, and on-site
energies, respectively.

Ji j = 〈φi |h|φ j 〉
Si j = 〈φi |φ j 〉
Hii = 〈φi |h|φi 〉
Hj j = 〈φ j |h|φ j 〉 (2.7)

Here, φi is the HOMO or LUMO orbital of the single molecule relevant to the
hole or electron transfer. h is the electronic Hamiltonian of a molecular dimer. These
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integrals are here evaluated by DFT with the B3LYP functional. This treatment
assumes that the on-site energies of i th and j th molecules are identical, where the
energy splitting of the bonding and anti-bonding states of a dimer corresponds to 2V .
For systems where the on-site energies of the donor and acceptor are different, the
coupling V can be estimated by using the quasi-diabatization scheme as described
below [47].

1. Excited states of each single molecule are considered as the reference wavefunc-
tions, Φre f I .

2. Excited states of a dimer of molecules, i.e., adiabatic states Ψi , are calculated
using linear response time-dependent DFT (TDDFT).

3. The diabatic wavefunctions are represented by a linear combination of the adia-
batic wavefunctions, Ψi :

The obtained exciton coupling includes the contributions from the Coulomb cou-
plings (Förster transfer) and the electron exchanges (Dexter transfer).

We estimate the angle-dependent charge mobility, μ, as follows [59]:

D(θ0) = 1

2

∑

i

Wi Pi R2
i cos

2(θi − θ0) (2.8)

μ(θ0) = e

kB T
D(θ0) (2.9)

where e is the elementary charge, Wi is the charge transfer rate for the i th intermole-
cular hopping path, and Ri is the intermolecular center-to-center distance. Pi is the
weight of the i th hopping path defined as follows:

Pi = Wi
∑

i Wi
(2.10)

θ0 is the angle between the charge transport direction and the a-axis (Fig. 2.11). θi

is the angle between the i th hopping path and the a-axis.
The exciton transfer rates between BP molecules are also estimated based on the

Fermi’s golden rule in the same way as 2.5. The reorganization energy is evaluated
by geometry optimization of the excited state. The exciton lifetime, τ , is estimated
based on the Einstein A-coefficient of spontaneous emission:

A = ω3

3πε0�c3
d2 = 1

τ
(2.11)

where ω is the excitation frequency, ε0 is the dielectric constant of vacuum, c is the
speed of light, and d is the transition dipolemoment.We analyze the angle-dependent
exciton diffusion length based on 2.8 and the exciton lifetime, τ :

L D = √
Dτ (2.12)
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Fig. 2.11 Crystal structure of BP. The box indicates the unit cell. The cell parameters are as follows:
a = 12.405, b = 6.591, c = 14.927 (Å), α = 90.0, β = 101.445, γ = 90.0 (degree). Two kinds of
herringbone configurations in the crystal are shown

2.3.2 Exciton Diffusion Length and Charge Mobility

The BP crystal takes a herringbone packing structure (Fig. 2.11), where the BPmole-
cules alternately slide along the α-direction, i.e. a staggered herringbone packing.
Table2.1 summarizes the calculated intermolecular electronic couplings of the hole
transfers, Vhole. The Vhole value for the parallel π-stacking H -aggregate (i.e., along
b-direction) was especially large, while Vhole for the staggered herringbone pairs
and the J -aggregate pairs (along a-direction) were generally small. As a result,
the hole mobility exhibits a strong anisotropy depending on the transport direction
(Fig. 2.3a, b).

The optically bright excited states of a BPmolecule comprise higher-energy Soret
states and lower-energy Q states. Here, we considered the Q states for analyzing the
exciton diffusion length. The TDDFT calculations of the degenerate Q states of BP
predicted a transition dipole moment of 1.46 a.u. and an excitation energy of 2.1eV.

The exciton coupling, VXT , of the parallel H -aggregate is relatively large com-
pared with other directions (Table2.1). Because the charge transfer coupling of the
parallel H -aggregate is large (Table2.1), the electron exchange, i.e. Dexter transfer,
would contribute significantly to the exciton coupling. As for the other directions, the
electron exchange is small and thus the Coulomb coupling, i.e. Förster transfer, is
dominant.

Figure2.12c, d show the exciton mobility in the BP crystal, based on the same
definition of the charge mobility. The lifetime of the excited state (Q state) of BP
was estimated to be 50 ns based on 2.7. Consequently, the exciton diffusion length,
L D , during 50 ns was estimated to be few hundred nm based on 2.12 (Fig. 2.12e, f).
The estimated L D of the singlet exciton is generally larger than the experimentally
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Table 2.1 Intermolecular electronic coupling for the hole transfers, Vhole (eV), and the exciton
transfers, VXT (eV), between neighboring BP molecules calculated by DFT and TDDFT

BP pair Vhole (eV) VXT (eV) Ri j (Å)

Herring-1 0.0038 0.0059 9.426

Herring-2 0.0072 0.0090 11.210

H -parallel 0.1207 0.0155 6.591

J -parallel 0.0036 0.0083 12.405

Ri j (Å) is the center-to-center distance

Fig. 2.12 Angle-dependent hole mobility, μ (cm2/Vs), on the a b–c and b a–c planes in the
BP crystal, where θ0 is the angle from the b-axis and a-axis, respectively (see Fig. 2.1). The
reorganization energy, λ for the hole transfer is 0.052eV. Angle-dependent exciton mobility,
μ (cm2/Vs), on the c b–c and d a–c planes, where θ0 is the angle from the b-axis and a-axis,
respectively. Exciton diffusion length, L D (nm), on the e b–c and f a–c planes, where the exciton
life time is set to 50 ns. The reorganization energy, λ for the exciton transfer is 0.025eV
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Fig. 2.13 a Crystal structure of SIMEF. The box indicates the unit cell. The cell parameters are as
follows: a = 10.360, b = 19.020, c = 22.665 (Å), α = 90.0, β = 97.137, γ = 90.0 (degree).
The dashed line indicates the (101) plane. The left panel is a top view of the (101) plane. b Angle-
dependent electron mobility, μ (cm2/Vs), on the (101) plane. The reorganization energy, λ for the
electron transfer is 0.20eV

reported values for relatedmolecular condensates [48, 49]. Thiswould be because the
lifetime and the diffusion length of excitons are restricted by the grain boundaries
in realistic molecular condensates, while the present model assumes ideal single
crystals.

We further analyzed the electron mobility in the SIMEF crystal. For illustration,
we estimated the angle-dependent electron mobility on the (101) plane (Fig. 2.13b),
as well as the mobility along a-axis (Fig. 2.13a). The intermolecular coupling of
the electron transfer is affected by the steric hindrance of the functional groups in
SIMEF. As a result, the electron transport is efficient only along a direction that does
not cross the functional groups (Fig. 2.13).

2.3.3 Summary

In summary, the present calculations predict an exciton diffusion length of a few
hundred nm in the BP single crystal. Given that the typical sizes of the BP columns
arewithin few tens of nm, the photo-generated exciton can easily reach theBP/SIMEF
interface within the exciton lifetime. In the actual devices, the BP columns might be
polycrystalline in which the domain boundary decreases the exciton diffusion length.
Nevertheless, the loss of internal quantum efficiency during the exciton diffusion in
the BP columns is expected to be rather small. It would remain to be seen how domain
boundaries of polycrystals affect the exciton and charge transports.
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2.4 Organic Light-Emitting Transistors

Organic light emitting transistors (OLET) [62–67] are of great interest owing to
their potential application for optoelectronic devices including electrically driven
organic lasers. Organic materials have various advantages for optoelectronic devices
such as the tunability of the wavelength and polarization by chemical modifications
and molecular orientations. The electrically driven photoluminescence of ambipolar
OLETs is realized through the injection of electron and hole from the electrodes,
the charge transports in the organic layer, exciton formation, and radiative deexcita-
tion [62–67].While the electrically driven organic lasers have not yet been developed
successfully, amplified spontaneous emissions (ASE) have been achieved by optical
pumping of organic single crystals [68–74].

The optoelectronic properties of thiophene-based π-conjugation molecules have
been investigated extensively as standard organic semiconductors for OLET
[62–67]. The single crystals of some thiophene oligomers [70, 71] and thiophene-
phenylene co-oligomers [72, 74], e.g., 2,5-bis(4-biphenylyl) Bithiophene (BP2T)
(Fig. 2.14) [72], exhibit ASE by optical pumping.

The stacking configurations of π-conjugation molecules in organic crystals can
be classified into H -aggregate and J -aggregate. Closely packed H -aggregates with
a strong electronic coupling are generally advantageous for the charge mobility, but
are not favorable for the photoluminescence efficiency, since in general the exciton
in H -aggregates decays rapidly to the dark state [75]. The lowest exciton state of
J -aggregates is optically bright, but the charge mobility along J -aggregates is
generally small. That is, the trade-off between the charge mobility and the photolu-
minescence efficiency is a crucial problem for realizing the optoelectronic devices
such as the electrically driven organic lasers.

Recently, furan-incorporated π-conjugation molecules, which can exhibit high
charge mobility and efficient photoluminescence [76, 77], have attracted increasing

Fig. 2.14 Crystal structure of
BP2T and BPFT
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attention as organic semiconductors for optoelectronic devices. Oniwa et al. [78]
have recently synthesized a novel thiophene-furan-phenylene co-oligomer, namely
2-(4-biphenyl)-5- [5-(4-biphenyl)-2- thienyl]furan (BPFT) (Fig. 2.14), aiming to
improve the optoelectronic properties for OLET. The molecular structure of BPFT
is similar to BP2T except that one of the thiophene rings of BP2T is replaced with
furan. It is remarkable that theBPFT crystal exhibitsmuch higher photoluminescence
efficiency [78] and ASE intensity than the BP2T crystal, while the charge mobilities
of the BPFT and BP2T crystals are of the same order of magnitude.

The X-ray crystallography revealed that the BPFT crystal takes an unexpected
packing structure in which half of the molecules bend the π-conjugation plane
(Fig. 2.14), while the BP2T crystal takes an ordinary herringbone packing struc-
ture. In view of the material design for OLET, it is curious how the bending of
π-conjugation plane in the organic crystal improves the optoelectronic properties.

We have theoretically analyzed the photoluminescence efficiency of the BP2T
and BPFT crystals based on the Frenkel exciton model and the vibronic coupling
analysis parameterized by the time-dependent DFT (TDDFT) calculations [79].
Our analysis indicates that the high photoluminescence efficiency of theBPFT crystal
originates from the symmetry breaking of the H -aggregate due to the bent molecular
structure.

2.4.1 Methods

The exciton in molecular crystals is generally described by the Frenkel exciton
model.Here, an excitondelocalizedovermolecules, i.e. coherent exciton, is described
by a linear combination of the excited states of single molecules as follows:

HΨ = EexΨ

Ψ =
∑

i

Ciψi

H =
∑

i

εi |i〉〈i | +
∑

i, j

hi j |i〉〈 j | (2.13)

Here, Ψ is the exciton wavefunction, Eex is the exciton energy, and H is the Hamil-
tonian matrix. Ci , ψi , and εi are the amplitude, wavefunction, and site energy of the
exciton localized at the i th molecule, respectively. hi j is the intermolecular exciton
coupling (off-diagonal term).

In this study, εi and hi j are evaluated by the TDDFT calculations. When the
single molecule excitation energies in the molecular aggregate are identical, i.e.,
εi = ε j , (symmetric excimer), the energy splitting of the dark and bright exciton
states corresponds to the double of hi j (i.e., Dayvdov splitting). When the excitation
energies are not identical (εi �= ε j ), hi j is calculated by the quasi-diabatization (see
Sects. 2.2 and 2.3).
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The transition dipolemoment, dex , and the oscillator strength, fex , of a delocalized
exciton are evaluated as follows (in a.u.):

dex = 〈Ψg|r|Ψi 〉 =
∑

i

Ci di

fex = 2

3
Eex |dex |2 (2.14)

where ψg is the ground state wavefunction, r is the dipole operator, and di is the
transition dipole moment of the i th molecule. In general, the lower and higher exci-
tons of H -aggregate are optically dark and bright, respectively, where the transition
dipole of the dark state cancels out as the signs of Ci are opposite. In reverse, the
lower and higher excitons of J -aggregate are bright and dark, respectively. That is,
the sign of hi j of H - and J -aggregates are positive and negative, respectively.

The energies and the transition dipole moments of the exciton states are calcu-
lated by diagonalizing theHamiltonianmatrix (2.6) under three-dimensional periodic
boundary conditions, where we consider 8×8×4 (256) molecules in the unit cell.
The extent to which the exciton is localized in the molecular crystal is determined by
the disorder of lattice that induces inhomogeneity of hi j . For analyzing the optical
spectra, the lattice disorder due to thermal fluctuations is taken into account based
on the Monte Carlo sampling at 300 K [79]. The light emission of organic crystals
is assumed to occur after the exciton decays to the lower states. To obtain the emis-
sion spectra under thermal equilibrium, the oscillator strength is weighted by the
Boltzmann factor as follows:

Intensity(Eex ) = exp(−Eex/kT )

Z
fex (Eex ) (2.15)

where Z is the partition function.
The emission spectrum accounting for the vibronic coupling, i.e., the

Franck-Condon factor, is calculated as follows. We calculate the dynamics of vibra-
tionalwave-packet on the ground state potential starting from the equilibriumposition
of the excited state, where the frequency and vibronic coupling of the normal modes
are evaluated by the DFT calculations with the harmonic approximation. Then, the
vibronic spectrum is obtained by the Fourier transform of the auto-correlation func-
tion of wave-packet dynamics.

2.4.2 Emission Spectra of Organic Crystals

We calculate the excitation energy (εi ), exciton coupling (hi j ), and transition dipole
moment (di ) by TDDFT. The oscillator strength of the BP2T and BPFT single
molecules are similar; therefore, the high photoluminescence efficiency of the BPFT
crystal cannot be explained by the properties of single molecule. The excitation
energy of the bent BPFT is larger than the flat one by 0.053eV.
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Fig. 2.15 Transition dipole
moment of the lower exciton
state (dlow) for the
H -aggregates in the BP2T
and BPFT crystals, where
arrows illustrate the single
molecule transition dipoles

The hi j of H -aggregates (a–b plane) are found to be larger than those of
J -aggregates (c-axis) [79]. In such cases, the lowest exciton state in the crystal gen-
erally becomes optically dark. Figure2.15 summarizes the transition dipole moment,
d, of the H -aggregates of BP2T and BPFT.

While the transition dipole moment cancels out in the dark state of the BP2T
H -aggregates, the transition dipole moment does not completely cancel out in
the dark state of the BPFT H -aggregate consisting of the bent and flat molecules
(Fig. 2.15). In the dark state, the exciton population at the flat BPFT molecule is
somewhat larger than at the bent one, because of the difference in the excitation
energy of the bent and flat molecules. This symmetry-breaking results in non-zero
transition dipole moment of the dark state of the BPFT H -aggregate.

We calculate the spectra of the exciton states in the BP2T and BPFT crystals
(Fig. 2.16), based on the Frenkel exciton model parameterized by TDDFT. The long
wavelength region of the BP2T spectrum consists basically of the dark states, since
the exciton couplings of the H -aggregates (a–b plane) are stronger than those of
the J -aggregates (c axis). The transition dipole cancels out in the dark states of
the completely ordered BP2T crystal. The lattice fluctuations induce inhomogeneity

Fig. 2.16 a Vibronic
emission spectra of the BP2T
and BPFT single molecules,
together with the diagram of
vibronic states. b Electronic
emission spectra of the
organic crystals considering
the Boltzmann distribution of
the exciton states at 300K.
c Emission spectra of the
organic crystals accounting
for the vibronic coupling,
where the electronic spectra
of the crystals are multiplied
by the vibronic spectra of the
single molecules
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of the intermolecular distances and exciton couplings, thereby increasing the net
transition dipole of the dark state.

A noticeable peak appears in the long wavelength region of the calculated BPFT
spectrum, while such a peak is not observed for BP2T (Fig. 2.16b). In this exciton
state, the direction of transition dipole is opposite at the bent andflatBPFTmolecules,
but the total transition dipole does not cancel out even if the lattice is completely
ordered. This is because the exciton population, |Ci |2, at the flat molecules tends to
be larger than at the bent molecules owing to the difference in the excitation energy,
εi . Thus, the exciton in the BPFT crystal is not quenched by the relaxation to the
dark states of the H -aggregates, in contrast to the BP2T crystal that takes ordinary
herringbone packing. This would be a reason why the photoluminescence efficiency
of the BPFT crystal is higher than BP2T, even though the transition dipole moments
of the BP2T and BPFT single molecules are similar.

We also analyze the influence of the vibronic coupling, i.e., the Franck-Condon
factor, on the emission spectra. Figure2.16a shows the vibronic emission spectra
of the BP2T and BPFT single molecules calculated by the wave-packet dynamics
parameterized by the DFT calculations. The shortest wavelength peak corresponds
to the transition from the vibrational ground state of the electronic excited state (S1,0)
to the vibrational ground state of the electronic ground state (S0,0). The second peak
corresponds to the transition fromS1,0 to the vibrational excited state of the electronic
ground state (S0,1).

The emission spectra of the BP2T and BPFT crystals (Fig. 2.16b) are multiplied
by the vibronic spectra (Fig. 2.16a) in order to obtain realistic emission spectra
(Fig. 2.16c). The emission maxima of the calculated spectra are in good agreement
with those of experimental spectra [78, 79]. The calculated emission intensity of the
BPFT crystal is higher than that of the BP2T crystal consistent with the experimental
photoluminescence efficiency. The high photoluminescence efficiency of the BPFT
crystal is considered to originate from the symmetry-breaking of the H -aggregates,
which increases the transition dipole moments of the dark states.

2.4.3 Summary

Our theoretical analysis revealed fundamental mechanisms underlying the
optoelectronic properties of the phenylene-thiophene-furan co-oligomer crystals.
The asymmetric herringbone structure consisting of the bent and flat BPFTmolecules
originates in the remarkable optical properties. The transition dipole moment does
not cancel out in the dark state of the H -aggregate consisting of the bent andflatBPFT
molecules. As a result, the BPFT crystal can exhibit an efficient photoluminescence,
even if the bright exciton decays rapidly to the dark states. This is contrary to the
conventional picture that the exciton is quenched in closely stacked H -aggregates.

The bending of π-conjugation molecules that breaks the symmetry of the
H -aggregate is advantageous for increasing the charge mobility and the photolu-
minescence efficiency simultaneously, since the exciton relaxation to the dark states
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does not prevent the light emission, even if the intermolecular electronic coupling is
increased by decreasing the π–π stacking distance. This feature provides a guiding
principle for solving the trade-off between the charge mobility and the photolumi-
nescence efficiency for OLET.
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Chapter 3
Laser Spectroscopy Using Topological Light
Beams

Yasunori Toda and Ryuji Morita

Abstract Simplifications of systems are important for understanding their universal
and/or intrinsic properties. Topology is one of the key concepts of such procedures,
which focuses simply on the connectivity of the system to clarify the essential aspects
of the geometric structures. To date, this concept has been extended to the field of
physics, especially to the condensed matter physics and materials science. For exam-
ple, topological defects have been observed in various materials, such as liquid crys-
tals, superconductors, and electron gas systems in semiconductors. More recently,
photoexcitations to some specific materials (mainly semiconductor nanostructures)
have also revealed formation of topological defects. On the other hand, optical field
itself includes a topological character, which has been well known as “optical or
polarization vortex”, “twisted light”, and “helical or Laguerre-Gauss light” beams.
These topological light beams exhibit spiral (spatial) variations of the phase (polar-
ization) producing phase (polarization) singularities on the wavefront, which can be
regarded as topological defects (screw dislocations). Therefore, we have possibilities
to evaluate the topological aspects of material system on the interactions with topo-
logical light beams. However, the question arises: does it make any sense to apply
the topological concept to the laser spectroscopy? The purpose of this chapter is to
answer the question by introducing our recent research on this topic. Experimental
results will be presented and discussed in terms of topological order of electrons. The
chapter begins with the basics of topological light beams together with their impor-
tant properties for laser spectroscopy (Sect. 3.1). Both the historical background and
the overview of applications will also be introduced. In Sects. 3.2 and 3.3, we present
several techniques for generating and evaluating the topological light beams, which
are useful and needed in the experimental sections. We also discuss their advan-
tages and drawbacks. In Sects. 3.4 and 3.5, we present our experimental results on
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nonlinear four-wave-mixing and pump-probe reflection spectroscopy, respectively.
In both cases, the spatial characteristics of the topological light beams allow us
to investigate unique properties associated with topologically-ordered electrons in
materials. Section 3.6 summarizes this chapter.

3.1 Basics of Topological Light Beams

3.1.1 Introduction

In most of the chapter, we treat the so-called optical vortices as a topological light
beam (Fig. 3.1a). They are also called optical phase singularities or wave disloca-
tions. We also consider the polarization vortices characterized by the spatial variation
of the polarization field (Fig. 3.1b). A remarkable feature of connecting the optical
(polarization) vortices to “topology” is the presence of the phase (polarization) sin-
gularities, which has attracted attention recently. However, topological singularity
of light has a long history dating back to the early 19th century, which will be
cited later. In the optical vortex, the name of vortex comes from the phase gradient
around the singularity on the wavefront characterized by exp [i�φ], where φ is the
azimuthal angle and � is any integer value determined by the winding number of the
±2π phase change [35]. Since the propagation of the optical vortex produces a spiral
(helical) wavefront, we sometimes call spiral beam, helical beam, or twisted light.
On the spiral wavefront, the energy flow (Poynting vector) rotates around the nodal
line (trajectory of the phase singularity), resulting in a topological charge (orbital
angular momentum) given by �(��) [1]. The polarization vortex is another class of
topological light beam, where the axisymmetrical polarization produces the vortex.
In this subsection, we briefly overview these characteristics one by one.

First we associate the optical vortex with transverse modes of the light beam,
which is known as Laguerre-Gauss (LG) mode [9, 20, 30]. The use of LG is
appropriate when we focus on the individual transverse modes, especially on
the laser cavity modes. Since the birth of the laser, the research on phase sin-
gularities of the transverse modes were developed rapidly in terms of nonlin-

(a) (b)

Fig. 3.1 Schematic illustrations of topological light beams. a Helical phase front (left), cross-
sectional phase (center), and intensity (right) of an optical vortex beam with � = 1. b Azimuthally-
(left) and radially- (right) polarized vortex beams
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ear interactions of topological light with materials, including gases, liquids, and
solids. Because of a wide class of nonlinear materials, the research have also
made significant advances in understanding the topological physics of material sci-
ence. Moreover, in the cavity modes, the interaction and competition among the
transverse modes result in a rich variety of pattern formation of vortices (phase
singularities), which can be linked to the topological defects in hydrodynamics,
superconductivity, and superfluidity. The transverse dynamics of the phase singu-
larities in cavity devices has now developed to the concept of photon fluids and
connected further to the topological physics [12, 24].

In the context of vortex dynamics (or connectivities of nodal lines of phase sin-
gularities), propagations of optical vortices provide important aspects of topology
[23, 36, 38]. In the propagation, phase singularities produce nodal lines as a result of
undefined phase and these lines show various linkage and knottedness of vortex fila-
ments in nonlinear optical media [17, 29]. Since the phase singularities are observed
as dark points (null intensities) within the beam, one can easily obtain the trajec-
tory of the phase singularities in successive beam cross-sections and evaluate their
topological dynamics. Another advantage of the dark point derives from the prop-
erty of spatial invariance, where the dark point can be kept in the focal point even
when focused by lenses with high numerical aperture and its size is ideally beyond
the diffraction limit. As a result, pure LG beam whose singularity is located on the
center of the beam cross-section can be used in the nanofabrication, superresolution
imaging, and so on [10, 19, 22].

Next we consider the Poynting vector of optical vortices. Because of the spiral
wavefront, Poynting vector of the vortex beam has an azimuthal energy flow around
the vortices, giving rise to a rotational torque within the beam cross-section. This
means that the beam with a phase gradient exp [i�φ] carries orbital angular momen-
tum (OAM) of �� per photon, which has been pointed out by Allen et al. in 1992
[1]. Thanks to such an essential definition, the research on optical vortices has been
extensively developed, not only for fundamental physics but also for technological
applications, such as optical trapping (including BEC), manipulation, laser fabrica-
tion, information processing [17].

On the other hand, polarization is another degree of freedom of light field, which
corresponds to the spin angular momentum (SAM) of photon. Because of the simple
relationship with electron spin, the optical polarization is more general in the laser
spectroscopy than the optical OAM. In the topological aspect, one can easily recog-
nize that the spatial variations of the polarization field produce the singularities, the
first observation of which was given by Arago in the early 19th century [6]. As is
similar to the LG beam, the polarization vortex beam can be observed in the trans-
verse mode of the laser, which is so-called “vector beam” [34, 37]. In several parts
of the chapter, we employ the vector beams with radial and azimuthal polarizations
(Fig. 3.1b). These axisymmetrically-polarized beams have attracted much attention
recently because they are known to produce longitudinal electric and magnetic fields
when tightly focused by a high numerical aperture lens [54].

As a summary of this introduction, the concept of topological light beams have
a long history, but became widespread during the past decade. The physics and
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potential applications achieved by the topological light beams are now very broad
ranging from nanophotonics to bioengineering, and astrophysics. Among them, we
will focus on the applications to the laser spectroscopy.

3.1.2 Optical Vortex or Laguerre-Gauss Beam

For some basic physical concepts and mathematical descriptions of the optical vortex,
we begin with the wave equation in vacuo. In free-space, the electric field vector of
light is given by

∇2E − 1

c2

∂2E
∂t2 = 0, (3.1)

where c is the speed of light. Assuming a monochromatic field (or superposition
of monochromatic fields for the optical pulse), we can separate the time depen-
dence of the field given by exp [−iωt], and obtain the vector Helmholtz equation
(∇2 + k2

)

E = 0 (the propagation constant k = ω/c = 2π/λ, where ω and λ are
the angular frequency and the wavelength of light, respectively), or scalar Helmholtz
equation

(∇2 + k2
)

E = 0 if neglecting the polarization. For the spatial distribution
of the beam cross-section (x, y plane), the paraxial approximation is applied to the
Helmholtz equation, which is represented by

∂2 E

∂x2 + ∂2 E

∂y2

2

+ 2ik
∂ E

∂z
= 0, or

(

∇2
T + 2ik

∂

∂z

)

E = 0, (3.2)

where z is the propagation axis. The solutions of (3.2) can be described in terms of
the orthogonal field basis functions. Here we focus on two sets of basis functions;
Hermite-Gauss (HG) and Laguerre-Gauss (LG) beams, which form complete sets of
orthogonal functions in the Cartesian (x, y, z) and cylindrical (r, φ, z) coordinates,
respectively. Using E(r, z) = u(r, z) exp [i (kz − ωt)], the transverse components
of the beams are given by,

HGm
n : um,n(x, y, z) = Hm

[√
2x

w(z)

]

· Hn

[√
2y

w(z)

]

· w0

w(z)
· exp

[

− x2 + y2

w2(z)

]

· exp

[

−i (1 + m + n) tan−1
(

z

zR

)]

· exp

[

−i
k

(

x2 + y2
)

2R(z)

]

, (3.3)
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Table 3.1 Parameters and functions for (3.3) and (3.4)

Power density radius w(z) = w0

√

1 + z2/z2
R

Beam waist radius defined at z = 0 w0 = w(0)

Radius for curvature of wavefront R(z) = (

z2 + z2
R

)

/z

Rayleigh range zR = kw2
0/2

Hn(u) = (−1)n eu2 dn

dun
e−u2 = n!

�n/2�
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L |�|
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p
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um
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: u�,p(r, φ, z) =

√

2p!
π (p + |�|)!

( √
2r

w(z)

)|�|
· L p

|�|
[

2r2

w(z)2

]

· w0

w(z)
· exp

[

− r2

w2(z)

]

· exp [i�φ]

· exp

[

−i (1 + 2p + |�|) tan−1
(

z

zR

)]

· exp

[

−i
kr2

2R(z)

]

, (3.4)

where R(z), w(z), zR , and w0, and Hermite- and Laguerre-polynomials are given
in Table 3.1.

In both cases, the lowest-order modes have a Gaussian profile, called TEM00mode
that is the fundamental cavity mode of laser. The higher-order modes are also
Gaussian-like profile, but is modified by the Hermite-polynomial Hn

m (n, m ≥ 0)

and Laguerre-polynomial L p
|�|(p ≥ 0, � is any integer) as shown in Fig. 3.2. In the

LG cases with � �= 0, the beam profiles are characterized by a null intensity at the
center, which originates from exp [i�φ] in (3.4). We also note that the complete set of
orthogonal functions has crucial consequences for the vortex beams; (1) HG and LG
modes are related with each other by simple transformations, (2) the optical vortices
can be expressed as a series expansion of these functions, both of which will be
important for the generation and evaluation of the vortex beams in Sects. 3.2 and 3.3.
We note that, in most parts of the chapter, we will focus only on the azimuthal index
� (i.e. topological charge) in the LG beam and assume the radial index p = 0.
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Fig. 3.2 Typical examples of Laguerre-Gauss (LG) and Hermite-Gaussian (HG) modes. In both
cases, the fundamental mode is a TEM00 mode

3.1.3 Orbital Angular Momentum (OAM) of LG Beam

The relationship between OAM and LG beams discovered by Allen et al. had a great
impact on the development of research in this area [1]. Here we briefly summarize
the OAM of the LG by introducing the Poynting vector S = E × H, where E and
H are electric and magnetic fields of light, respectively. Since the energy flow S
is parallel to the momentum flow p = (

1/c2
)

S and is normal to the wavefront,
the spiral wavefronts of the LG beam result in an azimuthal momentum component
within the beam cross-section and hence an OAM in the propagation direction. As
a simple definition, the OAM of a photon is given by ��, where � is denoted by
the azimuthal mode index of the LG beam. In order to clarify this relationship, we
present several formulations under Lorenz gauge condition. Using vector potential A
and scalar potential φ, the electric field (E) and magnetic field (B) are described by

E = −∂A
∂t

− ∇φ, B = ∇ × A. (3.5)

For the propagation of the optical field in the cylindrical coordinate, the vector poten-
tial A can be written as

A = nu (r, φ, z) exp [i(kz − ωt] , (3.6)

where n represents the polarization. Assuming the paraxial beam propagation, we
obtain

E = iω

(

nu + z
i

k
(n · ∇T ) u

)

exp [ikz] ,

B = ik

(

z × nu + i

k
n × ∇T u

)

exp [ikz] .
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Here we neglect the time-dependence. The Poynting vector is then given by

S = 1

2μ0

(

E∗ × B + B × E∗) = iω
1

2μ0

(

u∗∇T u − u∇T u∗) + ωk

μ0
|u|2 ez

+ iω
ε0

4

(

n × n∗ − n∗ × n
) × ∇T |u|2 , (3.7)

where ε0 and μ0 are magnetic permeability and dielectric permittivity, respectively.
Obviously ∇T u in the first term represents the azimuthal component of the energy
flow within the beam cross-section that is derived from the spatial phase gradient
such as exp [i�φ] for LG beams. The second term is the energy flow of light in the
propagation direction. The last term is associated with the optical polarization and
thus with the SAM of light, which becomes more apparent by the momentum density
flow:

p = iω
ε0

2

(

u∗∇T u − u∇T u∗) + ωkε0|u|2ez + ωσz
ε0

2

∂|u|2
∂r

eφ . (3.8)

Here σz = ±1 corresponds to the circularly polarized optical field. From (3.8), we
can derive the angular momentum density of j = r × p. For simplicity, we consider
the single-mode LG beam: u (r, φ, z) ∝ exp [i�φ]. The angular momentum carried
by the beam (propagating along the z direction) is then given by

jz = r pφ = ε0ω� |u|2 − 1

2
ε0ωσzr

∂|u|2
∂r

. (3.9)

Therefore the total angular momentum is represented by a sum of SAM (2nd term)
and OAM (1st term). Namely, we can associate the topological charge � to the OAM.
To get the relationship more directly, we introduce the ratio between the angular
momentum and energy within the beam cross-section as

Jz

W
=

∫

jzrdrdφ
∫

wErdrdφ
= �

ω

∫ |u|2 rdrdφ
∫ |u|2 rdrdφ

− σz

2ω

∫
∂|u|2
∂r r2drdφ

∫ |u|2 rdrdφ

= �

ω
+ σz

ω
−→ ��

�ω
+ �σz

�ω
. (3.10)

The LG beam thus carries total angular momentum consisting of OAM (��) and
SAM (�σz) per photon.

3.1.4 Polarization Vortex

In this subsection, we consider the topological beams that possess a spatial variation
of the polarization with a singularity, which is called polarization vortices or vector
beams. Especially, we focus on the so-called axisymmetrically-polarized beams,
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Table 3.2 ParTypical examples of Jones vector

Linear polarization (x) Linear polarization (θ) Right circular polarization Left circular

polarization
[

1

0

] [

cos θ

sin θ

]

1√
2

[

1

i

]

1√
2

[

1

−i

]

typical examples of which are shown in Fig. 3.1b. The singularities are formed by the
orthogonally polarized components associated with the axisymmetrical vector field.
As a result, axisymmetrically-polarized beams also show a ring-shaped (doughnut-
like) intensity profile similar to the LG beams. We also note that, as mentioned in
the previous subsection, the polarization of the beam is associated with SAM. In
this sense, the polarization vortex can be called optical spin vortex, which is in good
analogy to the spin vortex widely observed in various condensed matter systems.

We first provide several basic descriptions for the polarization. Any polarization
in the transverse field of the light beam can be decomposed into two orthogonally
polarized components, which can be described by n = αex + βey, where α and β

are complex values and satisfy |α|2 + |β|2 = 1. One of the widely-used formalisms
is called Jones matrix, which is denoted by

J =
[

α

β

]

−→ n = [

ex, ey
]

J . (3.11)

Typical examples are summarized in Table 3.2.
For the polarization vortices, we should take into account the position dependence

of the field. The polarization is then described by n(x, y) or n(r, θ). In Fig. 3.1b, we
show the radially-polarized (RP) and azimuthally-polarized (AP) vortex beams, Jones

vectors of which are respectively denoted by RP =
[

cos φ

sin φ

]

and AP =
[− sin φ

cos φ

]

in

the cylindrical coordinate. It is important to note that these vectors can be decomposed
into the optical vortex beams with topological charges � = ±1. We can confirm these
relationships as

RP =
[

cos φ

sin φ

]

=
[

eiφ + e−iφ

2
eiφ − e−iφ

2i

]

= 1

2
eiφ

[

1
−i

]

+ 1

2
e−iφ

[

1
i

]

,

AP =
[− sin φ

cos φ

]

=
[

− eiφ − e−iφ

2i
eiφ + e−iφ

2

]

= i

(
1

2
eiφ

[

1
−i

]

− 1

2
e−iφ

[

1
i

])

,

showing the combinations of the uniformly distributed left and right circular polar-
izations. In other words, axisymmetrically-polarized beams can be transferred from
the LG beams and vice versa [45].
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3.2 Generation of the Topological Light Beams

3.2.1 Generation of LG Beams

This section will introduce several techniques for generating the single-mode LG
beams, which are useful and needed in the experimental sections. Since the LG
mode is one of the cavity modes of the laser, we can obtain the LG beams directly
from the laser. In fact, the vortex beams having such as high power, ultrashort pulse,
and specific oscillation wavelengths have been demonstrated from the laser oscillator
[26, 27, 52]. It is also noted that the formation of the singularities associated with
multiple LG modes of the laser and their nonlinear interactions with the gain media
have been attractive research fields in the laser physics and technology [9, 20, 30].
However, for laser spectroscopy, both the controllability and stability (especially for
higher modes) of the LG beams are the most important aspects, which are missing
in the vortex laser in general.

Alternatively, one can use the mode conversion from the fundamental mode
(TEM00) of the laser. The most simple way to realize such a mode conversion is
to use the optics with spiral phase modulations such as spiral mirror, phase plate,
and spatial light modulator [5, 49]. The remarkable advantage of this method is the
low optical loss in the conversion, which is useful for the laser spectroscopy that
needs a critical power. However, the conversion loss and resultant contamination
are usually high in this method because the intrinsic and extrinsic discontinuities
cannot be avoided in such spiral modulations with a singularity. The contamination
of other modes can be separated by the phase modulation with holographic grat-
ing instead of the simple spiral phase modulation, which will be demonstrated in
Sect. 3.2.3 [11, 21]. We also review the mode conversion using the Gouy phase shift
of the propagating beam in Sect. 3.2.2, which can realize high conversion efficiency
in principle [4]. However, since the controllability is unfortunately low in general,
this method is not useful for generating the LG beam, but is more effective for the
detection. Moreover, the conversion process includes an essential feature of topology
in the optical field.

3.2.2 Mode Conversion Using Gouy Phase

As shown in Sect. 3.1.2, HG and LG modes are individual solutions of a paraxial wave
equation, each of which forms a complete set of the orthogonal function. Therefore,
these two modes can be transferred from each other. Namely, any LG mode can
be expressed in terms of HG modes and vice versa. A typical example is shown in
Fig. 3.3a), where LG0

1 is decomposed into a superposition of HG0
1 and HG1

0 modes.
The imaginary unit on HG0

1 corresponds to the phase delay of exp [i (π/2)] from
HG1

0 mode. Therefore we can obtain the LG0
1 beam from a HG beam that is rotated

by 45◦(i.e. HG (45◦) = HG0
1 (x) + HG1

0 (y)) with a phase shift of π/2 between x
and y directions. In order to produce such a phase shift, we can employ the Gouy
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Fig. 3.3 a A typical
relationship between a LG
mode (� = 1) and a
superposition of HG modes,
where the multiplication by i
indicates a phase delay of
π/2. b An astigmatic mode
converter by a cylindrical lens

phase 
G(z) of the focused HG beam, which is denoted by the exponential term
including tan−1 (z/zR) in (3.3) and is given by


HG
G (z) = exp

[

−i (1 + m + n) tan−1
(

z

zR

)]

. (3.12)

For completion, the Gouy phase of the focused LG beam is given by


LG
G (z) = exp

[

−i (1 + 2p + |�|) tan−1
(

z

zR

)]

. (3.13)

The Gouy phase shift is thus determined by the mode indices and the location of the
beam after the lens. For the anisotropic phase shift in the xy plane, the focusing by
a cylindrical lens can be used, which is called astigmatic mode converter.

Here we consider the mode conversion from a HG beam with mode indices
(m, n) = (1, 0) or (0, 1) to a LG with � = 1 as shown in Fig. 3.3b. When the
HG1

0 (45◦) beam is focused in the x direction by a cylindrical lens, HG0
1 (x) compo-

nent at the focal point has a phase shift of Δ
x
G(0) = 
x

G(0)−
x
G(−∞)= π

2
while

HG1
0 (y)has Δ


y
G(0)= 


y
G(0) − 


y
G(−∞)= 0, yielding a phase difference of

Δ
G(0) = Δ
x
G(0) − Δ


y
G(0) = π

2
. (3.14)

We can thus obtain the LG0
1 mode at the focal point (but this is not useful for the

experimental use and can be improved by introducing a composite lens system [4]).
On the other hand, when rotating the cylindrical lens by 90◦, the HG1

0 (45◦) beam is

focused in the y direction and shows a phase difference of Δ
G(0) = −π

2
, leading

to the LG0−1.
For the actual experimental setup, a pair of cylindrical lenses are introduced to

generate the LG mode outside of the Rayleigh region [4]. In this case, the separation
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of the cylindrical lenses is optimized such that the two orthogonal HG components

satisfy Δ
G(∞) = π

2
. As a general definition, the HGm

n modes are converted into

LGp
� modes with transformations � = m − n and p = min(m, n). We also note that

in this method, high-order HG beams should be prepared before the conversion for
generating arbitrary LG beams. However, high-order HG beams can be obtained by
using various methods that is much easier than generating higher LG beams [39, 53].

3.2.3 Mode Conversion Using Holographic Grating

The most widely used mode conversion technique is to use the holographic grating
recorded in an optical element such as a phase plate or liquid crystals. For the LG beam
generation, the interference pattern between a LG mode and an inclined plane-wave
is commonly used, where the LG beam acts as an object beam and the plane-wave
acts as a reference beam for holography [11, 21]. Since the reconstruction of the
object field encoded within the hologram is based on the diffraction, the LG beam
can be obtained as a distinct mode. In other words, we can spatially separate the
contamination from the LG beam of interest, which is a significant advantage of this
method.

The controllability of the mode conversion using the holographic gratings can
be realized by a computer-generated hologram (CGH) displayed on a spatial light
modulator (SLM). Since the SLM is usually composed of liquid crystals, we have to
take care of its low damage threshold for the laser and slightly high optical loss in
the presence of the electrodes. We also take care of the diffraction efficiency which
reduces the overall efficiency in the conversion. Despite of these disadvantages, the
use of SLM that allows to generate the variable LG beams are highly useful for the
laser spectroscopy. The dynamic control of the beam and the generation of specific
beams such as multiple LG beams can also be achieved by the SLM.

Here we describe the formulations of the CGH for a simple example; the conver-
sion from the fundamental Gaussian beam to a single-mode LG beam. The electric
fields of the LG beam (ELG) and the plane-wave beam (EG) with a small tilting angle
θ are described by

ELG (r, φ, z) = uLG exp [i�φ + ikz], EG(x, y, z) = uG exp [i (kz − kθx)] ,

(3.15)
respectively. The interference intensity I (r, φ, z0) is thus given by

I (r, φ, z0) = |ELG|2 + |EG|2 + ELG E∗
G + E∗

LG EG

= ILG + IG + 2uLGuG cos (�φ + kθx) . (3.16)

This forms fork-shaped interference fringes with a spacing of 2π/kθ in the x
axis (except for the singularity) as shown in Fig. 3.4. The electric field of the



94 Y. Toda and R. Morita

Fig. 3.4 Fork-shaped holographic gratings

transmitted Gaussian beam (TEM00) with the same angle θ through the hologram is
then described by

Et ∝ EGI = (ILG + IG) EG + ELGIG + E∗
LG EG EG. (3.17)

In the equation, the first term corresponds to the 0th order diffraction, and the other
two terms are the ±1st order of diffraction, respectively, where one can see that the
second term corresponds to the LG beam with a topological charge �.

To increase the purity of the output beam, the nonlinearity of the gradation in the
CGH should be taken into account for the modulation. The conversion efficiency can
be enhanced by optimizing the modulation pattern. Moreover, the diffraction charac-
teristics of the holographic grating allow to generate the LG beam with different � in
the different directions, which can be applied to the multiple information recording,
transfer and processing [3, 7, 13, 18, 31].

3.2.4 Generation of Polarization Vortex Beam

Similar to the optical vortices (LG beams), the generation of the polarization vortices
can be realized either inside or outside of the laser oscillator. Here we introduce an
external conversion technique for generating the axisymmetrically-polarized beams
by using spatially-variant optical elements such as axisymmetric polarizer (ASP) and
axisymmetric waveplate (AWP) [42, 55]. These elements are made of azimuthally
periodic array of the elements and are commercially available. The Jones matrices
of ASP and AWP are yielded by

ASP =
[

cos2 φ 1
2 sin 2φ

1
2 sin 2φ sin2 φ

]

, AWP =
[

cos φ sin φ

sin φ − cos φ

]

, (3.18)

where φ is the azimuthal angle in a global coordinate, indicating the spatially-variant
polarizations. When passing the uniformly right-circular polarized beam through the
ASP, we obtain
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1√
2

[

cos2 φ 1
2 sin 2φ

1
2 sin 2φ sin2 φ

] [

1
i

]

= 1√
2

eiφ
[

cos φ

sin φ

]

, (3.19)

which corresponds to the RP beam. Similar conversion can be achieved when passing
the linearly polarized beam through the AWP. We note that in (3.19), the resultant
RP beam exhibits a rotational phase, showing a characteristic of the optical vortex.
On the other hand, the RP beam by the AWP has no spatial phase variation. The
rotational phase in the former case allows one to obtain the optical vortex beam (LG
beam) with uniform polarizations by using a polarizer [45].

The polarization angle in the local coordinate can be controlled by a pair of half-
wave plates (HWPs) with a relative angle of α. The Jones matrix of a paired HWP
is described by

R(−α) · HWP · R(α) · HWP =
[

cos (2α) − sin (2α)

sin (2α) cos (2α)

]

, (3.20)

using HWP =
[

1 0
0 exp (−iπ)

]

and rotation matrices R(±α). The transmitting RP

beam in (3.19) through the paired HWP is then given by

R(−α) · HWP · R(α) · HWP · ASP · 1√
2

[

1
i

]

= 1√
2

eiφ
[

cos (2α + φ)

sin (2α + φ)

]

. (3.21)

This Jones vector represents an axisymmetrically-polarized beam, the polarization
of which is determined by both the global and the local azimuthal angles. For exam-
ple, we can obtain the RP beam at α = 0, whereas the AP beam is generated at
α = π/4(45◦). An example of the optical setup is shown in Fig. 3.5, together with
typical output polarization distributions. We can also remove the rotational phase

ASP
QWP

P

HWP1

HWP2

(a)

(b)

Fig. 3.5 a Optical setup for generating polarization vortex from a uniformly linear polarized beam
(P polarizer, QWP quarter-wave plate, ASP axisymmetric polarizer, HWPs half-wave plates). b
Examples of the polarization distribution of the polarization vortex generated from a
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variation by using the AWP with linearly polarized beam. In this case, we obtain the
axisymmetrically-polarized beam given by

R(−α) · HWP · R(α) · HWP · AWP ·
[

1
0

]

=
[

cos (2α + φ)

sin (2α + φ)

]

. (3.22)

3.3 Evaluation of the Topological Light Fields

To analyze the topological light fields including not only the light sources, but also
the signal fields in the laser spectroscopy, it is necessary to employ the evaluation
techniques. Since the topological beams are characterized by their spatial properties
such as phase and polarization distributions, several kinds of spatially-resolved tech-
nique have been proposed. In this section, we review the two major techniques that
are useful for the laser spectroscopy using optical vortex pulses. The most widely
used technique for evaluating the optical vortex fields is based on the interference.
Because of the singularity of the optical vortex, the interference patterns are signifi-
cant so as to qualitatively characterize the vortex fields (Sect. 3.3.1). Another major
technique is based on mode conversions, which allow a quantitative analysis using
simple experimental setup (Sect. 3.3.2).

3.3.1 Interference Analysis

The interference between a single-mode LG beam and a tilted plane-wave beam pro-
duces a characteristic fringe pattern (fork-shaped interference fringes) as discussed
in Sect. 3.2.3. Therefore we can easily determine the topological charge � from the
branch of the fork-shaped fringes. In the practical experiment, a Gaussian beam
(TEM00) is used as a reference beam instead of the ideal plane-wave beam. In this
case, the quality (beam profile and uniformity) of the TEM00 beam is important for
evaluating the LG beam. Moreover one needs to care about the relative phase fluctua-
tions between the two different optical paths of the beams. On the other hand, the use
of the self-interference also provides similar characteristic fringe patterns (Fig. 3.6)
and allows for making the experimental setup more simple because no additional
reference beam (i.e. TEM00 beam) is needed. We note that the branch of the fork
pattern is not clear especially in the higher modes due to the ring-shaped intensity
profile of the LG beams. Therefore this method is not suitable for determining the
singular point. However, the rotational phase distribution is easily deduced by the
coaxial interference as shown in the bottom part of Fig. 3.6, where only the rota-
tional fringes remain in the pattern. From the number of the rotational fringes n, the
topological charge � is determined by a simple relationship of n = 2 |�|.

Next we consider the case of evaluating the multi-mode LG beams (multi-
ple or composite optical vortices). In this case, the interference pattern becomes
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Fig. 3.6 Cross-sectional
intensity distributions of
various LG beams (top) and
their self-interferences by
mean of non-coaxial (middle)
and coaxial (bottom)
configurations

 = 0  = 1  = 2  = 5

complicated even in the interference with a well defined Gaussian beam, and we
cannot deduce the phase distribution directly from the interference. Instead, Fourier
analysis of the image can be used to select (reconstruct) the phase distribution [25].
We consider the multi-mode LG beam, which is expanded by a series of LG modes
as follows:

Eobj(r, φ, z, t) =
∞
∑

p=0

∞
∑

�=−∞
a�,pu�,p(r, z) exp [i�φ + i (kz − ωt)] , (3.23)

where u�,p(r, z) exp [i�φ] corresponds to (3.4). Here the radial index p is take in to
account to complete the analysis. When the multi-mode LG beam is interfered with
a tilted TEM00 beam (Eref = b exp [i (k cos θ z − k sin θx − α)]), the interference
intensity is given by

I (r, φ, z0) = |b|2 +
∞
∑

p=0

∞
∑

�=−∞

∣
∣a�,pu�,p(r, z0)

∣
∣2

+ b∗
∞
∑

p=0

∞
∑

�=−∞
a�,pu�,p(r, z0) exp [i (�φ + k sin θx + β)]

+ c.c. (3.24)

The Fourier transform of (3.24) produces 3 distinct peaks of IF
DC(kx ≈ 0, ky ≈ 0),

IF
AC+(+k sin θ, 0), and IF

AC+(−k sin θ, 0) in the spatial frequencies space (kx , ky).
When we select the IF

AC+(+k sin θ, 0) component and perform its inverse Fourier
transform, we obtain



98 Y. Toda and R. Morita

0         2π(a) (b)

Fig. 3.7 Examples of Fourier analysis of the interference for composite optical vortices. a Exper-
imentally observed images of the composite optical vortices (left) and their interferences with the
TEM00 beam (right). b Phase distributions reconstructed from the interferences

IAC+ (r, φ) exp [−ik sin θx] ∝
∞
∑

p=0

∞
∑

�=−∞
a�,pu�,p(r) exp [i (�φ)]

=
∞
∑

p=0

A�,p (r, φ) . (3.25)

The imaginary part of A (r, φ) provides the spatial phase distribution of the initial
multi-mode LG beam. In (3.25), exp [−ik sin θx] term shifts the spatial frequency of
IAC+ to the DC position (kx ≈ 0, ky ≈ 0), indicating that the interference component
arising from a tilt of θ in the reference TEM00 beam is removed. Here we show the
results of the phase distributions reconstructed from the experimentally observed
interference patterns in Fig. 3.7, where the optical vortices with � = 1 (upper) and
� = 2 (lower) are observed. We can verify that the fork-like fringe patterns in (a)
result in a singular point(s) of the rotational phase in (b). It is important to note that
the results of the � = 2 case show a split of the phase singularity, which is associated
with the weak perturbation of the � = 0 component. Such perturbation has often
been observed in laser spectroscopy and plays an important role to characterize the
interactions with materials. The reconstructed phase distribution allows us to address
the position of singularities very precisely even in the multi-mode LG beam.

Finally, we comment on the fact that (3.25) corresponds to a Fourier series of the
LG mode functions in terms of the topological charge �. The relative amplitude of
the mode is thus obtained by

a�,p = 1

2π

∫ ∞

0

∫ 2π

0
Ap(r, φ) exp [i (�φ)] dφrdr. (3.26)

If we neglect the radial mode (i.e. p = 0), (3.26) represents the OAM resolved
spectrum of the electric field, where the power spectrum in terms of the LG� modes
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can be evaluated by |a�|2. It is important to note that a�,p provides both the amplitude
and phase of the topological charge �. Therefore we can also evaluate the relative
phase between the modes, which is a unique feature of this technique [25].

3.3.2 OAM Resolved Spectroscopy Based on Mode Conversion

The mode indices of the single-mode HG beam are easily deduced from the beam
profile, which is much easier than the case of the single-mode LG beam. In Fig. 3.2,
the beam profile of the LG beam is always characterized by a central dark hole,
which is not responsible for the topological charge dependence. On the other hand,
the numbers of dark stripes along x and y in the HGn

m correspond to its mode indices
n, and m, respectively. Such a significant relationship in the HG beam provides an
idea of using the mode conversion technique to determine the topological charge
of the LG beam, which is given by a reverse conversion process in Sect. 3.2.1. The
most simple way is to use a cylindrical lens to convert the LG beam into an astig-
matic beam with dark stripes. The number of the stripes is equal to the topological
charge � [16].

The difference of the beam profile is also remarkable between the lowest-order
TEM00 mode and higher-order LG modes. Among a series of the LG modes, only
TEM00 has a single peak at the beam center. Therefore we can select the TEM00
mode from multiple or composite optical vortices by using a spatial (pinhole) filter
or by propagating through a single mode fiber. The most widely-used technique for
analyzing optical vortex fields is based on this procedure [31]. The technique mea-
sures the intensity of the TEM00 component that is obtained by the mode conversion
of the LG beams using an approach that is the reverse of that used for generating
an LG beam. By changing the mode of interest for conversion, we can obtain an
OAM-resolved (�-resolved) spectrum, in which the analyzed beam is decomposed
into a series of LG modes with corresponding intensities. The converted fundamental
TEM00 beam is also useful in terms of adopting the technique for various applica-
tions, such as telecommunication, optical storage, and laser spectroscopy [3, 8, 46,
47, 50, 51].

Similar to LG beam generation from laser (Sect. 3.2.3), LG� → TEM00 con-
version is realized by a CGH on SLM. From (3.17), the 1st-order diffraction of
the incident field Ei is given by E+1

t ∝ ELG E∗
G Ei= E�E∗

0 Ei , where E� and E0
corresponds to the LG and plane-wave fields of the CGH. We assume that Ei is a
multi-mode optical vortex with topological charges

∑
m, and is expressed by

Ei =
∞
∑

m=−∞
amum(r, z) exp [imφ + i (kz − kθx)] . (3.27)

The electric field of the diffraction beam through the CGH is then described by
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E+1
t ∝ u�u0

∞
∑

m=−∞
amum(r, z) exp [i {(� + m) φ + kz + α}] , (3.28)

indicating that each of m-components is converted to the field with � + m. We can
thus select the component that satisfies � + m = 0 (i.e. TEM00 beam) using a
spatial filtering method mentioned above, and obtain the OAM resolved spectrum
by changing � in CGH. We note that the OAM spectrum obtained by this procedure
is a power spectrum of |am |2, where the phase information of am is lost. In contrast,
the Fourier analysis of the interference in Sect. 3.3.1 provides complete sets of am .

As a final note in this section, we comment on the precision of the OAM spectrum,
which highly depends on the conversion efficiency and its uniformity for various
OAM [2, 14, 44]. For example, the spatial filtering of the TEM00 component is
based on the difference between the spatial intensity profiles of TEM00 and LG
beams. Therefore, the imperfect components of the converted TEM00 reduce the
accuracy of the spectrum. Furthermore, owing to the diffractive optical element in
the techniques, the degree of conversion usually shows a strong OAM dependence
with a fixed propagation distance, leading to variation of the conversion efficiency.
These problems can be improved by using an spiral phase modulation that allows
both focusing and mode conversion simultaneously in simpler optical setup [44].
Moreover, by taking advantage of the flexibility of the SLM, the focusing length can
be controlled to compensate the conversion efficiency for various OAM.

3.4 Application to the Four-Wave Mixing (FWM) Spectroscopy

In this section, we demonstrate the coherent OAM transfer from the optical vortex
pulses to the center of mass momentum of excitons in semiconductor GaN. We show
that the four-wave mixing (FWM) signal from GaN excitons is spatially coherent
within the exciton dephasing time and exhibits the OAM (phase singularities) sat-
isfying the OAM conservation law. We also demonstrate the time evolution of the
exciton OAM, and the optical gate control by changing the topological charge of the
LG beams.

3.4.1 FWM Spectroscopy of Excitons Using Ultrashort Pulses

We briefly overview the degenerate FWM (DFWM) technique for semiconductor
excitons [40]. For convenience, we sometimes call DFWM just FWM hereafter. In the
technique, a pair of laser pulses (k1 and k2) with a time separation of τ is introduced
onto a sample, where τ is defined to be positive when k1 pulse precedes the k2
pulse. When the laser is resonant with the transition from the exciton vacuum state
(|G〉) to the first excited exciton state (|X〉) , the first pulse (k1) creates the exciton
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Fig. 3.8 a Schematic illustration of degenerate FWM, where G represents a polarization grating
induced by k1 and k2 pulses. b Feynnman diagrams for a 2-level system in FWM

polarization, which undergoes dephasing after the excitation. If the second pulse
(k2) arrives during the exciton dephasing time, the interference of the polarizations
created by k1 and k2 pulses result in a polarization grating (Fig. 3.8a). The self-
diffraction signal of the second pulse is generated in 2k2 − k1 direction due to
third-order nonlinearity of the exciton transitions, which is integrated over the real
time for detection (TI-FWM). The reverse process (k2 pulse precedes the k1 pulse)
also generates the signal in 2k1 − k2 direction. We can thus spatially separate the
FWM signal from the excitation beams even in the resonant condition, which is a
remarkable advantage of the DFWM spectroscopy.

For semiconductor excitons, the manifestation of the optical nonlinearity usu-
ally arises from the phase-space filling and Coulomb interactions. The dephasing
processes of exciton including dephasing time T2 are evaluated by the time evolution
of the TI-FWM signal, which can be obtained by changing τ . The TI-FWM signal
intensity is thus given by

IFWM(τ ) ∝
∫

|P(3)(τ, t)|2dt. (3.29)

Here P(3)(τ, t) is the third-order nonlinear polarization, which is given by P(3) =
〈

μXGρ(3)(t)
〉

, where μXG is the exciton dipole moment and ρ(3)(t) is the third-order
density matrix which is determined by the semiconductor optical Bloch equation.
Both the phase-matching condition of the third-order polarization and the rotational-
wave approximation allow two types of the polarizations to survive, which can be
summarized by the Feynman diagrams in Fig. 3.8b.

We now describe the formulation of P(3)(τ, t). Here we assume the homogeneous
broadening of the exciton state. Within the framework of the optical Bloch equation
using the δ-function pulses with a collinear polarizations E1(k1, ω) and E2(k2, ω)

for excitation, the third-order polarization P(3)
2k2−k1

is described by

P(3)
2k2−k1

(t ≥ τ, τ ) = i

�3 E2
2 E∗

1 exp [i (2k2 − k1) · r − iωt] α(t, τ ), (3.30)
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Fig. 3.9 Schematic illustrations of the time-resolved FWM as a function of time t . Note that τ

indicates the delay time of the probe pulse relative to the first pump pulse. In TI-FWM, the signal is
obtained from the integration of the FWM over t ≥ τ . To consider the possible processes, the FWM
in the inhomogeneous system is also shown, where the FWM appears as a photon echo, resulting
in a difference in the definition of T2

where α(t, τ ) represents the term related to the exciton, and is given by

α(t, τ ) = |μXG|4 exp (+iωXτ) exp (−γ τ) exp (−iωXt) exp (−γ t)

= |μXG|4 exp [−iωX(t − τ)] exp
[−γ (t + τ)

]

. (3.31)

Here ωX and γ are the exciton resonant energy �ωX and dephasing rate, respectively.
The FWM signal thus propagates along the direction of kFWM = 2k2 − k1. The TI-
FWM signal intensity is then given by

IFWM(τ ) ∝ |μXG|8
�6 e−2γ τ

∞∫

0

dt |exp (−iωX t) exp (−γ t)|2 ∝ e−2γ τ . (3.32)

We thus observe the time evolution of the signal with a decay rate of 2γ , which can
be represented by IFWM = I0 exp(−2τ/T2) using a dephasing time T2 (Fig. 3.9). In
the case of the single-mode LG beams for excitation, (3.30) is modified to

P(3)
2k2−k1

(t, τ ) = i

�3 E2
2 E∗

1 exp [i {kFWM · r + (2�2 − �1) φ} − iωt] α(t, τ ).

(3.33)

The equation indicates that the FWM signal with a topological charge (OAM) of
�FWM = 2�2 − �1 is generated if the exciton term α(t, τ ) maintains the spatial
coherence.

The (3.33) clearly indicates that the FWM signal is characterized by the wavevec-
tor (kFWM = 2k2 − k1) and OAM (�FWM = 2�2 − �1) by using single-mode LG
pulses for excitation. Namely, we can generate the optical vortices with an arbitrary
OAM in the same direction by changing the OAM in the one of the incident pulses.
It is important to note that the OAM of the FWM signal is affected by the spatial
coherence of exciton center of mass momentum. In (3.31), μXG may exhibit spatial
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variations in terms of spatial coherence, which changes the OAM of the FWM signal
from �FWM = 2�2 − �1. If the spatial dephasing such as diffusion or spatially-
dependent scattering is efficient, the OAM of the FWM signal also decays with τ .

3.4.2 FWM Spectroscopy Using Optical Vortex Pulses

Here, we will demonstrate the coherent OAM transfer from optical vortex (LG)
pulses to the center of mass momentum of excitons in semiconductor GaN
[28, 50]. The samples studied here are a GaN film (thickness: 3 µm) grown on
(0001) c-plane sapphire substrate and a free-standing bulk GaN (thickness 70 µm).
The GaN exciton has a large oscillator strength, enabling us to obtain the efficient
FWM signal because IFWM is proportional to the fourth power of the transition oscil-
lator strength (see (3.32)). The FWM measurement was performed using a frequency-
doubled mode-locked Ti:sapphire laser with the spectral width of 10 meV (∼1.0 nm).
Without spatial modulations for the LG beams, the pulse duration is estimated to be
130–160 fs. The center energy of ∼3.5 eV (∼355 nm) was selected for the GaN
exciton transitions. The laser pulse is split into two collinearly polarized pulses with
nearly equal intensities. The delay time τ between the two pulses was determined by
the variable spatial delay line. The mode conversion technique using CGH on SLM
or AWP was used for generating the LG beams. The two pulses were overlapped on
the sample using a lens ( f = 200 mm), and the FWM signal was collected in the
reflection geometry. The sample was mounted on a cold finger of a liquid helium
cryostat and whole data were taken at ∼10 K.

Figure 3.10a shows a typical FWM spectrum taken at τ = 0, where the laser
spectrum is also shown as a dashed curve. In the FWM spectrum, the lower- and
higher-energy peaks are identified as electron-heavy-hole-exciton transition (A- exci-
ton: XA) and electron-light-hole-exciton transition (B- exciton: XB), respectively.
The simultaneous excitation of the two transitions results in a coherent oscillation
(generally called quantum beat: QB) in the time-evolution of the FWM as shown in
Fig. 3.10b, where the beating period (TQB) of 0.51 ps is consistent with the energy
separation of 8.3 meV (Δν ∼ 2 THz). Assuming a homogeneously broadened exci-
ton system, the FWM signal with a QB oscillation can be expressed by

IFWM = I0
[

1 + cos
(

2π/TQB
)]

exp(−2τ/T2), (3.34)

where we neglect the Coulomb interactions between excitons. From the fitting to the
data, we obtain the dephasing time of T2 = 1.40 ps (T2 = 2.80 ps for inhomogeneous
case). In Fig. 3.10b, we plot the total intensity obtained by the spatial integration of the
beam profile as a function of τ both in the signal directions 2k2 − k1 and 2k1 − k2.
Here a combination of the TEM00 pulse (�1 = 0) in k1 direction and LG1 pulse
(�2 = 1) in k2 direction was used for excitation. The crossing point between two
data sets indicates the zero position of the delay τ .



104 Y. Toda and R. Morita

Fig. 3.10 Results of FWM spectroscopy for excitons in a GaN film at 10 K. A combination of
TEM00 pulse (�1 = 0, k1) and LG (optical vortex) pulse (�2 = 1, k2) was used for excitation. a
A typical FWM spectrum (solid line) at τ ≈ 0 together with an excitation pulse spectrum (dashed
line), where XA and XB exciton transitions are simultaneously excited. b Plot of FWM signals
(logarithm scale) as a function of τ obtained in the direction of 2k2 − k1 (signal is dominant at
τ ≥ 0) and 2k1 − k2 (τ ≤ 0). The oscillations are attributed to the QBs between XA and XB
transitions. The solid lines show the fits using (3.34). c Intensity distributions of FWM signals
obtained at each QB oscillation peak in 2k2 − k1 (right) and 2k1 − k2 (left), respectively

To investigate the spatial properties of the FWM signal, we first focus on the phase
singularity of the beams, which is realized simply by measuring the dark holes in the
spatial intensity profile. The FWM signal was recorded using a charge-coupled device
(CCD) camera equipped with an image acquisition system. Figure 3.10c shows the
spatial profiles of the FWM signal obtained at each QB oscillation peak in the signal
directions 2k2 − k1 and 2k1 − k2, respectively. Each data set shows that the output
FWM beam exhibits a characteristic beam profile with dark hole(s) and its intensity
decays with increasing |τ |. The presence of the dark hole(s) is responsible for the
coherent OAM transfer to the center of mass momentum of excitons in the FWM
process. On the other hand, the difference of the beam profiles between the data sets
is accounted by the OAM conversion law (|�FWM| = ∣

∣2�2(1) − �1(2)

∣
∣ = 2(1)). The

different number of the dark holes (the FWM in 2k2−k1 direction shows a single dark
spot at the center while the FWM in 2k1 −k2 exhibits two dark holes) can be associ-
ated with the different topological charges of the exciton polarization, indicating the
OAM conservation during the FWM process. The split of the dark spot in 2k1 −k2 is
associated with the weak perturbation of the TEM00 component (�FWM = 0), which
will be discussed in detail in the next subsection. Such perturbation has widely been
observed in the higher charge vortices generated by nonlinear processes.

A more reliable way to check the topological charge of the signal is to observe the
interference pattern (Sect. 3.3.1). Figure 3.11b shows the results of intensity profiles
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Fig. 3.11 Results of demonstration to show the arbitrary control of the topological charge in the
FWM signal by changing the OAM of the excitation pulse. Beam profiles of a excitation pulses and
b corresponding FWM signals at τ ≈ 0. The intensity scale varies for each image so as to clarify
the dark hole(s). The interference patterns obtained by superimposing the reference TEM00 pulse
are also shown in the right side of b

of the output FWM (τ ≈ 0 ps) with �1 = 0, 1, 2 together with their interference
patterns by overlapping the signal with a tilted TEM00 reference pulse. In the mea-
surement, the OAM in k2 pulse was fixed at �2 = 1. Here we also show the intensity
profiles of the incident pulses (Fig. 3.11a). On the basis of the conservation law of
OAM, the output FWM exhibits |�FWM| = 2, 1, 0, whose variations are seen in
the different number of the dark spots. The phase singularities on the dark spots are
confirmed by the fork-typed patterns and agree well with those predicted under the
conservation law. It should be noted that these results are also responsible for the
arbitrary controls of OAM using FWM process in semiconductor exciton system.

3.4.3 OAM Resolved Spectroscopy of FWM Signal

For a quantitative analysis of the OAM of the generated FWM signal, we further
carry out the OAM-resolved (�-resolved) spectroscopy as explained in Sect. 3.3.2,
where the FWM signal is decomposed into a series of LG� modes with corresponding
intensities. For the OAM-resolved spectroscopy, the FWM signal in the backward
direction was collected and led to the OAM-resolved detection system consisting
of a SLM and a spatial filter, and then was detected by a monochromator equipped
with a CCD camera. In the results shown below, we focus on the spectrally resolved
FWM signal taken at XA transition.

We first consider the case where the k1 pulse is a TEM00 mode (�1 = 0) and the
k2 pulse is a LG mode with �2 = 1. Figure 3.12a shows the OAM spectra of the
excitation pulses, showing a single peak at the corresponding OAM. The beam profile
is also shown in the inset of each spectrum, where a dark singular point at the center
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Fig. 3.12 Results of OAM-resolved FWM spectroscopy for GaN excitons (free-standing bulk
sample). OAM spectra of a excitation pulses and b FWM signal of XA transition at τ ≈ 0. Insets
show the intensity profiles of the beams

of the beam is clearly observed in the k2 pulse. However, there still remains weak
side modes in the spectrum, which are mainly due to the imperfections of the mode
conversion in generation. Moreover, while no side modes are expected in the laser
mode, small but finite residual modes are visible in the nearest neighbors of � = 0,
suggesting the imperfect mode conversion in our detection system that determines
the background level. It is important to note that the side mode ratio (SMR) highly
depends on the conversion system, and we can improve the SMR down to less than
10 dB.

The OAM spectra of the FWM obtained at τ ≈0 are shown in Fig. 3.12b, together
with the CCD images of the signal. On the basis of the OAM conservation law, the
ideal conversion provides �FWM = 2(≡ 2�2 − �1) in 2k2 − k1 and �FWM = −1
(≡ 2�1 − �2) in 2k1 − k2. In each spectrum, an intense peak located at �FWM is
observed, whereas another distinct peak is also visible at �res = 0. The presence of
�res component is consistent with the split of �FWM = 2 into two distinct dark holes
with � = 1 in the signal, which is manifested by the results shown in the insets.

The presence of �res component of the FWM signal can be associated with the
� = 0 components of the incident pulses. Although � = 0 in the k1 pulse is small
compared with the dominant component of � = −1 (see Fig. 3.12a), we have to
take into account that the peak intensity of the � = 0 component is located at the
center portion of the beam. Because of the third-order nonlinearity of the FWM,
the contribution of the � = 0 component to the signal is much larger than that
of the � �= 0 components whose peak intensities are spatially distributed along
the ring (around the vortex). Moreover, the spatial mode overlap between the indi-
vidual �res components in the two incident pulses is high (much higher than that
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Fig. 3.13 a Time-evolutions of the OAM-resolved FWM signal (logarithm scale). A combination
of LG pulses (�1 = −2, k1) and (�2 = 1, k2) was used for excitation. b OAM spectra of the FWM
signal obtained around the QB oscillation peaks

between �1 and�2), increasing the FWM efficiency. For these reasons, the unfavorable
� = 0 component becomes efficient in the FWM conversion process when one of
the incident pulses includes � = 0 component.

The above considerations are verified by another measurement using the incident
pulses with �1,2 �= 0. Figure 3.13a shows the time evolutions of the FWM signal
(2k1 − k2) with selected OAM values (� = 3, 4, 5), where the OAM of the k1 and
k2 pulses are �1 = −2 and �2 = 1 , respectively. All data show an oscillation of the
QB arising from the simultaneous excitation of XA and XB transitions mentioned in
the previous subsection. Figure 3.13b shows the OAM spectra of the signal ranging
from � = 0 to � = 10. Each spectrum is obtained at various τ located at the peak
of the QB oscillation, and the intensity is normalized by the peak intensity in each
spectrum. The value of the vertical axis represents the relative intensity normalized
to the peak obtained at the 4th QB peak. The single peak in the spectra indicates
a FWM with a well defined OAM that satisfies OAM conservation law, which is
also confirmed by the signal intensity profile shown in the inset. The combination
of �1 = −2 and �2 = 1 results in a FWM signal with �FWM = 4(≡ 2�2 − �1) only
when the excitons keep the OAM transferred by the k1 pulse and then succeed in
converting the OAM via FWM with the k2 pulse. The results thus indicate both the
coherent OAM transfer and near perfect OAM conversion are realized in the exciton
states whose spatial coherence remains high during the dephasing time.

It should be noted that the dephasing of OAM observed here is responsible for
the spatial dephsing characterized by the azimuthal direction. We would recall that
the exciton dipole moment μXG in (3.31) is expressed in terms of the position of the
exciton center of mass momentum, and its magnitude reflects the spatial coherence of
exciton (i.e. exciton OAM state) transferred by the k1 pulse. If the spatial dephasing is
efficient, the magnitude of the total μXG decays with τ . In the cylindrical coordinate,
the FWM intensity can therefore be modified as



108 Y. Toda and R. Morita

IFWM(τ, r, φ) ∝ |μXG(r, φ)|4 exp
[−2γ (r , φ)τ

]

, (3.35)

resulting in a broadening of the OAM spectrum. The observed time-evolution of
the OAM spectra with a well-defined OAM thus indicates that the center of mass
momentum of excitons keep the OAM transferred by the LG pulses over the dephas-
ing time T2. This is reasonable because the contributions of the spatial dephasing
such as diffusion or spatially-dependent scattering are quite small in the picosecond
regime. Therefore we conclude that the exciton OAM state is more stable but the
dephasing time is limited by T2 in the present study using FWM. The small contribu-
tion of the spatial decoherence can be evaluated by the broad band OAM spectrum
of FWM obtained by using the excitation pulse with multiple OAM [28].

3.5 Application to the Pump-Probe Spectroscopy

In the previous section, we demonstrated a global evaluation of the spatial dephasing
dynamics of electrons (excitons) in a semiconductor by using optical vortex pulses.
A similar approach is applicable in the pump-probe spectroscopy using polarization
vortex pulses. Since the change of optical polarization is associated with the symme-
try of electron (or spin) system in materials, the excitation with polarization vortex
pulses enables us to analyze the dynamics of the global symmetry. In this section, we
demonstrate a global evaluation of quasi one-dimensionally (1D) ordered electrons
(so-called charge density wave (CDW)) in a ring-shaped crystal using polarization
vortex pulses [46]. We first review the CDW in quasi 1D transition metal chalco-
genides (MX3), and then give an overview of the pump-probe spectroscopy for the
CDW system. In the analysis, we compare the electron dynamics probed by the
azimuthal and radial polarization excitations. We also compare the results with those
in the whisker sample, and show that the ring-shaped CDWs exhibit a well-defined
azimuthal symmetry associated with the quasi 1D nature.

3.5.1 Topological CDW in MX3

In this subsection, we begin with a brief introduction of the CDW in quasi 1D con-
ductors, which is schematically illustrated in Fig. 3.14. A CDW is a modulation of
the electron density associated with a lattice modulation of same periodicity. Gener-
ally, the electronic band gap in solids arises from a Fourier component of the lattice
potential. In quasi-1D metal consisting of chains of equally spaced atoms, a mod-
ulation of the lattice with wavelength λ = π/kF can produce a band gap at ±kF

by reducing the conduction electron energy below EF , where EF and kF are Fermi
energy and wavevector, respectively (left in Fig. 3.14). At low temperatures, the gain
in the conduction electron energy overcomes the energy cost of the lattice defor-
mation. As a result, quasi-1D metals undergo a phase transition (metal to insulator
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Fig. 3.14 Schematic
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transition) when cooled below a certain temperature (Tc). This is a so-called CDW
phase transition. Unlike normal insulators (and semiconductors), the ground states
of CDW are characterized by two types of collective excitations: phase mode (PM)
and amplitude mode (AM). The PM determines the position of the CDW relative to
the underlying lattice, and the AM determines the amplitude of the CDW. It should
be noted that in realistic quasi-1D metals the three-dimensional (3D) correlation of
the 1D CDWs is essential to reduce their fluctuations, meaning that the 3D ordered
CDWs exist below Tc.

Among a variety of 1D metals that undergo CDW phase transition, the MX3 have
been most extensively studied over the last few decades [33]. The fascinating feature
of MX3 is provided by a discovery of various types of topological crystals [43].
Because of both the small sizes and damage-free formations of these structures, it is
expected to keep the CDW coherence within individual chains with a closed loop,
thus making it a good candidate for studying the topological effects on the CDW
dynamics [32, 48].

The samples studied here is NbSe3, which is one of the MX3 family and is the
most extensively studied quasi-1D compound. This compound consists of three pairs
of metallic chains parallel to the conducting axis (Fig. 3.15a) and undergoes CDW
phase transitions at Tc1 = 145 K and Tc2 = 59 K . These two transitions are known
to take place on two of three types of chains with different nesting conditions in k-
space. The other chains remain metallic down to the lowest temperatures. Since the
CDW with long-range-order requires 3D correlation of electron density between 1D
chains, their coherent dynamics attracts considerable interest and has been studied
using time-resolved measurements [15, 41].

Figure 3.15b shows several transient reflectivity changes ΔR of a whisker sample
for various temperatures below and above T c2. The signal at the lowest temperature
is dominated by two features: an exponential decay response (solid line in b) and
damped sinusoidal (coherent) oscillations. On the basis of a successful model for the
ultrafast optical response of phase transition materials, the exponential decay and
oscillation components are attributed to the carrier relaxation across the CDW gap
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Fig. 3.15 a A schematic illustration of NbSe3 whisker and its optical micrograph image. b Transient
reflectivity changes ΔR of a whisker sample for various temperatures below and above Tc2 = 59
K. The solid lines are the results of exponential fit to the data. c Electron micrograph of NbSe3
(disk-like) ring sample, and d its schematic illustration of the crystal structure

and coherent CDW motions, respectively [15]. Here, we briefly summarize the carrier
relaxation processes. As mentioned above, the 3D correlation of the CDWs forms a
gap around EF below Tc. Therefore one can consider the carrier dynamics in CDW
in a similar way to the case of semiconductors, namely, carrier relaxation time (τsp)
reflects the relaxation across the CDW gap via between carriers and carrier-phonon
collisions, resulting in a picosecond decay (whereas τsp is instantaneous on the several
tens of femtosecond above Tc, reflecting the intraband relaxation in the metallic
phase). Since the CDW gains the gap energy with decreasing the temperature, τsp
shows a characteristic temperature dependence, which can be confirmed in Fig. 3.15b.
Another characteristic transient feature is a coherent oscillation resulting from the
collective excitations of the CDW. The instantaneously photoexcited carriers change
the CDW’s equilibrium distributions and result in starting the collective motions.
This occurs in the same manner of DE process for coherent phonons. In our previous
measurements, a coherent oscillation with νAM ∼ 1.1 THz was observed in NbSe3
and was ascribed to the AM of the CDW [41].

Figure 3.15c shows the scanning electron micrograph of the ring sample used in
this study. The chemical vapor transport method was used for sample preparation.
Under controlled conditions, thin whiskers naturally form closed-loop crystals by
bending and joining the whiskers. Several ring crystals are stacked layer by layer,
and form a disk-like structures. It should be noted that Tc’s in the ring are similar
to those in the whisker. The whisker crystal has a length of a few mm along the
conducting b axis (chain axis) while the disk-like ring crystal with a diameter of ∼50
μm has a bending b axis along the azimuthal direction in the disk (Fig. 3.15d). The
circumference of the center hole of the disk is around 10 µm, which is comparable
to the correlation length of CDWs (ξ‖b >2.5 µm) .
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3.5.2 Pump-Probe Spectroscopy for Quasi 1D CDW System

When we investigate the globally correlated electron systems such as closed-loop
CDWs, non-contact and non-destructive measurements are preferable. Therefore, it
is advantageous to probe the CDW dynamics with photoexcitation. Ultrafast pump-
probe spectroscopy has been widely used in this kind of time-resolved experiments,
where optical responses (such as transient reflectivity changes ΔR) of photoexcited
electrons are traced by a probe pulse immediately after an intense pump pulse with
a delay time between the two pulses.

Generally, the excitation process by the pump can be classified by whether a
coherent stimulated-Raman (SRE) excitation or an incoherent dissipative excitation
(DE). In the SRE process, various degrees of freedom are coherently excited. The
symmetry of the coupling to different degrees of freedom is described via the appro-
priate Raman tensor. In the DE process, the high energy photoexcited carriers create
incoherent excitations by inelastic scattering on the several tens of femtosecond,
resulting in a transient nonequilibrium occupation of phonons as well as a tran-
sient nonequilibrium carrier occupation near the Fermi level. The information about
the incoming photon polarization is lost during this process. In the present work,
the photoexcitation (pump) process is attributed to the DE because the high energy
photoexcitation far above the band gap of CDW leads to the incoherent excitation.
However, in the presence of a local, dynamic or hidden symmetry breaking, non-
symmetric modes can be excited coherently even by the totally symmetric DE. In
this case, the reflectivity change ΔR of the probe pulse can be divided into isotropic
ΔRiso and anisotropic ΔRaniso components given by

ΔR(θ) ∝ ΔRiso + ΔRaniso cos (2θ + θ0) , (3.36)

where θ is the polarization angle of the probe pulse and θ0 is a phase offset, respec-
tively. The polarization dependence of ΔR (i.e. ΔRaniso) thus allows us to probe
symmetry breaking in globally correlated electron systems.

The measurements were carried out using a two-color pump-probe setup, in which
the coaxial configuration between the pump and probe beams allows to excite the
precise position of the crystals even when using the vortex beam. This configuration is
also advantageous for the polarization spectroscopy with regular reflection, in which
the scattered pump was removed by the dichroic beam splitter. The light source used
in this study was a mode-locked 100 fs Ti-sapphire laser oscillator operating at a
repetition rate of about 76 MHz, which synchronously pumped an optical parametric
oscillator (OPO). The probe pulse was extracted from the fundamental at ∼1.5 eV
(∼800 nm), and the pump was delivered by the OPO at ∼1.1 eV (∼1100 nm).
Both energies are much higher than the CDW gap energy in NbSe3. We note that
the probe energy that exceeds the pump energy allows to reduce the contributions
from the higher excited states. Namely, this two-color combination enhances the
optical response associated with the change of the conduction band-edge (CDW gap
below Tc). Also note that transient signal was independent of the pump energy and
polarization, which is responsible for the DE process mentioned above.



112 Y. Toda and R. Morita

3.5.3 Pump-Probe Spectroscopy Using Polarization Vortex Pulses

Now we consider the pump-probe results for NbSe3 samples (whisker and ring)
using polarization vortex pulses with various azimuthal distributions [46]. In the
experiment, the probe pulses are passed through a conversion system using an ASP,
the details of which were described in Sect. 3.2.4. We note that all optical elements are
achromatic in the near infrared region. The pump and probe beams were combined
by a dichroic mirror and focused by using an achromatic objective lens. The focal
spots of the two laser beams were adjusted to obtain a complete spatial overlap on
the sample surface. Especially for the photoexcitation on the ring-shaped crystal,
we carefully adjusted the vortex axis of the probe to place the center hole of the
sample. The overlap between the two beams and the position on the sample surface
were monitored using a CCD camera, and they were kept at a fixed position during
the measurements. The samples were mounted on a cold finger of the helium-flow
cryostat and all measurements are performed at ∼20 K.

Figure 3.16a–c shows transient ΔR measured by the probe pulse with various
polarization distributions and angles. All data were plotted as a function of delay
time between pump and probe pulses.

First, we focus on the result for the whisker sample using linearly polarized pulses
(Fig. 3.16a). The polarization angle θ is defined from the b axis (chain axis) of the
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Fig. 3.16 Transient reflectivity changes ΔR for a a whisker crystal measured by the linear polarized
pulse with θ = 0 and 90◦, b a (disk-like) ring crystal measured by the polarization vortex with
θ ′ = 0 and 90◦, and c a whisker crystal measured by the polarization vortex with θ ′ = 0 and 90◦.
Insets show the polarization distribution of the probe pulse. d–f show the corresponding polarization
angle (θ or θ ′) dependence of the ΔR polarization in a–c, respectively, where the polarization is
deduced from ΔRsp/ΔRCDW
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whisker. As we mentioned in the previous subsection, the signal below Tc (below
Tc2) is characterized by two features; exponential decay with a decay time of ∼1 ps
and a damped sinusoidal oscillation with a frequency of νAM = 1.12 THz. We thus
attribute the exponential part (ΔRsp) to the carrier relaxation across the CDW gap
and the oscillation part (ΔRCDW) to the AM mode of the CDW. The exponential
decay exhibits a significant polarization anisotropy, which can be associated with
the 1D nature of the sample. The ΔRsp was completely absent when the polarization
is perpendicular to the b axis (θ = 90◦). In contrast, the oscillation component is
nearly independent of the polarization θ , which is consistent with the fact that the
AM is the fully symmetry A1 mode. For the estimation of ΔRsp and ΔRCDW, we
use the fitting function described by

ΔR(t, θ) = ΔRsp(θ) exp(−t/τsp) + ΔRCDW cos(2πνAMt), (3.37)

where we neglect the damping of the AM that is much longer than the time
scales observed here. The equation is compatible with (3.36), namely ΔRsp is the
anisotropic component ΔRaniso cos (2θ) and ΔRCDW corresponds to the isotropic
component ΔRiso.

Next, we consider the results for the ring sample using the polarization vor-
tex pulses (Fig. 3.16b), where the θ ′ indicates the rotation angle of the local field
polarization; θ ′ = 0◦ and 90◦ correspond to azimuthal and radial polarizations,
respectively. By using such a topological polarization coordinate, the time evolution
and its polarization dependence are related with those reported above in the whisker.
Roughly speaking, Fig. 3.16b is in good agreement with Fig. 3.16a; the ΔRsp com-
ponent decreases with increasing θ ′ and vanishes at θ ′ = 90◦ while the oscillation
component is constant with θ ′. It is important to remember that the relative posi-
tion between polarization vortex and center hole of the ring is critical for the ΔR
polarization. We carefully adjusted the optical vortex onto the center hole of the ring.

In order to quantitatively compare the data of the ring and whisker, we plot
the polarization of the ΔRsp component as a function of θ ′ (θ ) in Fig. 3.16d–f,
where we estimate the degree of polarization from the ratio between ΔRsp and
ΔRCDW in (3.37). Because of the fully symmetry of the AM oscillation, this method
allows to cancel the remnant polarization of the experimental setup, thus being more
accurate than the comparison of the absolute values of ΔR. The results in both
data (Fig. 3.16d, e) clearly indicate the polarization of the ΔRsp component whose

magnitudes
I0◦ − I90◦

I0◦ + I90◦
are near unity. Therefore we conclude that the ring sample

exhibits a well-defined azimuthal symmetry responsible for the quasi 1D character.
The polarization of the ring is also verified by the spatially-resolved ΔR detected
with linearly polarized probe pulse (Fig. 3.17), where the magnitude of ΔR shows
a bow-tie shaped distribution whose orientation is rotated by 90◦ between the two
perpendicular probe polarizations. The results thus account for the azimuthal symme-
try. However, by using the polarization vortices, we can analyze the global symmetry
at once and quantitatively evaluate the degree of polarization. Moreover, our mea-
surement also verifies that the CDWs in the ring maintain their 1D character, and
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Fig. 3.17 Spatial maps of
normalized ΔR obtained
from the NbSe3 (disk-like)
ring sample. The geometry is
consistent with Fig. 3.15d.
The measurements were
carried out with uniformly
linear polarized probe pulse
along a x and b y directions
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so that the technique using polarization vortex has an ability to evaluate the elec-
tron dynamics in closed-loop systems that plays an important role in the quantum
correlation properties.

Finally, to enhance the accuracy of our measurement and analysis, we also show
the results for the whisker using the polarization vortex pulses (Fig. 3.16c). In contrast
to Fig. 3.16a, b, the ΔR in (c) exhibits no polarization. The constant SP polariza-
tion is also shown in Fig. 3.16f, where we can verify that the magnitudes of ΔRsp
are intermediate between the oscillatory magnitudes observed for the above two
cases (Fig. 3.16d, e). This means that the polarization vortex with radial symmetry
selects the local projection of the SP polarization along the azimuthally distributed
θ ′. Namely, the photoexcited 1D electrons act as a linear polarizer to evaluate the
radial polarization distribution of the vortex pulses. The standard deviation of the
magnitudes in Fig. 3.16f is 1.03, showing the high quality of the polarization vortex
achieved in our time-resolved measurement.

3.6 Summary

This chapter has proposed a novel approach to ultrafast laser spectroscopy by means
of topological light beams. Two kinds of spectroscopy have been presented: (1)
nonlinear FWM spectroscopy using optical vortex (LG) pulses (Sect. 3.4), and (2)
pump-probe reflection spectroscopy using polarization vortex pulses (Sect. 3.5). In
short, the spatial characteristics of the topological light beams reveal unique proper-
ties of topologically-ordered electrons in each material system: excitons with OAM
(Sect. 3.4) and closed-loop quasi-1D CDW (Sect. 3.5), each of which is summarized
in detail below.

In Sect. 3.4, a coherent OAM transfer to the center of mass momentum of exci-
tons in semiconductor GaN has been demonstrated using degenerate FWM process.
The FWM signal excited with LG (optical vortex) pulses exhibits the phase
singularities satisfying the conservation law of OAM. The results also demonstrated
an arbitrary control of the topological charge in the FWM by changing the OAM of
the excitation pulses, providing a way for controlling the optical OAM through carri-
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ers in semiconductor materials. Moreover, using an OAM-resolved detection system,
we have realized to evaluate the dephasing dynamics of excitons topologically. We
have observed the unfavorable � = 0 component associated with the imperfect phase
conversion when one of the incident pulses includes � = 0 component. The effect
was evidenced by the near perfect OAM conversion using the LG pulses with � �= 0.
In the latter case, the time-evolution of the OAM spectra exhibits a well-defined peak
that remains almost unchanged during the dephasing time, clearly indicating that the
center of mass momentum of excitons keep the OAM transferred by the LG pulses.

In Sect. 3.5, we technically realized an axisymmetrically-polarized vortex pulse
excitation for a circulary closed quasi-1D CDW system in a two-color pump-probe
setup. In a disk-like ring crystal, the transient reflectivity changes probed by the
polarization vortex show a large anisotropy depending on the azimuthal polariza-
tion distributions, indicating that the quasi-1D electrons are polarized azimuthally
and globally. These topologically-polarized electrons cannot be defined globally
using the conventional photoexcitation (uniformly polarized optical pulses). Our
demonstration provides a new spectroscopic technique for diagnosing the closed-
loop coherence of carriers in solids, which should play an important role in the
quantum correlation characteristics such as the Aharonov-Bohm effect.
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Chapter 4
Localized Modes in Nonlinear Discrete Systems

Kazuyuki Yoshimura, Yusuke Doi and Masayuki Kimura

Abstract This chapter reviews spatially localized modes emerging in nonlinear
discrete dynamical systems, which are called intrinsic localized modes. After the
notion of intrinsic localized mode is introduced by using a simple mathematical
model, the essential mechanism for the existence of intrinsic localized modes and
their basic properties are described in both cases of standing wave and traveling wave
modes. The intrinsic localized modes in real systems have also been studied so far.
We review some numerical simulation studies and experimental observations of the
intrinsic localized modes in real systems.

4.1 Introduction

A variety of spatially extended systems in nature have both spatially-discrete struc-
tures and nonlinearity. Such systems are as diverse as solid crystals, polymer mole-
cules, mechanical or electrical devices, and photonic crystals. Those systems can
be mathematically modeled by nonlinear space-discrete dynamical systems. The
ground-breaking work by Takeno et al. [1, 2] has theoretically revealed that spa-
tially localized excitations are ubiquitously possible in dynamical systems with dis-
creteness and nonlinearity. The localized modes are called intrinsic localized modes
(ILMs) or discrete breathers. A common expectation for a spatially extended system
may be that an initially localized excitation energy will spread over the system in
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the course of time. Contrary to the expectation, the existence of ILM implies that
it prevents such delocalization of the energy, retaining a localized excitation struc-
ture. Only the properties of a dynamical system necessary for the existence of ILM
are discreteness and nonlinearity, which are possessed by many systems. This fact
ensures the universality of ILM in model and real systems. Indeed, there are a large
number of theoretical and experimental evidence for the existence of ILM in various
systems: for instance, the ILMs have been experimentally observed in Josephson
junction arrays [3, 4], optical waveguide arrays [5], and micromechanical systems
[6, 7] (see also [8–11] and references therein). The concept of ILM has attracted
great interest because of its universality.

It is expected that the concept of ILM is useful to understand essential mecha-
nisms of energy localization, energy transport, and energy exchange processes and
of related phenomena in various systems in nature, although unfortunately the role of
ILM in nature has not yet been clarified. The concept of ILM is expected to be useful
also in the field of nanophotonics. A recent molecular dynamics study has shown
that a local structural transition in a carbon nanotube, i.e., only a few atoms change
their configurations, can be induced by energy localization due to ILM [12]. A sim-
ilar local structural transition is known in a photoinduced phase transition material,
which is used for optical memory media and records digital information by using
this transition. The mechanism of this transition has not yet been clarified. The con-
cept of ILM could explain the mechanism. Another example is the dressed photon
phonon (DPP). The dressed photon (DP) is a quasi-particle composed of photons and
an electron-hole pair [13]. Recent experiments have shown that there are some phe-
nomena which cannot be explained by the DP concept, and they indicated necessity
of considering a quasi-particle composed of DP and phonons. This quasi-particle is
the DPP. Theoretical study by Ohtsu has shown that a DP and a localized phonon
mode can couple with each other to form the DPP quasi-particle [13]. In their study,
a linear lattice with impurities was used and the localized phonon is just due to the
impurities. If the lattice is a nonlinear one, there is a localized phonon mode, i.e.,
ILM, and it could couple with a DP to form a nonlinear DPP. It may be worth explor-
ing the possibility of nonlinear DPP. As the above examples suggest, there may be
close connections between the ILM concept and problems in nanophotonics.

This review article aims at providing an introduction of the ILM to expedite its
applications in nanophotonics. Fundamental notions of the ILM and recent progress
in the field are described. This article is organized as follows. In Sect. 4.2, we intro-
duce a mathematical model for studying ILM, i.e., a lattice model, and explain what
the ILM is. The essential mechanism for the existence of ILM is also explained.
There are two types of ILMs, which are of standing wave type and traveling wave
type. We focus on the standing wave ILM in Sects. 4.3 and 4.4 while on the travel-
ing wave one in Sect. 4.5. In Sect. 4.3, we describe some fundamental properties of
the standing wave ILM based on a simple lattice model. In addition, some known
mathematically rigorous results are mentioned. In Sect. 4.4, we introduce several
lattice models and show that different types of standing wave ILMs are possible in
them. In Sect. 4.5, we describe fundamental properties of the traveling wave ILMs,
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including their collision dynamics. The rest sections deal with ILMs in real systems.
We present numerical simulation and experimental results on the ILM dynamics in
real systems in Sects. 4.6 and 4.7, respectively.

4.2 What Is the ILM?

4.2.1 Lattice Model

Lattice is a simple mathematical model, which is used for studying fundamental
dynamical properties of real systems having spatially discrete structures. The lattice
model describes the dynamics of many interacting particles. For simplicity, in this
review article, we mainly address one-dimensional lattices which are described by
the Hamiltonian

H =
∑

n

1

2mn
p 2

n +
∑

n

[

U(qn) + V (qn+1 − qn)
]

, (4.1)

where qn ∈ R, pn ∈ R, and mn represent the position, momentum, and mass of
nth particle, respectively. Hamiltonian (4.1) describes a one-dimensional chain of
particles such that each particle interacts with its nearest neighbours via springs and
oscillates in an on-site potential. Figure 4.1 illustrates this one-dimensional chain of
particles. The functions U(X): R → R and V (X): R → R represent the on-site and
interaction potential functions, respectively. We assume they are smooth functions.

Hamilton’s equations of motion are given by

q̇n = ∂H

∂pn
, ṗn = − ∂H

∂qn
. (4.2)

For lattice Hamiltonian (4.1), these equations can be written in the form

mnq̈n = −U ′(qn) + V ′(qn+1 − qn) − V ′(qn − qn−1). (4.3)

We did not specify the boundary conditions in (4.3). Boundary conditions often
used in literature are fixed-end conditions and periodic conditions. The fixed-end
conditions are given by q0(t) = qN+1(t) = 0 while the periodic ones are given

Fig. 4.1 Illustration of one-dimensional lattice
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by q0(t) = qN (t) and qN+1(t) = q1(t), provided that n = 1, 2, . . . , N in (4.3). In
addition, infinite-size lattices are often used, which have no boundary condition. It
depends on the problem which type of boundary conditions is employed.

There are various choices of the potential functions U and V and the set {mn} of
masses. As for the masses, the simplest case is that all the particles have identical
masses, i.e., mn = m for all n, where m is a positive constant. Hereafter, we assume
this case for the sake of simplicity. A model of identical masses is sometimes called
a monoatomic lattice. Various types of functions are possible for the potentials U
and V , and some lattices are particularly named. We present a few examples below.

Example 1. Consider the case of harmonic potentials, i.e., U(X) = μX2 and V (X) =
κX2, where μ ≥ 0 and κ ≥ 0 are constants. This model is called a harmonic lattice
or a linear lattice.

Example 2. Consider the case that U(X) = 0 and V (X) = κ2X2 + κ3X3 or κ2X2 +
κ4X4, where κj are real constants. These models are called Fermi-Pasta-Ulam (FPU)
lattices as they were used in the seminal paper by these authors [14], which reported
the first numerical experiment results on the ergodic problem. More precisely, the
cubic potential model is called the FPU-α lattice, and the quartic potential one the
FPU-β lattice. In some literature, lattices with more general anharmonic functions
V are also called by the same name.

Example 3. Consider the case that U(X) is anharmonic and V (X) = κ2X2. This
model is called a nonlinear Klein–Gordon (NKG) lattice.

We mainly deal with the case of Hamiltonian lattices in the following sec-
tions, since mathematical properties of ILM in Hamiltonian lattices are of the most
fundamental. Non-Hamiltonian lattice models can also be considered, which have
dissipation and external forces. It is relatively easy to include effects of dissipation
and forcing.

4.2.2 Fundamental Modes of ILM

Let us consider a FPU lattice which has an interaction potential function consisting of
quadratic and quartic terms, i.e., the FPU-β lattice, as a simple example of nonlinear
lattice. The Hamiltonian is given by

H =
∑

n

1

2
p 2

n +
∑

n

[
1

2
(qn+1 − qn)

2 + 1

4
(qn+1 − qn)

4
]

, (4.4)

which is a particular case of Hamiltonian (4.1) obtained by setting mn = 1, U(X) = 0,
and V (X) = X2/2 + X4/4.

It is known that there are two types of fundamental modes of ILM in this model.
Figure 4.2 illustrates their profiles, where each particle’s displacement is shown in a
vertical direction and arrows represent velocity vectors of the particles. Two neigh-
bouring particles periodically oscillate anti-phase in both modes, as shown by the
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Fig. 4.2 Profile of ILM. a Sievers–Takeno mode and b Page mode

arrows. These two modes have different spatial symmetries in their profiles. One
mode has its center of profile at a site while the other mode at the midpoint between
two sites, i.e., site-centered and bond-centered modes. The former is called Sievers–
Takeno (ST) mode or odd mode, and the latter is called Page (P) mode or even mode.
Sievers and Takeno showed that the ST mode is possible to exist in the FPU lattice
(4.4) in [1, 2]. Two years later, Page found the P mode [15].

The amplitude of each particle rapidly decreases as the distance from the mode
center increases in both of the ST and P modes. In this sense, these two modes
are spatially localized. Analytical calculations by Sievers and Takeno and by Page
showed that the normalized spatial profiles of ST and P modes are approximately
given by (. . . , 0,−1/2, 1,−1/2, 0, . . . ) and (. . . , 0, 1,−1, 0, . . . ) in the limit of
strong localization, respectively. As we will discuss in Sect. 4.3, an ILM comes to
localize more strongly as its frequency increases. Therefore, the strong localization
limit corresponds to the limit of large frequency.

In mathematical terms, ILMs are time-periodic and spatially localized solutions
of the equations of motion. An ILM is a solution satisfying some sort of localization
conditions and the periodicity conditions

qn(t + T) = qn(t), pn(t + T) = pn(t), (4.5)

where T is the period of ILM. The ILM frequency is defined by Ω = 2π/T .
A commonly-accepted definition of localization conditions has not been given defini-
tively. There is some arbitrariness in choosing the conditions, depending on the prob-
lem. For example, in the case of infinite-size lattices with U and V even functions,
a set of natural conditions may be

max
0≤t≤T

|qn(t)| → 0, n → ±∞. (4.6)

In the case of finite-size lattices, a natural definition is not apparent. It is necessary
to introduce an appropriate definition suitable for the problem. Because of the above
mentioned arbitrariness, the term “localization” should be understood in a physical
sense, instead of a mathematical sense.
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The ST and P mode solutions were originally found by approximate analytical
calculations and then numerically confirmed in several works (e.g., [16]). In addition,
some mathematical proofs have already been given for the existence of exact periodic
solutions corresponding to these modes. The issue of mathematically rigorous results
will be addressed in Sect. 4.3.4.

4.2.3 Numerical Solutions of ILM

Let us consider a finite-size FPU lattice (4.4), for which n = 1, 2, . . . , N and the
fixed-end boundary conditions q0(t) = qN+1(t) = 0 are assumed. An ILM solution
corresponds to a closed orbit in phase spaceR2N spanned by the coordinates {qn, pn}.
It is known that ILM solutions for different energy values form a one-parameter
family of closed orbits parametrized by energy, which can be also parametrized by
period, frequency or amplitude of the ILMs instead of energy. Given a period T , it
is possible to compute a closed orbit corresponding to the ILM solution with period
T by using a Newton method. This numerical method is described in Appendix.

Figure 4.3 shows examples of ILM solutions obtained numerically. The particle
displacements qn are shown for the initial time when velocities of all the particles

Fig. 4.3 Numerical solution of ILM in FPU lattice (4.4). The lattice size is N = 51, and fixed-end
boundary conditions are used. Displacement qn(0) is plotted against site number n for a ST mode
with Ω = 10, b P mode with Ω = 10, c ST mode with Ω = 2.2, and d P mode with Ω = 2.2
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vanish. ST and P mode solutions are shown for two different frequencies Ω = 2.2
and 10. The larger frequency corresponds to a larger energy case. Mode profiles
close to those in Fig. 4.2 are confirmed for large Ω . In contrast, for small Ω , the
solutions are only weakly localized. This shows that ILM comes to localize more
strongly as its frequency increases. It is generally observed that spatial decrease of
particles’ displacements is exponential, provided that the lattice has a harmonic term
in its interaction potential. It is known that super exponential decrease is observed
when the interaction potential has no harmonic term [17].

4.2.4 Necessity of Nonlinearity for ILM

We emphasize that the localized modes, ILMs, are peculiar to nonlinear lattices and
they are not expected in linear lattices, provided that the lattices are monoatomic. To
show this, we compare behaviors of a nonlinear lattice and a linear one numerically.
We use the FPU lattice (4.4) as an example of nonlinear lattice. For comparison, we
use a linear lattice described by the Hamiltonian

HL =
∑

n

1

2
p 2

n +
∑

n

1

2
(qn+1 − qn)

2, (4.7)

which is obtained by setting mn = 1, U(X) = 0, and V (X) = X2/2 in (4.1). We
assume n = 1, 2, . . . , N , and the fixed-end boundary conditions q0(t) = qN+1(t) =
0 are used in (4.4) and (4.7).

Let us consider a locally excited initial condition such that q(N+1)/2(0) = 1,
qn(0) = 0 for n �= (N+1)/2, and pn(0) = 0. We numerically integrated the equations
of motion of the two lattices with this initial condition. To show the numerical results,
we define the energy ei of ith site by the sum of the kinetic energy of the ith particle
and the half of the interaction potential energies shared with its two nearest neighbors.
The site energy ei, i = 1, 2, . . . , N is given by

en = 1

2
p 2

n + 1

2

[

V (qn+1 − qn) + V (qn − qn−1)
]

, (4.8)

where V is the interaction potential of the FPU or linear lattice.
Figure 4.4a, b shows time evolutions of site energy en for the FPU and linear

lattices, respectively, where en is shown with different colors as a function of site
number n and time t. Figure 4.4a clearly shows that a stable localized mode appears
after an initial radiation of small ripples, and it remains for a long time in the FPU
lattice. Note that this long-lasting localized mode emerges from an initial condition
which differs from an exact ILM solution. This fact suggests that a localized excita-
tion emerges robustly for a wide class of initial conditions. In contrast, an initially
localized structure becomes delocalized and eventually only a spatially extended
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Fig. 4.4 Time evolution of site energy in a FPU lattice (4.4) and b linear lattice. The lattice size is
N = 999

state emerges in the linear lattice. The above comparison clearly demonstrates that
localized modes are peculiar to nonlinear lattices.

4.2.5 Mechanism for Existence of ILMs

ILMs are exact periodic solutions of lattices, which can exist due to discreteness
and nonlinearity of the lattices. The periodicity of an ILM implies that its localized
structure is retained without any decay during the time evolution. We use the FPU
lattice (4.4) as an example of nonlinear lattice and intuitively elucidate the essential
mechanism that makes it possible to retain the localized structure, focusing on roles
of discreteness and nonlinearity.

First, we explain a role of discreteness, based on a difference between a spatially
discrete medium, i.e., a lattice, and a spatially continuous medium. We do not consider
any nonlinearity here since we focus on the role of discreteness only. Let us consider
a one-dimensional continuous medium described by the partial differential equation

∂2u

∂t2 = c2 ∂2u

∂x2 , (4.9)

where c > 0 is a constant. If we substitute a plane wave solution u(t, x) = exp[i(kx−
ωt)] into (4.9), then we obtain the dispersion relation

ω2 = c2k2. (4.10)

This relation indicates that for any value of frequency ω ≥ 0 there exists a plane
wave solution of (4.9) with the ω and a wavenumber k determined by (4.10).

Let us move to a linear lattice defined by Hamiltonian (4.7). The equations of
motion are given by

q̈n = qn+1 − 2qn + qn−1. (4.11)
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Fig. 4.5 Dispersion relation of lattice (4.7)

Substitution of qn(t) = exp[i(kn − ωt)] into (4.11) yields the dispersion relation

ω2 = 4 sin2(k/2). (4.12)

The range of k is limited to −π ≤ k ≤ π because of spatial discreteness of the
lattice. This dispersion relation is shown in Fig. 4.5. An important feature of (4.12)
is that there exists the maximum value ωmax = 2 in frequency, which is qualitatively
different from (4.10). This implies that a plane wave solution cannot exist in the
frequency range ω > 2, which is called a forbidden band. In this connection, the
range 0 ≤ ω ≤ ωmax is called a phonon band. We emphasize that the existence of a
forbidden band is a peculiarity due to spatial discreteness of the lattice.

To see a consequence of this peculiarity, let us consider a semi-infinite linear
lattice with n = 0, 1, 2, . . . , which is described by (4.11) and imposed with the
time-dependent boundary condition q0(t) = A exp[iωt], where A is a constant. We
explicitly construct a periodic solution of this system, assuming the form qn(t) =
un exp[iωt], where un is a constant. Substituting this form into (4.11), we have the
difference equation

un+1 −
(

2 − ω2
)

un + un−1 = 0. (4.13)

This equation can be solved by assuming the ansatz un = Arn. This ansatz yields

r2 −
(

2 − ω2
)

r + 1 = 0. (4.14)
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Solutions of this quadratic equation are qualitatively different between the two cases
(i) 0 ≤ ω ≤ ωmax and (ii) ωmax < ω, where ωmax = 2. In case (i), we have solutions
of the form r = exp[±iθ ], θ ∈ R. These solutions lead to the spatially-extended
plane wave solutions qn(t) = A exp[i(±θn + ωt)] of (4.11). On the other hand, in
case (ii), solutions of (4.14) are obtained as

r = 1 − ω

2

[

ω ±
√

ω2 − 4
]

. (4.15)

The solution of negative sign satisfies −1 < r < 0, and only this solution is phys-
ically relevant since un diverges as n → ∞ for the other one. The corresponding
solution qn(t) = Arn exp[iωt] of (4.11) exhibits anti-phase oscillation between two
neighbouring particles, and it is localized in the sense that its amplitude decreases
exponentially with respect to n. This solution exists for any ω in the forbidden
band.

Second, we explain a role of nonlinearity. Consider an infinite FPU lattice defined
by Hamiltonian (4.4). Assume that an exact ILM state is realized at the initial, which
is illustrated in Fig. 4.6. Particles of core sites with |n| ≤ n0 oscillate periodically with
frequency Ω . The role of nonlinearity of the FPU potential is to induce a value of Ω

in the forbidden band. Note that Ω > ωmax is impossible without nonlinearity. Let us
consider two lattice segments outside the core part, i.e., |n| ≥ n0, where the harmonic
term in potential may be dominant because of small amplitudes of particles. These
segments are substantially driven by the boundary sites of n = ±n0 with Ω > ωmax.
The previous argument ensures that periodic oscillations with exponentially decaying
amplitude with n → ±∞ realize and continue there. This is the reason why the initial
localized state is retained. In contrast, the initial localized state cannot be retained but
it collapses if the potential is harmonic, because Ω ≤ ωmax and then the exponentially
decaying profiles cannot last in the side segments |n| ≥ n0.

To summarize, the spatial discreteness causes the forbidden band and the nonlin-
earity makes it possible to achieve a frequency in the forbidden band. A combined
effect of these two factors gives the essential mechanism which enables ILMs to
keep their localization profiles in the time evolution.

Fig. 4.6 Illustration of an initial state given by ILM
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4.2.6 Fundamental Modes in Other Lattices

The mechanism described in Sect. 4.2.5 does not require any special mathematical
property of a lattice such as integrability. Therefore, it applies to a variety of nonlinear
lattices other than the FPU lattice (4.4). This fact supports universality of ILM. In
this subsection, we mention about some examples of ILMs in other lattices.

Let us consider the NKG lattice defined by the Hamiltonian

H =
∑

n

1

2
p 2

n +
∑

n

[

U(qn) + κ

2
(qn+1 − qn)

2
]

, (4.16)

where U(X) = X2 + X3 + X4/4 and κ = 0.1. This example is borrowed from [11].
The dispersion relation is

ω2 = 2 + 4κ sin2(k/2), (4.17)

shown in Fig. 4.7, and it has both minimum and maximum frequencies. This model
has two forbidden bands 0 ≤ ω < ωmin and ωmax < ω. ILMs can have their
frequencies in either of these forbidden bands, based on the mechanism in Sect. 4.2.5.
Figure 4.8 shows numerical ILM solutions for two different frequencies located in
the upper and lower forbidden bands. These numerical solutions were computed
by using a method in Appendix. For each frequency, we show two ILMs of site-
centered and bond-centered profiles. The high-frequency ILMs (Ω = 1.7) exhibit
motions with adjacent particles moving anti-phase, which are indicated by a staggered
displacement pattern in Fig. 4.8a, b. In contrast, non-staggered patterns in Fig. 4.8c,

Fig. 4.7 Dispersion relation of NKG lattice (4.16)
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Fig. 4.8 Numerical solution of ILM in NKG lattice (4.16). The lattice size is N = 51, and fixed-end
boundary conditions are used. Displacement qn(0) is plotted against site number n for a site-centered
mode with Ω = 1.7, b bond-centered mode with Ω = 1.7, c site-centered mode with Ω = 0.8,
and d bond-centered mode with Ω = 0.8

d indicate that the low-frequency ILMs (Ω = 0.8) exhibit motions with adjacent
particles moving in-phase.

ILMs can exist not only in one-dimensional but also in higher-dimensional lattices.
Let us show the ILM in a two-dimensional lattice. We consider the two dimensional
FPU systems with square lattice [18]. Hamiltonian of the system is given by

H =
N

∑

i=1

N
∑

j=1

1

2
mẊ2

i,j +
N

∑

i=1

N
∑

j=1

[

V (Xi+1,j − Xi,j, d) + V (Xi,j+1 − Xi,j, d)
]

+ k
N

∑

i=1

N
∑

j=1

[

V (Xi+1,j+1 − Xi,j, d̄) + V (Xi−1,j+1 − Xi,j, d̄)
]

, (4.18)

where Xi,j = (Xi,j, Yi,j) is the position of (i, j)-th particle, m is a mass, d is an
equilibrium distance for the nearest neighbor particles, d̄ is an equilibrium distance
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for the second nearest neighbor particles. Interaction potential V is given as follows,

V (r, d) = 1

2
(|r| − d)2 + 1

4
β(|r| − d)4, (4.19)

where β is the nonlinear parameter of the system. We set β = 1 in our calculation. The
interaction between the second nearest neighbor particles is k(<1) times smaller than
the interaction between the nearest neighbor particles. Periodic boundary conditions
are considered in both x and y directions.

Two types of ILMs with different symmetry are found in this system. One type is a
quasi-one dimensional ILM shown in Fig. 4.9. Quasi-one dimensional ILM vibrates
with large amplitude along one axis. Amplitude along the other axis is negligibly
small. In the case of Fig. 4.9, vibration is dominantly observed in x direction.

In the case that k = 0, vibration along x direction is dominantly observed only in
j = 0 line as shown in Fig. 4.9a, b. In the case that k �= 0, on the other hand, vibration
along x direction is observed in not only j = 0 line but also j = ±1 lines as shown
in Fig. 4.9c, d.
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Fig. 4.9 Quasi-one dimensional ILM in the system with (top) k = 0 and (bottom) k = 1 and d = 1.
a and c show the two dimensional pattern of displacement. b and d show the displacement of atoms
along x axis in j = 0 and j = 1 lines. Internal frequencies are given as ω = 2.4 (top) and ω = 4.6
(bottom)
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Fig. 4.10 Two dimensional ILM for the system with k = 1 and d̄ = √
2−0.15. Angular frequencies

are a ω = 3.4, b ω = 3.34 and c ω = 4.4. Displacement patterns correspond to (4.20), (4.21) and
(4.22), respectively

The other type is a two-dimensional ILM shown in Fig. 4.10. Two-dimensional
ILM has large displacements along both x and y axis. Displacements of the ILM are
roughly given as

(xm,n, ym,n) = (−d,−d),

(xm+1,n, ym+1,n) = (d,−d),

(xm+1,n+1, ym+1,n+1) = (d, d),

(xm,n+1, ym,n+1) = (−d, d), (4.20)

where d is a constant. As a result of bifurcation, following displacement is also
possible:

(xm,n, ym,n) = (−d − a,−d + a),

(xm+1,n, ym+1,n) = (d + a,−d + a),

(xm+1,n+1, ym+1,n+1) = (d + a, d − a),

(xm,n+1, ym,n+1) = (−d − a, d − a), (4.21)

and

(xm,n, ym,n) = (−d − b,−d − b),

(xm+1,n, ym+1,n) = (d − b,−d + b),

(xm+1,n+1, ym+1,n+1) = (d + b, d + b),

(xm,n+1, ym,n+1) = (−d + b, d − b). (4.22)

where a and b are constants. The three types of displacement (4.20), (4.21) and (4.22)
correspond to Fig.4.10a–c, respectively.
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In higher dimensional lattices, it is expected that a large variety of ILMs with
different symmetries are possible, depending on the structure of lattice (triangle,
rectangle, and hexagonal…) and interaction potentials.

4.3 Basic Properties of Fundamental Modes

4.3.1 Approximate Solution of Weakly Localized ILM

We show how the profile of ILM depends on its parameters such as frequency or
amplitude, using an approximate analytical solution of ILM. The FPU lattice (4.4)
is used as an example, and its equations of motion are given by

q̈n = qn+1 − 2qn + qn−1 + (qn+1 − qn)
3 − (qn − qn−1)

3. (4.23)

We construct an approximate ILM solution in weak localization regime, according
to a continuous approximation approach developed in [19, 20].

Numerical solutions in Fig. 4.3c, d shows that ILMs have envelopes slowly varying
in space in which staggered displacement patterns are realized, for Ω close to the
band-edge frequency ωmax . We make the transformation un = (−1)nqn to remove
the staggered displacements. Then, we introduce a smooth envelope function of the
displacements f (x, t) such that f (n, t) = un(t), n ∈ Z. This function is assumed to
be slowly varying on the inter-particle scale. To express this property, we assume
∂ jf /∂xj = O(εj), j = 1, 2, . . . , where ε 
 1 is a small parameter. If we introduce
a function F which is defined by F(ξ, t) = f (x, t) with ξ = εx, this assumption is
equivalent to ∂ jF/∂ξ j = O(1), j = 1, 2, . . . . We can expand un±1 as

un±1 = F(ξ, t) ± εFξ (ξ, t) + 1

2
ε2Fξξ (ξ, t) + · · · , (4.24)

where ξ = εn and the subscript ξ stands for the spatial derivative of the corresponding
order. If we substitute these expansions with un = (−1)nqn into (4.23), we can obtain
a nonlinear partial differential equation for F up to the order of ε2 as follows:

Ftt + ε2Fξξ + 6ε2F(F2)ξξ + 4F + 16F3 = 0, (4.25)

where the subscript t stands for the time derivative. In terms of x and f , this equation
can be rewritten into the equation

ftt + fxx + 6f ( f 2)xx + 4f + 16f 3 = 0. (4.26)

We look for a localized solution in the form f (x, t) = φ(x) cos Ωt. If we substitute
this ansatz into (4.26) and invoking the rotating wave approximation, which replaces
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cos3 Ωt with 3
4 cos Ωt and neglect the harmonics other than Ω , then we obtain the

first integral

(

4 − Ω2
)

φ2 +
(

1 + 9φ2
)

φ2
x + 6φ4 = C, (4.27)

where C is an integration constant. We choose C = 0 since we are looking for a
solution such that limx→±∞ φ(x) = 0 and limx→±∞ φx(x) = 0. We impose an
additional condition φ(x) > 0 to the solution. Let A = maxx φ(x) and x0 be a point
such that φ(x0) = A. Using φx(x0) = 0 and φ(x0) = A in (4.27), we can obtain the
frequency as a function of the amplitude A:

Ω2 = 4 + 6A2. (4.28)

Using (4.28) in (4.27), we have

(
dφ

dx

)2

= 6φ2
(

A2 − φ2
)

1 + 9φ2 , (4.29)

This equation can be solved in the following implicit form for φ(x):

|x − x0| = 1√
6

∫ A

φ

√

1 + 9φ′ 2
√

φ′ 2
(

A2 − φ′ 2
)

dφ′. (4.30)

Let us consider a small-amplitude regime A 
 1. In this regime, 9φ′ 2 in the numer-
ator can be neglected, compared with the unity. Then, we can calculate the integral
in (4.30) to obtain φ(x), and arrive at.

f (x, t) = A sech
[√

6A(x − x0)
]

cos Ωt. (4.31)

Equation (4.31) shows that the spatial profile of f becomes narrower as its ampli-
tude A increases, since the width of f is in proportion to A−1. On the other hand,
(4.28) is rewritten as Ω2 −ω2

max = 6A2, where ωmax = 2 is the maximum frequency
of the phonon band, and it shows that Ω deviates from the band edge ωmax with
increasing A. Therefore, it can be concluded that the profile of ILM becomes nar-
rower as the frequency more deviates from the phonon band edge. ILMs are weakly
localized and thus solution (4.31) is expected to be accurate when Ω is close to
ωmax . This property of ILM profile is consistent with the fact limω→∞ r = 0, which
follows from (4.15). We emphasize that this is a general property of ILMs, which
is observed also in the other lattices. For instance, an ILM of the NKG lattice with
Ω in the lower forbidden band becomes narrower as Ω decreases and more deviates
from the lower phonon band edge.

We remark that the approximate solution (4.31) is useful from the point of view of
numerical computation. The Newton method is often used for numerically computing
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a periodic solution of ILM. The method requires a precise approximation as an initial
guess. Equation (4.31) gives a good approximate solution for this purpose: given Ω ,
it gives the initial conditions for an approximate ILM solution as

qn(0) = (−1)nA sech
[√

6A(n − n0)
]

, pn(0) = 0, (4.32)

where A = √

(Ω2 − ω2
max)/6 and the cases n0 ∈ Z and n0 + 1/2 ∈ Z correspond to

the ST and P mode solutions, respectively.

4.3.2 Approximate Solution of Strongly Localized ILM

We construct approximate ILM solutions for the ST and P modes in strong localiza-
tion regime. Let us consider a one-dimensional lattice slightly generalized from the
FPU lattice (4.4), which is described by the Hamiltonian

H =
∑

n

1

2
p 2

n +
∑

n

k
∑

r=2

κr

r
(qn+1 − qn)

r, (4.33)

where k ≥ 4 is an even integer and κr are constants. We can assume κk = 1 by nor-
malizing the variables. The FPU lattice (4.4) corresponds to the case of k = 4, κ2 = 1
and κ3 = 0. The equations of motion for Hamiltonian (4.33) are given by

q̈n =
k

∑

r=2

κr

[

(qn+1 − qn)
r−1 − (qn − qn−1)

r−1
]

. (4.34)

Let us look for an ILM solution with a large amplitude. For such a solution, the
highest order terms on the right hand side become dominant and the other terms may
be negligible in (4.34). If we retain only the highest order terms, we have

q̈n = (qn+1 − qn)
k−1 − (qn − qn−1)

k−1. (4.35)

It is possible to seek a periodic solution of (4.35) in the form

qn(t) = unφ(t), (4.36)

where un ∈ R are time-independent constants and φ(t) ∈ R is a function of time t.
If we substitute (4.36) into (4.35), we obtain the differential equation

φ̈ + φk−1 = 0 (4.37)
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for φ(t) and the set of algebraic equations

un + (un+1 − un)
k−1 − (un − un−1)

k−1 = 0. (4.38)

If a periodic solution φ of (4.37) and a solution u = {un}, n ∈ Z of (4.38) are
obtained, then they give a periodic solution of the original equation (4.35) being of
the form (4.36).

Let φ(t) be a solution of (4.37) with the initial conditions φ(0) = A > 0 and
φ̇(0) = 0. Equation (4.37) has the energy integral φ̇2/2 + φk/k = h, where h > 0 is
an integration constant, and it is regarded as a Hamiltonian system with the potential
φk/k. It is clear that φ(t) is a non-constant periodic solution for any A. The period T
of φ(t) depends on h (=Ak/k), and it is obtained from the energy integral as follows:

T = 2
√

2 h−(1/2−1/k)

k1/k
∫

0

1
√

1 − xk/k
dx. (4.39)

The frequency Ω is given by Ω = 2π/T . If we use h = Ak/k and note that the
integral in (4.39) is independent of h, we have the relation

Ω ∝ Ak/2−1. (4.40)

This indicates that Ω continuously varies from Ω = 0 to +∞ as A varies from A = 0
to +∞. We denote the periodic solution of (4.37) with frequency Ω with φ(t;Ω).

We proceed to calculate approximate solutions of (4.38), distinguishing two cases
of the ST and P modes. First, to consider the ST mode case, assume the solution
symmetry u−n = un, n ∈ N. In addition, since a strongly localized solution is
being sought, it may be reasonable to assume u±n = 0 for n ≥ 2. If we use these
assumptions in (4.38), we have the reduced set of equations

u0 + 2(u1 − u0)
k−1 = 0, (4.41)

u1 − uk−1
1 − (u1 − u0)

k−1 = 0. (4.42)

These equations can be explicitly solved, and we have an approximate solution of
(4.38) as follows:

un =
⎧

⎨

⎩

2 × 3−(k−1)/(k−2) if n = 0,

−3−(k−1)/(k−2) if n = ±1,

0 otherwise.
(4.43)

It is easy to check that this gives a good approximate solution to (4.38). An approx-
imate ST mode solution to (4.35) is obtained by combining this {un} and φ(t;Ω)

according to (4.36). This ST mode solution unφ(t;Ω) gives a good approximate solu-
tion of (4.34), provided that its amplitude is large or, equivalently, the frequency Ω
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is large as shown by (4.40). The normalized spatial profile un/u0 of this approximate
ST mode solution is given by (. . . , 0,−1/2, 1,−1/2, 0, . . . ).

Next, let us consider the P mode case. Assume the solution symmetry u−n+1 =
−un, n ∈ N and a strongly localized profile such that un = 0 for n �= 0, 1. Using
these assumptions in (4.38), we have the reduced equation

u0 −
(

1 + 2k−1
)

uk−1
0 = 0, (4.44)

The nonzero solution of (4.44) yields an approximate solution of (4.38) as follows:

un =
⎧

⎨

⎩

(1 + 2k−1)−1/(k−2) if n = 0,

−(1 + 2k−1)−1/(k−2) if n = 1,

0 otherwise.
(4.45)

It is easy to check that this gives a good approximate solution to (4.38). The P mode
solution unφ(t;Ω) obtained from (4.45) gives a good approximate solution of (4.34),
provided that its amplitude or the frequency Ω is large. The normalized spatial profile
un/u0 of this approximate P mode solution is given by (. . . , 0, 1,−1, 0, . . . ).

The approximate solutions constructed above show that a strongly localized ILM
is realized for large Ω . This is consistent with the numerical results in Fig. 4.3.

4.3.3 Stability of ILM

Once an ILM solution is found, a fundamental issue is its stability. In principle, it is
necessary to study the evolution of perturbations added to the ILM solution, based
on the equations of motion. However, for sufficiently small perturbations, one may
use the linearized equations of motion to study the stability.

Let us consider Hamiltonian (4.1) and its equations of motion, (4.2), in the case
of a finite dimension, i.e., n = 1, . . . , N . Let {qn(t), pn(t)} be an ILM solution with
a period T . Linearizing (4.2) along this solution, we have the variational equations

ξ̇i =
N

∑

j=1

[
∂2H

∂pi∂qj
ξj + ∂2H

∂pi∂pj
ηj

]

, η̇i = −
N

∑

j=1

[
∂2H

∂qi∂qj
ξj + ∂2H

∂qi∂pj
ηj

]

, (4.46)

where ξi and ηi are variations in variables qi and pi, respectively. Introduce the
notations z = (q1, . . . , qN , p1, . . . , pN ) ∈ R

2N and ζ = (ξ1, . . . , ξN , η1, . . . , ηN ) ∈
R

2N . Equation (4.46) can be written in the vector form

ζ̇ = JHzz(z(t)) · ζ, (4.47)
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where Hzz(z(t)) is the Hessian matrix of the Hamiltonian H evaluated at z(t) and J
is the 2N × 2N symplectic matrix

J =
(

0 I
−I 0

)

. (4.48)

where I is the N × N identity matrix.
Let {ζ (1), . . . , ζ (2N)} be a system of fundamental solutions of (4.47), where ζ (j) ∈

R
2N for each j. Since the ILM solution is T -periodic, i.e., z(t + T) = z(t), so is

the matrix JHzz(z(t)) in (4.47). According to the Floquet theory, the fundamental
solutions of (4.47) at t and t + T are related via a 2N × 2N monodromy matrix M as

(

ζ (1)(t + T), . . . , ζ (2N)(t + T)
)

=
(

ζ (1)(t), . . . , ζ (2N)(t)
)

· M. (4.49)

Eigenvalues of M are called the characteristic multipliers, and they are independent
of the choice of fundamental solutions. It follows from Hamiltonian nature of the
system that +1 is an eigenvalue of M with multiplicity at least two, and that if ρ is
an eigenvalue of M, so is ρ−1.

Spectral stability is a useful and commonly used notion of stability, which is
defined by using the characteristic multipliers [21]. Let ρj, j = 1, . . . , 2N be the
characteristic multipliers of z(t). The spectral stability is defined as follows.

Definition. Periodic solution z(t) is said to be spectrally unstable if there exists ρj

such that |ρj| > 1, otherwise it is said to be spectrally stable.

Figure 4.11a, b shows the characteristic multipliers of ST and P modes of FPU
lattice (4.4) on the complex plane, respectively, where the frequency is Ω = 10.
The corresponding mode profiles are shown in Fig. 4.3a, b. In Fig. 4.11a, there is one
characteristic multiplier which is located on the real axis and has the modulus larger
than unity. This indicates that the ST mode is spectrally unstable. In contrast, all the
characteristic multipliers are located on the unit circle in Fig. 4.11b, indicating that
the P mode is spectrally stable. These properties of stability of the ST and P modes
in the FPU lattice were first shown in [22].

It is known by numerical simulations that the instability of ST mode is not destruc-
tive to its localized structure. Typically, generic perturbations, which include an
eigenvector of M for the unstable characteristic multiplier, result in the ILM motion
along the lattice. However, during this motion the ILM gradually loses its energy
through radiation of small ripples, eventually it becomes trapped, and perform oscil-
lations around the stable P mode configuration. On the other hand, generic perturba-
tions to the P mode cause oscillations of the ILM center around its stable position.

The site-centered (ST) mode is spectrally unstable while the bond-centered (P)
mode is spectrally stable in the above case. Unfortunately, this observation law does
not necessarily apply to the other lattice models, and there is no general stability law.
We show that the stability of both modes depends on the model. Consider the lattice
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Fig. 4.11 Characteristic
multipliers are plotted for a
ST mode with Ω = 10 and b
P mode with Ω = 10 in FPU
lattice (4.4). The lattice size is
N = 51, and fixed-end
boundary conditions are used

Hamiltonian

H =
∑

n

1

2
p 2

n +
∑

n

[
1

2
q2

n + 1

4
q4

n + κ2

2
(qn+1 − qn)

2 + κ4

4
(qn+1 − qn)

4
]

,

(4.50)

where κ2 and κ4 are constants. This model has both site-centered and bond-centered
mode solutions. Their stability is numerically examined by varying the quartic inter-
action coefficient κ4 while fixing κ2 = 0.1 in [23]. An exchange of stability between
these two types of modes is reported. The site-centered mode is stable and the
bond-centered one is unstable for small κ4 ≥ 0. The former becomes unstable at
κ4 � 0.553048, and then the latter becomes stable at κ4 � 0.553138, as κ4 increases.
Both modes are unstable in the small interval I � (0.553048, 0.553138). Further-
more, it is shown that the stability exchange process is accompanied by bifurcations
of site-centered and bond-centered ILM solutions, and that an intermediate type ILM
solution having no spatial symmetry appears for κ4 ∈ I.

4.3.4 Rigorous Results on ILM in FPU Lattice

This subsection is devoted to a brief overview of mathematically rigorous results
on existence proof and stability analysis for ILMs in one-dimensional FPU lattices
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described by the Hamiltonian of the form

H =
∑

n

1

2
p 2

n +
∑

n

V (qn+1 − qn). (4.51)

For this class of lattices, the first existence proof was given in the particular case of
homogeneous interaction potentials [24], where V (X) = Xk/k with an even integer
k ≥ 4 and the equations of motion are given by (4.35). This particular choice of
potential allows for a separation of time and space variables (cf. Sect. 4.3.2). The
problem of proving the existence of an ILM solution in an infinite lattice is reduced
to that of showing a homoclinic orbit in a two-dimensional map. Then, the existence
of ILM solutions of the ST and P mode symmetries has been proved in the case of
infinite lattice, based on this homoclinic orbit approach.

As for the case of non-homogeneous interaction potentials, an implicit proof of
existence of ILMs was given in [25] using a variational method. The existence of
a time-periodic solution satisfying the localization condition (4.6) has been proved
for a class of lattices including (4.51) with convex interaction potentials. However,
this proof does not provide a detail information about the spatial profile of the time-
periodic solution. It is unclear whether the solution has the symmetry of ST or P
mode. Only a numerical calculation suggested that it has the P mode profile.

James performed a center manifold reduction and proved the existence of two
types of weakly localized ILMs in infinite FPU lattices, which have small amplitudes
and frequencies close to the phonon band edge, provided that V (0) = V ′(0) = 0,
V ′′(0) > 0, and V ′′(0)V (4)(0)/2 − {V (3)(0)}2 > 0 [26]. It was also proved that
each of these ILMs has the symmetry of either ST or P mode in its spatial profile.
Therefore, this is an explicit proof for the existence of ST and P modes in infinite
FPU lattices in weak localization regime.

Recently, the existence of ST and P modes in strongly localization regime has
been proved in finite FPU lattices [27]. The case of nearly homogeneous potential
was assumed: V (X) = W(X, μ) + Xk/k with an even integer k ≥ 4 and a smooth
perturbation W(X, μ) such that W(X, 0) = 0. ILM solutions are constructed in the
homogeneous potential FPU lattice (μ = 0) by using Banach’s fixed point theorem,
and then they are continued to a non-homogeneous potential one (μ �= 0). This
result ensures the existence of large-amplitude ST and P modes in FPU lattices when
V (X) = ∑k

r=2 κrXr with an even integer k ≥ 4 and κk > 0. Moreover, it has been
proved that the ST mode is spectrally unstable while the P mode is spectrally stable.

4.3.5 ILM in Dissipative Lattices

We have been discussing ILMs in Hamiltonian lattices so far. However, any exper-
iments will necessarily be accompanied with some dissipation such as friction. In
dissipative lattices, ILMs can still exist as periodic solutions, provided that some
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sources of incoming energy, e.g., an external periodic forcing, are present and they
are balanced with the dissipation. Compared with Hamiltonian case, a fundamental
difference is that ILMs no longer form continuous families of periodic solutions, but
an ILM may exist as an isolated periodic solution, typically being an attractor.

Let us show an example of ILM in a dissipative lattice, which is a nonlinear
Klein–Gordon type lattice with a dissipative and an external forcing:

q̈n = −qn − q3
n − κ2(2qn − qn−1 − qn+1) − γ q̇n + Fext cos(ωt), (4.52)

where γ is a coefficient of the damping term and Fext is an amplitude of the periodic
forcing of angular frequency ω. Figure 4.12a–f shows wave form of ILMs having
period T = 3. Parameters are set at κ2 = 0.1, γ = 0.1, Fext = 1, and ω = 2π/3. In
the dissipative lattice, as shown in Fig. 4.12a, b, there exist two site-centered modes
in which phase to the external force is different. In a similar fashion, three types
of bond-centered mode are obtained as shown in Fig. 4.12d–f. The variety of ILM
comes from the fact that three periodic solutions appear near the resonant frequency in
single oscillator with periodic forcing. One is the stable resonance(“s”) which shows
large amplitude oscillation and is stable. Another is the unstable resonance(“u”).
Although it also has large amplitude, the oscillation is unstable. The remaining one
is the nonresonance(“o”) which shows small amplitude oscillation. This state is
stable. If there is no coupling, namely κ2 = 0, any periodic solutions consisting
of sequences of characters “s”, “u”, and “o” are trivially exist (cf. Sect. 4.4.1). We
can obtain ILM solution by continuing the trivial solutions into the weak coupling
regime. For example, the site-centered mode shown in Fig. 4.12a is obtained from

(a) (b) (c)

(d) (e) (f)

Fig. 4.12 Wave form of ILMs in (4.52). Each ILM is obtained by a code a (…, o, s, o, o, …),
b (…, o, u, o, o, …), c (. . . , o, o, o, o, . . . ), d (. . . , o, s, s, o, . . . ), e (. . . , o, u, u, o, . . . ),
f (. . . , o, s, u, o, . . . ), a stable site-centered mode, b unstable site-centered mode, c ground state, d
stable bond-centered mode, e unstable bond centered mode, f unstable bond centered mode
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(a) (b) (c)

Fig. 4.13 a stable ILM b unstable ILM c ground state. Characteristic multipliers of ILM shown in
Fig. 4.12a–c

(…, o, s, o, o, …), and the bond-centered mode shown in Fig. 4.12f from (. . . , o, s,
u, o, . . . ).

Stability of ILM inherits that of periodic solutions of single oscillator in the weak
coupling regime, i.e., a site-centered mode is stable if it is originated from the code
(…, o, s, o, o, …) whereas the other site-centered mode is unstable if it is from
(…, o, u, o, o, …). Figure 4.13a–c shows characteristic multipliers of the stable,
unstable site-centered modes, and the ground state. All the characteristic multipliers
are inside the unit circle for the stable site-centered mode and the ground state,
while one of characteristic multipliers is outside the unit circle for the unstable site-
centered mode. In the former case, it can be said stable in rigorous sense. That is,
when the solutions is perturbed slightly, the trajectories will converge to the original
solutions. Therefore, the stable solution has an area called basin of attraction (see
Fig. 4.14). All the trajectories started from the area finally converge to the stable
solution. This is the significant difference between the dissipative lattice and the
Hamiltonian lattice.

Since a dissipative oscillator with a periodic forcing shows very complicated
dynamics comparing with a conservative oscillator with no forcing, the dissipative
lattice will show quite complicated phenomena even though we only focus on ILM.
In other wards, ILM in dissipative lattices still remains as fertile area of research.

Fig. 4.14 Example of basin
of attraction of stable ILM
“so” (dark region) and ground
state “oo” (white region).
Three points (open circle,
open square, filled circle)
indicate periodic solutions
(stable ILM, unstable ILM,
ground state) at t mod T = 0



4 Localized Modes in Nonlinear Discrete Systems 143

4.4 Variations of ILM

4.4.1 ILMs Near the Anti-integrable Limit

The concept of anti-integrable (AI) limit was originally introduced by Aubry and
Abramovici to study chaotic trajectories of the standard map [28]. This concept has
been applied to study properties of ILMs and turned out to be useful. We explain the
AI limit and discuss the properties of ILMs near this limit.

Let us consider nonlinear Klein–Gordon type lattices with weak interactions,
which is defined by the Hamiltonian

H =
N

∑

n=1

[
1

2
p 2

n + U(qn)

]

+ ε

N−1
∑

n=1

V (qn+1 − qn), (4.53)

where ε is a small parameter, V is a smooth function, U is a smooth anharmonic
function such that U(0) = U ′(0) = 0 and U ′′(0) = ω2

0 > 0. The first sum in (4.53)
represents a set of Hamiltonian oscillators, and the second sum represents weak
nearest neighbour interactions. Hamiltonian (4.53) describes finite-size lattices with
the open-end boundary conditions. The equations of motion read

q̈n = −U ′(qn) + ε
[

V ′(qn+1 − qn) − V ′(qn − qn−1)
]

, n = 1, . . . , N, (4.54)

where the equations for n = 1, N do not have the corresponding interaction terms
due to the open-end boundary conditions.

The AI limit of this lattice is defined by the limit ε = 0, and it is also called
the anti-continuous limit. When ε = 0, (4.54) decouples with each other, and each
equation has the form

φ̈ + U ′(φ) = 0. (4.55)

This is a Hamiltonian dynamical system with the energy integral φ̇2/2 + U(φ) = E.
The level sets of E near the origin (φ, φ̇) = (0, 0) form closed curves around the
origin, because of the assumption U ′′(0) > 0. Therefore, (4.55) has a family φ(t; E)

of periodic solutions parametrized by E within a certain range E ∈ (0, E0), for which
φ(t; E) = φ(−t; E) can be assumed. We denote the period of φ(t; E) with τ(E).

In the AI limit, given E ∈ (0, E0), (4.54) has a number of trivial periodic solutions,
which we call anti-integrable solutions, of the form

qn(t) = σnφ(t; E), n = 1, . . . , N (4.56)

with the period τ(E), where σn ∈ {0,±1}. Any anti-integrable solution is repre-
sented by an integer sequence σ ≡ (σ1, . . . , σN ) called a coding sequence. An
anti-integrable solution is well localized when its σ consists of a small number of
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nonzero components: for example, σ = (. . . , 0, 1, 0 . . . ) represents a single-site
ILM and σ = (. . . , 0, 1, 0, 0,−1, 0, . . . ) represents two single-site ILMs located
separately.

Assume that solution (4.56) has period T and σ is arbitrary. MacKay and Aubry
proved by using the implicit function theorem that for small ε > 0 (4.54) has a family
of T -periodic solutions which is a continuation of solution (4.56) with respect to ε,
under the following assumptions [29]: (H1) φ(t; E) is non-resonant, i.e., 2πm/T �=
ω0 for ∀m ∈ N; (H2) φ(t; E) is anharmonic, i.e., dτ/dE|τ=T �= 0. We remark
that their proof also applies to infinite-size lattices. Their result is important since it
reveals that a variety of periodic solutions exist near the AI limit. Some of them can
be regarded as localized periodic solutions, i.e., ILMs. In addition, their approach
based on the AI limit gives an efficient method of numerically computing ILMs [16].
Examples of numerical ILM solutions continued from the AI limit are shown for some
coding sequences σ in Fig. 4.15, where U(X) = X2/2 + X4/4 and V (X) = X2/2
are employed.

There are a large number of single-site or multi-site ILMs near the AI limit, which
have configurations characterized by different coding sequences. An fundamental
issue is their stability. It has been rigorously revealed that for small ε > 0 there

Fig. 4.15 Numerical solution of ILM near the AI limit in nonlinear Klein–Gordon type lattice
(4.53). Parameters are N = 51, ε = 0.5, and Ω = 3. Displacement qn(0) is plotted against site
number n for σ = (. . . , 0, 1, 0, . . . ) (a), (. . . , 0, 1,−1, 0, . . . ) (b), (. . . , 0, 1, 0, 1, 0, . . . ) (c), and
(. . . , 0,−1, 1, 1,−1, 0, . . . ) (d)
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Fig. 4.16 Illustration of
two-site ILM in the AI limit

underlies a simple law which relates the spectral stability of an ILM with its coding
sequence σ , in each case of harmonic interaction V (X) = X2/2 [30–32] and pure
anharmonic interaction V (X) = Xk/k with an even integer k ≥ 4 [33].

Let us consider the case of two-site ILM to describe the stability law in a simple
case. Figure 4.16 illustrates a two-site ILM in the AI limit, where L = n2 − n1
represents the distance between two adjacent excited sites. The stability or instability
of the two-site ILM for small ε > 0 depends on the phase difference, which is
represented by the sign of σn1σn2 , and the parity of distance L. The phase difference
is either in-phase σn1σn2 > 0 or anti-phase σn1σn2 < 0.

In the case of harmonic interaction V (X) = X2/2, the most general result is
obtained in [32]. Table 4.1 summarizes the result, provided that U(X) = X2/2 +
αX4/4, where α = ±1 represents hard and soft nonlinearities, respectively. The
types of spectrally stable two-site ILMs are shown in Table 4.2: for instance, in-
phase ILMs are spectrally stable when α = +1 and L odd. The result for α = −1
and L even means that there exists a critical period T∗ between two resonances 2π

and 6π such that anti-phase modes are stable for a period T ∈ (2π, T∗) while so
are in-phase modes for T ∈ (T∗, 6π). The critical periods exist between every two

Table 4.1 Type of spectrally
stable two-site ILM for small
ε > 0 in lattice (4.53).
Potentials are
U(X) = X2/2 + αX4/4 and
V (X) = X2/2

L odd L even

Hard potential

In-phase Anti-phase

α = +1

Soft potential Anti-phase (2π < T < T∗)

Anti-phase

α = −1 In-phase (T∗ < T < 6π )

Table 4.2 Type of spectrally
stable two-site ILM for small
ε > 0 in lattice (4.53).
Potentials are
U(X) = X2/2 + αXk/k and
V (X) = Xk/k, where k ≥ 4 is
an even integer

L odd L even

Hard potential

In-phase Anti-phase

α = +1

Soft potential Anti-phase

Anti-phase

α = −1 In-phase†
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resonances 2π(2l − 1) and 2π(2l + 1), where l ∈ N, and a similar stability change
is observed for each interval.

Table 4.2 is a similar table for the lattice with anharmonic interactions, which has
U(X) = X2/2 + αXk/k, α = ±1 and V (X) = Xk/k with k ≥ 4 an even integer.
The results are identical with those of Table 4.1 in the hard potential case. On the
other hand, a difference appears in the soft potential case: no stability change is
observed for L even. We remark that in the column of L odd the symbol † stands for
a degenerate case due to an additional symmetry of σ , and thus appearance of stable
in-phase ILMs is exceptional.

The concept of AI limit is not limited to the nonlinear Klein–Gordon type lattices.
It can be defined in some other lattices. An interesting example is the diatomic FPU
lattice which consists of alternating light and heavy particles. Its Hamiltonian is given
by (4.1) with U(X) = 0 and m2j−1 = m, m2j = M for j ∈ Z. Let ε = √

m/M. Livi
et al. introduced the AI limit ε = 0, and have proved the existence of ILMs near this
limit [34]. In addition, the stability law of ILMs has been proved, based on two-step
continuation of anti-integrable solutions using the associated homogeneous potential
lattice [35].

4.4.2 Polarobreather

Let us consider a coupled electron–phonon system in a one-dimensional lattice,
which is described in dimensionless form by the equations of motion

iγ ψ̇n + J ( ψn+1 + ψn−1 ) − unψn = 0, (4.57)

ün + U ′(un) + |ψn|2 = 0, (4.58)

where ψn(t) ∈ C is the amplitude for finding the electron in the localized state at site
n, un(t) ∈ R represents the displacement of oscillator at site n, U is an anharmonic
on-site potential, and J and γ are parameters corresponding to the transfer integral
and the time scale ratio between the lattice dynamics and the electron dynamics,
respectively. The normalized condition

∑

n |ψn(t)|2 = 1 is imposed. The above
model is illustrated in Fig. 4.17.

Consider the differential equation

ü + U ′(u) + ρ = 0, (4.59)

where u ∈ R and 0 ≤ ρ ≤ 1. This is regarded as a Hamiltonian oscillator with the
potential Uρ(u) = U(u) + ρu. We assume that for each ρ ∈ [0, 1] there is a family
χρ(t; E) of periodic solutions parametrized by the energy E such that χρ(t; E) =
χρ(−t; E). Denote the period of χρ(t; E) with τρ(E).

A polarobreather (PB) is defined as a spatially-localized and time-periodic solu-
tion of (4.57) and (4.58). PBs in these equations have been discussed in [8, 36].
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Fig. 4.17 Illustration of the model described by (4.57) and (4.58)

Given a period T , the periodicity conditions are

un(T) = un(0), ψn(T) = eiθψn(0), (4.60)

where θ is a real constant. Let χ1(t; E) be a solution of (4.59) with period T and
ρ = 1. In the AI limit J = 0, (4.57) and (4.58) have the single-site PB solution

un(t) =
{

χ1(t; E) if n = 0,

0 if n �= 0,
ψn(t) =

{

exp
[

−(i/γ )
∫ t

0 u0(s)ds
]

if n = 0,

0 if n �= 0.

(4.61)

This solution satisfies (4.60) with θ = −(1/γ )
∫ T

0 u0(s) ds. There is a rigorous proof
that this single-site PB and more general multi-site PBs can be continued from the AI
limit to nonzero small J > 0, provided appropriate non-resonance and anharmonicity
conditions [8]. Moreover, single-site PB solutions in (4.57) and (4.58) are numerically
calculated, based on continuation with respect to J from the AI limit, and they are
shown to be spectrally stable [36]. An example of numerical PB solution is shown in
Fig. 4.18. The continuation with respect to J is possible up to a critical value Jc, and
the solution cannot be continued beyond Jc. It is pointed out that this disappearance
of the solution is accompanied with a resonance between an electronic frequency
and a multiple of PB’s frequency. There are some other works which numerically
study PB solutions in a model slightly different from (4.57) and (4.58) [37, 38].

Finally, we point out a similarity between the concept of PB and that of DPP. It is
well known that when an impurity with light mass exists in a linear lattice, a localized
phonon mode can appear around the impurity. The DPP is defined as a quasi-particle
composed of a DP and an impurity-induced localized phonon [13]. In both of PB and
DPP, a quantum particle (electron or DP) is coupled with a localized oscillation of
the lattice. The two concepts of PB and DPP are similar to each other on this point,
although their mechanisms for localization are different, nonlinearity or impurity.
This similarity suggests that if the lattice is a nonlinear one, there is an ILM and
it could couple with a DP to form a nonlinear DPP. It may be worth exploring the
possibility of nonlinear DPP.
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Fig. 4.18 Time evolution of polarobreather in (4.57) and (4.58): a displacements of oscillators
un(t); b probabilities Pn ≡ |ψn(t)|2 of finding the electron at site n; c displacement of the center
site u25(t); d probability at the center site P25. The lattice size is N = 51, and open-end boundary
conditions are used. Parameters are J = 0.14, γ = 1, and T = 6.919

4.5 Moving ILM

4.5.1 What Is Moving ILM?

In the previous sections, we discussed the standing wave type ILMs, which are also
called the static ILMs. The center position of static ILM stays at a lattice site or a
midpoint between two lattice sites. In addition, in various types of lattices such as
FPU-β [39] and nonlinear Klein–Gordon lattice models [40], we can also observe
moving ILMs, i.e., travelling type ILMs. Figure 4.19 shows a numerical example of a
moving ILM. The center position of moving ILM travels with a certain velocity with
keeping its localized structure for a long time. The shape of the moving ILM changes
as its center moves: it takes the even-mode like shape when the center of ILM crosses
a midpoint of lattice sites, while it takes the odd-mode like shape when the center of
ILM crosses a lattice site. The moving ILM can be easily obtained by perturbing an
unstable static ILM. For example, the odd mode in FPU-β lattice comes to move by
adding a small perturbation.
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Fig. 4.19 a Temporal evolution of moving ILM in FPU-β lattice. Horizontal dashed lines indicate
the instances that moving ILM takes even-like and odd like shapes. b and c are snapshots of moving
ILM at these instances

4.5.2 Numerical Method for Moving ILM

Let us consider the time evolution map T : R2n → R
2n, that is,

T (q1(0), q2(0), . . . , qn(0), p1(0), p2(0), . . . , pn(0))

= (q1(sT), q2(sT), . . . , qn(sT), p1(sT), p2(sT), . . . , pn(sT)). (4.62)

In the case of the moving ILM, the following relation holds:

T (q1(0), q2(0), . . . , qn(0), p1(0), p2(0), . . . , pn(0))

= (−1)r(q1−r(0), q2−r(0), . . . , qn−r(0), p1−r(0), p2−r(0), . . . , pn−r(0)).

(4.63)

This relation means that the ILM moves r sites during s periods of its internal vibra-
tions. We consider a case that a velocity of ILM takes a rational velocity defined by

v = r/s[sites/period]. (4.64)

A method of obtaining a numerically precise solution of moving ILM has been
given in [41]. Obtaining a numerical moving ILM solution is just obtaining a initial
condition that satisfies (4.63). Given internal frequency Ω and velocity v, such a
solution can be calculated by Newton method as follows:

1. Prepare a precise numerical solution of the static ILM with Ω .
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2. Construct an initial guess of the moving ILM by appropriately perturbing the
numerical solution of the stationary ILM obtained in step 1.

3. Find a precise numerical solution of the moving ILM by Newton method with
the initial guess.

Figure 4.20 shows results of numerical ILM solutions in FPU-β lattice defined by
(4.4) with the periodic boundary condition. These numerical solutions are obtained
by using the above-mentioned method.

It is found that the moving ILM have a finite tail in FPU-β system. This finite tail
for moving ILM has been also reported in other lattice systems such as Klein–Gordon
[42] and Salerno lattice [43].

4.5.3 Mobility of ILM and Symmetry of Interaction Potential

Yoshimura and Doi have suggested that the amplitude of tail of ILM highly depends
on a symmetry of the interaction potential between lattice sites [41]. We define the
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symmetry of interaction potential. Consider one dimensional anharmonic lattices of
the Hamiltonian

H = 1

2

N
∑

n=1

p2
n + Φ(q1, q2, . . . , qN ), (4.65)

where Φ is a smooth potential. We assume that Φ is invariant with respect to the
uniform shift qn �→ qn + c, where c is a constant. We introduce the complex normal
mode coordinates Um (m = −N/2 + 1,−N/2, . . . , N/2), which are defined by the
transformation

qn = (−1)n

√
N

N/2
∑

m=−N/2+1

Um exp

(

i
2πm

N
n

)

. (4.66)

Since Φ is invariant with respect to the uniform shift, the total momentum
∑N

n=1 pn =√
NU̇N/2 is a first integral of the system. Therefore, we can assume UN/2 = U̇N/2 =

0. Let U = (U−N/2+1, U−N/2+2, . . . , UN/2−1). The equations of motion in terms of
Um is given by

d2Um

dt2 = −∂Φ(U)

∂U−m
, (4.67)

where m = −N/2 + 1,−N/2 + 2, . . . , N/2 − 1.
Consider the map Tλ: CN−1 → C

N−1

Tλ: Um �→ Um exp (−imλ) , (4.68)

where λ is a real parameter. This map corresponds to the rotation in the Um-space.
On the other hand, in the qn-space, this map is regarded as the translational operation.

The potential Φ(U) can be divided into two parts Φs(U) and Φa(U). The former
part Φs is a symmetric part with respect to map Tλ for any λ, that is,

Φs(TλU) = Φs(U). (4.69)

The latter part Φa is an asymmetric part defined as

Φa = Φ − Φs. (4.70)

It has been suggested that the finite tail of the moving ILM appears due to the existence
of this asymmetric part of potential [41]. When we consider the symmetric lattice
that contains only the symmetric part of potential, it is expected that the moving ILM
without the tail can be obtained.
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In general lattices that contain the asymmetric part of potential, a moving ILM
that is produced by arbitrary perturbation gradually loses its energy. In the symmetric
lattice, in contrast, it has been numerically found that such a moving ILM does not
lose its energy and travels with a constant velocity [44]. In addition, numerically exact
moving ILM solutions have been obtained in a four particle symmetric lattice [45].

4.5.4 Collision Dynamics of ILM

Mobility of ILM leads to the possibility of interaction between ILMs in the system.
Let us consider the modulational instability of zone boundary mode. As a result of
modulational instability of zone boundary mode, many moving ILMs are excited
in the system [46]. Then excited ILMs move and interact randomly. The number
of ILMs decreases as time passes. Finally only one ILM survives in the system.
Randomly moving ILMs in the process are called chaotic breathers. This process
indicates that two moving ILMs exchange their energies during interaction. This
is quite different from collisions of two solitons that preserve their energies after
interaction.

Collision between two moving ILMs has been systematically investigated in FPU-
β system [47]. ILMs collide inelastically depending on their energies, phase defer-
ence of internal vibration, and distance. Heuristic model equations which describe
collision of ILMs are given as follows:

dE1

dt
= −A

2
sin ΔΦ exp

(

− x̄

L

)

, (4.71)

dE2

dt
= A

2
sin ΔΦ exp

(

− x̄

L

)

, (4.72)

dΔΦ

dt
= F(E2) − F(E1), (4.73)

d2x̄

dt2 = −B cos ΔΦ exp

(

− x̄

L

)

, (4.74)

where A, B, and L are constants determined from the numerical results, E1 and E2
are energies of two ILMs, x̄ is distance between two ILMs, ΔΦ is phase difference
of the two ILMs. F(E) is the function that describes a relation between energy and
internal frequency of ILM. Figure 4.21a–d shows dynamics of two ILMs with differ-
ent energy. Four figures indicate the results with different initial phase differences.
Dynamics drastically depends on the initial condition of phase difference between
two ILMs even when two ILM have the same energy. Figure 4.21e shows range of
resultant energy of after interaction. Exchanged energy varies depending on the state
of ILM before interaction. In many cases, difference of energies of two ILMs after
collision becomes larger than that before collision. Therefore the energy of one ILM
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Fig. 4.21 Collision of two ILMs: energy of ILMs are E1 = 0.2 and E2 = 0.25. Phase differences
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after collision becomes larger than the energies of two ILMs before collision, in
many cases. This is consistent with the result of [46] that one of the excited ILMs
gains almost all energy from the other ILMs.

4.6 Numerical Simulations of ILM in Real Systems

It is well known that ILMs ubiquitously exist in large class of nonlinear lattices.
Therefore it is expected that ILMs can be excited in real systems. One typical example
is ILMs as atomic vibrations in crystals. In the microscopic view of crystals, atoms
arrange periodically in space. Interaction potentials between atoms are generally
described as nonlinear functions of their distance. Nonlinearity becomes dominant
when the displacement of atoms becomes large. The dispersion relation, that is a
relation between wavelength and frequency in small amplitude vibration, is one of
the most important properties of crystals. ILM can be observed out of the phonon
band that is bounded by the maximum and minimum frequency of the dispersion
curve. In this section, we show some numerical results of excitation of ILMs in
crystals by molecular dynamic (MD) simulations.

4.6.1 Excitation of ILM in Graphene

Graphene is a two dimensional crystal that has honeycomb structure of carbon atoms.
The interaction between atoms is described by a heuristic model potential for hydro-
carbon system proposed by Brenner [48]. The model Hamiltonian is

H =
N

∑

i=1

p2
i

2m
+ 1

2

N
∑

i

N
∑

j �=i

N
∑

k �=i,j

Φijk(rij, rik, θijk), (4.75)

where i, j, and k are the index of atoms, m is the mass of carbon, pi ∈ R
3 is the linear

momentum of i-th atom, rij = |qj − qi| and rik = |qk − qi| are the distance between
two atoms, qi ∈ R

3 is the position vector of i-th atoms, θijk is the angle between
bonds i − j and i − k. Brenner potential Φijk reproduces the honeycomb structure of
carbon atoms. The equilibrium length between atoms is 0.145 nm in the simulations.

The equation of motion is given by

q̇i = ∂H
∂pi

(4.76)

ṗi = − ∂H
∂qi

. (4.77)

In the MD simulation, a thermal bath is usually connected to the system in order to
maintain the thermally equilibrium state. However, in our investigation of ILM, no
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Fig. 4.22 Snapshot of
vibration of ILM in graphene.
Center of two neighboring
atoms vibrate with large
amplitude along a bond

(a) t=0[fs] (b) t=3[fs]

(c) t=6[fs] (d) t=9.5[fs]

thermal bath is connected, since we consider that energy of the system is conserved
through the simulation.

We search a numerical solution of ILM in graphene system by Newton method.
Figure 4.22 shows snapshots of the numerical solution of the ILM in graphene [49].
Two atoms vibrate with large amplitudes. The surrounding atoms do not vibrate
noticeably. Therefore ILM is successfully obtained. Direction of vibration is along the
bond of atoms. This structure of ILM in graphene is also observed in MD simulation.
In this case, ILMs are spontaneously excited from modulational instability of zone
boundary mode of graphene [50]. ILMs are excited in three directions that correspond
to three directions of the bonds between neighboring atoms.

4.6.2 Excitation of ILM in CNT

Carbon nanotube (CNT) is a three-dimensional structure of carbon atoms that is
made by rolling up graphene. MD simulations of excitation of ILMs in CNTs have
been also performed [51]. In MD simulation of modulational instability from initial
displacement, ILMs are excited as same as the case of graphene. However, direction
of oscillation of ILM is limited to specific direction of bond. In the zigzag CNTs,
direction of oscillation of ILM is along a bond that is parallel to axial direction of
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the CNT. In the armchair CNTs, on the other hand, direction of oscillation of ILM
is along a bond that is parallel to circumferential direction of the CNT. Moreover
lifetime of a localized state drastically depends on the structures of CNTs. Lifetime
of ILMs in zigzag CNTs is longer than that in armchair CNTs. This difference is
due to the effect of curvature of bonds. In the zigzag CNTs, the bond along the
axial direction has no curvature. Therefore the ILM in this direction is same as
the ILM in graphene. In the armchair CNTs, on the other hand, bond along the
circumferential direction has curvatures. Curvature of bond affects stability of the
excited ILMs.

Shimada et al. have investigated the mechanical effect of ILM in CNTs by MD
simulations [12]. In this study, an ILM is putted on the strained CNT at first. The
ILM becomes unstable and then leads to rearrangement of atoms known as Stone–
Wales transformations. After unstabilization of ILM, four hexagon structures are
transformed to two pentagon–heptagon structures. Usually, Stone–Wales transfor-
mation is occurs under very high temperature and high-strained conditions. However
Stone–Wales transformation that is caused by ILM occurs the condition with much
lower temperature and lower or same strain than conditions in usual cases. There-
fore this result suggests that ILM can be a trigger of rearrangement of atoms in
crystals.

Finally we point out a possibility of change of atomic structure in crystals due
to ILM. It have been known that the amorphous and crystalline states of chalco-
genide glass have different optical properties. Therefore chalcogenide glass has
been investigated as phase change materials. The phase change of chalcogenide
glass occurs by an irradiation of light. Recently it has been reported that fast tran-
sition between the amorphous and crystalline states in small region is realized by
irradiation of short time laser pulse [52, 53]. This transition process is not heating
process since an irradiation time is too short to heat the material. It is expected that
ILM is excited by laser pulse and that ILM plays a trigger of structure change in
atomic scales. More exploring the possibility of nonlinear dynamics in atomic scale
is expected.

4.7 Energy Localization in Experiments

By reflecting the ubiquitousness of energy localizations, there have been reported
many experimental results. To observe ILMs in experiment, nonlinearity and homo-
geneity in lattice are necessary at least. For this reason, the photolithography
technique is frequently used to create nonlinear homogeneous lattices. Therefore,
experimental studies of ILM have often been done in nano-/micro-scale systems. In
this section, we pick several examples up from the nano-/micro-scale systems. In
addition, a macro-mechanical system is also mentioned.
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4.7.1 Coupled Flexible Beams

Flexible beam structure is widely used in engineering, especially in micro-engineering
in which the beam is used as a linear/nonlinear resonator. The photolithography
technique enables us to fabricate micro-/nano-meter scale oscillators on a semi-
conductor wafer. An advantage of the technique is high accuracy of fabrication
which means the easiness of producing homogeneous structures in which oscillators
have almost same characteristics each other. Using this advantage, Sato et al. created
the micro-cantilever array consisting of several hundred cantilevers, the overhang,
and the support (see Fig. 4.23) [6]. The cantilevers act as nonlinear oscillators at
which the nonlinearity mainly comes from the geometric nonlinearity of flexible
beam. In the array, short and long cantilevers are alternately arranged so that the
zone boundary mode can be excited by an external uniform excitation. The overhang
is a thin film which is bended by cantilever’s deformation. That is, the overhang gives
rise to coupling effect between adjacent cantilevers. The structure mentioned above
is attached on the support which is a thick plate.

Intrinsic localized modes were successfully observed when the external vibration
was applied to the cantilevers and the overhang via the support [6]. They used a
piezo film to make the vibration. The frequency is chirped up from that of the zone
boundary mode for generating ILMs through the modulational instability. As shown
in Fig. 4.24, several ILMs are simultaneously excited and they keep their energy
concentration until the external vibration is turned off. It is confirmed experimentally
and numerically that three or four cantilevers having large amplitudes compose each
ILM [55]. That is, the energy of the observed ILMs is concentrated only in a few sites.
Interestingly, their experiments also show ILMs wandering reciprocally. Although
they cannot survive for a long period, the energy concentration is kept while they

Fig. 4.23 Micro-cantilever
array fabricated by Sato et al.
Figures from [54]
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Fig. 4.24 Observation of
ILMs in the micro-cantilever
array. Dark regions indicate
where cantilevers oscillate
with large amplitude. The
external vibration is turned on
at t = 0 and is turned off at
t � 50 ms. Figures from [6]

are moving. The result implies the existence of moving ILM in real system. In fact,
Sato et al. succeeded to manipulate ILM by using a locally induced impurity [56]. A
static ILM is attracted or repelled with the impurity.

The equation of motion can be derived by focusing on the first mode vibra-
tion of Euler–Bernoulli beam. Motion of coupled cantilevers is then approximately
described by the coupled ordinary differential equation

d2xi

dt2 + k2Oixi + k4Oix
3
i + k2I(2xi − xi−1 − xi+1) (4.78)

+ k4I

{

(xi − xi−1)
3 + (xi − xi+1)

3
}

= 0,

where xn represents the displacement of the tip of the nth cantilever from an equilib-
rium position. The linear on-site and coupling coefficients are represented by k2O and
k2I, respectively. In this equation, cubic nonlinearity of restoring force is considered
for both on-site and coupling. The coefficients k4O and k4I denote magnitudes of the
nonlinearity in on-site and coupling, respectively. Sato et al. also showed that numer-
ical simulations using (4.78) or a similar equation well reproduce the corresponding
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experimental result. Therefore, the coupled cantilever array can be classified into the
mixed model of the FPU lattice and the NKG lattice. As mentioned in Sect. 4.3.3, the
stability of ILM can be exchanged owing to the ratio of nonlinear coefficients such as
k4O and k4I in (4.78) [23]. By using the fact, a manipulation method called “Capture
and Release” manipulation is proposed numerically [57]. In this method, the ratio
of nonlinear coefficients are uniformly varied to switch the stability of ILM. If the
stability of ILM is switched, a stable ILM loses its stability and begins to move. The
moving ILM can be captured if the stability is switched again at an appropriate timing.

Another example of coupled flexible beam is a macro-mechanical system hav-
ing magnetic interactions [7, 58]. Figure 4.25 shows the experimental equipment
of the system. Several-centimeter-cantilevers are arranged one direction as well as
the micro-cantilever array. These cantilevers are coupled by the coupling rod which
is an elastic rod. The main difference from the micro-cantilever array is how non-
linearity is induced to restoring force against displacement of cantilevers. In the
macro-mechanical system, magnetic force is used to make the nonlinearity because
the geometric nonlinearity is rather weak comparing with that of magnetic force. In
addition, the magnetic force has an advantage of adjustable such that the magnetic
flux depends on the current flowing in electromagnet. In this system, electromagnets
are placed beneath permanent magnets which are attached to the tip of cantilevers.
Therefore, the on-site nonlinearity is individually adjustable. On the other hand,
the coupling rod does not deform largely. Then, the nonlinearity in the coupling is
negligible. The macro-mechanical system is classified into NKG lattice.

Figure 4.26a shows generation and manipulation of ILM in the macro-mechanical
system. As shown in the figure, an ILM is generated at n = 4 and survives until
t = 5 s. Generating ILM is realized by adding an impurity, which is created by
decreasing the current flowing the electromagnet of fourth site IEM for a while. The
same impurity also attracts an ILM standing at neighbor site as shown in Fig. 4.26b.
The ILM is initially excited at n = 5. Then the ILM is attracted with the impurity.

Fig. 4.25 Macro-mechanical
cantilever array having
tunable on-site potential. The
voice coil motor vibrate all
the cantilevers simultaneously
through the support which is a
rigid bar of Aluminum

Electromagnet

Permanent magnet

Support

Cantilever

Coupling rod

Voice coil motor

Strain gauge
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(a)

(b)

Fig. 4.26 a An ILM is generated at n = 4 by adding an impurity. b An ILM which initially stands
at n = 5 is attractively manipulated to n = 4 with the impurity. For both cases, the impurity at
n = 4 is added at t = t1 and is removed at t = t2

Finally the ILM is trapped at n = 4. Namely, the ILM is manipulated from n = 4 to
n = 5.

4.7.2 Nonlinear Optic Wave Guides

Discrete nonlinear Schrödinger (DNLS) lattice is also investigated by many resear-
chers as well as FPU lattice or NKG lattice.1 For experiments, nonlinear optic
wave guides are often utilized to realize nonlinear lattice described by DNLS.
Eisenberg et al. fabricated a nonlinear optic wave guide array made of Al0.18Ga0.82As
for core layer, Al0.24Ga0.76As for cladding layer, and GaAs for substrate [5].
Figure 4.27a shows the cross section of the wave guide array. The nonlinearity in
the wave guide is caused by the nonlinear Kerr effect. The electric field En in each
wave guide is thus described as [5]

i
dEn

dz
+ βEn + C(En−1 + En+1) + γ |En|2 En = 0, (4.79)

1 Localized solution in DNLS is commonly called discrete soliton instead of intrinsic localized
mode or discrete breather
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(a)

(b)

Fig. 4.27 a Optic wave guide array fabricated by Eisenberg. This figure is drawn based on the
Fig. 2 in [5]. b Propagation of light when the nonlinearity is negligibly small. Figure from [5]

where C is a coupling coefficient which is determined by the distance between
adjacent wave guides D, and γ denotes the magnitude of cubic nonlinearity caused
by the nonlinear Kerr effect.

When the electric field is small enough, the light propagates linearly as shown
in Fig. 4.27b. However, the focused light does not spread when the power of the
incident light beam is strong enough. Figure 4.28 shows how the distribution of light
on the facet changes with the peak power of the incident light. The light is clearly
concentrated in Fig. 4.28c. The dynamics of ILM in the wave guide array is also
investigated by varying the initial position of ILM [59]. In this system, site-centered
modes are stable whereas bond-centered modes are unstable.

Experimental studies of ILM have been limited in one dimensional lattice because
of the difficulty of fabrication and measurement. However, in 2003, the limitation
has been broken by Fleischer et al. They realized a two dimensional optic wave guide
array using the optic induction technique in which interference pattern of two plane
waves are used [60]. As well as the case of one dimensional wave guide array, the

Fig. 4.28 Observation of
ILM on the facet of the wave
guide array. The peak power
is a 70 W, b 320 W, c 500 W.
Figure from [5]
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initially focused incident light keeps its concentration if the nonlinearity is strong
enough. The feasibility of experiment in three dimensional lattice is also mentioned
in [61].

Even in one dimensional lattice, ILM shows intriguing behaviors such as ratch-
eting behavior [62] and spontaneously walking [63]. For the ratcheting behavior, an
ILM moves unidirectionally like a ratchet mechanism. This implies the possibility of
control of ILM in optical wave guide array. For the spontaneously walking, an ILM
wanders at random owing to the lost of stability by changing the coupling constant.
This shows the possibility of creating moving ILM from static ILM. These facts
allow us to expect the realization of applications using ILM in micro/nanophotonics.

Appendix: Numerical Method for Computing ILM

ILM solutions for different periods form a one-parameter family of closed orbits in
phase space, as mentioned in Sect. 4.2.3. Given a period T , an ILM solution with the
period T corresponds to one of these closed orbits. The Newton method is a useful
tool to find such a closed orbit. We describe this method according to [40].

Let us consider (4.2) and its solution z(t) ≡ (q(t), p(t))t ∈ R
2N , where super-

script t stands for the transposition, q = (q1, . . . , qN ), and p = (p1, . . . , pN ). Inte-
gration of (4.2) over a time interval [0, t] with the initial condition z(0) defines the
time evolution map Ft : R2N → R

2N , z(0) �→ z(t). In this notation, the initial point
z(0) of a T -periodic ILM is a fixed point of the map FT , i.e., FT [z(0)] = z(0). An
iteration procedure can be used for finding a fixed point of FT .

If z0 is a point close to the desired fixed point of FT , then a small variation Δ

results in FT [z0 + Δ] � FT [z0] + DFT · Δ, where DFT is the Jacobian matrix
of FT evaluated at the point z0. Let z(t; z0) denote the solution of (4.2) such that
z(0; z0) = z0. The variational equation of (4.2) along z(t; z0) can be written as
follows:

Φ̇(t) = JHzz(z(t; z0)) · Φ(t), (4.80)

where J is the symplectic matrix given by (4.48) and Φ(t) is the fundamental matrix
satisfying the initial condition Φ(0) = I , where I represents the 2N × 2N identity
matrix. The matrix DFT is just given by DFT = Φ(T), and it has the form

DFT =
(

A B
C D

)

, (4.81)

where A, B, C, D are N × N matrices.
The problem of finding the desired fixed point is equivalent to minimizing the

distance ‖FT [z0 + Δ] − (z0 + Δ)‖2 with respect to Δ. In order to approximately
perform this minimization, we minimize ‖FT [z0]+DFT ·Δ−(z0+Δ)‖2. The vector
Δ consists of N position and N momentum components, i.e., Δ = (δq, δp)

t ∈ R
2N .
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We perform the minimization only with respect to the position components δq, since
the ILM solution can be assumed to have zero momentum at t = 0. That is, we take
Δ = (δq, 0)t . Minimization with respect to δq leads to

δq = −(A∗A + C∗C)−1[A∗, C∗] · {FT [z0] − z0} , (4.82)

giving an improved approximation z′
0 = z0 + (δq, 0)t . In (4.82), FT [z0] − z0 is a

vector of dimension 2N , [A∗, C∗] is an N × 2N matrix formed by placing matrices
A∗ and C∗ adjacently in a new nonsquare matrix, (A∗A + C∗C)−1 is an N × N
matrix, and the asterisk denotes conjugation. If we repeatedly apply this procedure,
we obtain an accurate solution for the ILM with the given period T .

A good initial approximation for the ILM solution is necessary to successfully
apply the above Newton method. A systematic method for obtaining an initial approx-
imation has been proposed in [16], based on the AI limit concept. For the FPU lat-
tice (4.4), a different approach is also possible. One can use (4.32) as a good approxi-
mation to compute a T -periodic ILM with T � π , i.e., in the case of Ω � ωmax = 2.
It is also possible to compute an ILM with T small (Ω � ωmax) by starting with an
appropriately chosen period T0 � π and decreasing the period by a small step δT .
That is, first, we compute the ILM with the initial period T0, using (4.32) as an
approximation. Then, we use the numerical ILM solution at period T0 as the initial
approximation to compute the ILM solution at period T0 − δT . A similar procedure
is repeated until the period reaches a desired one.

It sometimes happens that the lattice model has additional first integrals besides
the energy integral. For example, the total momentum

∑N
n=1 pn is conserved in FPU

lattices with the periodic boundary conditions. In such a case, the above minimization
problem with respect to Δ becomes degenerated, and thus one has to carry out the
calculation under appropriate constraints on Δ in order to remove this degeneracy.
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Chapter 5
Nano-optomechanics by Tailored Light Fields
Under Fluctuations

Takuya Iida, Syoji Ito, Shiho Tokonami and Chie Kojima

Abstract We have developed guiding principles to control the dynamics and
functions of nanocomposites by optically modulating the balance between the inter-
object interaction and the thermal fluctuations. In this chapter, we will show our
recent achievements on the development of new theoretical methods to explore the
dynamics of nanoparticles (NPs) by the light-induced force (LIF) of tailored light
fields under thermal fluctuations. The highly precise optical screening of NPs with
the help of fluctuations has been proposed being inspired by a biomolecular motor.
Furthermore, the spatial configuration and the collective phenomena of metallic NPs
can be simultaneously controlled by LIF and fluctuations. We will explain an exper-
imental demonstration of the selective optical assembling of uniform metallic NPs
by LIF of axially-symmetric polarized beams. Medical applications and biosensor
applications of assembled metallic NPs are also discussed. Our achievements will
pioneer a new research field “Biomimetic Optical Manipulation” based on the fluc-
tuation-mediated nano-optomechanics.
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5.1 Introduction

Conventionally, thermal fluctuations inducing Brownian motion were considered as
disturbing factors in the mechanical manipulation of nano-objects. However, paying
attention to the behavior of biological nanosystems, they utilize “thermal fluctua-
tions” arising from the collisions of medium molecules to realize the various excel-
lent functions. Assembly processes with external perturbations under fluctuations
and dissipation [1] have produced such a variety of biological and non-biological
nanosystems [2–4]. For example, a molecular motor like myosin transports mate-
rials with the help of fluctuations by changing the symmetry of potential profiles
on a one-dimensional helical fiber (actin filament) [5]. Also, through the selective
evolution process under the sunlight and the environmental fluctuations, a photo-
synthetic bacterium obtained a two-dimensional light harvesting antenna (LHA)
[6, 7] consisting of ring-like arrangement of interacting dye-molecules that has an
optical absorption band optimized for the collection of sunlight at its territory [8].
A three-dimensional bubble-like structure (vesicle) in the biological cells contains
nanomaterials necessary for life, and flexibly changes its surface membrane for the
metabolism near room temperature by controlling the force between constituent
organic molecules with exchange of chemical substances [9]. The common point is
that these biological systems exploit the energy of random thermal fluctuations for
the transport, assembling phenomena, modulation of spatial configurations through
a spatiotemporal modulation of interaction potential by external stimuli.

Turning our eyes to previous works on optomechanics with light-induced force
(LIF), this force has allowed us to manipulate and trap micronparticles [10], metallic
and semiconductor nanoparticles (NPs) [11–13]. In addition, LIF can be used for
the control of the inter-object interaction in the modulation of physical process and
chemical reactions [14, 15]. Also, there are reports on the optical manipulation using
specialized light fields, for example, the trapping of multiple particles by holographic
tweezers [16] or femtosecond pulses [17], and the trapping of molecules by localized
field in a metallic nanogap [18]. These features of LIF can be used for controlling
the relation between the environmental fluctuations and the interaction potential of
nanostructures in a optical manner.

Learning from these unique features of biological systems and optomechanics,
we have tried to pioneer guiding principles to control the nonequilibrium dynamics
and functions of nanocomposites by optically modulating the balance between the
inter-object interaction and the thermal fluctuations leading to “Biomimetic optical
manipulation” (Fig. 5.1). In this chapter, to construct the foundation of such a new
concept, we investigated the dynamics of metallic nanomaterials by LIF of designed
light fields under the random collisions of environmental molecules. For this purpose,
we developed new theoretical methods to treat the effect of self-consistent LIF and
thermal fluctuations, i.e., “Light-induced force nano dynamics method (LNDM)”
in time domain [19] and “Light-induced force nano Metropolis method (LNMM)”
in energy domain [20]. The degree-of-freedom of nanodynamics can be greatly
enhanced since the LIF depends on various properties of excitation light such as



5 Nano-optomechanics by Tailored Light Fields … 169

Fig. 5.1 Concept of “Biomimetic Optical Manipulation”

wavelength, angular momentum, polarization and intensity distributions. According
to this theory, it has been clarified that efficient optical transport of NPs can be realized
by using modulated optical standing wave with the help of fluctuations leading to
highly-precise nano-optical separation [21]. Furthermore, we have experimentally
demonstrated that ring-like arrangements of metallic NPs with high rotational sym-
metry similar to natural LHA were selectively created by LIF of doughnut beams
under thermal fluctuations [22], which exhibits broadband optical scattering due
to the collective phenomena of localized surface plasmons (LSPs). Such collective
phenomena of LSPs in densely assembled metallic NPs [23, 24] can be used for the
photothermal medical applications [25], and for highly-sensitive optical biosensors
based on the coupling of heterogeneous metallic nanostructures [26] and the light-
induced bubble to control the local phase transition [27]. Also, the brief explanations
of these biological applications will be provided at the final part of this chapter.

5.2 Theory

In this section, we will explain our developed theoretical methods for evaluating
time dependence of dynamics of NPs under laser irradiation and thermal fluctua-
tions i.e., LNDM, and for finding the energetically stable and metastable states of
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Light-induced-force Nano Dynamics Method (LNDM) [Time domain]

Optical field & 
polarization can be 
Self-consistently
determined

Ultrafast calculation method based on Green function

Light-induced-force Nano Metropolis method (LNMM)[Energy domain]

Fig. 5.2 Graphical summary of developed theoretical methods for light-induced dynamics of NPs
under fluctuations. a Optical control of dynamics of nano-composites under thermal fluctuations.
b Design and evaluation of the optical functions of nano-composites

optically assembled NPs with arbitrary shapes, i.e., LNMM (Fig. 5.2). As the target
nanomaterial, we consider metallic NPs exhibiting strong optical response arising
from LSP to generate sufficiently strong LIF whose magnitude is comparable to the
fluctuation-induced force even at room temperature. Since the response field and the
induced electric polarization of collective modes of LSP in lots of densely assembled
metallic NPs are necessary for the self-consistent evaluation of LIF. Therefore, we
also developed ultrafast calculation method based on the discrete integral method
with spherical cells (DISC) that enables us to evaluate the optical response of a vast
number of metallic NPs based on the cluster approximation.

5.2.1 Light-Induced-Force Nano Dynamics Method (LNDM)

For the evaluation of the time evolution of mechanical motions of multiple NPs under
the LIF and the fluctuation-induced random force, a numerical method called LNDM
was developed [19]. This method is based on the general expression of LIF derived
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from the Lorentz force equation [14] and Brownian dynamics method based on the
classical Langevin equation [28]. The Langevin equation can be transformed into a
sequential discrete form as follows:

ri (t + Δt) = ri (t) + 1

ξi
F(EX)

i Δt + Δr(R)
i , (5.1)

where ri is the coordinate of the i th NP, F(EX)
i is an external force including an

LIF, and ξi = 3πηdi is the friction coefficient (di is the diameter of the i th NP,
and η is the viscosity of the medium). The value of Δr(R)

i is random displacement

by a random force F(R)
i due to thermal fluctuations, and is determined based on

the classical Boltzmann distribution. When each time step Δt is much larger than
the frictional relaxation time tfric(= mi/ξi ) and the displacement during Δt is much
smaller than the diameter of each NP, (5.1) can be used, where mi is the mass of the
i th NP. Here, the external force is given using F(EX)

i = FLIF
i +FDLVO

i as a sum of the
LIF, FLIF

i , and the spontaneous electrostatic double layer force, i.e., DLVO (Derjagin,
Landau, Verwey, and Overbeek) force between NPs in an aqueous solution, FDLVO

i .
FDLVO

i is described as the sum of the attractive van der Waals force and electrostatic
repulsive force due to the ionization at the surface of respective NPs [29, 30] (the
detail will be explained later). In a previous report of other group, only the LIF and
the attractive van der Waals force between metallic NPs were numerically calculated,
but the repulsive force was not considered [31–33]. The value of FLIF

i is evaluated
with a general expression of time-averaged LIF [14] as follows

FLIF
i = 1

2
Re

⎡

⎣
∑

ω

∫

V

dr(∇E(r, ω)∗) · P(r, ω)

⎤

⎦ , (5.2)

where E is the total response electric field as a sum of incident and induced fields,
and P is light-induced polarization. Both a direct LIF from incident light and an inter-
object LIF between nano-objects are included. A Drude-type optical susceptibility
was used for each metallic NP as follows:

χ
(p)

j (ω) = (ε
(p)

bg (ω) − ε(m)) − (�Ωbulk)
2

(�ω)2 + i�ω(Γbulk + ΓSD)
, (5.3)

where ε
(p)

bg (ω) is the background dielectric function of bulk metal, ε(m) is the
high-frequency dielectric constant of the surrounding medium, Ωbulk is the bulk plas-
mon resonance frequency, Γbulk is the bulk non-radiative width, ΓSD = 2Vf/di is the
size-dependent non-radiative damping with di = ap assuming that the diameters of
all the NPs are the same, and Vf is the electron velocity at the Fermi level (Fermi veloc-
ity). For the evaluation of FLIF

i , E and P are determined by self-consistently solving
the discrete integral form of a Maxwell equation [34–37] as a linear simultaneous
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equation of P j , assuming that the respective NPs are modelled using spherical cells,
i.e., discrete integral method with spherical cells (DISC):

Ei = E(0)
i +

N
∑

j=1

Gmed
i, j P j V j , (5.4)

P j = χ j E j , (5.5)

where N is the number of NPs, Vj = (4π/3)(d j/2)3 is the volume of each cell,

E(0)
i is an electric field of incident light, Gmed

i, j is Green’s function in a homoge-
neous medium, and χ j is electric susceptibility in the optical frequency range. We
analytically calculated the integral for i = j , i.e., the self-term in (5.4), under the
assumption that the spatial variation of the internal field is negligible, since we con-
sider NPs whose diameter is much smaller than the light wavelength. While only a
simple discrete dipole model is considered here, this treatment can save computa-
tional time for an evaluation of NP dynamics. By substituting (5.5) into (5.4), the
self-consistent solution of P is given as

P j =
N

∑

j=1

A(i, j)−1 · E(0)
i , (5.6)

where A(i, j) is the coefficient matrix of simultaneous equations of P j .
The approximated expressions of gradient force and dissipative force (sum of the

scattering and the absorbing forces) on a pair of metallic NPs from incident light can
be obtained as follows:

〈Fgrad〉 =
∑

ω

(�Ω̄pl + Δ̄int − �ω)α∇|E(0)|2
(�Ω̄pl + Δ̄int − �ω)

2 + (Γ̄ (Rad) + Γ̄int + Γ (NRD))
2 , (5.7)

〈Fdis〉 =
∑

ω

(Γ̄ (Rad) + Γ̄int + Γ̄ (NRD))β|E(0)|2
(�Ω̄pl + Δ̄int − �ω)

2 + (Γ̄ (Rad) + Γ̄int + Γ̄ (NRD))
2 , (5.8)

where Ω̄pl is the self-consistently obtained resonance energy of an LSP in a single
metallic NP; Γ̄ (Rad) is the radiative width (radiative relaxation rate) of a single NP;
Δ̄int and Γ̄int are the modulation of eigenenergy and radiative width as a function
of D due to the interaction between NPs, respectively; and α and β are positive
coefficients proportional to the laser intensity. Γ̄ (NRD) = Γbulk + ΓSD is the sum
of nonradiative relaxation rate including the size dependent term. Similar to the
case of a semiconductor NP as shown in [14], a dissipative force pushes the NPs
toward the direction of light propagation, and a gradient force toward a high intensity
region is exerted on NPs when �ω is lower than the resonance energy of the LSP.
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The magnitudes of both components are greatly enhanced near the resonance of the
LSP. The inter-object LIF on the i th NP is given by

〈Fint〉i = 1

2
Re

⎧

⎨

⎩

∑

ω

∑

j

[∇i j Gmed
i, j · P j V j ]∗ · Pi Vi

⎫

⎬

⎭
, (5.9)

which includes all contributions of multiple scattering from the other NPs. This
force behaves attractively and repulsively depending on the light polarization and
frequency (wavelength), respectively. Also, in Fig. 5.3, we will show several results
by rigorous numerical calculation with (5.2) considering a pair of Au NPs using
the following parameters: �Ωbulk = 8.958 eV; Γbulk = 72.3 meV; Vf = 0.922

nm eV; and ε
(p)

bg (ω) = 12 [38, 39] neglecting the interband effect for the essential
discussion.

Since the dynamics of metallic NPs in aqueous solution at room temperature is
considered here, the spontaneous force between NPs consists of the van der Waals
attractive force and the electrostatic repulsive force [29, 30]. The sum of these
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Fig. 5.3 a Model for the calculation of LIF on a pair of Au NPs. b and c Wavelength dependence
of gradient (trapping) force and inter-object LIF between Au NPs. The laser intensity is assumed
to be 12.7 MW/cm2. At D = 708 nm, the intensity gradient in the y-direction is at maximum for
spot radius of w0 = 500 nm and laser power of 100 mW. For other lines, the incident light is
almost considered as a plane wave with the same intensity with w0 = 2,000 nm and laser power of
1.6 W. The resonant wavelength of LSP in a single Au NP is given as 555 nm under the assumed
condition, the non-resonant light of 1,064 nm wavelength is considered as an incident light for all
lines. Reprinted (adapted) with permission from [19]. Copyright (2012) American Chemical Society



174 T. Iida et al.

forces is given as FDLVO
i called DLVO force. The attractive van der Waals force

is given by

Vvdw = −CH

6

[

2di d j

4D2
i j − (di + d j )

2 + 2di d j

4D2
i j − (di − d j )

2 + ln
4D2

i j − (di + d j )
2

4D2
i j − (di − d j )

2

]

,

(5.10)

where CH is the Hamaker constant, Di j is the center distance between the i th and
j th NPs. In addition, the electrostatic repulsive potential is given by

Vrep = 4πεstψ
2
0

di d j

2(di + d j )
ln[1 + exp(−κsi j )] (5.11)

for κdη > 10 (η = i, j : number of particles), and

Vrep = 4πεst
di

2

d j

2
Yi Y j

(
kB T

e0

)2 exp(−κsi j )

Di j
(5.12)

for κdη < 10, where we have

Yα = 8 tanh(Ψ0)

1 + [1 − 4(κdη + 1)/(κdη + 2)2 tanh(Ψ0)]1/2 (5.13)

with the surface potential Ψ0 = εstψ0/4kBT , si j = Di j − (di + d j )/2 is the shortest
surface distance between the i th and j th NPs, εst is the static dielectric constant of
the medium, κ is the inverse of the Debye length, kB is the Boltzmann constant, T is
the environmental temperature, and e0 is the elementary charge (Here, T = 298 K
and εst = 80 are assumed for environmental parameters).

The total DLVO force is obtained by substituting (5.10)–(5.13) into the following
equation:

FDLVO
i = −∂(Vrep + Vvdw)/∂ Di j (5.14)

For the calculation of LIF, Au NPs are considered as the manipulation targets.
In Fig. 5.3, considering the parallel and perpendicular (y and z) polarizations of
an axis connecting two Au NPs, I have calculated the total LIF in the x and y
directions for different distances D between the two Au NPs. First, we numerically
calculated the LIF for the two Au NPs at the configuration with a maximum intensity
gradient in the y-direction (curves for D = 708 nm in Fig. 5.3b, c). Under this
configuration, the interaction between the two Au NPs is very weak, and thus, the
LIF on each NP shows properties similar to those of an LIF on a single NP. Moreover,
the maximum value of gradient force is estimated as of the order of several tens of
femtonewtons. This value corresponds to the force experimentally estimated in [40].
Particularly, when D is small, an inter-object LIF can be comparable to a direct
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LIF by incident light. An attractive LIF arises between the Au NPs for parallel
polarization, and the LSP resonance peak greatly moves toward the long wavelength
region corresponding to the electromagnetic bonding state (Fig. 5.3b). Inversely, for
perpendicular polarization, a repulsive LIF arises, and the peak of LSP resonance
slightly moves toward the short wavelength region corresponding to the antibonding
state (Fig. 5.3c).

Next, Fig. 5.4 shows the D-dependence of DLVO potential and the sum of LIF and
DLVO forces between two Au NPs, where (5.7)–(5.10) and (5.2)–(5.5) were used.
To investigate the essential properties of the dynamics, it is assumed that parameters
for the DLVO potential provide a steep and strong repulsive force, where the surface
potential is ψ0 = −90 mV, the Debye length 1/κ = 6.08 nm, and the Hamaker
constant CH = 1.602×10−19 J [19]. The height of the assumed potential barrier is of
the order of several tens of kBT (Fig. 5.4a). The surface potential can be controlled by
changing the protecting agent or by adding electrolytes [29, 30]. For y-polarization,
as the light intensity increases, D for a stable point decreases, and the potential
well deepens by the attractive inter-object LIF (Fig. 5.4b). On the other hand, for
z-polarization, the potential well generated by a focused laser beam deepens, but D
for a stable point slightly increases by the repulsive inter-object LIF (Fig. 5.4c). In the

Dependence of DLVO force + LIF on interparticle distance

(a) (b)

(c)

2 1

DLVO-force
200 mW
600 mW

100 mW
300 mW
900 mW

DLVO-force
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600 mW

100 mW
300 mW
900 mW

Fig. 5.4 (a) (Upper) Model for the calculation of distance dependence of interparticle force
between metallic NPs. (Lower) Schematic illustration of interparticle force including electrostatic
force due to the ionization of surface of metallic NPs and LIF. (b) and (c) Dependence of total
force, as a sum of LIF and DLVO potential, on center distance between two Au NPs for various
laser intensities under y- and z-polarization, respectively. The vertical axis range is limited from
−2 to 2 pN to facilitate visualization. Reprinted (adapted) with permission from [19]. Copyright
(2012) American Chemical Society
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calculation results presented herein, two Au NPs can be aligned parallel to the light
polarization, where the potential minimum is generated through a balance of strong
attractive inter-object LIF and DLVO force parallel to the incident light polarization.
The estimated D for this stable state is approximately 56 nm for 900 MW laser
intensity at a parallel configuration (Fig. 5.4a).

5.2.2 Light-Induced-Force Nano Metropolis Method (LNMM)

Next, in order to find an energetically stable (or metastable) state of multiple NPs
under the LIF and the thermal fluctuations, a theoretical method called LNMM was
also developed [20, 22]. Under the assumed condition, NPs are affected by LIF and
show the stochastic motion due to the fluctuations in liquid medium. Metastable
states can be found after random spatial displacement of NPs based on following
Metropolis algorithm. At each step, NPs are randomly moved according to the next
transition probability,

p = min
[

1, exp (−ΔH/kBT )
]

(5.15)

ΔH = −
N

∑

i

F(EX)
i · Δri + ΔV DLVO, (5.16)

where ΔH is the variation of potential in the total system before and after the ran-
dom motion given by the LIF and DLVO theory as shown in the previous Sect. 5.2.1.
(5.15) means that a result of random displacement is employed or rejected according
to the probability of exp (−ΔH/kBT ) when the system become more unstable with
higher energy (ΔH > 0), and that the displacement is employed with p = 1 when
the system become more stable with lower energy (ΔH < 0). From a particular
initial configuration of NPs, by repeating the above process, a stable or metastable
configuration can be obtained finally. This method is useful for the evaluation of light-
induced arrangement of anisotropic nanostructures (for example, nanorod, nanotube
etc.), and it can be used for the evaluation of arrangement process of NPs under the
evaporation of liquid medium if an appropriate modeling will be performed.

5.2.3 Discrete Integral Method with Spherical Cells (DISC)
Under Cluster Approximation

The collective phenomena of LSPs in densely assembled metallic NPs is significantly
important for the understanding of dynamics of light-induced dynamics and a variety
of optical applications. In order to evaluate the collective dynamics of LSPs in such
a system, it takes very long time with usual DISC if the number of NPs is very large.
For example, a chemical self-assembled method enables us to fix several hundreds of
thousands of metallic (Au or Ag) NPs onto a micron plastic bead [24, 41], which is



5 Nano-optomechanics by Tailored Light Fields … 177

called a metallic nanoparticle-fixed bead (MNFB) as discussed in the later Sect. 5.4.
Therefore, the effective theoretical method was required to treat the optical response
of such a MNFB. Therefore, the DISC with the cluster approximation, i.e., “cluster
DISC method” was proposed [26]. For the numerical evaluation of optical response
of high density metallic NP system, it is assumed that a cluster consists of several
tens of NPs as a discrete cell. Under this approximation, the integral form of Maxwell
equation, i.e., (5.4)–(5.6) can be slightly modified as follows:

Ei = E(inc)
i +

N (c)
∑

j �=i

G(m)(ri j )P j V (c) + Si Pi (5.17)

P j = χ
(cp)

j j
E j , (5.18)

where N (c) = N (T)/N (CNP) is the number of clusters, N (T) is the total number
of NPs, N (CNP) = V (c)/{(4π/3)(ap/2)3} is the number of NPs in each cluster,
V (c) = (4π/3)(Dc/2)3 is the volume of each cluster, Dc is the diameter of each clus-
ter, E(inc)

i is the incident electric field, G(m)
i, j is a Green’s function in a homogeneous

medium, andχ
(cp)

j is the optical susceptibility of each NP contained in a cluster, where
the diameter is set to di = ap in the size-dependent nonradiative damping ΓSD of (5.3)

rather than Dc. The integral Si = ∫

V (c) dr′G(m)
(ri − r′) in (5.17) means the self-

term for i = j in each cluster assuming that the spatial variation of the internal field
is very small, which is valid when Dc is sufficiently smaller than the wavelength of
the incident light. In Fig. 5.5, an example of calculations with “cluster DISC method”
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Fig. 5.5 a Schematic image of model of a AgNP-fixed bead (AgNP-FB) for the calculation under
the cluster approximation. b Calculated spectra of extinction, absorption, scattering of AgNP-FB
without cluster approximation. c Calculated spectra of extinction, absorption, scattering of AgNP-
FB with cluster approximation. Reprinted (adapted) with permission from [26]. Copyright (2014)
American Chemical Society
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of optical response of densely assembled Ag NPs fixed on a transparent sphere like
a organic polymer bead with low refractive index is shown, where the dielectric con-
stant near that of water. Also, for Ag NPs on a bead, we use the following values:
�Ωbulk = 9.088 eV; Γbulk = 21.23 meV; Vf = 0.922 nm eV, and ε

(p)

bg (ω) = 5.0
neglecting the interband effects beyond the observed wavelength region. The extinc-
tion spectrum is proportional to the dissipative force by a propagating plane wave
[14, 42] as follows < FExt

total >=< FScat
total > + < FAbs

total >, where < FScat
total > is the

component proportional to the scattering and < FAbs
total > is the absorption component

proportional to the absorption. The extinction, the scattering, and the absorption of
NPs can be evaluated by using this relation, respectively. We can see very good agree-
ment between the results with and without the cluster DISC method. Moreover, the
calculation time can be reduced into 1/242. Such a speed up of calculation is more
prominent when the number of NPs is very large. For example, when the number of
Ag NPs is 200,000 and they are approximated with 3,462 cells, the calculation time
can be 1/3,000 and we can confirm a good agreement with experimental result [26].
Even with a recent CPU in the workstation, the calculation of optical response of
200,000 NPs takes about 8 years without the cluster approximation. However, we can
perform the almost equivalent calculation only within 1 day by using our developed
cluster DISC method.

5.3 Biomimetic Optical Manipulation Under Thermal
Fluctuations

5.3.1 Fluctuation-Mediated Nano Optical Screening

As described in the introduction, a myosin as one of a molecular motors efficiently
transports materials with the help of fluctuations by repeating the symmetric and
asymmetric of potential profiles on an actin filament as a one-dimensional helical
fiber [5]. Figure 5.6a shows the schematic illustration of such a phenomenon. From
the analogy of molecular motor, in order to convert the isotropic energy of the ther-
mal fluctuations into an anisotropic transport energy, we consider a superposition of
light fields that breaks the spatiotemporal symmetry. The time-dependent asymmet-
ric potential is related to the thermal ratchet problem, and controlling the periodic
asymmetric potential well depth and modulation time are key factors for effective NP
transport under thermal fluctuations from the viewpoint of stochastic resonance [43].

The incident light is considered to be a modulated standing wave consisting of
two counter-propagating Gaussian beams. While beam G1 propagating in the +z
direction has a fixed amplitude, beam G2 has a time-dependent amplitude. The two
beams are described as

EG1 = ŷE0ug exp [ikz] e−iωt (5.19)

EG2 = ŷE0u∗
g f (Ωt) exp [−ikz] e−iωt , (5.20)
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Fig. 5.6 Analogy between bio-molecular motor and transport of NPs by spatiotemporally modu-
lated optical standing wave. Optical selection of NPs inspired by bio-molecular motor. a Molecular
motor for transport with the help of fluctuations. b transport by spatiotemporally modulated optical
standing wave

where ŷ is the unit vector in y-direction, E0 is the electric field intensity at the center
of the spot. The wave number in the medium is k = n(ω/c), n is the refractive index
of surrounding medium, ug = −iw2

0 Q (z) exp
[

i Q (z) (x2 + y2)
]

is the normalized
electric field distribution of the Gaussian beam with Q (z) = k/

(

2z − ikw2
0

)

, and
w0 is the spot radius, where it is assumed to be w0 = 1.0 µm in the numerical
calculations. Laser wavelength is assumed to be 780 nm can be generated with a Ti:
Sapphire laser source. While the maximum power of G1 and G2 are the same, the
amplitude of G2 changes according to the amplitude modulation function as follows

f (Ωt) = b + (1 − b)
cos [Ωt] + 1

2
, (0 ≤ b ≤ 1) , (5.21)

where b is the amplitude modulation parameter. Such a modulation can be easily real-
ized if an attenuating filter is inserted into the light path and rotates periodically with
a slow angular frequency Ω . This f (Ωt) is called amplitude modulation function,
which varies periodically as cos [Ωt]; when cos [Ωt] is equal to 1, f (Ωt) is also
equal to 1, and the amplitude of G2 takes its maximum value, giving a standing-wave
intensity distribution as shown in Fig. 5.7a. In contrast, when cos [Ωt] is equal to −1,
then f (Ωt) is equal to b, and the maximum intensity of the standing wave decreases
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Fig. 5.7 a and b Spatial distributions of electric field intensity of the temporally modulated standing
wave consisting of two Gaussian beams (wavelength: 780 nm) at cos[Ωt] = 1 and cos[Ωt] =
−1, respectively. Amplitude modulation parameter is set to b = 0.20 and Both distributions are
normalized by the maximum value in (a). A single Au NP of 40 nm in diameter is initially located
at the origin in a region of high intensity. c The z-position dependence of the optical potential that
the NP experiences in the spatiotemporally modulated standing wave. Reprinted (adapted) with
permission from [21]. Copyright (2012) American Chemical Society

as shown in Fig. 5.7b. The depth of the optical potential well for a laser of several
hundred milliwatts is comparable to the energy of the thermal fluctuations at room
temperature under the assumed condition for the optical manipulation of metallic
NPs. For example, the considered laser intensity of each beam is 12.73 MW/cm2 for
400 mW input power and w0 = 1.0µm. If the variation of the trapping potential cre-
ated by the standing wave is tuned to the diffusion velocity of the thermal fluctuations,
NPs can escape the optical potential wells with the help of thermal fluctuations. In
the present case, it is assumed that the standing wave vibrates slowly with a timescale
comparable to the hopping between several optical potential wells by diffusion, and
we employ a time cycle of Ω = 8π [rad/s] corresponding to a vibration of 4 times
per 1 s to utilize the fluctuations effectively. The diffusion length is approximately
estimated as 1.6 µm during 0.1 s. The laser wavelength is tuned to 780 nm giving
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optimum dissipative and gradient force magnitudes for Au NPs in a medium of water
at room temperature (T = 298 K gives a thermal energy of kBT = 26 meV as the
criteria for the optical potential, where kB is the Boltzmann constant). In the assumed
condition, the balance of dissipative and gradient forces on a NP changes according
to the intensity and spatial variation of the standing wave (Fig. 5.7c). Within the time
range that cos [Ωt] < 1 is satisfied, the negative slope of the potential well envelope
function originates from the dissipative force since the photon momentum from beam
G1 exceeds that of beam G2. Similarly to the case of molecular motor as shown in
Fig. 5.6, periodic potential wells generated by the standing wave show transiently an
asymmetric spatial structure as the amplitude of G2 is decreased.

In order to confirm the effects of the fluctuations, the dynamics of each NP was
evaluated in the absence of thermal fluctuations. At the initial state, NPs are trapped
by the gradient force at the origin where the optical field has a high intensity, and
this gradient force gradually weakens as electric field intensity of G2 decreases
and potential wells gets shallower. Meanwhile, the dissipative force on the NPs
increases and pushes NPs in the propagation direction of G1 as the intensity of G2 is
decreased. Since the intensity of G2 always has a finite value, the NPs cannot escape
the initial potential well without the help of thermal fluctuations. In the realistic
system, the effect of the thermal fluctuations induces Brownian motion of NPs arising
from the random collisions of the medium molecules. For the maximum amplitude
of the standing wave, the gradient force is dominant and random force from the
thermal fluctuations does not affect on the trapping of NPs with a sufficiently high
laser intensity. For example, a potential well depth can be greater than 10 kBT for
400 mW input laser power. When the intensity of G2 decreases and the gradient force
weakens, the effect of thermal fluctuations becomes non-negligible. In this case, NPs
are pushed into positive direction by the dissipative force arising from G1, and the
thermal fluctuations accelerate the NP hopping between neighboring potential wells
of depths less than 10 kBT even for a laser power of 400 mW. The trapping stiffness
under the balance of gradient and dissipative forces changes depending on the size
of the NP, larger NPs are trapped more strongly and stay near the initial potential
well due to the relatively weak fluctuation effect. On the other hand, the gradient
force on smaller NPs is weaker and the effect of fluctuations becomes relatively
stronger. In detail, by controlling the balance of optical trapping, optical transport,
and thermal fluctuation, we can selectively extract NPs with particular sizes under
an optimized balance of these three factors. Also, it has been confirmed that the
transport distance can be enhanced by the effect of fluctuations even when many
interacting NPs with the interval of several hundred nanometers are in the laser spot
as an initial condition. The dissipative force can be also enhanced due to the red-shift
of LSP resonance arising from the electromagnetic interaction as discussed in 5.3.2
later. Such a spectral modulation of LIF could be useful for the efficient transport by
infrared light. This possibility was examined in detail, where results of the LNDM
simulation based on (5.1) were given for Au NPs in a modulated standing wave
defined by (5.19) and (5.20). In Fig. 5.8, an example of calculated time dependence of
dynamics of 40 nm NP is shown. Since the NPs exhibit hopping between neighboring
potential wells during the short times when the sum of the dissipative and random
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Fig. 5.8 Transport distance of a single Au NP of 40 nm in diameter as a function of time during
3 s (15,000,000 steps) with 300 mW and b=0.20. Positions of respective NPs were recorded every
0.05 s (250,000 steps). The simulations were repeated 2,000 times. Three of simulation results <A>,
<B> and <C> were plotted as examples. Line <D> indicates the statistical average of the time
dependence of the z-displacement was plotted. Vertical bars indicate the standard deviation

forces exceeds the gradient force as the amplitude of G2 becomes lower, the averages
of the z-displacement also show discrete step-like behavior.

Figure 5.9a reveals the results for various diameters of NPs (40, 50, and 60 nm)
and the possibility of separating intermediate-sized NPs (50 nm diameter). To con-
trol the separation by setting the amplitude modulation parameter b = 0.20 and
tuning laser power into 200 mW. For a large b, the degree of asymmetry decreases
due to the modulation of the G2 amplitude and the minimum gradient force on the
NPs increases. On the other hand, for a small b, the amplitude modulation of G2
is larger and the minimum gradient force is weaker. In addition, while the NPs of
40 nm in diameter are widely dispersed and become extremely dilute due to the
strong diffusion from the thermal fluctuations, the NPs of 50 nm in diameter show
unidirectional transport and was concentrated at a distance less than 4µm from the
origin. Meanwhile, the NPs of 60 nm in diameter remain trapped in the initial poten-
tial well. Since a difference in b is related to the spatiotemporal symmetry of the
standing wave potential, these results indicate that we can extract particular NPs of
intermediate sizes by modulating the symmetry of the light field. While the averaged
transport distance seems to be less than 10µm during 3 s for the assumed condition,
it can be controlled by changing w0 and laser irradiation time. The decay of the laser
intensity in z-direction can be suppressed for large laser spot, which leads to long
transport distance. This tendency can be used for the easy observation of dynamics
with optical microscope. Moreover, in Fig. 5.9b, we consider NPs of 40 nm in diam-
eter as the separation targets by using high power laser of 400 mW. Larger NPs of 50
and 60 nm in diameter were strongly trapped at the starting point, whereas the small
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Fig. 5.9 a and b Dynamics
of NPs with three types
diameters (40, 50, and 60 nm)
in modulated standing wave
of different laser powers of
200 and 400 mW. c Time
averaged transport distance as
a function of laser power for
NPs of respective sizes,
which can be interpreted as
the dependence on the
magnitude of fluctuations
relative to laser power
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NPs of 40 nm in diameter were efficiently transported and separated. The statistical
averages of the NP displacement during 3 s are evaluated as functions of laser power
for NPs of respective diameters (Fig. 5.9c). The peak structure at a particular laser
power appears and its position is different for each diameter. The effect of fluctu-
ations can be controlled by laser power, and the resonance structure for particular
fluctuation intensity is similar to the “Stochastic resonance” [43] as one of various
nonequilibrium phenomena.

The results and discussion here explain the mechanism of efficient unidirectional
transport of the extracted NPs can be realized by adjusting the intensity and variation
of the standing wave amplitude under thermal fluctuations. Particularly, we have
clarified the extracting NPs with diameters on the order of 10 nm, we can realize
selective manipulation with a higher accuracy by optimizing conditions such as the
viscosity and temperature of the media, and the wavelength and polarization of the
incident light. This principle can be called “Fluctuation-mediated Optical Screening
(FMOS)”, which will open the way to a next-generation optical nano-separation at
room temperature.
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5.3.2 Control of Dynamics and Optical Properties
of Nanoparticles

In this subsection, we will discuss the possibility of the simultaneous control of con-
figuration and optical properties of metallic NPs [19] before the detailed discussion
on the analogy of the evolution processes of natural LHA as an example of two
dimensional optical manipulation in the next Sect. 5.3.3. First, the optical arrange-
ment of Au NPs in aqueous suspension with linearly-polarized light is considered.
When the intensity of focused laser increases, the diffusion of Au NPs arising from
a random collision of water can be suppressed and a pair of Au NPs can be stably
trapped. The relation between LIF and the laser intensity (100–900 mW) is consistent
with that in previous experimental papers [40, 44]. The photo-induced heat may be
concerned, whereas it would be at most 10 % viscosity changes within the considered
intensity region and for NP of 40 nm diameter from [45]. This can be estimated from
the relation that heat is proportional to the volume of NP [23]. In order to reduce the
photothermal effect heavy water D2O can be used [46].

In Fig. 5.10b, c, we can see that a small number of Au NPs can be trapped parallel to
the linear polarization. On the other hand, when the number of Au NPs (N ) increases,
some of the Au NPs are trapped at a different z-position from their first linear chain
due to the limitation of the width of optical potential well in the y-direction depending
on the diameter of the laser spot (Fig. 5.10d). In this case, the positions of the Au
NPs in the axial direction are actually determined by the interaction in the laser
propagation direction along z-axis.

In Fig. 5.11, we have investigated the optical spectra (extinction, scattering and
absorption) depending on the number of Au NPs assembled by linearly polarized
focused beam. From Fig. 5.11a–c, it is confirmed that total scattering spectra exhibit
the enhancement of the peak value and width with increasing N . Also, in the normal-
ized scattering spectra, the peak position moves toward a longer wavelength region,
and the peak width becomes larger as N increases. As indicated by in (5.7) and
(5.8), the nonradiative decay rate, Γ̄ (NRD), is independent of N , which implies an
increase in the radiative decay rate. The N -dependence of the radiative decay rate
is also illustrated in Fig. 5.11e, which is obtained by subtracting the nonradiative
width (Γ̄ (NRD) = 118.4 meV for 40 nm Au NPs assumed here) from the total peak
width using eV as the unit of the horizontal axis (proportional to the inverse of
the wavelength). The value of the radiative relaxation rate, which is on the order
of hundreds meV and is comparable to Γ̄ (NRD), gives an ultrafast optical response
during an inverse of several tens of femtoseconds. This phenomenon is similar to
superradiance, which has been previously reported in the case of atoms and quantum
dots [47–51]. The main origin is due to the enhanced dipole moment arising from
the collective interaction of excited states in many particles via light electromagnetic
field. Since the induced polarization of excited LSPs leads to the radiative relaxation
rate enhancement here, this effect can be called “Plasmonic superradiance”. Γ̄int in
(5.7) and (5.8) in 5.2.1 plays an important role in such an enhancement. Since scat-
tering cross section is proportional to the radiative decay rate divided by the resonant
denominator, and absorption cross section is proportional to the nonradiative decay
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Fig. 5.10 Calculated dynamics of Au NPs under the irradiation of focused laser and the thermal
fluctuations. a Distribution of laser intensity near the focal point as density and contour plot. The
broken horizontal line contains the beam waist. b–d Dynamics of different number of Au NPs under
stable trapping with high laser power. The spot diameter is set to 1 µm. Reprinted (adapted) with
permission from [19]. Copyright (2012) American Chemical Society

rate divided by the resonant denominator [14], strong light scattering can be obtained
with a large radiative width. This indicates that we can realize simultaneous control
of the spatial configuration and the optical properties of metallic NP-assembly by
LIF and thermal fluctuations.

Moreover, paying attention to an axially-symmetric polarized vector beam
[52, 53], we have theoretically revealed that Au NPs can be assembled into a ring-like
structure similarly to a LHA in a photosynthetic bacterium (Fig. 5.12) [54]. Partic-
ularly, Au NPs can be densely assembled due to the attractive force parallel to the
azimuthal polarization of an assumed doughnut beam (Fig. 5.12b). Also, large spec-
tral broadening and red-shift can be confirmed, and these spectral modulation can
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shows the enhancement factor in comparison with the case of single Au NP. Reprinted (adapted)
with permission from [19]. Copyright (2012) American Chemical Society

be obtained for various polarization directions due to the high rotational symmetry.
This result is convenient for solar energy conversion since the sunlight with broad
spectrum and random polarizations can be efficiently collected. The obtained results
and discussions provided in this subsection should pave the way toward a fabrication
method of assembled structures of NPs whose optical properties correlate with var-
ious properties of a designed light field, i.e., “Light-induced-force material design”.
In the next subsection, we will introduce the experimental demonstration of our
theoretical prediction.

5.3.3 Selective Optical Assembling of Uniform Nanoparticles

A natural photosynthetic bacterium has a LHA with a ring-like structure consisting
of dye molecules [6, 7] whose absorption spectrum has changed through a selec-
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tive evolution [8] under the sunlight and thermal fluctuations as external stimuli
depending on its territory. From this fact, we hit on an idea that we could selectively
assemble non-biological nanomaterials exhibiting specific spectroscopic properties
by tailored light and fluctuations. In this subsection, we will illustrate an experiment
to demonstrate this idea for the selective assembling of ring-like arrangements of
many anisotropic NPs with uniform shapes and orientations from a vast number of
NPs with various shapes by using LIF with the help of thermal fluctuations.

The experimental configuration for the selective assembling of plasmonic nano-
materials is shown in Fig. 5.13a. Ag nanostructures show a strong optical response
with sharp LSP resonance due to a small nonradiative relaxation rate [38], and Ag
NPs were prepared as target materials by a reduction method [55]. Before the exper-
iment, it was confirmed by transmission electron microscope (TEM) that most of
the prepared Ag NPs had shapes with low aspect ratios. A small number of nanos-
tructures with high aspect ratios (>3) were also observed (Fig. 5.13b). The TEM
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Fig. 5.13 a Schematic image of experimental setup for selective assembling of Ag NPs. Aqueous
suspension of Ag NPs of various shapes and sizes, including Ag nanorods (NRs), are dropped
between the glass slide and a cover slip. A Nd3+:YVO4 laser (wavelength = 1064 nm, power =
23.8 mW) is used as the light source for optical tweezing and is focused on the substrate surface
for the fixation of Ag NRs. An oil immersion lens is used as the objective lens for laser focusing.
b Transmission electron microscope (TEM) image of Ag NPs used in this study without laser
irradiation. c Scanning electron microscope (SEM) images of Ag NRs selected by the azimuthally
polarized doughnut beam. (d) SEM images of Ag NRs selected by the radially polarized doughnut
beam. The insets of (c) and (d) show the intensity distribution of the doughnut beam, as visualized
by two photon imaging; and a schematic of the respective polarization

image shows various shapes existed, for example, spherical, triangular, and rod-like.
However, after irradiation by the doughnut-like beam (azimuthal or radial polariza-
tion) for 6 minutes, nanostructures with specific characteristics were manipulated
according to the properties of the beam. The majority of Ag NRs were concentrated
in the region corresponding to the spatial distribution of the doughnut-like intensity
distribution of diameter ∼2µm. The remarkable point is that NRs of high aspect ratio
(∼3) were fixed by the laser of 1,064 nm. Most interestingly, the majority of NRs
were oriented to be parallel to the polarization direction of the azimuthal and radial
(polarized) beams. Furthermore, many head-to-tail pairs of Ag NRs were observed,
as indicated by the arrows in Fig. 5.13c, d.

In Fig. 5.14, an example of numerical simulations by LNMM in 5.2.2 showed
that the LSP of a single Ag NR has a peak at 800 nm in water, and that when a
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pair of Ag NRs were aligned in the coaxial direction and spaced 30 nm apart, the
LSP resonance moved to about 920 nm. Also, the LSP resonance of three coupled
Ag NRs is about 1,000 nm. Several Ag NRs are coupled with inter-object LIF and
aligned parallel to the polarizations with a certain disorder arising from the thermal
fluctuations as indicated by the arrows in Fig. 5.13c, d. Also, in order to understand
the optical properties of the selectively assembled Ag NRs, their light scattering
images and spectra were observed by dark-field optical microscopy (Fig. 5.15). The
numerically calculated scattering spectra of assembled structure have similar shape
as those in the experiment. The assembled Ag NRs with a ring-like shape appeared
in optical images, as shown in the left figure of Fig. 5.15b. Corresponding scattering
spectra show broad peak structures of LSP resonance from visible to infrared region
(right figures in Fig. 5.15b). This behaviour is significantly different from the peak in
the extinction of the original Ag NP suspension as shown in Fig. 5.15a owing to the
selective deposition of NRs with high aspect ratios. As discussed in the explanation
of Fig. 5.14 however, if multiple Ag NRs are closely spaced and fixed on the substrate
it is expected that a large red-shift of the LSP resonance into infrared region can be
observed. Also, a small peak appears at 700 nm is considered as an optical forbidden
mode of three NRs from the calculation. These results imply that the multiple Ag
NRs exhibit significantly strong electromagnetic coupling. Moreover, from Fig. 5.14,
it can be seen that the Ag NRs assembled by the radially polarized beam exhibit a
significantly red-shifted collective modes of LSPs resonant with the irradiated light
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Fig. 5.15 a TEM image and Extinction spectrum of the suspension of Ag NPs. b Dark-field optical
image (scattering image) and scattering spectra of ring-like arrangement of Ag NPs produced under
the irradiation of radially polarized Nd3+:YVO4 laser with diameter ∼2 µm

and a spectral broadening due to the strong confinement in the radial direction is
more prominent than the result of azimuthally polarized beam.

In order to understand the detailed mechanism of observed phenomena in
Fig. 5.13, we show the theoretical evaluation of the spectral properties of LIF on Ag
NRs of different aspect ratios (sphere, Ag NRs of aspect ratio 2 and 3) in Fig. 5.16.
Two types of LIFs are shown here. One is the dissipative force arising from the photon
momentum transfer in Fig. 5.16a, which pushes objects toward the laser propagation
direction (+z-direction at {i}). The other is the gradient force (Fig. 5.16b) that is
proportional to the light intensity gradient (−x-direction at {ii}). The gradient force
attracts NRs toward the high intensity region leading to the trapping condition when
the laser wavelength is longer than the resonance of the LSP corresponding to the
peak of dissipative force. In the calculation, the long axis (length) and the short axis
(width) of Ag NRs with high aspect ratio were set as 120 and 40 nm (in reference to
Fig. 5.13b corresponding to NRs selected in Fig. 5.13c, d), whereas the length and
width of Ag NRs with low aspect ratio were 80 and 40 nm. With experimentally used
laser power, the optical potential well for Ag NRs of high aspect ratio parallel to the
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light polarization is much deeper than the available thermal energy kBT , (Fig. 5.16d;
an indication of the strength of fluctuations in the suspension: kBT = 26 meV, where
the temperature T = 298 K). The optical potential wells for the spherical Ag NPs
and the perpendicular Ag NRs are shallower, whereas the large trapping potential of
the parallel Ag NRs results in a more effective selection process under the thermal
fluctuations of kBT . As shown in Fig. 5.16a, at 1,064 nm, the dissipative force on
the parallel Ag NR of high aspect ratio (40:120 nm) is much greater than that on
the spherical Ag NP, the perpendicular Ag NR, and the Ag NR of low aspect ratio
(40:80 nm). Furthermore, when multiple Ag NRs are closely spaced and parallel to
the polarization, the gradient force and the dissipative force for a pair of Ag NRs
is greater than the case of a single NR due to a red-shift of the LSPs approaching
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1064 nm that is the wavelength of Nd3+:YVO4. It is expected that the potential
wells become deeper for more NRs aligned parallel to the polarization, and that the
attractive and repulsive interparticle LIF as discussed in 5.2.1 had an effect on the
orientation. These results indicate that a group of Ag NRs with a particular aspect
ratio and orientation can be efficiently extracted by resonant LIF aided by thermal
fluctuations. Also, similar selective assembling of Ag NRs with lower aspect ratio
was observed under the irradiation of a single Gaussian beam with different wave-
length of 660 nm [22]. Furthermore, the area of assembled structure of Ag NRs can be
scaled down if more tightly focused beam. These results indicate that we can control
the orientations of selected Ag NRs by changing the spatial distributions of polariza-
tion and intensity of an irradiated beam. These facts strongly support the selective
arrangement of Ag NRs by LIF reflecting the tailored properties of manipulation
light sources and leading to response optimized to them.

The experimental demonstration and theoretical analysis here will lead to a novel
promising method for the selective assembling of various nanostructures with prop-
erties that are more optimized for the irradiated light. Such a selective assembling
of uniform metallic nanostructures is desired in the wide field of nanotechnology,
for example, the high performance light collecting system for solar energy conver-
sion [56], the separation method of NPs useful for the medical applications [57], the
biosensors and the catalysts [58].

5.4 Collective Phenomena in Metallic Nanoparticles Under
Nonequilibrium Condition

5.4.1 Medical Applications

In the final section, we will discuss the biological applications of the collective phe-
nomena of LSPs assembled metallic NPs. First, we introduce the medical application
of the photothermal effect enhanced by interacting Au NPs in aqueous suspension
[23, 25]. Recently, multi-nucleation of Au NPs at a very close distance can be chem-
ically realized in PEG-attached dendrimer [59, 60]. Here, we will discuss the pho-
tothermal effect of such a closely spaced Au NPs and size dependence of generated
heat and application for killing pathogenic cells.

Under the model with isolated cubic boxes containing N closely spaced multiple
AuNPs (Fig. 5.17b), the total heat arising from the Au NPs can be described using
the following equation:

H =
N

∑

i=1

(RSV Ntot/N )Qi (ω)LS ∝
N

∑

i=1

Qi (ω)/V N (5.22)

where Ntot = MVSC/{(2π/3)(ap/aL)3} ∝ V −1 is the total number of NPs [61]
assuming the same diameter di = ap and Vi = V for all the NPs, M is the concentra-
tion of Au atoms (110 µM), VSC is the volume of solvent in the sample cell (3 mL),
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Fig. 5.17 a Schematic image of seeding growth in the PEG-attached dendrimer. b Schematic
image of the model of the photothermal effect. The modeled system for the calculation is also
shown. c Model for multiple Au NPs. Reprinted (adapted) with permission from [23]. Copyright
(2011) American Chemical Society

aL is the edge length of a unit cell of crystal of Au, RSVis the rate of laser spot volume
to sample cell volume (2.36 × 10−2), and LS is the laser irradiation time (300 s). The
background dielectric function ε

(p)

bg (ω) in (5.3) was estimated from the experimental
values with interband effects that were observed in bulk Au [38, 39]. Other optical
parameters are the same as those used in previous subsections. RSV Ntot/N indicates
the number of cubic boxes in the laser spot and

∑N
i=1 Qi (ω)LS indicates the total

heat in each cubic box. A laser intensity is assumed to be 12 W/cm2 as shown in
Fig. 5.17b. We can evaluate the heat per unit volume from the equation of Joule heat
[62] as follows

Qi (ω)/V = (ω/2)Im[χi ] · |Ei |2. (5.23)

Next, in Fig. 5.18, the photothermal effect from multiple Au NPs was numerically
investigated at different distances by considering Green’s function in (5.4) for a small
value of |ri j |. Given that there are two neighboring Au NPs with diameters of 2 nm at
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Fig. 5.18 a Theoretical results for photo-induced heat from pairs of Au NPs for different inter-
particle distances. b Theoretical results for the photo-induced heat from multinucleated Au NPs
for respective values of N . The vertical dashed lines indicate 532 nm. Reprinted (adapted) with
permission from [23]. Copyright (2011) American Chemical Society

different distances (here, we set the distance between the nearest neighbor NPs to be
|ri,i+1| = s), the photo-thermogenic properties were affected by the distance. The
red-shift and the peak value in heat spectra increases as the decrease of interparticle
distance s, and such a red-shift arises from energy shift due to the attractive interaction
via Gmed(s) among the induced polarizations of LSP in multiple Au NPs. In addition,
spectral broadening arises from 2Vf/ap with a large value for small particle diame-
ter, and Γ̄int has a large value for small s in (5.8). Such a tendency indicates that the
enhancement of heat in near-infrared region, as the interparticle distance decreases,
arises from the difference of background dielectric function of a Au NP and that of
surrounding medium providing multiple interactions of LSPs between Au NPs due
to the effect of mirror images at the surface of Au NPs. This means that the heat
effect can be controlled by the design of surface protecting agent or environmental
refractive index. Furthermore, considering the model in Fig. 5.17, the photo-induced
heat generation of multiple contacting Au NPs with diameters of 2 nm for different
number of Au NPs was investigated. A very large red-shift and enhancement of the
photo-induced heating effect were obtained by increasing the number of Au NPs in
each cubic box since the interaction of mirror images of localized surface plasmon
is greatly enhanced. These results indicate that closely spaced multiple small Au
NPs would be useful since they exhibit large red-shift and efficient discharge from
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a human body. Since the enhancement of the heat effect in near-infrared region is
indispensable for in vivo applications, larger red-shift is expected by controlling the
interaction of LSPs in multiple metallic NPs.

On the other hand, paying attention to the photothermal effect of single Au NPs
(Fig. 5.19a), the generated heat was largely improved by controlling the size of the Au
NPs near 60 nm [23]. We performed preliminary experiment of photothermal therapy
by using the commercial Au NPs [25]. Under the assumed condition, the Au NP with
a 60 nm diameter (48 nm in TEM analysis) exhibited the highest photo-thermogenic
properties by 532 nm laser irradiation according to our investigations. Thus, there
is an optimum size for the most efficient photo-thermogenic properties. In fact, we
have confirmed that HeLa cell can be destroyed by doping similar sized Au NPs
under 532 nm laser irradiation (Fig. 5.19b). While these results are preliminary, they
provides important guidelines for the design of suitable Au NPs for photothermal
therapy and various types of biomedical applications.

5.4.2 Biosensor Applications

In the final part of this chapter, we will briefly explain the novel mechanism of
highly-sensitive optical biosensors based on the coupling of heterogeneous metallic
nanostructures, i.e., Au nanorods (NRs) and Ag NP-fixed beads (AgNP-FB) [26], and
the light-induced bubble to control the local phase transition by using photothermal
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effect of AgNP-FB [27] as an example of three-dimensional biomimetic optical
manipulation.

Figure 5.20a schematically illustrates the mechanism by which AuNRs bind to the
surface of AgNP-FB, where the probe DNA (A) 5′-SH-poly(T)12-3′ and the probe
DNA (B) 3′-SH-poly(T)12-5′ were adsorbed onto the both transverse surfaces of a
single AuNR (30 × 10 nm) and the surface of AgNP-FB (mean diameter of Ag NPs:
∼5 nm, mean diameter of core plastic bead: 5µm), respectively. The complementary
DNA (24mer 5′-poly(A)24-3′)) and mismatched DNA (24mer 5′-poly(T)24-3′) were
used as the target. For clarification of the spectral modulation of LSP and spatial
configurations under heterogeneous coupling of AgNP-FB and AuNRs in aqueous
solution, we performed dark-field optical spectroscopy to observe the light scattering
from a single AgNP-FB using different kinds of target DNA (Fig. 5.20b). Before
hybridization, the main AgNP-FB peak appears around 490 nm in the scattering
spectrum, there is almost no change after addition of the mismatched DNA despite
a small modulation of the long wavelength region. On the other hand, we observed
a clear modulation in wavelength after adding complementary DNA. Remarkably,
the main AgNP-FB peak was greatly suppressed whereas another peak near the
LSP resonance of the long-axis mode of AuNR (around 750 nm) was significantly
enhanced. Also, the change in the surface conditions of a single AgNP-FB was
confirmed by using a scanning electron microscope (SEM) before and after the
addition of target DNA into the mixture of AuNRs and AgNP-FB whose surfaces
were modified with DNA probes. Before addition of DNA, Ag NPs were uniformly
assembled on the surface of plastic beads, and there is no change when mismatched
DNA was used. However, after addition of complementary DNA, many anisotropic
NPs were observed on the AgNP-FB in the SEM image and a clear signal for Au
appeared in the EDX measurement [26]. These results indicate that AuNRs with
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Fig. 5.21 a Models for the calculations. b Calculated scattering spectra of Ag NP-fixed beads
(AgNP-FB) without Au NRs <A> and with standing Au NRs the geometry <B>–<D>, where
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c Schematic illustration of the cancellation of collective modes of interband transition and
long-axis LSP. d Calculated scattering spectra of only Au NRs without AgNP-FB. Reprinted
(adapted) with permission from [26]. Copyright (2014) American Chemical Society

probe DNA (A) were conjugated onto the AgNP-FB with probe DNA (B) due to
their hybridization with complementary DNA.

Furthermore, in order to understand the physical mechanism behind this
unexpected spectral modulation, we systematically investigated the light scatter-
ing from the coupled system of AuNRs and AgNP-FB based on the Cluster-DISC
method as explained in 5.2.3 (Fig. 5.21). We investigated the scattered light from a
coupled system of AgNP-FB (diameter of AgNPs: 2.5 nm, diameter of core bead:
400 nm) and AuNRs with various spatial configurations <A>–<D> in Fig. 5.21a.
In order to discuss the essential mechanism by which this occurs and the theoretical
limitation for the detection of the modulation, we assumed a model system whose
size was smaller than the experimentally observed sample consisting of a coupled
system of AgNP-FB and AuNRs. A similar treatment successfully explained the
collective phenomena of LSP in a AuNP-fixed bead [24]. It was confirmed that the
calculated optical spectrum of AgNP-FB without AuNRs as shown in <A> well
corresponds to the experimental results using AgNP-FB with a diameter of 400 nm.
In particular, as shown in the configuration of <D>, AuNRs are conjugated on the
surface at the side of incident light source. In Fig. 5.21b, we found that the spectrum
in the short wavelength region between 350 and 400 nm decreases and that a peak
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at longer wavelength region near the LSP resonance of AuNRs (approximately 750
nm) appears. This tendency is similar to the experimental result in Fig. 5.20b since
the incident light was irradiated from the bottom of the glass slide in the dark-field
measurement. Also, in a different configuration as shown in <C>, the enhancement
in the longer wavelength region appears and the decrease in the short wavelength
region appears between 400 and 500 nm although the scattering increases over the
wide wavelength region, and the decrease in the short wavelength region is quite neg-
ligible in the low density case shown in <B>. Therefore, we consider that AuNRs
on a AgNP-FB at the configuration <C> also affected on the decrease of the peak in
short wavelength region. If lying AuNRs are assumed, the enhancement of scattering
appeared over the considered wavelength region, which was significantly different
from the experimentally obtained spectrum. Therefore, this tendency implies that
AuNRs remain upright at the surface of AgNP-FB.

In order to analyze the detailed mechanism, we assumed a model in which AuNRs
were in the same configuration as that seen in Fig. 5.21b, whereas the AgNP-FB were
neglected (Fig. 5.21d). For the high density case with angles 0–90◦, the peak position
between 700 and 800 nm shifts to the wavelength region shorter than 700 nm due to
the repulsive interaction since the standing rods have components of induced polar-
ization of LSP that are parallel to the incident light polarization. In the case of the high
angle, the rate of AuNRs perpendicular to light polarization increases. Therefore, the
peak of short-axis mode increases and a peak of the long-axis mode decreases. In addi-
tion, the interband component gets larger by increasing the angle from 0 to 90◦. The
result without interaction between AuNRs is also shown, whereas the scattering in the
case of densely assembled AuNRs is much larger. Taking into account these calcu-
lated results, the decrease of scattering in the short wavelength region can be attributed
to the cancelation of the collective mode of interband absorption and the collective
modes of LSP in the AgNP-FB as shown in the schematic image in Fig. 5.21c. While
the experimentally observed suppression is more prominent than the calculated value,
it is considered that such a difference appears due to the underestimation of the inter-
band effect in the simulation using the parameters obtained from the bulk values in
[38]. The quenching of the dye molecules has been reported under certain conditions
involving coupling with Au NPs [63], but our findings may be attributed to a com-
pletely different mechanism. On the other hand, the enhancement of peak in long
wavelength regions arises from the plasmonic superradiance from long-axis mode
in AuNRs, which is similar to the high density Au NPs [19, 24] and Ag NRs [22].

Furthermore, we explored the possibility of application for an optical biosensors.
From Fig. 5.21b, detectable spectral modulations arose even when 80 Au NRs were
conjugated to AgNP-FB using a similar amount of DNA. The number of DNA mole-
cules attached to the edge of the AuNR was estimated to be 1–8 from the area density
of several tens pmol/cm2 of an experimentally used sample [64]. This result demon-
strates that zmol (∼6 × 102) levels of DNA can be detected by using a scattering
spectrum under a white light irradiation and provides a guiding principle for a highly
sensitive biosensor. This demonstrates the feasibility of highly sensitive detection
of DNA on the order of zmol with a simple optical system using white light. The
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results and discussion in this contribution will pioneer a convenient and sensitive
optical biosensing system based on the biomolecule-mediated self-assembly of het-
erogeneous metallic nanostructures.

Meanwhile, paying attention to photothermal effect of densely assembled metal-
lic NPs as discussed in 5.4.1, where the absorption spectrum of LSP shows great
broadening and red-shift even in AgNP-FB (Fig. 5.22b). Utilizing such properties of
AgNP-FB, we have clarified the photothermal assembling phenomena and submil-
limeter three-dimensional bubble generation [27] under the irradiation of infrared
light. Since such a bubble structure is similar to a vesicle in biological cells, there
is a possibility for containing biological materials therein. Figure 5.22a shows the
schematic illustration of such an assembly process. A gradual convection flow was
caused by the laser-induced heat just after irradiation, and this flow transported
AgNP-FBs to the region near optical trap by LIF at the focal point of the laser.
The photothermal effect of the optically-trapped AgNP-FBs accelerates the con-
vection flow and leads to the generation of a macroscopic bubble. The bubble size
gradually increased but convection did not stop due to the enhancement of the pho-
tothermal effect as a result of the assembled AgNP-FBs. As a result, in Fig. 5.22c, we
have successfully demonstrated the photothermal solidification of proteins (albumin)
whose solidification point is about 78 ◦C as analytes by high plasmonic photothermal
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effect. The roughly estimated weight of solidified protein was only a few pg even
within 1 min by our developed principle although a commercial protein detection kit
takes several hours for the detection of 100 pg–5 ng proteins. It is expected that the
obtained results will pioneer a novel type of photothermal biosensor based on the
three-dimensional optical bottom-up process.

5.5 Summary

We have developed new theoretical method to describe the dynamics of nanoma-
terials under light irradiation and fluctuations, and discussed the possibility of the
“Biomimetic Optical Manipulation” from one-dimensional to three-dimensional sys-
tems. In one dimensional system, we have revealed the possibility of size-sorting
NPs by designing multiple optical potential wells whose spatial symmetry is slowly
modulated in the diffusion timescale arising from the thermal fluctuations in the
surrounding medium, i.e., “Fluctuation-mediated Optical Screening”. Also, in two-
dimensional system, we have clarified that anisotropic metallic nanomaterials can be
extracted and arranged into ring-like configuration whose spatial structure is similar
to a natural light harvesting antenna and exhibit significantly large red-shift with
spectral broadening optimum for the irradiated light. This principle is useful for the
creation of efficient light-energy conversion materials and biological applications.
In addition, we have discussed about the biomedical and the biosensing applications
of collective phenomena of localized surface plasmons for the enhancement of the
photothermal effect to kill the pathogenic cells in the drug delivery system, and for
the enhancement of their spectral modulation to detect DNA or small biological
molecules. Furthermore, very high photothermal effect of densely assembled metal-
lic NPs can be used for the generation of macroscopic bubble and the solidification
of proteins as examples of laser-induced nonequilibrium systems, which can be con-
sidered as the example of three-dimensional biomimetic optical manipulation. The
results and discussion here will open new avenues for an interdisciplinary research
field of the nonbiological nanophotonics and the biological nanoscience based on
the light-induced nonequilibrium dynamics.
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Symbols
H -aggregate, 67, 72, 75
J -aggregate, 72, 75
L-point, 13
X -point, 7, 13, 22
�-point, 7, 12, 22
π -conjugation length, 62
4H-SiC, 33

A
Actin filament, 168, 178
Adiabatic state, 61
Albumin, 199
Amplified spontaneous emission (ASE), 30,

75
Amplitude mode, 109
Amplitude modulation function, 179
Angular momentum density, 89
Anisotropic nanostructure, 176
Annihilation, 3
Anti-bonding state, 175
Anti-continuous limit, 143
Anti-integrable limit, 143
Anti-integrable solution, 143
Aqueous suspension, 184, 192, 199
Aspect ratio, 187–192
Astigmatic beam, 99
Astigmatic mode converter, 92
Asymmetric part, 151
Axially-symmetric polarized vector beam,

185
Axisymmetrically-polarized beam, 89, 95
Axisymmetrical vector field, 90
Axisymmetric polarizer, 94
Axisymmetric waveplate, 94

Azimuthal polarization, 108, 185, 187
Azimuthally-polarized vortex, 90

B
Bandgap, 1
Band offset, 58
Basin of attraction, 142
Benard–Duraffourg inversion, 15
Bernard–Duraffourg inversion condition,

10, 49
Biological molecule, 200
Biological nanoscience, 200
Biomimetic optical manipulation, 196, 200
Biosensor, 167, 169, 192, 195, 198, 200
Bonding state, 175
Boron, 8
Bottom-up, 200
BP, 69
BP2T, 75
Breakover voltage, 16, 43
Breeder, 10
Brenner potential, 154
Bright exciton, 67
Brownian motion, 168, 181
Bubble, 168, 169, 195, 199, 200
Bulk heterojunction, 58, 69

C
Carbon nanotube, 155
Catalyst, 192
Center of mass, 191
Chalcogenide glass, 156
Chaotic breather, 152
Characteristic multiplier, 138
Charge density wave, 108
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Charge mobility, 70
Charge recombination, 59
Charge separation, 59
Cluster approximation, 170, 177, 178
Coding sequence, 143
Coherent OAM transfer, 107
Coherent oscillation, 110
Coherent phonons, 3
Collective excitation, 109
Collective mode, 170, 189, 197, 198
Collective phenomena, 167, 169, 176, 192,

197, 200
Collision between two ILMs, 152
Computer-generated hologram, 93
Conduction band, 2
Continuous approximation, 133
Convection, 199
Coordinate representation, 2
Coulomb interaction, 101
Coulomb potential, 24
Crystal lattice, 3
CT state, 59

D
Dark exciton, 68
Dark-field, 189, 196, 198
Debye length, 174, 175
De-excitation, 4
Defect levels, 38
Dendrimer, 192, 193
Dephasing, 101
Depletion layer, 20, 45
Dexter transfer, 72
DFT, 60
DFWM, 100
Diabatic state, 61
Diabatization, 61
Diatomic FPU lattice, 146
Dielectric constant, 59
Difference equations, 46
Differential external power conversion effi-

ciency, 18
Differential external quantum efficiency, 19
Diffusion, 180, 182, 184, 200
Direct product, 4
Direct-transition-type semiconductor, 33
Discrete breather, 119
Discrete integral method with spherical cells

(DISC), 170, 172, 176–178, 197
Discrete nonlinear Schrödinger lattice, 160
Discrete soliton, 160
Dispersion relation, 22, 126

Dissipative excitation, 111
Dissipative force, 172, 178, 181, 190, 191
Dissipative lattice, 140
DLVO force, 174–176
DNA, 196–198, 200
Donor-acceptor interface, 58, 69
Double heterojunction laser, 32
Doughnut beam, 169, 185, 187, 188
DP-mediated interactions, 3
DPP-assisted annealing, 8
DP-phonon interaction, 3
Dressed photon, 2, 120
Dressed-photon–phonon, 2, 120
Dye molecule, 186, 198

E
Effective refractive index, 29
Einstein A-coefficient, 71
Electric dipole-allowed transition, 6
Electric dipole-forbidden transition, 7
Electromagnetic coupling, 189
Electromagnetic interaction, 181
Electromagnetic modes, 3
Electron avalanche effect, 53
Electron–hole pairs, 20
Electron–hole recombination, 2
Electron–phonon interaction, 2
Electron–phonon system, 146
Electrons, 2
Electrostatic double layer force, 171
Emission lifetime, 21
Energy conversion efficiency, 57
Energy transfer, 3
Equivalent circuit, 45
Even mode, 123
Excess energy, 67
Excitation, 4
Exciton, 57
Exciton coupling, 62
Exciton diffusion length, 69, 70
Exciton dipole moment, 101
Exciton lifetime, 71
Exciton polarization, 101
External differential quantum efficiency, 32
External power conversion efficiency, 18
External quantum efficiency, 19
Extinction, 177, 178, 184, 189

F
Far-field images, 30
Fermi-Pasta-Ulam lattice, 122
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Fermi’s golden rule, 69
Finite tail, 150
Fluctuation, 167–171, 176, 178, 180–183,

185, 187, 189, 191, 192, 200
Fluctuation-mediated Optical Screening

(FMOS), 183, 200
Forbidden band, 127
Fork-shaped interference, 96
Förster transfer, 72
Four-wave mixing spectroscopy, 100
FPU lattice, 122
Franck-Condon factor, 77
Free carriers, 59
Frenkel exciton, 76
Fundamentals, 27
FWM, 100

G
Gaussian beam, 178–180, 192
Global symmetry, 108
Gouy phase, 91
Gradient force, 172, 174, 181, 182, 190, 191
Graphene, 154
Green’s function, 172, 177, 193
Guiding loss, 29

H
Hamaker constant, 174, 175
Harmonic mode, 61
HeLa cell, 195
Helical beam, 84
Helmholtz equation, 86
Hermite-Gauss beam, 86
Hermite-polynomial, 87
Herringbone packing, 72
Hologram, 93
Holographic grating, 91, 93
Homogeneous broadening, 101
Homogeneous interaction potential, 140
Homojunction, 7
Hopping transport, 70
Hot exciton, 59
Huang–Rhys factor, 20
Hybridization, 196, 197
Hydrothermal growth method, 37

I
ILM in graphene, 155
Impulsive stimulated Raman scattering, 24
Impurity, 9
Impurity site, 3

In vivo, 195
Incoherent phonons, 25
Indirect-transition-type semiconductor, 1, 2,

32, 33, 46
Interaction between ILMs, 152
Interband effect, 173, 178, 193, 198
Interband transition, 2
Intermediate phonon levels, 41
Internal quantum efficiency, 36, 59
Inter-object LIF, 171, 173–176, 189
Intraband relaxation, 8
Intraband relaxation time, 21, 22
Intrinsic localized mode (ILM), 119
Ion implantation, 8

J
Joule-heat, 14, 193

K
Kerr effect, 160

L
Laguerre-Gauss beam, 86
Laguerre-polynomial, 87
Langevin equation, 171
Laser, 1, 2, 4, 9, 11, 24, 25, 28–30
Lattice, 121

harmonic, 122
linear, 122
monoatomic, 122

Lattice defects, 37
Lattice temperature, 4
LC-TDDFT, 61
Light emission spectrum, 17
Light emitting diode, 1, 54
Light extraction efficiency, 36
Light harvesting antenna (LHA), 168
Light-induced force (LIF), 167, 168, 170,

171, 173–176, 181, 184, 185, 187,
190–192, 199

Light-induced-force material design, 186
Light-induced-force Nano Dynamics

Method (LNDM), 168–170, 181
Light-induced-force Nano Metropolis

Method (LNMM), 168, 170, 176,
188, 189

Light–matter interactions, 3
Linear polarized light, 189
Localized surface plasmon (LSP), 169, 170,
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Logistic curve, 19
Longitudinal mode, 31
Longitudinal optical (LO)-mode phonon, 13
Longitudinal optical mode, 22
Lorentz force, 171
Lorentzian spectral curves, 27
Lorenz gauge, 88

M
Macro-mechanical system, 159
Macroscopic system, 3
Marcus theory, 70
Material-specific phonon mode, 41
MCTDH, 60
Medical application, 169, 192
Metallic nanoparticle-fixed bead (MNFB),

177
Metastable state, 169
Micro-cantilever array, 157
MNFB, 177
Mode conversion, 91, 99
Modulational instability, 152
Molecular motor, 168, 178, 181
Momentum, 2, 7, 22
Momentum conservation law, 2
Monodromy matrix, 138
Moving ILM, 148
Multi-mode LG beam, 96
Multinucleated, 194

N
Nanofabrication, 85
Nanomaterials, 2
Nanometric system, 3
Nanoparticle (NP), 168
Nanorod, 176, 188, 195, 196
Nanotube, 176
Near-field image, 30
Negative resistance, 16, 43, 52
Newton method, 124
NKG lattice, 122
Nonequilibrium, 168, 183, 200
Nonlinear Klein–Gordon lattice, 122, 141
Nonlinear optic wave guide array, 160

two dimensional, 161
Non-radiative relaxation, 9
Non-radiative width, 171
Number density, 14

O
OAM conversion, 107
OAM resolved spectroscopy, 99, 105
OAM resolved spectrum, 98
Occupation probability, 41
Odd mode, 123
OLET, 75
Open circuit voltage, 68
Optical amplification, 42, 49
Optical amplification gain, 28
Optical Bloch equation, 101
Optical cavity, 28
Optical confinement, 29
Optical excitation, 4
Optical parametric oscillator, 111
Optical phonons, 18, 20
Optical potential, 180, 181, 184, 190, 191,

200
Optical reflectivity, 24
Optical spin vortex, 90
Optical susceptibility, 171, 177
Optical vortex, 84
Optomechanics, 168
Orbital angular momentum, 88
Organic laser, 75
Organic solar cells, 57
Oscillation frequency, 48
Oscillator strength, 77
Oxygen vacancies, 37

P
P3HT, 58
Page mode, 123
Pathogenic cell, 192, 200
PCBM, 58
Phase distribution, 98
Phase gradient, 84
Phase mode, 109
Phase-space filling, 101
Phase transition, 109
Phonon band, 127
Phonon-coupled electronic levels, 12
Phonon energy, 27
Phonons, 3, 20
Phonon scattering, 18, 35
Phonon sidebands, 24
Photocurrent, 49
Photodetectors, 48
Photon, 2
Photon breeding, 10, 24, 32, 41, 51
Photon momentum, 181, 190
Photosensitivity, 49
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Photosynthetic bacterium, 168, 185, 186
Photothermal effect, 184, 192, 193, 195, 196,

199, 200
P mode, 123
Poisson distribution, 22
Polarization vortex, 85, 89, 94, 112, 113
Polarobreather, 146
Polaron, 70
Poynting vector, 85, 88
Protein, 199, 200
Pump-probe, 64
Pump-probe spectroscopy, 24, 108, 111

Q
Quantum beat, 103
Quantum dynamics, 60
Quasi Fermi energies, 15
Quasi-one dimensional ILM, 131
Quasi-particle, 3
Quenching, 198

R
Radially-polarized vortex, 90
Radial polarization, 108, 188
Radiative relaxation rate, 184
Radiative transition, 4
Radiative width, 172, 185, 186
Rare metal, 2
Rate equations, 45
Recombination emission, 37
Regio-regularity, 66
Relaxation oscillation, 48
Relaxation oscillator, 42
Reorganization energy, 62, 70
Ridge waveguide, 28
Rotating wave approximation, 133

S
Saturation power, 53
Schottky barrier, 35
Selective optical assembling, 167
Self-assembled method, 176
Self-interference, 96
Self-organization, 8
Separation method, 192
Sidebands, 26
Sievers–Takeno mode, 123
Silicon, 2
Silicon carbide, 32
SIMEF, 69
Single-step, 4

Site energy, 125
Size-dependent resonance, 3
Small-signal gain, 53
Solar energy conversion, 186, 192
Spatial dephasing, 108
Spatial light modulator, 93
Spatial modulation, 3
Spatiotemporal symmetry, 178, 182
Spectral linewidth, 32
Spectral stability, 138
Spin angular momentum, 85
Spiral beam, 84
Spiral phase modulation, 91
Spontaneous emission, 4, 50
Spontaneous emission lifetime, 45
Standing wave, 169, 178–183
Stimulated emission, 50
Stimulated-Raman, 111
ST mode, 123
Stochastic resonance, 178
Stokes wavelength shift, 1
Stone–Wales transformations, 156
Stray capacitance, 44
Superradiance, 184, 198
Superresolution, 85
Surface potential, 174, 175
Symmetric lattice, 151
Symmetric part, 151
Symmetry of interaction potential, 150
Symplectic matrix, 138

T
TDDFT, 60, 76
Temporal modulation, 3
TE-polarization, 30
Thermal annealing, 33
Thermal diffusion, 10
Thermal diffusion rate, 15
Thermal energy, 181, 191
Thermal equilibrium state, 4, 7
Third-order density matrix, 101
Third-order nonlinear polarization, 101
Threshold current, 32
Threshold current density, 32
Tight-binding Hamiltonian, 62
TM-polarization, 31
Topological charge, 89
Topological crystals, 109
Total angular momentum, 89
Toxicity, 2
Transfer integral, 62
Transient reflectivity change, 109
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Transition dipole moment, 71
Transition metal chalcogenide, 108
Transition probability, 176
Transparency carrier number, 45
Transparent current density, 29
Transport distance, 181–183
Transverse mode, 84
Transverse optical mode, 22
Travelling type ILM, 148
Twisted light, 84
Two-dimensional ILM, 132
Two-step de-excitation, 5

V
Valence band, 2
Van der Waals force, 171, 174
Variational equation, 137
Vesicle, 168, 199

Vibronic coupling, 60
Virtual cavity, 2
Virtual photon, 3

W
Wave dislocation, 84
Wave function, 2
Wavelength, 2
Wavenumber, 2

Y
Yukawa function, 3

Z
Zinc oxide, 33


	Preface to Progress in Nanophotonics
	Preface to Volume 3
	Contents
	Contributors
	1 Silicon Light Emitting Diodes and Lasers  Using Dressed Photons
	1.1 Introduction
	1.2 Dressed Photons and Dressed-Photon--Phonons
	1.3 Principles of Light Emission
	1.3.1 Single-Step De-excitation
	1.3.2 Two-Step De-excitation

	1.4 Visible Light Emitting Diodes
	1.4.1 Device Fabrication
	1.4.2 Device Operation

	1.5 Infrared Light Emitting Diodes
	1.5.1 Device Fabrication
	1.5.2 Device Operation

	1.6 Strength of Phonon Coupling
	1.7 Contribution of the Multimode Coherent Phonons
	1.8 Infrared Laser
	1.9 Light Emitting Diodes Fabricated from Other Crystals
	1.9.1  Using a Silicon Carbide Crystal
	1.9.2 Using a Zinc Oxide Crystal

	1.10 Other Devices
	1.10.1 Optical and Electrical Relaxation Oscillator
	1.10.2 Infrared Photodetector with Optical Amplification

	1.11 Summary
	References

	2 Theoretical Analysis on Optoelectronic Properties of Organic Materials: Solar Cells  and Light-Emitting Transistors
	2.1 Introduction
	2.2 Photo-induced Charge Separation in Organic Solar Cells
	2.2.1 Charge Separation at Donor-Acceptor Interfaces
	2.2.2 Methods
	2.2.3 Charge Transfer Integral and Exciton Coupling  for π-Stacked Oligothiophene Molecules
	2.2.4 Potential Barrier for Electron-Hole Separation
	2.2.5 Summary

	2.3 Interpenetrating Organic Solar Cells: Exciton Diffusion Length and Charge Mobility
	2.3.1 Methods
	2.3.2 Exciton Diffusion Length and Charge Mobility
	2.3.3 Summary

	2.4 Organic Light-Emitting Transistors
	2.4.1 Methods
	2.4.2 Emission Spectra of Organic Crystals
	2.4.3 Summary

	References

	3 Laser Spectroscopy Using Topological Light Beams
	3.1 Basics of Topological Light Beams
	3.1.1 Introduction
	3.1.2 Optical Vortex or Laguerre-Gauss Beam
	3.1.3 Orbital Angular Momentum (OAM) of LG Beam
	3.1.4 Polarization Vortex

	3.2 Generation of the Topological Light Beams
	3.2.1 Generation of LG Beams
	3.2.2 Mode Conversion Using Gouy Phase
	3.2.3 Mode Conversion Using Holographic Grating
	3.2.4 Generation of Polarization Vortex Beam

	3.3 Evaluation of the Topological Light Fields
	3.3.1 Interference Analysis
	3.3.2 OAM Resolved Spectroscopy Based on Mode Conversion

	3.4 Application to the Four-Wave Mixing (FWM) Spectroscopy
	3.4.1 FWM Spectroscopy of Excitons Using Ultrashort Pulses
	3.4.2 FWM Spectroscopy Using Optical Vortex Pulses
	3.4.3 OAM Resolved Spectroscopy of FWM Signal

	3.5 Application to the Pump-Probe Spectroscopy
	3.5.1 Topological CDW in MX3
	3.5.2 Pump-Probe Spectroscopy for Quasi 1D CDW System
	3.5.3 Pump-Probe Spectroscopy Using Polarization Vortex Pulses

	3.6 Summary
	References

	4 Localized Modes in Nonlinear Discrete Systems
	4.1 Introduction
	4.2 What Is the ILM?
	4.2.1 Lattice Model
	4.2.2 Fundamental Modes of ILM
	4.2.3 Numerical Solutions of ILM
	4.2.4 Necessity of Nonlinearity for ILM
	4.2.5 Mechanism for Existence of ILMs
	4.2.6 Fundamental Modes in Other Lattices

	4.3 Basic Properties of Fundamental Modes
	4.3.1 Approximate Solution of Weakly Localized ILM
	4.3.2 Approximate Solution of Strongly Localized ILM
	4.3.3 Stability of ILM
	4.3.4 Rigorous Results on ILM in FPU Lattice
	4.3.5 ILM in Dissipative Lattices

	4.4 Variations of ILM
	4.4.1 ILMs Near the Anti-integrable Limit
	4.4.2 Polarobreather

	4.5 Moving ILM
	4.5.1 What Is Moving ILM?
	4.5.2 Numerical Method for Moving ILM
	4.5.3 Mobility of ILM and Symmetry of Interaction Potential
	4.5.4 Collision Dynamics of ILM

	4.6 Numerical Simulations of ILM in Real Systems
	4.6.1 Excitation of ILM in Graphene
	4.6.2 Excitation of ILM in CNT

	4.7 Energy Localization in Experiments
	4.7.1 Coupled Flexible Beams
	4.7.2 Nonlinear Optic Wave Guides

	References

	5 Nano-optomechanics by Tailored Light Fields Under Fluctuations
	5.1 Introduction
	5.2 Theory
	5.2.1 Light-Induced-Force Nano Dynamics Method (LNDM)
	5.2.2 Light-Induced-Force Nano Metropolis Method (LNMM)
	5.2.3 Discrete Integral Method with Spherical Cells (DISC)  Under Cluster Approximation

	5.3 Biomimetic Optical Manipulation Under Thermal Fluctuations
	5.3.1 Fluctuation-Mediated Nano Optical Screening
	5.3.2 Control of Dynamics and Optical Properties  of Nanoparticles
	5.3.3 Selective Optical Assembling of Uniform Nanoparticles

	5.4 Collective Phenomena in Metallic Nanoparticles Under Nonequilibrium Condition
	5.4.1 Medical Applications
	5.4.2 Biosensor Applications

	5.5 Summary
	References

	Index



