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Preface

The light coming from plasmas has always been one of the primary sources of
knowledge on their properties. Be it multi-million-degree magnetic or inertial
confinement plasmas, dazzling streamers of the solar corona, photoionized plasmas
generated by powerful z-pinches, or industrial plasmas for lithography, their
spectra, from hard X-rays to infrared and beyond, can give us a great deal of
information about diverse characteristics such as temperature and density, turbulent
motions, ionization distributions, and electric and magnetic fields, to name a few. In
most cases the measured plasma emission and absorption spectra are quite complex
due to a large number of spectral lines with varying intensities and line shapes, as
well as the presence of continuum photons. As a result, a reliable interpretation of
spectroscopic experiments is mostly achieved with rather sophisticated methods
capable of adequately describing the origin, propagation and possible destruction of
plasma photons.

One of the most general approaches to calculation of plasma population kinetics
and spectra is the collisional-radiative (CR) modeling. First introduced more than 50
years ago in a seminal paper by Bates, Kingston, and McWhirter, it addresses
determination of state populations and ensuing spectra from a microscopic picture of
interactions between emitters (i.e., atoms and ions in plasma) and other plasma
particles. Thus it accounts for the most relevant collisional and radiative processes,
hence the name. The variety of terrestrial and astrophysical plasmas results in a
considerable diversity of possible interactions and environments, from simple elec-
tron—atom (ion) collisions in a stationary optically thin plasma to non-Maxwellian
particle distribution functions to relatively weak forbidden radiative transitions to
heavy-particle interactions to transient and/or optically thick plasmas, and so on.
Unlike equilibrium descriptions of plasma population kinetics, for example, local
thermodynamic equilibrium (LTE), a general CR approach calls for a fairly detailed
(and of course reasonably accurate!) representation of relevant elementary interac-
tions. This approach connects plasma modeling with the powerful apparatus of
contemporary atomic physics, which may require utilization of very extensive sets of
atomic data.



vi Preface

The idea for this book originated from invigorating discussions among the
participants of the series of non-LTE code comparison workshops. The present
collection of chapters is aimed at providing an overview of the modern methods
employed in collisional-radiative modeling with emphasis on recent developments.
Such a review seems to be long overdue, notwithstanding extensive applications of
CR models to various plasmas as witnessed by hundreds, if not thousands, of
articles on this subject.

The eight chapters presented here address both general topics, such as the bal-
ance between detail and completeness in CR models and self-consistent large-scale
CR modeling, and more specific issues, such as simulations with different repre-
sentations of atomic structure, applications in radiation hydrodynamics and inter-
action of monochromatic X-rays with matter, astrophysical applications, and
validation and verification of CR models. This collection is not an introductory
textbook and thus is intended for advanced students and young researchers who
already have some knowledge in CR approach. We hope also that it will be useful
for scientists and researchers working in general plasma spectroscopy.

When this book was in a final stage of preparation, one of the contributors, Prof.
Vladimir G. Novikov of the Keldysh Institute of Applied Mathematics in Moscow,
Russia, suddenly passed away. He was an excellent physicist with a wide range of
interests and one of the leading specialists in quantum-statistical methods for
high-temperature plasmas. We dedicate this book to his memory.

Gaithersburg, MD, USA Yuri Ralchenko
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Chapter 1
Balancing Detail and Completeness
in Collisional-Radiative Models

Stephanie B. Hansen

Abstract Collisional-radiative models based on highly detailed atomic structure
(e.g. fine-structure levels) tend to demonstrate very good agreement with highly
resolved experimental data. Such models typically predict X-ray line positions with
high accuracy and can faithfully reproduce the intensities of lines from metastable
and dielectronic states. Models based on less detailed structure (e.g. configurations)
necessarily have lower fidelity at the spectroscopic level. Their key advantage lies
in the completeness of their state structure: highly averaged models can capture
the population flux through high-n» and multiply excited states critical for accurate
predictions of charge state distributions. For complex multi-electron ions, highly
detailed models with extensive structure become intractable. This Chapter explores
the tension between detail, completeness, and tractability in collisional-radiative
modeling.

1.1 Introduction

Two principal design elements of a collisional-radiative model are the states to be
included and the rates that couple them. This chapter focuses on the first design
element: the selection of electronic orbitals or states that form the basis of the atomic
model. Because state-space design is a critical determinant of the accuracy and
applicability of a given model, this Chapter will cover considerations related to the
extent of the modeled state space, its degree of detail, and the generation of atomic
data. Chapter 3 focuses on the second design element: the spontaneous, collisional,
and radiative rates that connect the set of electronic states.

In a collisional-radiative model, ‘“state” (and sometimes “level”) is used to
denote a particular member of the population vector X that satisfies the rate equa-
tion dX/dt = AX, with A the rate matrix. For the screened hydrogenic models
(SHM) discussed in Chap.3, the basic states are Layzer complexes of the form
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)M (1) ... (Rypar) Ve, where n,, are the principal quantum numbers of n-shell
orbitals and N, are their populations. The total number of bound electrons in an
ion with charge Z — N is N = > N, for each Layzer complex. These complexes
are sometimes called non-relativistic superconfigurations (SCs). This notation offers
a useful and compact representation of the extent of a model’s state space and can
be used to describe even non-hydrogenic models: for example, the state space of
more detailed models based on relativistic unresolved transition arrays (UTAS) or
fine structure terms can be compactly described using this n-shell notation as long
as each Layzer complex is completely filled by the more detailed states. Even models
that are less detailed than the SHM, such as models that combine several high-n
orbitals into a single state, can be described by a variation of this notation with n,,
replaced by a range of n.

The ideal state space of a collisional-radiative model is one that is both strictly
complete and fully detailed. Strict completeness for an N-electron ion means that
all permutations of N electrons in all possible n-shell orbitals are explicitly included
in the state space. “Full detail” is a less rigorous concept: for the purposes of this
Chapter, fully detailed means that all of the superconfigurations included in the
model are split into states with sufficient detail to meet the intended application of
the model. For example, the radiative power losses from high-temperature plasmas
with negligible emission from An = 0 transitions can be well described by an SHM
model, while high-resolution spectroscopic measurements often require a state space
based on fine-structure terms, and collisional-radiative calculations in the presence
of strong fields or anisotropic electron distributions might demand further splitting
of the state space into magnetic sublevels.

In practice—and even in principle, for isolated ions with unbounded n—strictly
complete and fully detailed models are computationally intractable. Collisional-
radiative models thus fall into a class of computational science where the exact
solution can be theoretically but not computationally determined. Balancing the
requirements of state-space completeness and degree of state detail is an essential
part of the art of collisional-radiative modeling, and this Chapter offers some guide-
lines for constructing reliable, tractable, and useful collisional-radiative models for
a variety of applications.

1.2 State-Space Completeness

State-space completeness is a critically important feature of a reliable collisional-
radiative model, but can be difficult or even impossible to achieve. In a completely
isolated ion, the maximum principle quantum number is unbounded. Thus, a strictly
complete model based on Layzer complexes is not achievable for even one-electron
ions. Even effective completeness, by which we mean convergence in the charge state
distribution with increasingly extensive structure, is not possible for isolated ions at
finite temperature because level populations do not converge with increasing n.
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To illustrate this point, consider a one-electron (H-like) ion with nuclear charge Z
and SHM state energies defined in reference to the binding energy of the 1s electron:
the (n)! superconfigurations have energies E, = RyZ*(1 — 1/n%) and statistical
weights g, = 2n>. In the simplest case of local thermodynamic equilibrium (LTE) at
a finite temperature T, the populations of the of the (n)! superconfigurations follow
Boltzmann statistics: X,, = g, exp[—E,/T]. For low temperatures, the exponential
term ensures that X; holds the majority of the population among the low-n states.
However, because the E, and therefore the exponential term asymptote to constant
values, while g, increases with n, there is for each finite temperature some n such
that X,, > X, above which the high-n populations will dominate. Thus the solution
to even the simplest (LTE) treatment of the simplest (one-electron) ion is divergent.

In real physical systems, the influence of neighboring particles truncates the high-
n state space, lowering the ionization potential by roughly A7 (eV) ~ 8 x (Z* +
1)?/3(N,/10??)!/3 in the ion sphere approximation [1], with N, the electron density
in e/cm?® and Z* the ion charge. This ionization potential depression (IPD)—also
called pressure ionization or continuum lowering—destroys high-n orbitals with
binding energies less than A/. As a very rough rule of thumb, states with n <
2(Z* + 1)'/? /(N./ 10%2)*/'5 must be included for strict completeness. For plasmas
at near-solid densities, the state-space restriction due to pressure ionization can be
significant: at N, = 10?? e/cm® one must include only states up to n,,,, = 10 for
hydrogen-like ions with Z = 30 and up to n,,,, = 3 for Z = 1. By contrast, strict
completeness requires 7,,,, > 100 for mid-to high-Z hydrogen-like ions in low-
density astrophysical or tokamak plasmas.

For multi-electron ions, strict completeness becomes even more difficult to achieve
due to the large number of possible permutations of N electrons into n shells. Even
using a relatively undetailed state structure like the superconfigurations of the SHM,
the explosion of statistical weight for high-n, multiply excited states very quickly
reaches the memory capacity of modern computing facilities. Figure 1.1 illustrates
the growth of statistical weight, which is roughly equivalent to the number of highly
detailed states, for models with n,,, = 8 and either single or single and limited double
excitation. Collisional-radiative models with 10° states require TB of computing
memory to store the rate matrix, and solving the rate matrix for systems at this scale
approaches intractability. Balancing the demands of completeness and tractability
thus requires a thoughtful approach to state-space design.

Two general approaches to resolving the tension between completeness and
tractability have proven successful. The first approach uses information about the
intended model application to generate a fixed state space that does not introduce too
much inaccuracy: this is effective completeness by design. For example: hot plasmas
at moderate densities driven by collisions with thermal electrons can be reliably mod-
eled using a fairly restricted set of singly and doubly excited states; plasmas driven
by intense, high-energy radiation fields require “hollow-ion” states with multiple
inner-shell holes, and modeling the emission and relaxation from charge exchange
requires multiply excited high-n states. Limiting the anticipated plasma conditions
can be very effective in restricting the states that must be modeled especially since
closed-shell ions have smaller statistical weights (see Fig.1.1) and can dominate
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Fig. 1.1 Statistical weight per ion increases dramatically with the number of bound electrons.
The statistical weight is an upper limit for the number of states in a highly detailed model; highly
averaged models can have many fewer states encompassing the same statistical weight. The state
space illustrated by the solid line includes all states formed by single excitation (including all inner-
shell excitation) to 7,,4r = 8. The dashed line also includes double excitation to 7,,,, = 8 from
the valence and first inner shells. Computational tractability for highly detailed models is roughly
indicated by the shaded region. Less detailed models can cover the same configuration space with
many fewer state: a superconfiguration model would require only about 100 states per ion for these
configurations

the charge state distribution over fairly wide ranges of temperature due to their
relatively large ionization potentials. The second approach is to design a model
with a dynamic state space that can adapt to different applications: this is explicitly
enforced effective completeness. This can be done either by generating states on an
as-needed basis within the population solver itself (as in the Monte Carlo approach
taken in [2] and discussed further below) or by a methodical stepwise increase in the
state space that solves the rate matrix and tests for convergence at each step. While
this second approach produces more generally reliable models, it does not guarantee
tractability.

State-space completeness impacts the accuracy of collisional-radiative calcula-
tions in two ways: First, the enormous statistical weights of high-n and multiply
excited states can hold a great deal of population, as illustrated by the one-electron
example above. The population in such states can directly and significantly affect the
charge state distribution (CSD) and the emission or absorption signatures from the
plasma. This aspect of completeness is particularly critical for plasma at high density
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or under intense external irradiation, where excitation rates are of the same order as
spontaneous radiative decay rates and high-lying electronic configurations can main-
tain near-LTE occupations. It is also critical for ions undergoing charge exchange,
where electrons are preferentially (and multiply) captured into high-n orbitals. In
high-density plasma, pressure ionization helps to restrict the state space, however in
that case, the particular treatment of IPD becomes a critical consideration, which is
by no means resolved [3]. And in low-density photoionized or recombining plasmas,
there is no such grace.

The second critical aspect of high-n multiply excited states is their role as dielec-
tronic recombination channels, which can have a major influence on the CSD even for
low-density plasmas without significant radiation fields. In this “coronal limit,” spon-
taneous radiative and Auger decay rates are much more rapid than collisional rates
and the vast majority of population resides in the ground states of the ions. But even
here, the charge state distribution is highly sensitive to the treatment and complete-
ness of the high-n multiply excited states, because these states provide the channels
for the critical dielectronic recombination process. The sensitivity of CR calculations
to dielectronic recombination is illustrated in Fig. 1.2, which gives the results of a
test case from a NLTE code comparison workshop [4]. When dielectronic capture
and Auger decay processes are excluded, there is very good agreement among a wide

Mean ion charge

9 without i/
dielectronic recombination /, dielectronic recombination

7L b b L

1 1 1 1 1 ‘ 1 1 1
0 100 200 300 400 500 600 O 100 200 300 400 500 600

Electron temperature (eV) Electron temperature (eV)

\ \ L J7

Fig. 1.2 The average ion charge predicted by a variety of collisional-radiative models is highly
sensitive to the completeness of dielectronic recombination channels. The plot on the left shows good
agreement between a wide variety of models with very different degrees of detail and completeness
for a coronal argon plasma (N, = 10'2 e/cm®) when dielectronic processes are excluded. The plot
on the right shows the significant disagreement that results from including dielectronic processes in
models with diverse detail and completeness. The heavy dashed line is from an effectively complete
coronal model that uses a tabulated dielectronic recombination rate [5]
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range of models—but this agreement all but vanishes when DR is included, largely
due to the idiosyncratically incomplete state structure in the individual models.

Models with insufficient state-space completeness tend to overpredict ioniza-
tion. In the low-density coronal limit, incomplete excitation-autoionization (EA) and
dielectronic recombination (DR) channels lead to inaccurate rates between charge
states. This is illustrated in Fig. 1.2: excluding both EA and DR processes entirely, as
is done in the left-hand plot, results in a significant overestimation of the average ion
charge. On the right-hand plot, most of the models have limited completeness and
thus predict a higher charge state than the effectively complete coronal model shown
by the dashed line; the few models that predict lower charge states are screened
hydrogenic models that use approximate rates and may exclude An =0 EA and DR
channels. Models can achieve effective completeness in the coronal regime by treat-
ing high-n doubly excited states implicitly, using pre-calculated EA and DR rates
summed to convergence in n (e.g. [5]) rather than tracking dielectronic capture and
Auger decay through high-n states explicitly included in the population vector. This
implicit approximation breaks down at moderate densities, where pressure ionization
invalidates the n-summed dielectronic recombination rate and collisions open new
DR channels by moving significant population into excited states. Incomplete models
also tend to overpredict ionization in the high-density LTE limit, where three-body
recombination dominates over dielectronic recombination and excitation rates sup-
port near-statistical populations of highly excited states. The reason for this can be
seen by again considering the simple one-electron ion, where high-n states can hold
significant population due to their high statistical weights. Excluding these high-n
states forces population into the continuum and artificially increases the calculated
charge state.

1.3 Degree of State Detail

‘We have seen that the completeness of modeled state space influences the first-order
accuracy of the charge state distribution (CSD) in collisional-radiative models, affect-
ing gross predictions like the equation of state, radiative power loss (RPL), and the
spectral location of emission features. This Section will show that the detail with
which the modeled states are treated influences the finer features of the CSD and
spectra. The effects of state detail on emission and absorption spectra are particu-
larly important because detailed spectroscopic data is a primary touchstone between
collisional-radiative models and the atomic systems they represent. Plasma diagnos-
tics based on comparisons of model predictions with high-resolution spectroscopic
data necessarily require that the model treat both the electronic states and the rates
that govern their populations with fairly high fidelity.

To illustrate the importance of detailed state structure on modeled spectra, consider
the lowest two superconfigurations of a two-electron (He-like) argon ion: (1) and
(1)'(2)'. This superconfiguration includes three configurations: 152, 1s2s, and 1s2p,
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Fig. 1.3 On the left is a level diagram of the fine structure states in the 1s2, 1s2s, and 1s2p
configurations of He-like argon. Transition rates are given for electric dipole (E7), magnetic dipole
(M1), magnetic quadrupole (M2), and two-photon decay rates [6]. On the right are calculated He-
like emission spectra at coronal conditions (7, = 1 keV, N, = 10'2 e/cm?) from both a fine-structure
model (solid), which captures the character of the metastable emission, and from a configuration-
averaged model (dashed), which produces only a rough representation of the emission

whose seven fine-structure levels are illustrated in Fig. 1.3. The intercombination
line (denoted ) arises from a transition from 1s2p 3 P; to 152 'Sy with a radiative
decay rate about 100 times smaller than the decay rate of the 1s2p ' P} to 15> 1S,
resonance line (w). Other dipole-forbidden lines (x and z) have even smaller decay
rates. Yet despite the orders-of-magnitude differences in their radiative decay rates,
all four lines are observed with significant intensities in measured emission spectra
from low-density plasmas such as tokamaks. This is because emission line intensities
depend on the product of upper-level populations and radiative decay rates, and since
the upper levels of the x, y, and z transitions are metastable, they can accumulate
significant populations in low-density plasmas.

In a low-density plasma, any electron that finds itself in an excited state will
undergo radiative (or Auger) stabilization. As this stabilization proceeds via either
direct decay to ground or cascading decay into lower excited states, population can
accumulate in long-lived, low-lying excited states. These metastable states do not
autoionize and have only small radiative decay rates to the ground state. Absent
significant collisional depopulation, these states will collect population that can be
many times larger than the population of nearby resonance states with stronger decay
channels, leading to comparable line intensities. Figure 1.3 illustrates the emission
spectrum from He-like argon in a low-density plasma, where all of the metastable
states are populated at sufficient levels to produce strong emission.

As electron densities increase, collisional processes depopulate the metastable
states, resulting in a disappearance of the associated lines until they reach their sta-
tistical limits, where upper level populations follow Boltzmann distributions and
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the relative intensities of the lines are proportional to the statistical weights of the
upper levels and the radiative decay rates of the transitions. This density depen-
dence makes emission signatures from He-like and other closed-shell ions power-
ful plasma diagnostics. While the exact density dependence of the line intensities
depends on the details of the collisional and radiative rates that govern the popu-
lations, intercombination-to-resonance line ratios tend to be sensitive to densities
around N, ~ 5 x 10°AE"7/> cm™3, with AE the transition energy in eV.

High populations in metastable states can also contribute to a process called
ladder ionization, which becomes important when the electron temperature is too
small to support significant collisional ionization from the ground state but large
enough to support ionization from excited states that lie much closer to the continuum
limit. The collisional ionization flux and charge state distribution therefore depend
on the degree of state detail. In addition, some mid-shell ions support excitation-
autoionization processes for states formed by single excitation from inner subshells
(e.g. the 152252 p®nl states in F-like iron are autoionizing for n > 6). Models that
average over subshells do not generally capture the resultant An = (0 excitation-
autoionization and dielectronic recombination channels (cf. Fig. 1.2). Thus, models
with insufficient detail tend to underpredict ionization around closed shells. Usually,
however, this is a smaller effect than the overpredicition of ionization one finds
in models with insufficient completeness. And because models with more complete
high-n structure will more accurately represent the cascades that populate metastable
states, completeness remains important even for simple few-electron ions in low-
density plasmas.

While the degree of detail in the state structure can have a significant impact on
population dynamics and line intensities, it plays an even more critical role in the
accuracy of line positions. Transition energies between n-shells of even complex ions
can be grossly obtained to within about 10 % by very simple screened hydrogenic esti-
mates, which account for shell energies and screening. Transition energies between n/
or nlj orbitals can be determined within about 1 % using relatively straightforward
Hartree- or Dirac-Fock methods, which account for spin-orbit coupling and rela-
tivistic effects. However, high-resolution spectrometers can measure line positions
to parts per million, and reliable line identification generally requires multiconfig-
uration calculations that include extensive configuration interaction effects, which
influence both transition energies and rates. The poor performance of models with
even modest averaging (by relativistic configuration) is illustrated by the dashed-line
spectrum in Fig. 1.3, which shows transitions from a Dirac-Fock structure calcula-
tion [7] in comparison to the emission predicted by a fine-structure calculation based
on atomic data from the Flexible Atomic Code [8]. Not only does the less detailed
calculation fail to capture line emission from metastable states at low densities, but
its predictions for transition energies are significantly less accurate.

Like completeness, the degree of state detail plays a significant role in model
accuracy at all densities. The importance of detailed state structure is most obvi-
ous at low densities, where metastable effects are large, collisional broadening is



1 Balancing Detail and Completeness in Collisional-Radiative Models 9

small, and emission lines can be measured with high precision from long-lived
and well-characterized plasmas. At higher densities, collisions move level popu-
lations towards LTE, broaden emission lines through collisional and Stark effects,
and increase the population in high-n and highly excited states. This population trans-
fer shifts emission from distinct single-line resonance transitions to complex satel-
lite features that can be reasonably well described by unresolved transition arrays
(UTAs) [9] or other statistical treatments [10]. But as population moves into these
exotic states, the precise treatment of the pressure ionization that truncates the state
space begins to play a determining role in model predictions, and the degree of state
detail determines how accurate that treatment will be. In aluminum at 7 = 100 eV
and solid density, for example (cf. [3]), the n = 3 M-shell is significantly perturbed
by free electrons and neighboring ions. But a 3s orbital has a much different shape
and character than a 3d orbital and is affected differently by the dense plasma envi-
ronment. Such differences cannot be resolved by models that do not account for
subshell splitting.

1.4 Application-Driven Approaches to Balancing Detail
and Completeness

The tension between state-space completeness and the degree of state detail arises
because computational resources are finite. In the present computational environ-
ment, collisional-radiative calculations with ~10° states can be done quickly and
routinely, and ~10° states can be calculated with heroic effort. To illustrate this ten-
sion between completeness and detail, consider a three-electron Li-like ion with 7,
= 10—a relatively simple and restricted system. The number of fine-structure levels
scales roughly with statistical weights, which grow factorially as g, !//[N !(g,-N)!] for
each (n)™ complex. A strictly complete fine-structure representation of even this sim-
ple three-electron system has more than 10° states and is approaching intractability.
A highly averaged SHM model, which grows roughly as (n + N — 1)!/[N!(n-1)!],
is strictly complete with only a few hundred states for the same ion. An effectively
complete coronal fine-structure model limited to only the ground and singly excited
configurations (reliable only at coronal densities) also has only a few hundred states.

Restricting the state space and reducing the degree of state detail can both increase
computational efficiencies in collisional radiative models by orders of magnitude,
and both are viable strategies for designing tractable CR models. But each conces-
sion, each departure from the ideal, has implications for the model’s accuracy and
range of applicability. The sections below describe the advantages and limitations of
approaches to collisional-radiative modeling that have been developed in response
to the tension among state-space completeness, the degree of state detail, and com-
putational tractability.
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1.4.1 Coronal Fine-Structure Models

In low-density plasmas like those found in tokamaks (N, ~ 10'* e/cm?), electron
beam ion traps (EBITs, N, ~ 10'> e/cm?), and stellar coronae (N, ~ 10'° e/cm?),
collisional rates are dwarfed by radiative decay rates and the overwhelming major-
ity of population resides in ground states. High-resolution emission spectroscopy
of these plasmas produces sharp, well-defined lines that can only be matched by
highly detailed and accurate atomic structure calculations. Bright emission lines
from metastable states in these plasmas require extensive modeling of collisional,
radiative, and cascade processes among the singly excited states. Distinct dielectronic
recombination satellite lines formed by radiative stabilization of autoionizing states
following dielectronic capture are present but tend not to dominate the emission
spectra.

These observations have driven extensive development of highly detailed fine-
structure collisional-radiative models. Since only ground states have significant pop-
ulation, most emission can be adequately described by including only states formed
by single excitation from the ground configuration. Including a modest number of
doubly excited states with An = 1 or 2 above the valence shell is generally sufficient
to account for observed DR satellite emission, and completeness in the DR channels
can be ensured by implicit inclusion of doubly excited high-n states through DR rate
tables (e.g. [5]).

These coronal CR models can produce very good agreement with high-precision
data from low-density plasmas and are used to diagnose temperatures, densities,
and velocities (through Doppler shifts of well-resolved lines). They can generally
handle non-thermal electron velocity distributions and modest external radiation
flux. But as electron densities increase past ~ 10'” e/cm? or photon fluxes brighten
towards T,.q4 ~ T,, increasing excitation rates can move significant population into
excited configurations, invalidating tabulated ground-state DR rates and opening up
population channels into multiply excited states that are not generally included in
these models. At high densities, these models tend to be significantly overioinized
and produce spectra with profound deficits in both emission and absorption.

1.4.2 General Models for Moderate-Density Plasmas

Laboratory plasmas generated by high-power lasers or high-current discharges
through solid, foam, or gas targets produce emission spectra with distinct emission
lines and satellite complexes that cannot, in general, be completely described by
coronal-style models. At densities of 10'8-10?? e/cm?, the emission from these plas-
mas can be measurably influenced by collisional and Stark broadening, and the charge
state distribution is governed by a complex interplay of all of the collisional and spon-
taneous processes that inform the rate matrix. Excited-state populations are high
enough to require explicit treatment of dielectronic capture and multiple excitation,
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opening up new configuration space that presents a computational challenge for
detailed models. Highly averaged general models like the SHM that can more eas-
ily handle this required completeness are challenged by the continuing presence of
metastable states and produce only rough agreement with high-precision spectro-
scopic measurements. The tension between model completeness and detail is thus
profound in this moderate-density plasma regime, and many different approaches
have been taken.

Some models start with an extensive database of fine-structure states and rates cal-
culated using sophisticated multi-configuration atomic structure codes and perform a
brute-force averaging of the fine-structure states and rates in order to obtain a tractable
collisional-radiative rate matrix (e.g. [11]). After the CR solution is obtained, the fine
structure states can be populated according to Boltzmann statistics and used to gen-
erate spectra with accurate line positions. Such models typically limit the principal
quantum number to n,,,,, ~ 6 and the number of allowed excitations to two or three—
and these excitation are allowed only from near-valence shells. These restrictions
help keep the atomic structure and rate calculations tractable, and the CSD and RPL
predictions from these models tend to be of very high quality. At low densities, the
CSDs from these models will not be quite as accurate as those from coronal models,
since they lack both the complete implicit DR channels and ladder ionization from
metastable states. At high densities, the models must incorporate ad-hoc continuum
lowering effects and, since they exclude extensive multiply excited state structure,
may lack the completeness to provide highly accurate charge state distributions and
spectra. Finally, although the line positions from these models are as accurate as
their underlying atomic data, the intensities of lines arising from states that are not
statistically populated (e.g. by cascades into metastable sates or strong dielectronic
capture) can be highly inaccurate and would not be suitable for density diagnostics
based on line ratios.

Other models start with a database of either relativistic or semi-relativistic
configuration-averaged states (e.g. [12]), which can be calculated much more effi-
ciently and permit an extension of the state space to a higher n (typically n,,,, ~ 8)
and more extensive excitation (for example, multiple excitations from the valence
shell or excitation from inner shells). These extensions in state-space completeness
improve the performance of these models at both high and low densities, and such
models typically produce high-quality CSDs and RPLs over a very wide range of
plasma conditions. However, their spectra can be only roughly compared with exper-
imental data, as we have illustrated in Fig. 1.3. While the spectra could not be used
for density diagnostics based on metastable line intensities, they can certainly be
used to assess temperature based on the observed charge states. This class of model
is discussed further in Chap. 2.

A third class of generally applicable model is based on the screened hydrogenic
approach described in Chap. 3 (e.g. FLYCHK [13, 14] and DCA [15]). These mod-
els can calculate level structure and rates for arbitrary superconfigurations as needed
for the calculation at hand; they do not require pre-existing atomic structure or rate
databases. They tend to be orders of magnitude faster than either of the model types
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described above, while being also significantly more complete. They tend to provide
good-quality CSDs over a wide range of densities but only fair estimates for RPLs,
since An =0 emission for nl — nl’ transitions within the superconfigurations has to
be added with an ad-hoc representation of the subshell populations. Since the spectra
produced from the n-shell state structure of these models bears little resemblance
to all but the simplest experimental data, those SHM models that produce spectra
generally use external atomic structure data that includes subshell splitting, impose
statistical or Boltzmann internal distribution functions to populate subshells within
the screened hydrogenic SCs, and are used only for rough estimates of emission or
absorption spectra. Although these models are not particularly reliable for plasma
diagnostics, they are extremely useful as aids to experimental design, are fast enough
to be used inline in radiation-hydrodynamic calculations (see Chap. 4), and are accu-
rate enough to help define the required state space for or bootstrap calculations with
more detailed CR models.

A fourth class of general CR model is based on hybrid- structure states. These mod-
els attempt to use the highest degree of detail necessary for the desired application,
but implement that detail as selectively as possible in order to maintain tractability.
One such hybrid-structure model [16] starts with a relatively complete set of highly
averaged states and then splits these states on successive iterations of the collisional-
radiative solver until convergence is reached in the CSD and RPL. Another model [17]
couples a limited fine-structure database of “‘coronal” states to a more extensive set of
configuration-averaged and SHM states. The coronal states ensure good agreement
with experimental line positions and intensities at low densities, the configuration-
average states provide a reasonable treatment of satellite emission from high-n and
multiply excited states, and completeness is ensured by the superconfigurations,
which are determined by a bootstrap SHM calculation that dynamically extends
the state space until the CSD and RPL converge. A third example of the hybrid-
structure approach augments the spectrum from a configuration-average calculation
with selected strong fine-structure transitions [18].

These hybrid-structure models can efficiently produce both accurate spectra and
reliable CSDs and RPLs. But they are more difficult to design and implement than
models with uniform state structure because they require combining data structures
that can have a quite disparate properties. Fine-structure states typically have rela-
tively small statistical weights, are well represented by a degenerate element in the
population matrix without internal energy structure, and include extensive config-
uration interaction (CI) that ensures high accuracy in line positions. By contrast,
configuration-averaged states are typically calculated with only limited CI and can
have much larger statistical weights with implicit internal energy structure. Often,
the internal partition function of configuration-averaged states is well-represented
by simple Boltzmann statistics (low-lying metastable states are a significant excep-
tion; these must be treated individually in the rate matrix). Finally, superconfigura-
tion states average over even spin-orbit effects, excluding CI entirely, and can have
enormous statistical weights. Worse still, superconfigurations can have significant
implicit internal structure, with energy splitting similar to the ionization potential
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for complex many-electron ions. Combining such disparate state structures without
enforcing consistency among them can lead to unphysical results. For example, satel-
lite emission from configuration-averaged levels that do not include extensive CI can
easily fall on the wrong side of fine structure lines that do [19]. And assuming statisti-
cal populations within extensively averaged states at low densities, where population
is highly concentrated in the low-lying implicit levels, can lead to gross inaccuracies
in state populations [20].

1.4.3 Self-consistent Field Models for Dense Plasma

Plasmas near solid density (N, > 105 e/cm?) tend to emit and absorb radiation
in a broad quasi-continuum, with density-broadened lines and strong satellite fea-
tures that can be reasonably well described by unresolved transition arrays. Pressure
ionization of high-n states plays a major role in determining the state space, as
the populated valence wavefunctions are distorted by interactions with free electrons
and neighboring ions. Precise measurements are difficult to make in the high-energy-
density regime due to the short lifetimes and high gradients of laboratory experiments
and the opaque material surrounding astrophysical sources that reach these extreme
conditions. Thus model development in this regime is often driven by theoretical
constraints rather than experimental data. Theoretical validation is enabled by the
highly collisional environment that drives populations towards LTE.

One example of models that perform well at the high density extreme are ion
sphere models, which solve for the wavefunctions of nl or nlj orbitals in a self-
consistent field surrounding a fictitious average atom. The average atom is allowed to
have non-integer shell occupations and can respond to dense plasma environments in
aphysically consistent way. Because continuum lowering is natively included and the
average atom is fully described by a small set (tens) of fractionally populated orbitals,
strict completeness is easy to achieve with these highly averaged models. They thus
provide a rigorous standard for more detailed models in the dense plasma regime, at
least in LTE. Fractional shell populations X, can be computed from detailed models
by X, = >, X;N,, with X; the fractional population of the state i/ and N, the n-
shell occupation in that state, and directly compared with the average-atom shell
populations. Any deficit in the detailed model X,, indicates incompleteness in its
state structure. However, average atom models tend to produce very poor spectra,
since specific configurations are required to produce distinct transitions. And moving
average-atom models comfortably into the non-LTE collisional-radiative regime is
difficult [21], since they lack the basic structure of distinct doubly excited states
through which the critical dielectronic recombination process occurs.

While the average-atom approach has significant drawbacks, the self-consistent
field approach itself provides a strong foundation for collisional-radiative modeling
in the high-density regime. A highly successful class of models uses expansions of
average-atom wavefunctions to form configurations with integer occupations that
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are amenable to standard collisional-radiative modeling treatments. Unlike models
based on isolated-ion data, which impose ad hoc external treatments to account
for continuum lowering and pressure ionization effects, these self-consistent field
models include density effects in a native and self-consistent way. The two major
drawbacks to most models of this type are the general lack of extensive configuration
interaction and the computational overhead required to generate the state space and
rate coefficients from scratch for each specific set of plasma conditions. However,
the ability to generate new states can facilitate novel approaches to CR modeling:
one appealing approach starts with a state space consisting of a single configuration,
then computes final states and rate-based probabilities for all one- and two-electron
processes out of that configuration. A Monte Carlo algorithm takes a random walk
through the state space, constructing the state space and state populations simultane-
ously and requiring much less memory than a fixed-state-space model of equivalent
size [2]. Another approach uses expansions of average atom orbitals to determine the
required state space for particular conditions and then refines the atomic structure to
produce reliable emission and absorption data [22].

1.5 Conclusions

Balancing the competing requirements of state detail, state-space completeness, and
computational tractability is a key challenge in collisional-radiative modeling. An
ideal general model that includes both the highly detailed state structure required for
accurate spectroscopic predictions and the strictly complete state space required for
accurate charge state distributions would be utterly intractable for all but the simplest
ions. Designing a reliable and tractable collisional-radiative model requires under-
standing the consequences of each departure from the ideal and must be informed
by the model’s intended application. A model intended for inline use in radiative
hydrodynamics codes, where speed and validity over a wide range of conditions
are essential, will have a very different character than a model intended for spec-
troscopic analysis of high-resolution data, where highly accurate state structure and
populations are required. This Chapter has explored the impact of limiting state-
space completeness and detail on model reliability and has described a variety of
model design approaches for diverse applications.
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Chapter 2
Self-consistent Large-Scale
Collisional-Radiative Modeling

Christopher J. Fontes, James Colgan and Joseph Abdallah Jr

Abstract The ability to accurately model plasmas with the collisional-radiative
approach typically depends on a number of factors. For example, the number of
bound electrons per ion and the particular quantities to be modeled are two key deter-
minants. When the dominant ion stages of a plasma contain only a few electrons per
ion, it is possible to construct models in full fine-structure detail. The underlying list
of configurations can be chosen to be sufficiently complete such that all quantities of
interest, ranging from aggregate quantities such as the mean ion charge to detailed
spectroscopic quantities such as the emission spectrum, can be calculated in a con-
verged manner. For plasmas composed of more complex ions, it is often necessary
to construct atomic models using an averaged scheme, such as the average-atom or
configuration-average methods. In this case, quantities such as the mean ion charge
and radiative power loss may still be accurately determined, but obtaining spectro-
scopically accurate line features can be computationally challenging or intractable.
In this work, we use the Los Alamos suite of codes to illustrate some of the concepts
associated with large-scale collisional-radiative modeling. Emphasis is placed on
the use of fine-structure and configuration-average models with a significant level of
detail in order to generate plasma quantities in an ab-initio, self-consistent fashion,
with as little approximation as possible. This approach can be used as a benchmark
for comparison with less detailed models or for comparison with experimental data.

C.J. Fontes (X)) - J. Colgan - J. Abdallah Jr
Los Alamos National Laboratory, Los Alamos, NM 87545, USA
e-mail: cjf@lanl.gov

J. Colgan
e-mail: jcolgan@lanl.gov

J. Abdallah Jr
e-mail: abd @lanl.gov

© Springer International Publishing Switzerland 2016 17
Yu. Ralchenko (ed.), Modern Methods in Collisional-Radiative

Modeling of Plasmas, Springer Series on Atomic, Optical,

and Plasma Physics 90, DOI 10.1007/978-3-319-27514-7_2



18 C.J. Fontes et al.

2.1 Introduction

During the early development of the collisional-radiative (CR) modeling of plasmas
in the 1960s, e.g. [1, 2], applications were limited to simple H- and He-like ions
with a relatively small (<20) number of energy levels. In fact, Bates, Kingston and
McWhirter coined the phrase “collisional-radiative recombination” in their early
work [1]. Those numerical simulations were made possible due to then-recently
available atomic physics data and access to “modern” computers that could be used
to solve the relevant system of coupled linear equations. Their use of CR modeling
provided insight into the recombination heating of fusion plasmas that was not pos-
sible by analytic techniques, providing a pertinent example of the role that numerical
analysis could play in understanding complex phenomena.

During the intervening 55 years, CR modeling has expanded in a multitude of
directions. State-of-the-art methods regularly include atomic models that explicitly
contain thousands of bound-electron energy states in ions and neutral atoms, with
maximum values exceeding one million states. Averaging techniques allow for the
implicit consideration of models that implicitly describe more than a billion states,
albeit in an aggregate sense. These CR methods are fed by an impressive, vast array
of fundamental atomic data from which the necessary atomic rates are derived. The
generation of such data and the CR modeling itself are, of course, made possible by
the steadily advancing power provided by modern computational platforms.

However, the situation has not advanced so far that computers have taken the
place of physical insight and intuition when it comes to large-scale CR modeling.
The quality of the CR solution is only as good as the atomic physics model that
is used as input. Constructing a good model for a particular application requires
some experience, which also helps in understanding whether the resulting solution is
reasonable, both from a physical and numerical perspective. There are a number of
considerations that go into building an atomic physics model. Three of the most basic
ingredients are: (1) the states' that are included in the model, (2) the fundamental
data that describe the states and the processes that connect them, e.g. energies and
rate coefficients, and (3) the amount of averaging or expanding that will be applied
to these data before the rate matrix is constructed.

In the next section, we will discuss some common methods for choosing the states
in a particular model. A proper discussion of the accuracy of the fundamental atomic
data has been the subject of intensive research for decades. This topic includes which
theories, e.g. Hartree-Fock, Dirac-Fock-Slater, close-coupling, distorted-wave, etc.,
produce sufficiently accurate atomic structure and cross section data to model a
given application. A well-known, general trend in this context is that the more highly
charged the ions in a plasma become, the more accurate it is to calculate the atomic
data with perturbative methods. This behavior is due to the fact that, as the mean

'We note the use of the word “states”, rather than “levels”, in the previous paragraph. We employ
“states” in this work as a generic term, which could refer to well-defined concepts such as configu-
rations or fine-structure levels, or some sort of averaged quantity. The word “levels” is reserved for
fine-structure levels in this work.
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charge of a plasma increases, the number of bound electrons per ion decreases. In
this case, the Coulomb interaction between bound and continuum electrons can be
more accurately described in a perturbative sense, since the complicated effects due
to correlations among the bound and free electrons decrease in relative importance.
We will not further discuss this topic here, and the reader is referred to the literature
for more details, e.g. [3, 4].

The amount of averaging or expanding that is performed on the chosen set of states
dictates the level of refinement of the atomic model. Examples, in order of ascending
refinement, are: average-atom, super-configuration, non-relativistic configuration-
average, relativistic configuration-average, LS-term, and fine-structure treatments.
In addition, hybrid schemes have been developed to combine these treatments in
order to keep the number of coupled rate equations to a tractable level, while allowing
spectroscopic detail to be applied where it is most needed for a given application. The
level of refinement directly impacts the amount of time and computational resources
required to calculate the atomic data, as well as to construct and obtain a solution
of the CR set of coupled equations. More specifically, if we express the system of
coupled CR equations in the standard compact matrix form

dN
i RN, (2.1)
then the rate matrix, R, will be square with N; rows and columns, where Nj is the
number of states for which populations are to be computed and N is the population
vector of length N,. The level of refinement determines the value of N;. Since the
time to solve the steady-state CR equations typically scales as O(N?) or O(N?),
depending on the method of solution, the value of N; is a key determinant of whether
a particular model will be computationally tractable.

In Sects. 2.2 and 2.3, we will discuss the commonly used configuration-average
and fine-structure treatments. While it is desirable to build a very detailed, fine-
structure model for every plasma application, it is simply not feasible. The number of
fine-structure levels typically grows to an intractable size when the number of bound
electrons per ion exceeds ~10-20. Therefore, we will also discuss and demonstrate
some methods that are useful to calculate fine-structure models with as much detail
as possible, in a computationally tractable manner.

In addition to the above physics considerations, numerical issues inevitably arise
in large-scale CR modeling that do not occur when considering smaller-scale cases.
For example, we discuss the existence of small cross sections in these large models
in Sect.2.2. There is also the difficult task of convincing oneself that a particular CR
calculation generates the correct populations. The detailed solutions that result from
such modeling are not verifiable against analytic expressions. Nevertheless, certain
limiting behaviors, such as coronal equilibrium and local thermodynamic equilib-
rium, must be satisfied, which provides some measure of confidence before attempt-
ing to model plasmas under true CR conditions. In addition, the use of different
levels of refinement in the model and the expected trends in spectral complexity can
provide insight into whether the numerical implementation is functioning properly.
Therefore, some discussion of large-scale verification is also provided in Sect.2.3.



20 C.J. Fontes et al.

In closing this introductory section, we note that there is no formal definition of
the term “large-scale” when discussing CR modeling. It is not unreasonable, at the
present time in history, to apply this phrase to models with more than N, ~ 10*
explicit states. The CR rate matrix for such a system will necessarily contain N2 ~
108 elements (many of which are likely to be zero), which requires almost 1 GB of
random access memory (RAM). When this 1 GB value is combined with the amount
of additional RAM that is required to store all of the data and ancillary information
to construct the rate matrix, the total needed RAM approaches 2 GB, which requires
a 64-bit operating system in order to handle the addressing for such large computer
programs. Admittedly, the choice of N; ~ 10* is a somewhat arbitrary distinction,
but models of this size and beyond possess characteristics that are relevant to the
discussions provided in this chapter.

2.2 Large-Scale Collisional-Radiative Modeling

In order to provide a definite context for discussing various concepts associated
with large-scale collisional-radiative modeling, we consider the Los Alamos suite
of modeling codes. There are a number of such codes that have been developed in
the CR modeling community, some of which are discussed elsewhere in this book.
We focus on the Los Alamos codes here because, besides our familiarity with them,
they are capable of calculating very large atomic physics models (>10° states) in a
self-consistent manner. Much of the material presented in this section is also valid
for small-scale CR modeling.

The intended meaning of the term “self-consistent” in the previous paragraph is
two-fold. First, it indicates that the atomic physics data are all computed within the
same framework, i.e. a model is composed of data obtained from a consistent theo-
retical and numerical approach. The data are not assembled from different sources,
which is sometimes required when a full set of self-consistent data can not be gen-
erated for various reasons. Second, it indicates that all of the states in a model are
of the same type, e.g. only configurations, or only fine-structure levels of the same
level of refinement (see below) are considered. This approach is in contrast to hybrid
schemes, which can employ a mixture of different types of states in constructing
the CR equations and/or in generating spectral quantities from the solution of those
equations.

2.2.1 The Los Alamos Suite of Atomic Physics Codes

The Los Alamos suite of atomic physics codes has been under development for
more than 25years. It is designed for applications to both the population kinetic
modeling of plasmas and the generation of atomic structure and cross sections cal-
culations to compare with measurements of a fundamental nature. The suite has both
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semi-relativistic [5—7] and fully relativistic capabilities [8], which can be used to
model plasmas under either local thermodynamic equilibrium (LTE) or non-LTE
(NLTE) conditions. These codes have been applied to a diverse set of problems [5—
134], some of which concern the large-scale CR modeling of present interest. Appli-
cations include: the diagnosis of plasma conditions of high energy density physics
experiments, usually density and temperature, by comparison of measured emis-
sion spectra with simulations; providing estimates of radiation losses in magnetic
fusion devices; modeling astrophysical systems, including the emission from solar
corona and supernovae, as well as the opacity at the base of the solar convection zone
and in stellar envelopes; and commercial applications, such as lighting systems and
lithography.

A schematic diagram of the suite is displayed in Fig.2.1. We provide only a
brief overview of the suite here, as it has been described in some detail in previ-
ous publications [5-8]. The fundamental atomic physics codes, CATS, RATS, ACE
and GIPPER, generate data associated with the commonly considered processes
of electron-impact excitation and de-excitation, photo-excitation, spontaneous and
stimulated radiative decay, electron-impact ionization, three-body recombination,
photo-ionization, radiative recombination, autoionization, and dielectronic capture.
More exotic processes, such as collisional double ionization and its inverse, four-

The Los Alamos suite of atomic physics codes

Atomic Physics Codes —— Atomic Models —| ATOMIC

[ CATS: SR structure ‘ [ wavefunctions LTE or NLTE
_ energy levels populations
| RATS: FR structure | gf values (FS or CA)

spectral modeling

‘ ACE: e excitation ‘ EIE cross sections emission
_ opacity
EII cross sections transmission
‘ GIPPER: ionization ‘ PI cross sections power loss
Al rates UTAs

http://aphysics2 lanl gov/tempweb ‘ . .
‘. fine-structure (FS)

config-average (CA)

Fig. 2.1 A schematic diagram of the Los Alamos suite of atomic physics codes: CATS, RATS,
ACE, GIPPER and ATOMIC. The first four codes produce fundamental atomic physics data that
are processed by ATOMIC, which calculates populations for plasmas under local thermodynamic
equilibrium (LTE) or non-LTE (NLTE) conditions, as well as a variety of spectral quantities. Abbre-
viations are as follows: SR semi-relativistic, FR fully relativistic, EIE electron-impact excitation, EIl
electron-impact ionization, PI photoionization, A/ autoionization, and UTA unresolved transition
array
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body-recombination, can also be considered [98] when the appropriate plasma con-
ditions are encountered. CATS, based on Cowan’s Hartree-Fock atomic structure
codes [3] and RATS, based on the Dirac-Fock-Slater atomic structure code of
Sampson and coworkers [4], are used for atomic structure and plane-wave-Born
electron-impact excitation (PWB) cross sections for semi-relativistic and relativistic
configurations, respectively. ACE is the associated code for computing distorted-
wave (DW) electron-impact excitation cross sections and GIPPER calculates cross
sections and rates for ionization processes. The semi-relativistic capabilities in CATS,
ACE, and GIPPER can be accessed through the internet [135]. These data-generating
codes write atomic physics data files in a consistent, random-access binary format
called IPCRESS, which stands for Independent of Platform and Can be Read by
Existing Software Subroutines. The choice of an efficient, binary file format is cru-
cial for handling the large amounts of data that are generated for large-scale CR
modeling. The ATOMIC code processes these binary files as input in a general and
convenient way to construct and solve the CR equations. The size of ATOMIC can
expand to many hundreds of gigabytes to accommodate the atomic model.

2.2.2 Selecting a List of Configurations

Every model that is calculated with the Los Alamos suite of codes starts by choos-
ing a list of bound-electron configurations. The list is specified in non-relativistic
(nl) notation, regardless of whether the model will be generated in semi-relativistic
(SR) mode or fully relativistic (FR) mode. The SR mode produces energies and
wavefunctions for each nl-type configuration, while the FR mode produces the same
quantities, but for all possible relativistic (nlj) configurations (sometimes referred
to as “subconfigurations”) that can arise from the specified list of n/ configurations.
Due to the extra quantum number j in the relativistic case, the number of subcon-
figurations will always be equal to or greater than the number of n/ configurations.
For complicated models, a given set of nl configurations can expand to a corre-
sponding set of n/j subconfigurations that is a factor of 10-100 larger in size. This
expansion factor can be an important determinant of whether a particular relativistic
configuration-average model will be numerically tractable due to computer memory
restrictions when trying to solve the CR equations. Of course, allowing an expansion
to fine-structure mode can result in a model that has several orders of magnitude
more levels than the number of underlying configurations, depending on the number
of open shells in the ion stages of interest.

A proper choice of configurations depends on the type of plasma to be modeled,
so that the desired spectral quantities will be calculated in an accurate, converged
manner. It is not feasible to describe all possible configuration-generation algorithms
here. Instead, we provide some basic concepts that have proved useful in modeling a
wide range of applications with the Los Alamos suite of codes, including calculations
of the numerous test cases prescribed for the series of NLTE Code Comparison
Workshops [136—143] that have been held approximately ever other year since 1997.
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One starts by identifying the relevant ion stages for the plasma conditions of interest.
A simple estimate can be obtained from basic energy considerations, such as com-
paring the value of the plasma electron temperature to the ionization energies of the
various ion stages for the element of interest. The NIST database [144] can be a useful
tool in this regard. Another efficient method is to use a fast, hydrogenic-type code,
such as FLYCHK [145], that can provide a reasonably accurate estimate of the charge
state distribution for a wide range of plasmas. Sometimes the relevant ion stages can
be determined by identifying spectral lines when comparing to an experiment.

Once the relevant ion stages have been identified, a list of configurations for each
stage needs to be generated for each stage. In general, for the self-consistent approach
that is being considered here, one typically starts with the ground configuration of
a given ion stage and then creates excited-state configurations via one-electron pro-
motions from each n/ subshell, up to some maximum shell denoted by the principal
quantum number n,x. Such a simple, one-electron-promotion scheme is sufficient
for modeling low-density, coronal plasmas.

As the density of the plasma increases and true CR conditions are achieved,
excited states will contain a non-negligible amount of population and configurations
that are connected to the ground configuration via multi-electron promotions must be
included in the model. The number and type of such promotions to obtain converged
populations and spectra can be very problem-specific. These promotions should
typically be applied in a consistent manner across all ion stages. For example, if
two-electron promotions are considered from the L shell of the ground configuration
in one ion stage, then such promotions should be considered in all other ion stages.
Without such consistency of promotions, there is a risk of artificially restricting the
flow of population into certain states, which could result in an inaccurate set of
populations and missing radiative features. The situation is analogous to the steady-
state flow of water through a coupled system of connected pipes. If a particular
pipe is suddenly closed off, the rate of flow in the other pipes will self-correct to
different steady-state values. Of course, computational limitations sometimes make
it impossible to consistently implement the same type of promotions across all ion
stages. In that case, it is sometimes sufficient to implement such promotions in only
the most dominant ion stages of the charge state distribution, but it is difficult to
ascertain whether such a model will produce a converged set of populations because
a sensitivity study with respect to model size can not be performed.

A typically important concept for collisionally dominated plasmas is to promote
several electrons within the valence shell of the ground configuration. The maximum
number of electrons involved in these intra-shell promotions should be determined
such that the resulting excited configurations are reasonably close in energy. This set
forms a kind of collective ground configuration on which additional single- or multi-
electron promotions should be applied in a uniform manner. In this way, a reasonably
complete set of energetically consistent configurations can be generated. In order to
express the list of configurations that can arise from these, and other, multi-electron
promotions, in a compact form, it is convenient to introduce the supershell notation.
A supershell is indicated by the symbol [1#]", which represents all permitted sets
of orbital combinations that can arise from permuting w electrons within the shell
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denoted by principal quantum number n. For example, [2]° is a shorthand notation
for the following three nl configurations: 2s22p, 2s 2p2, and 2p>. If, instead, nlj
configurations are considered, the same [2]® symbol represents the following seven
Conﬁgurations: 2512/2 2p1/2, 251/2 2p%/2, 251/2 2])1/2 2p3/2, 2S1/2 2p§/2, 2p12/2 2p3/2,
2p122p3 /2. and 2 i /2~ More complicated lists of configurations can be easily spec-
ified by appending additional supershells to form superconfigurations, e.g. [2]° [3]°
represents a particular set of 45 nl configurations in the O-like ion stage. The notation
[n —n']¥ indicates that w electrons are to be permuted within a range of shells, from
n to n'. The modified supershell notation, [n]}’, provides more control in specifying a
list of configurations by limiting the number of permuted electrons within the » shell
to be the integer y < w. Thus, [1]* [2]® [3]}? represents all configurations that arise
from two-electron promotions within the n = 3 shell of the ground configuration
of V-like ions, i.e. from 1s2 252 2p® 352 3p% 3d> in nl notation. (In this example, no
promotions are allowed within the K and L shells because they are full.)

The recommendation to apply a consistent set of electron promotions within the
valence shell across all ion stages is, of course, not always possible because the
number of valence-shell electrons is not the same in every ion stage. For example,
a particular ion stage may contain only a single valence electron, in which case it is
impossible to perform, for example, the 3-electron permutations that are allowed just
two ion stages away. In this case, only 1-electron permutations should be performed.
This situation becomes more sensitive when a closed-shell ion stage is at, or near,
the center of the charge state distribution of the plasma. As a simple illustration, the
statistical weights of the ground configurations for highly charged ions surrounding
the Ni-like (3d'?) ion stage are presented in Fig.2.2. The Ni- and Zn-like stages
both have the minimum statistical weight of one, indicating that Nature provides a
barrier to the amount of population that might flow into these stages compared to
the neighboring ones, at least as far as this metric is concerned. On the other hand,
this paucity of statistical weight in the Ni-like stage is accompanied by the well-
known stability of its ground state from an energy-minimization perspective. Thus,
population naturally tends to concentrate in the Ni-like ground state for a wider range
of temperatures compared to nearby ion stages.

It can be challenging to determine how to apply a consistent set of electron pro-
motions across these ion stages such that an accurate set of populations will result
from solving the CR equations in this case. The application of a consistent set of
electron promotions across all ion stages naturally leads to a model with a smaller
number of configurations (and total statistical weight) in the Ni- and Zn-like stages
compared to the other stages, based on simple combinatoric considerations, i.e. the
ground-configuration pattern that is displayed in Fig.2.2 is imprinted on the entire
model if consistent electron promotions are applied. If the number of promotions
is not sufficiently high, then the resulting charge state distribution obtained from a
solution of the CR equations can exhibit an unphysical double-maximum or result
in a particular ion stage not achieving dominance. This is an example of artificially
limiting the flow of population into certain states. Thus, when closed-shell ion stages
are relevant, care should be exercised in choosing the list of configurations. It is
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Fig. 2.2 A plot of the statistical weight versus number of bound electrons for the ground configu-
rations of the ion stages surrounding the closed-shell Ni-like stage. The Ni- and Zn-like stages are
explicitly labeled

recommended that 3-, or more, electron promotions be considered from the Ni-like
M shell to higher lying shells, and that these promotions be uniformly applied to the
adjacent ion stages. In addition, up to 3-electron promotions from, and within, the N
shell of the ground configurations of stages with less charge than Ni-like should also
be considered. 1- or 2-electron promotions from the L shell may also be important.
This approach can generate a large number of configurations, but still may not be
sufficient to produce an accurate set of populations in this particular case. Sensitivity
studies with respect to varying model size are highly recommended to assess the
stability (and, hence, convergence) of the solution to the CR equations.

The physical state of the plasma may also impose additional requirements when
generating the list of configurations. For example, for photo-driven and laser-
produced plasmas, the radiation drive or presence of hot electrons might produce
emission features that are associated with transitions to a final state that contain one
or more innershell vacancies with respect to the ground state. In order to model such
features, electron promotions must be included that encompass the appropriate radia-
tive transitions in the model, even if the resulting states are not expected to contain
a significant amount of population for the conditions of interest. These states will
necessarily increase the order of the rate matrix, thereby increasing the time required
to solve the CR equations. Furthermore, any state that is connected to such a radiat-
ing state via a strong rate is also potentially important and should be included in the
model. Thus, when modeling plasmas that produce complicated emission features
from ions with many bound electrons, the task of choosing a list of configurations
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can be quite challenging, particularly when limited by computational resources, such
as CPU time and RAM, when constructing and solving the CR equations.

2.2.3 Selecting the Level of Refinement

After the list of configurations has been generated, a decision must be made about the
level of refinement of the model. The two most commonly used levels of refinement in
the Los Alamos suite of codes are the configuration-average (CA) and fine-structure
(FS) modes. Within the CA mode, there exist the two additional two options of
using non-relativistic (nl-type) configurations or relativistic (nlj-type) configura-
tions. Within the FS mode there exist four additional options that will be discussed
below.

The generation of n/-type CA models starts with the CATS code and is labeled
NRCA or, more commonly, SRCA when the the semi-relativistic approximation
is employed. The generation of nlj-type CA models is initiated with the RATS
code and is labeled FRCA to indicate a fully relativistic calculation. In each case,
the atomic structure calculations produce appropriately averaged energies, weighted
oscillator strengths (gf values), and PWB EIE cross sections. (See, for example,
[4] for a list of FRCA expressions for the various physical quantities.) The model
generation continues through the ACE code to calculate more accurate DW EIE
cross sections for those transitions deemed most important, based on the plasma
conditions. This choice typically includes all possible excitation transitions from
the ground and lowest lying configurations because they often contain the most
population, which is determined by EIE for collisionally dominated plasmas. The
number of DW transitions is restricted according to this prescription because DW
EIE cross sections can be significantly more expensive to calculate than PWB data.
After the ACE code, ionization data are generated with the GIPPER code for the
three basic ionization processes and the model is complete. The ATOMIC code is
then used to construct and solve the CR equations for the SRCA or FRCA model.
In this case, the number of states in the model, which is also the order of the rate
matrix, is simply the number of nl- or nlj-type configurations in the model.

For FS models, the level of refinement can be further broken down by the amount
of configuration interaction that is included in the model. A detailed description of the
four basic options (referred to as SCR, SCNR, CPLX and FULL CI) is provided in [8].
They are summarized here in Table?2.1, along with the two types of configuration-
average modes described above.

The levels of refinement are listed in the table in ascending order, ranked accord-
ing to the number of lines, or g f values, that can be generated from a fixed list of n/
configurations. Both “single configuration” (SCR and SCNR) options are possible in
RATS since it employs n/j configurations, which can be combined to obtain the more
averaged nl-configuration data. On the other hand, CATS employs n/ configurations
and so only the SCNR option is available. In this case, the SCNR appellation is typ-
ically shortened to SC. The two single-configuration options offer a fast alternative
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Table 2.1 A list of the different levels of refinement that are possible when generating an atomic
physics model with the Los Alamos suite of codes

Level of refinement Description

SRCA Semi-relativistic configuration-average model based on non-relativistic
(nl) configurations

FRCA Fully relativistic configuration-average model based on relativistic
(nlj) configurations

SCR Fine-structure model with configuration interaction limited to basis
states arising from a single relativistic configuration

SCNR (or SC?*) Fine-structure model with configuration interaction limited to basis
states arising from a single non-relativistic configuration

CPLX Fine-structure model with configuration interaction limited to basis
states arising from all non-relativistic configurations within a Layzer
complex

FULL CI Fine-structure model with all possible configuration interaction

The various levels are listed in ascending order, based on the number of lines, or gf values that can
be generated from a given list of n/ configurations

4The SC label is typically used in place of SCNR for calculations performed with the CATS atomic
structure code

to the FULL CI option, which can be very expensive to run due to the inclusion of
all possible configuration interaction when diagonalizing the Hamiltonian to obtain
FS levels and energies. The SCR and SCNR options can be useful to do scoping
calculations in order to get some idea of how sensitive is a particular spectrum to a
FS treatment, or when a FULL CI calculation is simply not feasible. (For compli-
cated ions, even the SCR and SCNR options may not be feasible.) The CPLX option
offers a compromise between the single-configuration and FULL CI limits by limit-
ing configuration interaction to those basis states that arise from all non-relativistic
configurations within a Layzer complex [146]. This option becomes more accurate as
the ion charge increases and the FS level energies tend to become grouped according
to Layzer complex.

As in the case of the two types of CA calculations, the choice of which FS
option to use is made before running CATS or RATS. When the atomic structure
calculations are finished, those data are used in ACE and GIPPER to generate the
remainder of the atomic physics model. The resulting model is fully self-consistent
for a prescribed level of refinement, with the same amount of configuration interaction
throughout. The choice of FS option can significantly affect the required computer
time for both the atomic structure and subsequent cross section calculations. The
four types of calculations can be ordered from fastest to slowest according to their
level of refinement: SCR < SCNR < CPLX < FULL CI. For the complicated models
indicative of large-scale CR modeling, the time required to generate the atomic model
can differ by one or more orders of magnitude when comparing adjacent options in
the stated hierarchy. A similar statement holds for the time required to solve the CR
equations, as illustrated in Sect.2.3.



28 C.J. Fontes et al.

2.2.4 Constructing the Rate Matrix

The construction of the CR matrix takes place after all possible collisional and radia-
tive processes are computed for the relevant ions of interest. The competition between
the rates associated with each of the fundamental atomic processes determines the
ion populations within the plasma. The rates are determined from the cross sections
for these processes and the plasma conditions, such as the electron-energy distrib-
ution, photon-energy distribution, and ion or electron density. Of course, one must
also know the details of the atomic structure of the configurations or levels under
consideration, since energy levels, occupation numbers, and statistical weights are all
required to compute rate coefficients. Usually one only computes the cross sections
for the five forward-going processes, (electron-impact excitation, photo-excitation,
electron-impact ionization, photo-ionization, and autoionization), since the cross sec-
tions for the corresponding inverse processes can be determined from the appropriate
micro-reversibility relations [ 147]. Such an approach guarantees internal consistency,
which can be absent if atomic data are obtained from multiple sources that employ
different theoretical and computational methods.

The calculation of the rate coefficients for each collisional and radiative process
involves an integration over the appropriate cross section and electron or radiation
distribution. If the electron distribution is Maxwellian, or if the photon distribution
is Planckian, the rate coefficient for an inverse process is found quickly from the
principle of detailed balance [148]. However, if the electron distribution is non-
Maxwellian (for example, if the plasma in question contains hot electrons) or if
the radiation distribution is non-Planckian (for example, if the plasma is under the
influence of a short-pulse laser), then the rate coefficient of the inverse process in
question must be found by numerical integration. Such distributions require that the
calculation of three-body recombination rates involve a double integration, which
can be time-consuming, depending on the specifics of the problem.

An issue that is more likely to occur when dealing with large-scale models than
with small models is that cross sections with negative or oscillatory behavior can
be generated by the fundamental data codes for a very small number of transitions.
While such behavior is precluded based on theoretical considerations, it does occur
due to the implementation of various numerical approximations. For example, when
computing distorted-wave EII cross sections, it is expensive to calculate explicit
values at a large number of incident energies. Instead, only a few energies are chosen
and the resulting values are fit with a formula that produces the correct physical
behavior. This type of fitting procedure can result in negative cross sections at high
incident energies.

While these cross sections are often relatively small in magnitude, and therefore
unimportant for the CR modeling to be performed, the resulting rate coefficients can
be represented by indeterminate values, which will cause the solver to crash. If the
model is large, it can be very difficult to debug this problem. A simple option for
dealing with negative cross sections is to test for negative values and to remove those
particular transitions from consideration. If it is desirable to retain these transitions,
it is sometimes possible to salvage a particular cross section by finding the highest
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incident energy for which a positive value was calculated and then extrapolating
to higher energies with an appropriate limiting formula. The high-energy values
of the cross section often do not contribute significantly to the rate coefficient for
Maxwellian and Planckian distributions, and so it is not necessary to calculate that
portion very accurately. In such cases one can use, for example, the well-known (non-
relativistic) Bethe high-energy expression of In(E;)/ E; [149] for the extrapolation of
Ell cross sections, where E; is the incident electron energy. Similarly, Kramers’ high-
energy limit of E;3 [150], where E, is the photon energy, can be used to extrapolate
when dealing with negative PI cross sections. If oscillatory behavior is detected at
high energies, then the same type of extrapolation procedure can sometimes be used
in an automated way to salvage such cross sections.

Once the rate coefficients for all processes are in hand, then the rates for each
process are determined in a straightforward manner. These rates are inserted into the
CR equations, which are solved to obtain the ion state populations.

2.2.5 Steady-State Solutions Versus Time-Dependent
Solutions

For some transient plasmas, for example those found in intense short-pulse laser-
matter interactions, it may be necessary to solve the full time-dependent collisional-
radiative equations given by (2.1). Often, the time-dependent equations are solved
until the system has reached steady-state, and the time taken to reach such a state
will vary with the problem. The ordinary differential equations represented by (2.1)
can be solved such that the solution for one time step represents the initial condition
for the subsequent time step. One must also then specify an initial condition for
the plasma at time ¢t = 0. This system of ordinary differential equations may be
stiff, especially if the material starts in a neutral state, in which few free electrons are
present to initiate collisions. Various routines exist to treat such systems of equations;
an efficient algorithm has been given by Gear [151]. This method contains various
options to treat stiff or non-stiff differential equations.

For many problems atomic processes are much faster than hydrodynamic evo-
Iution. In that case, the plasma reaches steady-state so quickly that one only need
consider the steady-state solution to the collisional-radiative equations, i.e. when
the left-hand-side of (2.1) is set equal to zero. In this case, (2.1) reduces to a set of
coupled algebraic equations, which is considered in the following subsection.

2.2.6 Boundary Conditions for the Steady-State
CR Equations

In order to obtain a unique solution of the rate equations described in the previous
subsections, one must also specify a boundary condition for the system. Usually,
either the total atom number density, N,, or the electron density, N,, is known for the



30 C.J. Fontes et al.

problem at hand. Although the atom number density can often be determined more
readily by experiment, finding the solution to the rate equations is actually more
straightforward if the electron density is known. This is because the electron density
must be known to construct the rates that make up the rate equation. In the cases
where the atom number density is given, one must estimate the electron density, use
it to construct and solve the rate equations, and then compare the resulting atom
number density to the specified value. An iterative scheme can then be employed to
converge on the electron density that produces an atom number density in agreement
with the specified value within a prescribed tolerance.

Due to the fact that the system of steady-state CR equations is constructed in such
a way that the following condition is satisfied for each row i of the rate matrix:

Rii =— z Rji, (2.2)
J#

the system of equations is not linearly independent. This condition arises from the
requirement that each rate for a given atomic process (associated with a transition
fromstatei to j) appear exactly twice in the rate matrix: once as a positive contribution
to the (off-diagonal) R;; element as a populating term for state j, at the expense of
state i, and once as the equivalent negative contribution to the (diagonal) element
R;; as a depopulating term of state i, in favor of state j. Thus, a boundary condition
must be chosen to close the system of equations, resulting in a unique set of state
populations.

There are several options for the boundary condition. One possible option is that
charge neutrality be enforced, i.e.

> (= 1DNi=N,, (2.3)

where s is the index of a particular state of ion stage i, withi = 1 for the neutral stage,
i = 2 for the singly ionized stage, etc. So, N, represents a particular element of the
solution vector N that appears in (2.1). The charge neutrality condition is used in
place of one of the CR equations and that new system of equations is actually solved.
If the electron density, N, is known, the new system of equations is solved directly
to obtain the corresponding ion state populations. If the atom number density is
specified, the system of equations is solved by varying N, until particle conservation
is satisfied, i.e.

Z Nis =N, . (2.4)

For systems where the neutral stage is included, use of the charge neutrality condition
results in a number of zeros being inserted into the rate matrix, with one zero being
added for each state in the neutral stage. This insertion can sometimes be problematic
as it may increase the condition number of the matrix, making it harder for standard



2 Self-consistent Large-Scale Collisional-Radiative Modeling 31

numerical techniques to produce an accurate solution. One can also test the stability
of a given solution obtained from this approach by replacing different equations
with the charge neutrality condition, in order to gauge the sensitivity for a particular
problem of interest.

Alternatively, one can obtain a solution of population ratios from the reduced sys-
tem of equations that results from removing a single row and column that corresponds
to a particular state from the rate matrix. A unique set of absolute populations can
then be obtained from these ratios by using the charge neutrality condition defined in
(2.1). This approach can sometimes produce a new matrix that is better-conditioned
and hence easier to solve since no boundary condition explicitly appears, potentially
avoiding some of the problems previously discussed.

It is often worthwhile to solve the steady-state CR equations using several of the
methods described above, within available resource limitations, as this can allow
some assessment of the accuracy of the population vector. This is particularly true
for large-scale modeling, for which the dynamic range of the state populations can
be quite large and calculating accurate values for the smallest populations can be
numerically challenging.

2.2.7 Different Methods of Solving the Steady-State
CR Equations

After choosing a particular method for including the boundary condition per the
previous section, we recast the resulting set of coupled algebraic equations into the
generic matrix equation of the form Ax = b. There are several different options
available to solve this generic problem inherent in finding the ion state populations
from the system of CR equations for the steady-state case. Choosing the best option
for obtaining a solution usually depends on the properties of the matrix A.

The most reliable way to solve such a linear algebraic system is usually a direct
approach, which is most often done through LU decomposition, or some variant
thereof. Highly optimized numerical libraries, such as LAPACK [152], contain effi-
cient routines for such treatments. However, the time to obtain a solution with such
methods typically scales as O(NSZ) or O(Nf), where, again, Nj is the order of the
matrix given by the number of states in the model. For larger problems, this scal-
ing can require CPU times that are prohibitive. Also, since this method stores every
element of the matrix, the storage requirements can also become problematic as the
size of the matrix increases.

When the option described in the previous subsection is chosen to remove a single
row and column from the rate matrix, rather than to explicitly include the boundary
condition, it is possible to take advantage of the block tri-diagonal (BTD) structure
of the resulting matrix A. BTD methods, e.g. [153], require less memory than direct
solvers since they do not consider the zero elements that reside outside of the blocks.
The time scaling of BTD solvers can be better than more generic direct solvers, but is
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dependent on the number and size of the blocks. In the limit that each block contains
only a single element, i.e. a simple tri-diagonal system, the scaling is linear, O (Ny).
The time scaling of BTD solvers on actual CR problems of interest typically falls
between linear and quadratic.

A convenient method for large-scale systems can often take the form of an iterative
approach. A commonly used method is known as the Generalized Minimum Residual
(GMR) method [154, 155]. This approach generates a sequence of approximations to
the true solution and has a convergence criterion based on the size of the scaled norm
of the residual of the matrix (where the residual is defined as RES = ||b — Ax]|).
A key advantage of such an approach is that, given a good initial estimate of the
solution vector X, the GMR method can quickly converge on the correct answer,
often to within a very tight tolerance criteria. The CPU time required to obtain such
a solution can often be much smaller than for direct methods. Another advantage
of this approach is that one need only store the non-zero elements of the matrix,
as well as two corresponding one-dimensional arrays containing the indices of the
non-zero elements. Thus, the storage requirements can be much smaller than a direct
approach, especially when the matrix in question is sparse.

However, some caution is advised when using such iterative methods: for ill-
conditioned systems, which often occur when the neutral stage is included within
the model, the GMR approach as implemented via the SSLUGM program [156] may
not converge or may sometimes converge to an incorrect solution. Furthermore, when
the GMR method (again, as implemented via SSLUGM) is applied to problems char-
acterized by a dense matrix, its performance may become seriously degraded. This
behavior is due, in part, to the internal requirements of methods such as SSLUGM
to sort various arrays in the appropriate order, which may take significant time for
arrays with millions of elements.

For many plasmas of interest that are at relatively high temperatures, the domi-
nant ion stages are well away from the neutral stage, and the number of interactions
included between the states is relatively few, making the resulting collisional-
radiative matrix quite sparse. The sparsity of such matrices can often be 1% or
less, where sparsity is defined as the ratio of the number of non-zero matrix elements
to the number of total matrix elements expressed as a percentage. A high level of
sparsity typically also occurs under general conditions for models that are computed
in configuration-average mode. When the configuration-average mode is considered,
the fraction of allowed transitions between states compared to the theoretical limit
of N2 is significantly less than what typically occurs in a fine-structure model due
to configuration interaction. When a condition of high sparsity is achieved, iterative
sparse solvers are a very efficient method by which state populations can be obtained
from the rate equations. As noted above, fine-structure calculations that include all
possible configuration interaction between the interacting levels in the atomic struc-
ture and atomic collision stages of the calculation often produce a rate matrix that is
non-sparse. Such complex cases may then require direct solvers to obtain the state
populations.

When one wishes to find the solution of CR equations that contain on the order of
10°, or more, number of states, it can also be advantageous to use parallel computing
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to efficiently find the solution to the rate matrix. Several packages now exist to
solve matrices using parallel architectures. For example, the ScaLAPACK package
is a recent parallel adaptation of the LAPACK software [157]. We have found that
routines from this package scale quite well with the number of processors used, but
still perform poorly with respect to CPU time when compared to iterative techniques.
However, this approach should be valuable if one has a large, dense rate matrix, or
one containing the neutral stage. For example, for such cases in which the memory
required is too large to fit on a single processor, ScaLAPACK could prove extremely
useful. There also exist parallel adaptations of iterative solvers. One which we have
found to be quite efficient is the LAMG (Los Alamos Multi Grid) solver [158]. This
solver has been demonstrated to produce solutions for models containing on the order
of 1.2 million configurations [86], and has been shown to scale well for use with over
100 processors. The results from this approach also agreed well with results from the
GMR solver, with both approaches requiring similar amounts of CPU time. Other
parallel linear algebra packages that could be useful in finding the solution to the CR
equations include the SuperLU package [159], which is a sparse direct solver, and
the PESSL library, which is the parallel version of the Engineering and Scientific
Subroutine Library from IBM [160].

It is likely that the full potential of these parallel methods of solving the rate
equations will only be realized when models containing tens of millions of levels (or
configurations) are constructed. In such cases, the time and memory requirements
will make parallel solutions indispensable. However, for such extremely large cal-
culations, other run-time and memory requirements must also be considered when
solving a kinetics problem. In particular, issues such as constructing and storing the
vast amounts of atomic data required, reading these data into a code designed to con-
struct and solve the rate matrix, efficiently managing these data across potentially
many processors of a supercomputer and parallel I/O methods must all be carefully
considered when contemplating such calculations.

2.3 An Illustrative Example

A significant number of CR-modeling applications that were carried out with the
Los Alamos suite of codes are provided in the reference list. Scattered throughout
those references is additional useful information about large-scale CR modeling,
including overlap with the discussion provided in this section. Noteworthy examples
include [53, 86, 91, 115, 134].

In this section, we provide a steady-state example of large-scale CR modeling for
the case of highly charged iron. This example does not have a particular application,
but was chosen in order to conveniently illustrate a number of the issues discussed
above. The model includes the seven highest charged ion stages, including the bare
nucleus. A list of configurations for the H- through C-like stages is provided in super-
shell notation in Table2.2. Only electric dipole allowed gf values are considered in
this example, but higher-order multipole transitions [8] could have been included if
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Table 2.2 List of configurations expressed in supershell notation for H- through C-like ions of Fe
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desired. This particular model employs a value of ny,x = 10. It contains the simplest
one-electron promotions from the valence shell of the ground configuration to the
n = 10 shell for each ion stage There are also a number of multi-electron promo-
tions that allow for more complicated transitions. These include a variety of single
vacancies in the K-shell for all stages and double vacancies in the K shell for the
He- and Li-like stages. The latter are formed by promoting both 1s electrons only to
the n = 2 shell. Note that similar two-electron promotions have been omitted from
the lower stages, which violates the recommendation to include electron promotions
across all ion stages in a uniform manner. This omission represents a possible risk of
artificially restricting the flow of population into certain states and should be tested
with convergence studies that include larger models and a more consistent treatment
of the electron promotions. Note that a similar inconsistency exists in the B- and
C-like stages for the [11' 277 [3-4]! and [1]'[2]* [3-4]! superconfigurations, respec-
tively. In order to be consistent with the higher stages, the [3—4]' notation should be
replaced with [3-10]" in these two cases.

As mentioned in the introduction, it is not possible to verify the state populations
obtained from numerical solution of the CR equations against an analytic result.
However, ituseful to at least demonstrate that the CR solutions reproduce the expected
low- and high-density limits of coronal equilibrium (CEQ) and LTE, respectively. As
an illustration of such testing, the mean charge, Z,of aniron plasma with an electron
temperature of 7, = 2 keV is plotted in Fig. 2.3 as a function of electron density. In
this case CR, CEQ and LTE calculations were performed with the CATS code at the
lowest level of refinement in Table2.1, SRCA. The CR calculation was performed
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Fig. 2.3 Calculations of the mean charge as a function of electron density for an iron plasma with an
electron temperature of 7, = 2 keV. These calculations were performed with the CATS code using
the SRCA level of refinement for the model described in Table 2.2. The solid black curve represents a
collisional-radiative (CR) calculation with a radiation temperature of 7, = 0. The dashed red curve
represents the calculation performed in the coronal equilibrium (CEQ) approximation. The dotted
blue curve represents the calculation performed in the local thermodynamic equilibrium (LTE)
approximation. The CR curve exhibits the expected limiting behaviors of CEQ at low densities and
LTE at high densities

with a radiation temperature of 7, = 0. The CEQ calculation was performed under
the assumption that all of the population resides in the ground configuration of each
ion stage and 7, = 0, with effective ionization and recombination rates connecting
each ion stage. The LTE calculation was performed with simple Saha-Boltzmann
statistics at 7, = 2 keV. As expected, the CR curve reproduces the limiting behavior
of CEQ at low densities, transitioning from CEQ to CR conditions at an electron
density of N, ~ 10" cm™3. As the electron density increases to ~10%° cm—3, the CR
curve merges with the LTE result, reproducing the expected high-density behavior.
The flattening out of all three curves to a constant value of 20 at the highest densities
is artificial and is caused by the truncation of the model at the C-like stage. Very
similar verification Z plots can be generated for the higher levels of refinement listed
in Table2.1. More stringent tests could be performed by comparing the spectra, or
even individual state populations, obtained for these three types of calculations. We
emphasize that this type of verification is only a type of self-consistency check. It
does not provide any information about the accuracy of the model for a particular
plasma application.
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Table 2.3 Summary of information for CR calculations with different levels of refinement for the
iron model described in the text

Level of refine-| # of states | # of gf # of non-zero | Sparsity | CPU z RPL
ment values matrix time
elements

SRCA 1644 46550 109289 4.04 1 235 7.00
FRCA 5796 299661 665881 1.98 4 235 5.55
SCR 35039 1685698 | 26095875 2.12 251 23.6 |4.55
SCNR 35039 5079867 | 68769031 5.60 1428 |23.6 |4.46
CPLX 35039 17382675 | 203443348 16.6 7237 236 431
FULL CI 35039 28747284 | 326245363 26.6 22694 |23.6 |4.40

These calculations were carried out at 7, = 2 keV, 7T, = 0 and N, = 10'* cm™3. A GMR
solver [156] was used to obtain the populations in all cases. The sparsity of the rate matrix is given
in the form of a percentage, the CPU time required to solve the CR equations is given in seconds,
and the radiated power loss (RPL) is given in W/cm?

Next, we consider the different levels of refinement for this iron model. CR cal-
culations were performed at 7, = 2 keV, T, = 0 and the specific electron density
N, = 10'* cm~3, which is in the CEQ region. A summary of information for the six
levels of refinement is provided in Table2.3.

The SRCA data were calculated with CATS atomic structure data and the semi-
relativistic approach throughout, while the remaining five levels of refinement were
calculated with RATS atomic structure data and the fully relativistic treatment. The
GMR approach was used in the ATOMIC code for each case to obtain population
solutions of the CR equations and to generate emissivity spectra.

An inspection of Table 2.3 confirms a number of expected trends. For example, the
number of states increases in going from the CA to FS modes. The SRCA calculation
has the smallest number of states (n/ configurations), and the FRCA calculation has
the next smallest number of states (n/j configurations). The increase in the number
of states when passing from SRCA to FRCA mode is about a factor of 3.5, which
is typical for a model of this size, but can reach a factor of 50 or more for very
complicated models. The number of states (fine-structure levels) is identical in all
four FS modes. The number of gf values increases monotonically as the level of
refinement increases. The largest (FULL CI) and smallest (SRCA) values differ by a
significant factor of 617. The number of non-zero matrix elements in the rate matrix
and time required to solve the CR equations also increase monotonically with the
level of refinement. Note the impressive factor of 22,694 increase in time required
to obtain a solution when comparing the two extreme cases. The sparsity increases
monotonically with the level of refinement if the simplest SRCA is excluded from
consideration. The SRCA calculation possesses a higher sparsity than the FRCA one
due to the differing number of transitions that are allowed for the fundamental atomic
processes when taking into account n/ versus nlj configurations.
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Fig. 2.4 Calculated values of the charge state distribution for an iron plasma with 7, = 2 keV,
T, = 0and N, = 10'* cm~3. The FULL CI calculation is represented by the solid black curve and
the SRCA calculation by the dashed red curve

The six values of Z are very similar, with a maximum discrepancy of 0.43 %, which
is often the case when comparing this highly averaged quantity across different levels
of refinement. The next-most averaged quantity to consider is the underlying charge
state distribution, from which Z can be derived. These data are displayed in Fig. 2.4
for the least and most refined calculations. The SRCA and FULL CI curves are very
similar, with the peak He-like populations differing by ~3.9 %.

The radiated power loss (RPL) is also presented in Table 2.3. The RPL is another
averaged quantity, obtained by integrating the frequency-dependent emissivity, which
is examined below. In this case, some significant differences start to emerge when
comparing the different levels of refinement. The two CA values of the RPL are
higher than the four FS values by 25-60 %. This pattern is typical and underscores
the inability of CA models to properly account for the population in metastable ver-
sus dipole-radiating excited states. In FS models, the population is allowed to flow
between metastable and dipole-radiating excited levels that arise from the same con-
figuration. In CA models, the population for a configuration is essentially the sum
of that contained in those two types of FS levels. The configuration will be dipole-
radiating with an appropriately averaged g f value, but the population will be too high
compared to the FS value, and hence the CA calculation will produce more radia-
tion. On the other hand, the four FS RPL values are tightly grouped, differing by a
maximum amount of 5.6 %.
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Fig. 2.5 Emissivity versus for photon energy for an iron plasma with 7, = 2 keV, 7, = 0 and
N, = 10" cm™3. The FULL CI calculation is represented by the solid black curve and the SRCA
calculation by the dashed red curve. Several K- and L-shell features are labeled, along with the
location of two 2-electron transitions near the center of the energy range

The final analysis presented here is for the energy-dependent emission. In Fig. 2.5,
we present the emissivity for the least (SRCA) and most (FULL CI) refined cases. The
SRCA spectrum was calculated with the non-relativistic unresolved transition array
(UTA) approach [18, 161], which was developed to broaden the CA lines in such a
way that they reproduce the integrated emission obtained from a SCNR calculation.
The FULL CI spectrum was calculated with basic Doppler and natural broadening
using a Voigt profile. The overall qualitative agreement between the two spectra
is reasonably good. The two calculations have emission features for the indicated
K- and L-shell transitions in the same basic locations, but, as expected, the heights
and energy positions of various lines are visibly different. In addition, the FULL CI
spectrum contains features that do not exist in the SRCA spectrum. For example,
the two weak, narrow lines near the center of the figure at energies of ~4905 and
~5465 eV correspond to exotic 2-electron transitions in the Li-like stage that can
occur only when configuration interaction is included in the model. The lower energy
line belongs to the 1s2s 2p — 1s? 5d transition array, and the higher energy line to
the 1s 25 2p — 1s? 3d transition array.

The complete set of six emissivities is presented in Fig. 2.6, one panel for each level
of refinement in Table2.1. The FRCA spectrum was generated with the relativistic
UTA approach [162, 163] and the FS spectra were all generated with Doppler and
natural broadening using a Voigt profile. At a glance, the qualitative agreement is
reasonably good when comparing the six panels, The four FS calculations exhibit
very similar features, but differ in the details. The An = 0 features that occur at
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Fig. 2.6 Emissivity versus for photon energy for an iron plasma with 7, = 2 keV, 7, = 0 and
N, = 10" cm™3. Each panel includes a label to indicate which level of refinement was used to
generate the spectrum

low energies, i.e. at the far left in each panel, are typically the most sensitive to
configuration interaction, while the sensitivity of the An > 0 transitions occurs only
for certain features in specific energy ranges. The FULL CI calculation is the only
one to display the 2-electron transitions near the middle of the energy range.

The above analysis was for the coronal density of N, = 10'* cm™3. According
to Table2.3, a higher density, such as N, = 10?* cm~3, would place the plasma
firmly within the CR region. An analysis of this higher density displays very similar
patterns. For example, the number of non-zero matrix elements is the same as those
reported in Table2.3 for each level of refinement and the times to solve the CR
equations are also very similar. The mean ion charge increases slightly by about 0.3.
The RPL data become confined to a much tighter range, with a spread of only 5%
among the six levels of refinement. The increase in density provides more collisions
that reduce the metastable state populations in favor of the dipole-radiating state
populations, which results in a similar RPL value for the CA and FS methods. To
illustrate this point, the six emissivities for N, = 10*? cm~? are presented in Fig.2.7.
The quantitative agreement between the various spectra is much improved for this
higher density, but differences remain for certain lines in particular energy bands. In
general, for a particular application, the physical conditions and the spectral range
of interest ultimately determine whether it is worth performing a CR calculation at
the highest level of refinement, or whether it is sufficient to use a more approximate,
but faster, approach.
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2.4 Summary and Outlook

Steady progress has been made in the development of various aspects of CR modeling
since the seminal work of Bates, Kingston and McWhirter in the early 1960s. In this
chapter, the narrative focused on state-of-the-art, large-scale CR modeling, using the
Los Alamos suite of atomic physics codes as a particular example. The discussion
was limited to self-consistent models, which consider a single type of state, e.g.
configurations or fine-structure levels. Such an approach has the desirable feature of
internal consistency and uniformity across all ion stages. However, a disadvantage
is that full configuration interaction calculations can not be extended to ions with
an arbitrarily large number of bound electrons. Computational resources have not
evolved to the point of allowing such calculations, nor are they likely to do so any
time soon. Such limitations mean that the self-consistent approach must employ a
lower level of refinement when modeling complicated systems. Even with a lower
level of refinement, the model size may not be complete enough to obtain a converged
set of populations for a given application.

In order to provide more accurate FS modeling in this case, hybrid methods are
a possible option. Within the context of the Los Alamos suite of codes, the simplest
type of hybrid method for FS models would be to include full configuration inter-
action only between configurations of spectroscopic importance. Combinations of
the lower levels of refinement, SCR, SCNR and CPLX, or even no configuration
interaction, could be used in calculating the atomic structure for the remaining con-
figurations. The next level of hybridity involves the solution of the CR equations
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in SRCA mode and then statistically distributing the resulting populations into the
more numerous relativistic n/j configurations for the same model. Such an approach
was demonstrated in [65]. This approach allows the populations to still be calcu-
lated in a fully self-consistent, albeit configuration-average approximate, manner.
The use of non-relativistic configurations to solve the CR equations greatly reduces
the size of the rate matrix and the time to obtain a set of populations. The splitting
of the populations into more refined relativistic configurations results in many more
lines, in more accurate energy positions, which would not have been possible if a
self-consistent FRCA calculation had been attempted. However, a disadvantage of
this approach is that statistical distribution may not produce accurate populations,
particularly for metastable states, which can be very sensitive to true CR conditions.

Along the same line of reasoning, a more refined hybrid method involves the
solution of the CR equations in configuration-average mode, and then those popu-
lations are statistically distributed into fine-structure levels. Such an approach was
implemented in [86]. More recently [134], the same type of hybrid approach was
combined with the mixed UTA (or MUTA) technique [90] to simulate tungsten emis-
sion spectra of interest to magnetic fusion research in fine-structure detail. Again,
these hybrid methods allow for spectra with a significant level of refinement, but the
level populations may not be adequate due to the choice of statistical distribution of
configuration-average populations.

The above methods are referred to as “dual” methods because they use one type of
state to obtain a self-consistent solution of the CR equations and then distribute those
populations to the states of a more refined model. True hybrid methods, beyond the
dual ones described above, simultaneously employ different types of states within
the CR equations. These states can include superconfigurations, configurations, fine-
structure levels, or arbitrarily averaged states. An example of the latter type is the
reduced detailed configuration accounting (RDCA) approach, which has been imple-
mented in the Los Alamos suite of codes [103, 109]. This approach allows the states
contained within a large-scale self-consistent model, and their corresponding atomic
data, to be averaged in a significant way. The resulting small-scale model can be used
to obtain averaged plasma quantities in a relatively fast, accurate manner. Another
hybrid scheme has been implemented in the SCRAM code [164], which can simulta-
neously include states such as superconfigurations, configurations and fine-structure
levels in the same model. This approach has the advantage of being able to attain a
high level of completeness, even for plasmas composed of complicated ions. In gen-
eral, a disadvantage of these hybrid methods is a potential lack of self-consistency in
the underlying atomic physics data. Further development of such true hybrid schemes
offers a possible way forward to solve currently intractable problems in large-scale
CR modeling.
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Chapter 3
Generalized Collisional Radiative Model
Using Screened Hydrogenic Levels

H.-K. Chung, S.B. Hansen and H.A. Scott

Abstract Collisional-radiative (CR) models are used to obtain atomic level popu-
lation distributions and radiative properties in plasmas. These quantities are used to
help design experiments, to provide data for radiative energy transport in radiation-
hydrodynamic simulations, and to diagnose laboratory and astrophysical plasmas
whose conditions are difficult to or impossible to directly measure. CR models are
constructed by coupling a set of electronic energy levels with spontaneous, col-
lisional, and radiation-driven transitions. Since the number of atomic levels and
transitions necessary to build a CR model can be prohibitively high, especially for
many-electron ions, models are often customized for specific applications by tai-
loring the structure based on expected plasma conditions. On the other hand, there
remains a need for models that are general enough to predict charge state distri-
butions and radiative properties with reasonable accuracy for plasmas over a wide
range of plasma conditions. Such generalized models are especially useful for design
simulations, which access a wide range of conditions, and for preliminary analysis
of spectroscopic data. This chapter describes a class of generalized CR models based
on screened-hydrogenic atomic levels and rates. These models have been applied to
a wide variety of applications and have demonstrated reliable performance over a
wide range of plasma conditions, from the low-density coronal limit to local ther-
modynamic equilibrium.
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3.1 Introduction

A collisional-radiative (CR) model describes the atomic processes that couple an
ensemble of electronic states in atoms and ions in terms of state populations and
transition rates connecting those states. Ultimately these models provide information
on plasma properties such as charge state distributions and radiative emissivity and
opacity. A set of rate equations is used to calculate the number density of the ith
atomic state n; as a function of rates R;_,; from the jth atomic state to the ith atomic
state where 1 <7, j < m (the maximum number of atomic states) and the loss rate
of the ith atomic state R;.

dn i “
— z Rj_>,l’lj + Z R]_>,l’l] — ,'l’l,‘ and R,‘ ZZR,‘_”‘

Jj=i+1 J#i
The set of rate equations can be represented in a matrix form as follows:

dn
dt

=R-il

where fi is the population vector and R is the rate matrix. Since many of the transition
rates are very fast on timescales of interest, the numerical solution of this equation
requires an implicit (or at least semi-implicit) treatment, but in most cases, the solu-
tion can be achieved with standard methods. For atomic systems with transitions
mediated by electrons and photons, the rates themselves do not explicitly depend
on the state populations, although they often have a weak indirect dependence on
the populations, and the rate equations are formally linear. Transitions induced by
atomic collisions introduce an explicit non-linearity, but usually do not change the
quasi-linear nature of the equations. For the steady-state/long timescale case, the rate
equations become

dn

— =0

dt
and the solution is only defined up to a multiplicative constant (including the trivial
solution @i = 0). For well-defined solutions, a conservation condition is used, for
example conservation of total number density N, or a charge neutrality condition
for plasma with total electron density N, such as:

V4 V4
Zf,-:NT and ZziﬁzNe
i=0 i=0

where Z is the atomic number and z; is the charge associated with the ith charge
state with charge state density f;.
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If all the necessary atomic parameters, i.e. energy levels and transition rates, are
available, it is relatively straightforward in principle to build the rate matrix and
obtain the number densities by solving the rate equations. In practice, building a
CR model is often quite difficult. Leaving aside the question of atomic data quality,
a complete data set of atomic parameters is rarely available and, in addition, the
available computational resources often limit the model size. A reliable collisional
radiative model must satisfy three constraints: the model should include all atomic
processes and states relevant to applications of interest (completeness), the model
should be numerically and computationally manageable (tractability) and the model
should be able to predict observables that represent physical reality (accuracy).

The main idea of a “generalized” collisional-radiative (GCR) model is to provide
reasonable but fast estimates of Z or charge state distributions of plasmas under a
wide range of conditions for diverse applications: laser-produced plasmas, beam-
produced plasmas, astrophysical plasmas, magnetic fusion plasmas, photoionized
plasmas, coronal plasmas, and dense plasmas. An established method of constructing
a CR model which is both simple and general while fulfilling the requirements of
completeness, tractability and accuracy, is to construct a set of atomic parameters
by employing a screened-hydrogenic (SH) formalism. Over the last decade, CR
models using screened-hydrogenic parameters have proven to provide a simple and
yetreasonable description of atomic processes of plasmas for a variety of applications
[1-8]. They have successfully provided estimates of charge state distributions and
low-resolution spectra needed to design plasma experiments and have provided a
basic understanding of atomic processes required to analyze measured spectra.

The term “screened-hydrogenic” indicates the use of hydrogenic expressions eval-
uated with screened nuclear charges and screened nuclear charges [9, 10]. Methods
for calculating plasma properties that fall under this description have been used for
decades and encompass a wide range of techniques, degree of detail and accuracy.
The specific formalism that has proved useful in constructing a GCR model is pre-
sented in the following section, along with a discussion of the underlying assumptions
and associated uncertainties.

3.2 Formalism

3.2.1 Generalized Collisional-Radiative Atomic Levels

The first step in building a CR model is the choice of atomic states, which is usually
based on a specific application and quantities of interest (QOI) such as average charge
state (Z), charge state distributions (CSD), spectroscopic emissivity or opacity. If
the main QOI is an averaged quantity such as Z, less descriptive atomic states can be
used without much loss of accuracy. A more descriptive representation is required to
provide accurate results for spectroscopic calculations. Figure 3.1 illustrates various
descriptions of atomic states of helium (or helium-like ions) of term-split levels,
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1s3p P,
1s3d'D,
1s3d°D; ;3 —  1s3d ——
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Fig.3.1 Terms, configurations and screened-hydrogenic levels used in a collisional-radiative model
are illustrated

(non-relativistic) configuration levels and SH levels based on principal quantum
numbers. A model of 17 term-split levels can be reduced to a model of 6 non-
relativistic configurations or to a model of 3 levels. A SH level can be represented
by the “average” energy and, optionally, a “width” representing a distribution of
individual energy levels. If necessary, levels can be averaged even further.

As defined here, a GCR is a super-configuration model [11-14] using SH levels
defined by principal quantum numbers. The atomic levels are labeled by the principal
quantum numbers n and electron occupation numbers i as (1)’

There are two ways of obtaining atomic level energies of the GCR. One method is
to average level energies obtained from more detailed atomic states (e.g. term-split
levels or configurations). In practice, this method is difficult because one must first
obtain the atomic parameters of detailed atomic states, which, for complex many-
electron ions, can be extremely challenging. Different averaging methods are possi-
ble. The simplest method is to average level energies over the statistical weights g;.

Zi g E;

Eno) = S where i€ 152s°S;, 1s2s 'Sy, 152p° Py 1o, 12p ' Py

However, when temperatures are of the same order or smaller than the energy splitting
between E; levels, this can result in significant error. One can include temperature
effects by averaging using Boltzmann statistics:
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Zi gi Eie_(Ei_EO)/kTe
Eme = S gie—Ei—E0)/kT;
4

where i € 13253S|, 1525180, ls2p3P04’1,2, ls2p1P1

Essentially, averaging over statistical weights gives the same result as using Boltz-
mann statistics with an infinite temperature. Statistical averaging is a reasonable
treatment for high-lying Rydberg states where individual states belonging to a SH
level tend to be populated statistically. For low-lying SH levels or under coronal
conditions where the dominant population is in the lowest energy states, statistical
averaging tends to overestimate the excited populations within a SH level.

An “effective temperature” model [15] has been developed to provide more real-
istic averaging method as a function of plasma conditions and ionization energies.
As plasma conditions approach the coronal limit, that is, high temperature and low
density, the effective temperature approaches zero and the weight factor for the high-
lying states also approaches zero. As the density increases, or if the level is close to
the ionization limit (e.g. Rydberg states), the effective temperature approaches the
plasma temperature and the weight factors become Boltzmann factors.

The temperature- and density-dependent energy levels produced by these averag-
ing techniques can be effective under tightly defined conditions, but they are difficult
to use in a GCR model. In some cases, averaged energy levels of bound states exceed
the first continuum limit or the order of two averaged levels is reversed resulting in a
negative transition energy. Therefore, when GCR levels are produced by averaging,
straightforward statistical averaging is preferred, but because of the difficulties in
providing a complete model in this manner, screened-hydrogenic levels based on
principal quantum numbers are preferred to generate for generating a GCR model.

The second method of constructing level energies is to use the SH formalism. The
screened nuclear charges experienced by electrons in each shell are calculated as a
linear function of the shell occupations using a set of screening coefficients and are
then used to construct the energy of that level. Multiple sets of screening coefficients
are available, based upon one or more quantum numbers, i.e. (n, 1) or (n, 1, j) [16].
The use of more than one quantum number leads to very large numbers of states, so
to maintain tractability we restrict SH levels to those based upon principal quantum
numbers only.

Energies are computed by applying ionization potentials sequentially from the
bare nuclei as illustrated in Fig.3.2. The ionization potential of a SH level with an
outermost bound electron of the principal quantum number n is obtained from the
hydrogenic expression (with relativistic corrections)

=2 (e[ 2 3

n? 2ay n n+1 4
where Q,, is the screened charge, ag Bohr radius and e?/2ay is the Rydberg energy.
The screened charge is computed as a function of the screening constants o (n, m)

[17, 18] of the nth and mth hydrogenic shells and the occupation numbers of the nth
and mth hydrogenic shells, N,, and N,, where Z, is the charge of the ion;
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Fig. 3.2 SH level energies are constructed by subtracting the ionization potential of the outermost
electron in the valence shell from the continnum limit

Qu=2Zy— Y o (n.m)N, —050(n,n) (N, — 1)

m<n

The statistical weight of the SH level denoted by ()™ (2)V2. . .(m)¥»(n)* is given
by binomial coefficients C{(. 2m?, N,,) where 2m? is the maximum occupation number
of the mth hydrogenic shell;

g= H c(2m*, N,,)

m=1

The advantage of generating levels in this manner is the flexibility. The energy
level can be computed for any configuration with an arbitrary number of shells and
occupation numbers. It is straightforward to calculate energy levels of exotic config-
urations with many vacant shells. By contrast, energy levels of a configuration with
more than 2 vacant shells are extremely time consuming to generate with detailed
atomic physics codes. An example of exotic configurations is given by hollow ions
with no electrons in the K-shell. As illustrated in Fig. 3.3, SH configuration energies
of hollow ions can be easily obtained from the continuum state with calculated ion-
ization potentials. As depicted in the diagram, energy levels of (2)(n) are calculated
as the energy of (2) subtracted by the valence shell (n) ionization potential of (2)(n)
and energy levels of (2)%(n) as the energy of (2)? subtracted by the valence shell ()
ionization potential of (2 ) (n).
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Fig. 3.3 A schematic way of producing energy levels of hollow atom states in He-like ions and
Li-like ions is illustrated

SH energy levels are not spectroscopically accurate, not only because each level
represents numerous detailed levels, but because of the approximate nature of the for-
malism. In particular, the ionization energies obtained from the screening constants
become noticeably inaccurate near closed shells. Substituting ionization energies
from accurate atomic physics calculations, and scaling the SH excitation energies
accordingly, removes some of the systematic inaccuracies in the energy levels. The
resulting models have been found to produce charge state distributions comparable
to results from a variety of codes for a wide range of plasma conditions in the NLTE
(non-local thermodynamic equilibrium) kinetics workshops [19-24].

There are more elaborate approaches to improve the accuracy of SH models by
employing a “width” to a SH level, which describes the spread and distribution of
detailed atomic level energies belonging to one schematic SH level as shown in
Fig.3.1. Using imposed internal partition functions, these models can more accu-
rately model processes between overlapping SH levels and effectively vary the sta-
tistical weights of the SH states according to the plasma conditions [25]. Including
SH widths also enables finer coupling between SH states and more detailed state
structure in hybrid-structure models [26].

This simple and flexible way to construct an arbitrary set of energy levels provides
the capability to produce a required “complete” set of (super-) configurations and is a
key ingredient of the GCR model. Completeness is required to include all important
population channels for atomic processes occurring in an atom surrounded by other
atoms, electrons and photons. Even so, a model of complex many-electron ions can
easily become intractable; hence care is needed in determining a comprehensive set of
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Fig.3.4 A schematic diagram of SH levels contained in a GCR model is presented for L-shell (/eft,
(1)2(2)#*1) and N-shell (right, (3)'8(4)**1) ions

configurations that are most relevant to the application of interest. As a rule of thumb,
levels involved in dielectronic recombination (DR) processes should be extensively
included in a model to ensure a reasonable estimate of charge state distributions. For
K- and L-shell ions, levels with doubly excited electrons from the valence shell of
the ground configuration are the dominant DR population channels. For M-shell and
more electron ions, levels with inner-shell excited electrons play an important role in
DR processes. Basic levels in a GCR model are shown in Fig. 3.4 for the two cases
of L-shell ions and N-shell ions.

3.2.2 Atomic Transition Rates

The transition rates required for most plasma applications are those for electron
excitation and ionization, photon excitation and ionization and autoionization. A
schematic diagram of atomic processes required for a CR model is illustrated in
Fig.3.5.

The rates of inverse processes, electron de-excitation, recombination, radiative
recombination and electron capture, can be obtained by the principle of detailed
balance, which states that under conditions of thermal equilibrium, each rate is exactly
balanced by its inverse rate. Since this holds between any pair of states, with each
state defined by the atomic level and phase space element of each particle, it can
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Fig. 3.5 Atomic processes required for a CR model

be applied to energy-dependent differential cross sections as well as transition rates
integrated over thermal particle distributions [27].

If transition rates are available between detailed levels (term levels or configuration
average levels), transition rates between averaged levels can be obtained by averaging
the transition rates R;; over a weight factor w;, the statistical weight or Boltzmann
factor of an initial state i of each transition connecting the initial state i of the initial
averaged level I to the final state f of the final averaged level F.

ZfeF Dicr WiRy
Zi et Wi
If detailed level transitions are unavailable for certain levels, schematic rates can be

used. Schematic transition rates are obtained from formulas based on transition rates
in hydrogenic ions with a minimum set of parameters derived from atomic physics.

Rip =

3.2.2.1 Radiative Processes

Rates of radiative processes between bound states (bound-bound), and between
bound and free states (bound-free) are required. Bound-bound transitions are photo-
excitation by absorption and deexcitation by spontaneous or stimulated emission
of the radiation field. An absorption oscillator strength of a transition from an ini-
tial SH level i to a final SH level f may be defined as foic(i = f) = fu(@ — f)
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P (I - P /anf) where f (i — f) is the oscillator strength of hydrogenic ions, P;
is the occupation number of equivalent electrons in the shell making the transition
of the level i and 2n3f is the maximum occupation of level f. However, fy (i — f)
defined in this manner overestimates, by a factor of a few, compared with averaged
values derived from a relativistic Hartree-Fock-Slater atomic physics code. Scaling
the oscillator strengths by a factor accounting for screening effects improves the
accuracy considerably [9].

By detailed balance, the emission and absorption oscillator strengths are related by

g = f) fose (0 = [) =g (f = 1) fose(f = 1)

The spontaneous emission rate A(f — i) and absorption cross-section a(i — f)
between two bound levels i and f are directly related to the absorption oscillator
strength, f,..(i — f) of the photo excitation (PE) transition as

8n2ev (i — f)2 gi

A(f =D = Efosc (i — f) and

me3
2

oPE (i > f) =2 freli > Fow)
mc

where the g; and g are the statistical weights of the states, v(i — f) is the photon
frequency corresponding to the transition energy, e and m are the electron charge and
mass, and c is the speed of light. In general, the transition has a spread in frequency
described by the line profile function ¢, which represents the relative probability
of absorbing a photon of frequency v. ¢ is usually a narrow function centered at
v(i — f) and is normalized by

/ pw)ydv =1

[e¢]

The transition rate in units of s~! for photo-excitation processes is
PE (; PE (: dv
R — f=4n [ " ( — f)J(l/)h—
v
1
where J(v) = —/I (v, 2)d2
4

where J (v) is the angle-averaged intensity and / (v, §2) is the specific intensity as a
function of frequency v and direction.

A photoionization (PI) rate from an initial SH level i of a charge state X? to a
final SH level of another charge state X “*1* is given the same way as

RP’(i—>f)=47r/aP’(i—>f)J(1/)Z—Z
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A scaled photoionization cross-section provided by Kramer [28] as a function of
incoming photon energy hv, the screened charge and ionization potential of the
ionized n-shell electron Q, and I,,, and Rydberg constant Iy is widely used.

64raal 135197
31.5 Qn (hl/)3

ol (i — ) () =

where ay is the Bohr radius and « is the fine structure constant. The inverse process is
radiative recombination (RR) where a free electron recombines with an ion, emitting
a photon in the process. For a given electron distribution f,(E), the recombination
rate is obtained by integrating the cross-section o®¥(f — i)(E) over the electron
and photon distributions, with electron and photon energies related by hv = I,, + E,

1
* (2E\?
R¥(f — i) = N. / (—) o (f = D) (E) f. (E)dE
0 ne
where the cross-section o®f(f — i)(E) is written as

o R(f = D)E) =0l (f = ) (E) J) + oS (f — i)(E)

3
_ (](1/) + 2161—2’/) oRR(F S )(E)

Stimulated and spontaneous radiative recombination cross-sections are written in
terms of photoionization cross-section a”/(i — f)(E) using the Einstein-Milne
relation [27]

g h* OzPI(i—>f)(E)a

RR . _ 9

og (f =) (E) = o) 4m.E o nd
RR . _ 9 (hv)* o' (i - f)(E)

T D) =

3.2.2.2 Collisional Processes

The rate of a collisional transition with cross-section o (E) as a function of incoming
electron energy E is obtained by integrating over the electron energy distribution
function f,(E) as

RL (i — f)=N, " oot (i > f)(E)f.(E)dE
AE

where AE is the threshold energy and v is the electron velocity for an electron of
energy E. A scaled collisional excitation (EX) cross-section from an initial level i
to a final level f based on oscillator strength (i — f) for the allowed transitions



62 H.-K. Chung et al.

[29, 30] is commonly used

o (i — [)(E) =

87°a3 ( I )2 fi = feW)
J/3 \AE U

where U = E/AE and g(U) is the Gaunt factor. The collisional de-excitation (DE)
cross-section is obtained from detailed balance as

i E+ AE
9 oEX

DX N (E) =
o" (f = D (E) 0 E

(i— f)(E+AE)

For a Maxwellian electron distribution, this reduces to a simple relationship between
the excitation and de-excitation rates:

RDX(f—> i) _ &eAE/kTe
REX(i — f) gy

Simple semi-empirical formula of collisional ionization (CI) cross-sections [31, 32]
can be used for collisional ionization from an initial level i for electron with energy
E > ionization potential AT

In \° (Al E E
ol (i > f)(E) = malC¢ (A—”;) (F) log (E) W (E)

where

BAT 1

E EN]*® 100z +91 ]2
) = = =02 et S B
o(E) [ ()] o wmom([ 2] )

and z is the charge of the ion and ¢ is the effective number of equivalent electrons in
shell. The suggested value of 2 is often used for the constant C.

For a Maxwellian electron distribution, the three-body, or collisional recombina-
tion rate coefficient R(f — i) is easily obtained from the ionization rate coefficient
R(i — f) by detailed balance as

. 3/2
REBG =) _giNe (1 N rpmn,
RCIGi — f) gr 2 \2mmekpT,

— 166 x 107290 Ne_—atjkar,

95 1.7
For an arbitrary electron distribution, the rate coefficient is obtained by integrat-
ing over the differential collisional ionization (DCI) cross-section o (i — f)(E —
E’, E”) for incoming electron energy E and ejected and outgoing electrons of energy
E’ and E”. This is related to the total cross-section o (i — f)(E) through the relation



3 Generalized Collisional Radiative Model Using Screened Hydrogenic Levels 63

[27, 33],

ol — f)(E)= // oPCli - f)(E — E', E")dE dE"

1

E—1I,
_1 / Pl - f)(E, Ey)dEy
2 /o

where I, is the threshold energy for the ionization process and E}, is the energy of the
ejected energy. Applying detailed balance leads to the Fowler relation for differential
collisional recombination cross-section (DCR) o(f — i)(E', E” — E) [27]

W og E
9 _=_GDCl; 5 F)E — E', E")

DCR . ’ "
E'FE E) = —
o7 (= i) — E) T67m, g, E'E"

The three-body recombination rate coefficient is then given as

R=N; /// (2E ) ( - ) Je(E) f(EMo(f — i)(E', E" — E)dE'dE"dE

( ) ( ) fo(EYf(EMa(i — f)E — E', E")dEdE dE"
me E'E”

25/27rmg/2 ng

3.2.2.3 Autoionization and Electron Capture

There exist numerous autoionizing states acting as the dielectronic recombination
and indirect ionization channels. Calculating accurate autoionization rates can be
difficult due to the presence of multiple open shells. An approximate rate has been
obtained [34] as follows: The autoionization rate A(k — i) from state k of an ion
(consisting of the excited state f of the nextion plus the outer most excited electron) to
abound state i of the next ion is obtained by detailed balance from the corresponding
electron capture cross-section o (i — k) from the state i to k.

N. [ o€ i > k) vfM (E)dE _ gi N. o\’ B E kT,
Atk — i) gi 2 27rmekBTe

2 EV? _
M E >—IT3/26 Efka.

Assuming that the electron capture cross-section averaged over the resonances can
be obtained by extrapolating below the threshold of electron excitation cross-section
o(i — j)as
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the following relationship is obtained between electron excitation cross-section
oEX(i — j) and autoionization rate A(k — i);

ofX (i = ) Gk 772n3a(2)h
Atk > i) ¢ 222E({ — j)

This provides a method of approximating autoionization rates from a collisional
excitation cross-section evaluated at the threshold energy E (i — j) as illustrated in
Fig.3.6.

3.2.3 Plasma Effects

A GCR model is developed using data from isolated atoms but is applied to atoms
embedded in plasma. Atoms and ions interact with particles and fields in plasma and
the interaction influences atomic parameters such as energy levels, transition proba-
bilities [35-37]. As ion and electron densities increase, atomic levels broaden, shift
and disappear due to the interaction with surrounding ions and electrons and atomic
transition rates change accordingly as shown in Fig. 3.7. The most prominent effect is
the reduction of ionization potentials, which in extreme cases results in a significant
change in charge state distributions. Due to the interaction with surrounding ions
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Fig. 3.7 Conceptual illustration of ionization depression/continuum lowering

and electrons, atomic potential changes accordingly. Higher-lying states may not be
bound in the new atomic potential and the energy required to ionize the remain-
ing bound electrons is reduced. This phenomenon is called as ionization potential
depression (IPD) or continuum lowering. Since this results in enhanced ionization it
is sometimes called pressure ionization.

A simple method to include this effect in a CR model is to apply an IPD model to
determine the depressed ionization potential. Then two adjustments should be made
for the CR model: (1) states identified as being no longer bound are excluded from the
rate equations and (2) ionization and recombination rates of remaining states in the
model are modified according to the depressed ionization potential. There exist other
methods such as the occupation probability method [37] where a statistical weight of
state changes as a function of plasma conditions or a level broadening method where
a density and width of state is applied as a function of plasma conditions. Recent
experiments with x-ray free electron lasers (XFEL) interacting with dense plasmas
have sparked numerous discussions on how to treat IPD in plasmas [38-42].

The IPD model of Stewart and Pyatt [36] is widely used. This model uses a finite
temperature Thomas-Fermi treatment for bound electrons to evaluate the effect of
free electrons and neighboring ions on the ionization potential depression. An ion
with a nucleus Z and a net charge z (z = 1 for a neutral atom) occupying a sphere
(of a radius a) of the ion and free electrons to maintain a neutral charge at the
boundary is considered. Stewart and Pyatt obtained a full solution by solving the
Poisson equation numerically with a potential due to free electrons and ions, and an
approximate analytical solution by placing all the bound electrons at the origin and
assuming a uniform free-electron density:

[[3 @+ 1) 2 + 1]2/3 — 1} [[(%)3 + 1]2/3 - 1]

AE = =
2(z+ 1) 2z + 1)

where the Debye length D and the sphere radius a are defined with the free-electron
density and ion density far from the ion n.(co) and n; (co) and electron temperature
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The analytical solution approaches the limiting cases of the Debye-Hiickel (DH)
model for low density and high temperature and the ion-sphere (IS) models for high
density and low temperature.

2

ze a
AEPH = = for — « 1
okt DS

;s 3 ze? a
AE™” = > kT for D > 1
Comparisons with numerical solutions show that the analytical expression for the
depressed ionization potential approximates the true values reasonably well, particu-
larly for cases with large z* and small (a/ D) values, and it is the analytical expression
which is widely used in CR models.

A treatment of high-lying Rydberg states is critical in obtaining a correct charge
state balance for both low and high densities. Due to the n® dependency of collisional
recombination rate coefficients, excited states with high principal quantum number
n act as fast recombination channels and the treatment of these states and the IPD
effect are very important in determining population distributions for recombining
plasmas or high densities. On the other hand, very high Rydberg orbitals can exist
at low density and the autoionization states with high principal quantum number
contribute significantly to the dielectronic recombination (DR) processes and hence
they play a major role in charge state distributions as well. Discussions on the model
completeness can be found in the chapter on model completeness.

3.2.4 Spectroscopic Emissivity and Opacity

A SH model has been widely used in obtaining not only charge state distributions but
also spectroscopic properties of plasmas under certain conditions, for example, the
K-shell spectroscopy of one (H-like) or two electron (He-like) ions or of the K-shell
vacantions (K, g y lines) where levels are well characterized by a hydrogen-like level.
However, more detailed level structures are generally needed to provide a realistic
spectroscopic prediction as shown in the Fig. 3.8 where spectra of term-based model
and SH model are compared for the He-like ions of Ge atoms at 10 keV even for
K-shell ions.
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Fig. 3.8 Spectra of term-based model and SH model are compared for the He-like ions of Ge atoms
at 10 keV

The procedure to generate a spectroscopic parameter such as emissivity and opac-
ity from a SH model is to generate energy levels and transition probabilities of all the
term-split levels [43, 44] or relativistic (or non-relativistic) configurations relevant
[45, 46] to the screened-hydrogenic levels and then assign population densities for
each term level or each configuration with a weight factor. As in the Sect.3.2.1, a
weight factor could be a statistical weight or a Boltzmann statistics based electron
temperature or effective temperature. The population density P; of each detailed
level j with statistical weight g; and energy E; is computed by Boltzmann statistics
among all the detailed levels belonging to their SH level A as following.

gje~Ei—E0/KT,

P = 5 (B —Eo)/kT, where Ej is the energy of the lowest level belonging to A
icA 9i

The population distribution is used to compute the emissivity and opacity of bound-
bound radiation and bound-free radiation for all possible radiative transitions.

A SH model is often applied for the spectroscopy of many electron shells (M
or N shell) where numerous lines exist as unresolved lines and it is impractical
to compute emissivity and opacity for individual transitions because of the huge
number of transitions. The most widely used method in this regard is to use the super-
transition-array (STA) model [11-14]. In this method, the STA transition energy,
transition probability and the STA width for the line radiation are defined with atomic
parameters of more detailed configurations such as relativistic configurations or term-
dependent levels. The STA transition energy E4p from the super configuration (or a
SH level) A to the super configuration (or a SH level) B is defined as follows:
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ZieA,jeB GiA G — J)EG — je”FimFo/k
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where g; and g; are the statistical weights of levels i and j belonging to A and B and
E({ — j)and A(i — j) are the level energy and spontaneous emission probability
of the transition from the detailed level i to the detailed level j. The transition
probability A4 and the STA width p4p are defined as:

ZieijeB GAG — j) e (Ei—E0)/kT.
ZieA’jeB gig_(E[_EO)/kTe

. . . N2 (Ei— 2
2 Dicajep GiAG — HEG — J)reEimEo KT g2
Wag = ZieA,jeB GAG — ) e—(Ei—Eo)/kT, AB

Apg =

With E4p. Aap and pap, the computation time in solving radiation transfer equations
is tremendously saved by reducing the numbers of radiation transitions. However
one should store the level and transition probability information and deal with the
large number of atomic parameters at each electron temperature.

3.3 Applications

A GCR model is constructed to be valid both at the coronal limit and at the local
thermodynamic equilibrium (LTE) limit so that it can provide a reasonable prediction
for a wide range of plasma conditions. In this section, applications of a GCR model
are introduced.

3.3.1 Steady-State Plasmas Generated by Long-Pulse Lasers

Plasmas generated by a few nano-second long-pulse lasers are often found to have a
large volume of weakly space-dependent plasma conditions at steady-state after the
initial hydrodynamic expansion and heating of the plasma, for which emission and
absorption spectroscopy are used for the determination of single thermal temperature
and density. A GCR model is useful to estimate charge state distributions (CSD) and
the average charge state <Z> over a wide range of plasma conditions before design-
ing spectroscopic experiments and/or analysing a time-integrated, space-integrated
emission/absorption spectra. Particularly for high Z elements, a CR model using
detailed atomic structures is very large and often unavailable.

An example of the predicted average charge states and L-shell spectra for electron
temperatures of 4-10 keV and electron density of 10>'~10??> cm~3 using a SH model,
FLYCHK code [1] is compared with measured gold L-band spectra from the high
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Fig. 3.9 A SH model predicts spectra and charge state distribution from gold ions over a wide
range of plasma conditions. Measured L-band spectra from HTH (High temperature hohlraum) and
<Z> from two Hohlraum data are compared with results (Figure is taken from [6])

Table 3.1 Charge state distribution of gold ions at 8 keV and 1E21 cm ™3
Ton 49 50 51 52 53 54 55 56 57 58 59 60 61
Fraction | 0.027 | 0.071 | 0.081 | 0.103 | 0.119 | 0.126 | 0.123 | 0.109 | 0.088 | 0.062 | 0.040 | 0.023 | 0.012

temperature hohlraum (HTH) [3, 6] in Fig. 3.9. Temperatures of HTH are determined
to be in the range of 7-8 keV based on the comparison with measured spectra.
Ionization distributions of many-electron charge states of high Z elements are often
broad as shown in Table 3.1. The calculated maximum relative ion population is only
0.126 for Auw>** at 8 keV and more than 10 charge states from Au*** to Au®'* are
substantially populated (a fraction > 0.01) at this temperature. Consequently, the
spectra is broad due to contributions from a range of charge states and it is important
to include as many charge states and configurations as possible in the CR model to
explain the broad spectral features.

3.3.2 Two-Temperature Plasmas Generated by Short-Pulse
Lasers

Ultra-short-pulse lasers create plasmas with fast proton beam, x-rays and relativistic
electrons which consist of cold, thermal electrons and hot, non-thermal electrons.
Relativistic electrons readily ionize K-shell of target atoms and K, g lines from 2p-1s
and 3p-1s transitions are frequently used for plasma diagnostics. Since the density
of cold and thermal electrons is usually a few orders of magnitude higher than the
density of hot electrons, charge state distributions from the measured K-shell spectra
reflect the cold electron characteristics. As a result, observed K-shell spectra have
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little information on the hot electron characteristics except that energetic electrons
do exist to ionize K-shell electrons.

An example of Cu emission spectra [4] in Fig.3.10 shows K, spectra changing
with cold electron temperatures from 1 to 300 eV (at solid density) and shifting
away from the cold K, position at 8047.78 eV. The hot electron fraction of 0.001 and
energy of 3 MeV were used for this example. The broadening and shift of K, lines
is attributed to the heating of cold electrons which leads to ionization of plasmas.
When valence electrons are ionized by thermal electrons, the screening from outer
electrons is reduced and electrons are more tightly bound for higher charge states. K,
transition energies from 2p-1s transition increase as ionization increases and hence
the K, spectra shift to the higher energies (blue side). In addition, K, spectral lines
broaden as more charge states and atomic levels are populated to emit the K-shell
transitions over a wider spectral range than the cold spectra. The shift and broadening
of K, emission spectra is a good diagnostic of thermal electron temperatures.

3.3.3 Photoionization Equilibrium Plasmas

Pulsed-power machines such as Sandia Z machines produce astronomical x-rays
in the laboratory and generate plasmas at astrophysics relevant conditions. At pho-
toionization equilibrium such as found in gaseous nebulae and active galactic nuclei
(AGN), a charge state balance is characterized by the ionization parameter £, a ratio
of photoionizing radiation flux and electron density. It is independent of electron
temperature. X-ray power from Sandia Z-machine fits in the range of ionization
parameters found in X-ray binaries and AGN and the laboratory plasmas created
by Sandia Z-machine can be used to study charge state balances of astrophysical
plasmas [5].

Examples of Iron charge state distributions with and without radiation field are
shown in Fig.3.11 over a temperature range from 30 to 210 eV at the electron
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Fig. 3.11 Charge state distributions of Iron ions at electron temperatures from 30 to 210 eV and
electron density of 1.95 x 10'° cm™3 without (left) and with (right) radiation field of 165 eV and
0.01 dilution factor

density of 1.95 x 10" ¢cm™3 expected to be valid for an experiment performed in
the Z machine. Results show charge state distributions (CSD) increase as a func-
tion of temperature without radiation field while the CSD become comparable over
a wide temperature range by adding 165 eV Blackbody radiation field (and 0.01
dilution factor). Atomic processes are dominated by photo-ionization process and
dielectronic and radiative recombination processes and the ionization distribution is
a function of radiation field strength and electron density in photoionization equilib-
rium plasmas. At the perfect photoionization equilibrium state found in astrophysical
plasmas (with very low electron density), the CSD should be same for all tempera-
ture cases. The higher densities of the Sandia Z experiment result in non-negligible
3-body recombination that accounts for the small CSD differences over a range of
temperatures.

3.3.4 Photo-Ionized Plasmas Generated by X-Ray Free
Electron Lasers

X-ray free electron lasers (XFEL) create an exotic state of matter such as finite-
temperature (warm or hot) dense matter, hollow atoms with 2 vacancies in the
K-shell and highly non-equilibrium plasmas [8, 47]. XFEL at the Linear Coher-
ent Light Sources (LCLS) provides a photon source of ultrashort pulses (10-340
fs), high photon energy (800-20 keV) and high photon number (10'? photons or
10% x-rays/A2). Plasmas generated by XFEL undergo time-dependent population
cascades from the inner-shell vacant states initiated by XFEL photoionization. The
inner-shell vacant states such as K-shell or L-shell vacant states decay rapidly by
radiative emission or Auger decay and XFEL-driven plasmas emit strong radiation
in the K-shell or L-shell spectral range when the XFEL pulse is on. The XFEL photon
energies are transferred to electrons and ions by producing photo electrons and Auger
electrons. As the electron density increases with time, collisional processes by elec-
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trons become significant and ionization processes depend both electron and photon
collisions. The absorption process of XFEL is critically tied to the evolution of plasma
conditions and a CR model is used to explain the initial photo-absorption processes
and the time evolution of ionization processes and related plasma conditions.

In Fig.3.12, emission spectra are compared between simulations and experiments
where a solid target is ionized by XFEL with the photon energy lower than the cold K-
edge energy and yet at K, resonances of L-shell Al ions. Since x-ray photon energy
is not high enough to ionize K-shell electrons, there is no K-shell vacant state or
K-shell emission initially. Instead x-ray photons ionize L-shell electrons leaving holes
in the L-shell. As more and more L-shell electrons are ionized leaving holes in the
L-shell, eventually the K, transition energy of the L-shell hole states is in resonance
with the incoming XFEL photon energy and then photo-excitation process of XFEL
photons will excite K-shell electrons to L-shell electrons. The K-shell vacant states
can decay either by radiative decay emitting K, radiation or by Auger decay. The
resulting emission is highest at the photon energy of K, resonances of L-shell ion
and hence the emission spectra peak at the incoming XFEL photon energies [8].
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3.3.5 Radiative Loss Rates of Heavy Elements

Radiative loss is an important energy loss mechanism of plasmas containing mid-
to-high Z elements and it is critical to quantify the total energy balance of plasma
and consequently temperature predictions. For plasmas in pulsed-power machines or
high-Z impurity ions (W, Kr, Mo etc.) in magnetic confined fusion devices, radiative
loss rates are needed for a wide range of temperatures and densities as one of the
key physical input parameters of hydrodynamic simulations. A SH model provides a
quick and reasonable estimate for radiative loss rates when a model of detailed atomic
structures is difficult to build. Kr radiative loss rates over a temperature range of 1-5
keV and electron density from 10'® to 10?* cm~3 are compared for a CR model with
SH levels (FLYCHK) and a CR model with fine structure levels (HULLAC) and con-
figuration average levels (DHS) [7]. <Z> stays similar for electron densities from
106 to 10'® cm~3, which is a characteristic of coronal equilibrium. As N, increases,
<Z> increases by stepwise ionization via excited states acting as ionization chan-
nel at intermediate densities and decreases with N, as those excited states act as
3-body recombination channel at higher densities. Radiative loss rates are linearly
proportional to N, at coronal equilibrium, which is demonstrated in the right plot
over N, of 10'-10'® cm™3 in the left plot of the Fig.3.13.

As a SH model does not include An = 0 transitions, the errors are great when
radiative loss is dominated by radiation from levels excited by An = 0 from the
ground state. In general, a SH model underestimates radiative loss rates for near
coronal and/or near neutral plasmas. On the other hand, when An > 0 transition
dominates the radiative loss, the errors are within 30 % for L-shell radiative loss rates
of Krions. Shown in the right plot of the Fig. 3.13 is the comparison of the number of
radiative transitions included in the CR model with detailed levels (HULLAC+DHS)
and that of a SH model (FLY CHK).

3.4 Validities and Limitations

Comparisons between CR models using a variety of assumptions and different lev-
els of details for atomic structures have been performed at a series of the non-
local thermodynamic equilibrium (NLTE) code comparison workshops since 1996
[19-24]. If constructed correctly, SH models have been found to give reasonable esti-
mates of charge state distributions compared with CR models with detailed atomic
levels, at maximum within one or two charge states for plasmas with K, L-shell
ions, and within a bit more uncertainties for M-shell ions. However, because SH
levels use averaged states, calculated line positions are very different from measured
lines. Therefore, one should take caution in applying a SH model for spectroscopic
analysis. In this section, validity and limitations of SH models are discussed.
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Fig. 3.13 Radiative loss rates of Kr ions at electron densities from 10'° to 102 cm~3 and electron
temperatures from 1 to 5 keV compared between a SH model (F) and a detailed model (H). Please
note that the number of radiative transitions in the right table contained in a SH model (FLYCHK)
and a detailed model (HULLAC+DHS)

3.4.1 Completeness

At the local thermodynamic equilibrium (LTE) limit, population distribution is given
by Boltzmann statistics and Saha equations and the completeness of a model is a key
ingredient for dense plasmas. Some high-lying levels can be significantly populated if
the statistical weight is large. Therefore, an extensive set of levels should be included
in a model, only bounded by continuum lowering model. For thermal plasmas, it is
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Fig. 3.14 Cu spectra (left) at 300 eV and solid density are compared with (SCFLY) and without
(FLYCHK) extensive configurations and Ag emissivity and <Z> (right) are compared with and
without super configurations (SC)
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straightforward to select levels in a model since very high-lying states with high
statistical weight are either removed by continuum lowering or rarely populated due
to the Boltzmann factor. However, the situation is completely different if those high-
lying states are substantially populated by non-thermal particles such as relativistic
electrons or high energy photons and a model without these levels will provide an
erroneous result.

Figure 3.14 shows examples on how results depend on the completeness of mod-
els. Cu spectra of two models using SH levels, FLYCHK [1] and SCFLY [48] are
compared at thermal electron temperature of 300 eV and solid density with a small
fraction of hot electrons to create K-shell holes. FLYCHK uses commonly included
levels illustrated in the Fig. 3.4 and SCFLY adds more inner-shell levels that are often
neglected in a CR model. For example, FLYCHK includes K, spectra of a transition
from (1)!(2)® level to (1)?(2)° level of N-like ions while SCFLY includes satellite
transitions from (1)7(2)%(3)'(4) level to (1)*(2)°(3)'(4) level where the (3)'(4) elec-
trons are spectators. Therefore the resulting K, spectra of a transition from (1 )2)°
level to (1)%(2)° is augmented, broadened and shifted by the contributions of the satel-
lite lines as shown in the left plot of the Fig. 3.14. Without hot electrons, (1)!(2)(3)’
levels are not populated and there is no difference between FLYCHK and SCFLY
results. This example illustrates that a SH model should include a wide range of
configurations that may be substantially populated with non-thermal interactions. It
is noted that the size of a CR model will be prohibitively large if detailed atomic
levels are used for the high-lying levels. Similarly, the K, emissivity of solid den-
sity Ag plasma due to the existence of 1 MeV electrons is constant over a wide
range of electron temperatures (T. = 10-250 eV) for SCFLY while FLYCHK results
gives decreasing emissivity with T,, which is not correct. More discussion on the
completeness of a CR model is discussed in the chapter on the model completeness.

3.4.2 Improvement on SH Model Spectra

A SH model often adopts hybrid structure by complementing SH levels with detailed
levels in order to resolve An = 0 transitions and there are various schemes for this
[1, 2, 26]. A truly hybrid CR model is based on detailed atomic structures for bound
levels while including SH levels for high lying states and autoionization states [26]. A
CR model uses SH levels for many electron ions (more than 3 electrons) and detailed
atomic levels for K-shell (H and He) and Li-like ions [1, 2]. In order to improve
spectroscopic predictions, a model to use SH levels for population kinetics calcula-
tions and more detailed atomic structures for spectral calculations is commonly used
as mentioned in the Sect. 3.2.

A SH model is often used for problems of many electron ions where detailed
atomic structure models are not available. Charge state distributions of many electron
ions are in many cases reasonable compared with more detailed atomic structure
models if the SH model is built with necessary configurations. Spectra, on the other
hand, needs much care even though detailed atomic structures are adopted for spectral
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predictions. The best way is to build a mini CR model using fine-structure levels, for
example, within one charge state or, in a lesser accuracy, to use fine-structure levels
assuming statistical equilibrium. For most cases, the mini model of fine structure
levels may not be of small size as many electron ions are involved. The simpler
choice is a configuration average model, which resolves An = 0 transitions. This
approximation works reasonably well for intermediate and high density cases by
assuming that fine-structure states are in statistical equilibrium. In some cases for
high Z elements, spectral lines are heavily influenced by configuration interaction
(CI) effects and devise a way to find a global shift of line positions.

3.4.3 Dielectronic Recombination

Dielectronic recombination (DR) and excitation autoionization (EA) processes play
a critical role in determining charge state distribution at low to intermediate electron
densities [7, 23, 24]. Most SH models include these processes by explicitly including
autoionizing states involved in DR and EA process. DR rate coefficients of Mo ions
are compared between a SH model and a model using fine-structure atomic struc-
tures [49] in Fig.3.15. If DR channels in the model are placed with level energies
comparable to true DR resonance energies, the agreement of DR rate coefficients of
a SH model is good within a factor of 2in high temperature ranges where An = 1
DR processes are dominant. However, at low temperatures where An = 0 transitions
is dominant, the detailed DR rate coefficients increases as T. decreases in the fine
structure model and DR rate coefficients of the SH model goe to zero due to lack of
An = 0 contribution. The charge state distribution of Mo ions show that the Mo?**
to Mo** ions are not significantly populated in this range of temperatures and the
reduced DR rate coefficients due to lack of An =0 DR channels may not be so
problematic for steady-state cases. For time-dependent cases or in the case of trans-
port from high temperature to low temperature regions, however, the uncertainties
associated with the low DR rates will be non-negligible.

3.4.4 Radiative Power Losses

As illustrated in the Sect. 3.3.5, radiative power losses are useful outputs from a SH
model. The agreement is reasonably good if the dominant contributions come from
An > 0 transitions. At low density and/or low temperature cases, most population
is concentrated in the ground state and the most populated excited states may be
metastable states. In this case, a SH model which inherently lacks of a forbidden
transition or An = 0 transition, will completely ignore the radiative contribution
from these transitions. It is one of the reasons why uncertainties of a SH model
are greatest for plasmas of neutral or near-neutral ions. Even worse, a SH model
does not have the correct ground configuration for neutral or near-neutral ions with
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Fig. 3.15 DR rate coefficients (left) and Charge state distribution (right) of Mo ions are calculated
as a function of electron temperature at coronal density

atomic number greater than 19. For example, the ground state of neutral K element
is [Ar]4s in fine-structure model but the ground level of a SH model is (1)%(2)%(3)°
and 4 s level is included in the excited configuration of (1)?(2)%(3)%(4). Therefore the
radiative power losses for low temperatures of these elements involving neutral or
first ionized states should not be used.

3.4.5 Continuum Lowering

At high densities, population distributions approach to the LTE limit and the con-
tinuum lowering model is important in determining the extent of high-lying states
contained in the model. There are several approaches to implement this physical phe-
nomenon, for example, imposing a cut-off limit where high-lying states above the
continuum lowering limit are excluded in the model or modifying statistical weights
of states as a function of plasma conditions as discussed in the Sect.3.2.3. A cut-off
approach by reducing ionization potentials adds to an uncertainty for a SH model.
In the model of detailed atomic structures, for example, 3p and 3d states may be
pressure-ionized while 3 s may survive the ionization potential depression (IPD). On
the other hand, a SH model will remove 3s, 3p and 3d states at once since they are
contained in one SH level. As the ionization balance at the LTE limit is determined by
the statistical weight and energies, the inclusion of high statistical weights can lead
to the shifted ionization balance. In addition, the spectral emission may be altered by
satellite lines with spectator electrons at high-lying orbitals as shown in the example
of the Sect.3.4.1 [11, 48].
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3.4.6 CR Models in High-Energy-Density
Radiation-Hydrodynamic Simulations

The challenges of CR modeling (completeness, tractability, and accuracy) are com-
pounded when the CR model is used within a larger computational model, such
as the elaborate radiation hydrodynamic codes used to design high-energy-density
experiments. When radiation transport and loss play a significant role in the energy
balance of modeled plasma, it is critical to treat both the underlying atomic physics
and the radiative transport with high accuracy. However, tractability also becomes
more urgent, since the atomic model might be called by the hydrodynamic code for
every spatial location at every time step of the simulation. The implementation of
radiation transport algorithms in simulation codes is described in a separate chapter
on radiation transport. These algorithms typically use coarse photon bins to cou-
ple emission from one part of the plasma to absorption in another, so spectroscopic
accuracy is not as critical as accuracy in gross predictions such as <Z>. For such
applications, SH models such as described in [2] offer a reasonable balance of com-
pleteness, tractability, and accuracy.

3.5 Summary

A collisional-radiative model employing screened-hydrogenic atomic levels which
is general enough to be applied to a variety of plasma conditions has been described.
The model is developed in such a way that the results converge to extreme cases at the
coronal limit and the local thermodynamic equilibrium limit as well as collisional-
radiative regime with and without non-thermal particles. Its limitations and validity
ranges are extensively discussed with examples.
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Chapter 4
Collisional-Radiative Modeling
for Radiation Hydrodynamics Codes

Howard A. Scott

Abstract Collisional-radiative models are used to provide material data to radia-
tion hydrodynamics codes to model non-equilibrium conditions. Coupling the atomic
kinetics to hydrodynamics and radiation transport presents multiple challenges, rang-
ing from providing the required information over a wide range of conditions to main-
taining energy conservation and numerical stability. We discuss some of the physical
and numerical issues that arise and present modifications and extensions to the usual
collisional-radiative formalism to address these issues.

4.1 Introduction

Collisional-radiative (CR) models provide a detailed description of the behavior
of atoms (and molecules) in plasmas over a wide range of conditions. They have
proven to be very useful tools for diagnosing plasma properties by analyzing emis-
sion spectra, but their utility extends far beyond this task. Inherent in the detailed
description of level occupations and transition rates is the information underlying the
basic material properties used in radiation hydrodynamics (RH) codes. Evaluating
the material radiative properties (absorption and emission coefficients) and equa-
tion of state (EOS) with a CR model then extends the applicability of a RH code
into regimes where the assumption of local thermodynamic equilibrium (LTE) is not
valid, enabling modeling of a wider range of laboratory and astrophysical plasmas.

Applying CR models within a RH code presents multiple challenges. RH simula-
tions of laboratory experiments often include many materials and span wide ranges
in density and temperature. The CR model for each individual element included
must then cover all charge states that may be accessed during the simulation. Com-
putational efficiency becomes a major concern, so most RH simulations have used
highly averaged models. Additionally, CR models must remain valid over the wide
range of non-LTE conditions encountered during many simulations, including high-
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density conditions where effects such as electron degeneracy and ionization potential
depression (IPD) become important. Incorporating these effects into the CR model
is straightforward in some aspects, but problematic in others.

Hydrodynamic and radiation transport calculations require not only basic mater-
ial properties—energy density and pressure for hydrodynamics, absorption/emission
coefficients for radiation transport—but also material responses, i.e. derivatives.
When LTE applies, the required derivatives are usually those with respect to tem-
perature and density. In the more general non-LTE case, other derivatives, e.g. with
respect to photon intensities, may also prove useful. Fortunately, a straightforward
extension of the CR solution provides most derivatives with little additional compu-
tational effort. The difficulties here lie in adapting algorithms in the RH code to use
non-LTE material responses. In particular, radiation transport often depends quite
strongly on material response and handling the full non-LTE response significantly
complicates solution algorithms.

More subtle challenges arise from considering discretization effects. Maintaining
energy conservation in a RH simulation with both EOS and radiative properties pro-
vided by CR models demands consistency in the discretized equations, reflecting the
fact that the same microphysics is responsible for both types of material properties.
Discretization in time and photon frequency affects accuracy and energy conserva-
tion in a manner only slightly more complicated than that of a corresponding LTE
simulation. Discretization of energy levels in the CR model affects energy conserva-
tion in a less obvious manner and can produce inconsistencies in radiative properties
or energy balance.

There are definite limitations on RH simulations using CR models. It is not fea-
sible for an in-line CR evaluation to incorporate all the physics required for deriv-
ing detailed material properties, especially outside the weakly coupled, low density
plasma regime. Nor is it realistic to expect that an in-line CR evaluation can pro-
vide the fidelity achieved by dedicated LTE opacity and EOS codes. However, using
material and radiative properties from even highly approximate non-LTE models is
preferable to using the best LTE information when LTE is a poor approximation.
The philosophy espoused here is to use the best affordable CR models in the RH
simulation, while taking care to avoid discretization effects as much as possible, to
most accurately model the overall evolution of mass and energy. If desired, more
detailed CR models can be utilized afterwards in a post-processing mode to check
consistency or obtain detailed spectral predictions.

The following section presents the basic formalism and material properties con-
sidered in this chapter. Extensions of the basic formalism for calculating derivatives
are presented in Sect. 4.3, along with comments about utilizing the derivatives in a
RH code. Incorporating two high-density effects, ionization potential depression and
electron degeneracy, into a CR model is addressed in Sect.4.4. Section4.5 analyzes
effects arising from discrete photon frequencies and energy levels, while Sect.4.6
then discusses issues arising from time discretization and operator splitting in the
context of a radiation transport simulation.
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4.2 Governing Equations

The basic collisional-radiative formalism has been presented in Chap. 3. We repeat it
here both to establish the nomenclature used in this chapter and to provide expressions
used in later sections and to define basic material properties of interest. We also
specify the equations used for radiation transport, for both the “thermal” radiation
transport that is prevalent in RH codes and for line radiation transport.

(a) Atomic Kinetics

The fundamental description utilized by a CR model consists of distributions
of atoms (in any possible charge state), electrons and photons. The electrons can
occupy discrete bound states, enumerated with a set of atomic levels, or a continuum
of unbound (free) states. Each bound state 7 is characterized by its population y;,
statistical weight g; and energy E;. The distribution of atomic populations y amongst
the bound states is determined by the rate equation

dy
yri Ay 4.1)
where the rate matrix A includes all transitions between pairs of levels. The time
derivative here is a total derivative and contains spatial transport terms. In this chapter
we shall treat (4.1) in the Lagrangian context in which spatial transport terms are
absent.

While we are primarily concerned with handling a general non-LTE distribution
of populations, we first list properties of the LTE distribution for a given electron
temperature 7, and density n,. Within a given charge state, the bound states obey a
Boltzmann distribution

i _ 8 —(Ei—E)/kT. 4.2)
Yio &

while the populations of neighboring charge states are related by the Saha equation

4 32 5.
Nt+1 n, = 2 (ZngkTe) Zt+1 (Te) e—AE/kTe (43)

N,‘ h? Zi(Te)

Here, N;, N;4 are the total populations of charge states i, i + 1, separated by ion-
ization potential AE, and

Z: = Z gje*(Ef*E_?)/kTe (4.4)
Jeli}

is the partition function for charge state i (with ground state energy E?) with the
sum running over all bound states j within charge state i. We will at times use the
subscript i to denote either charge state or level index, but the meaning will be clear
from the context.


http://dx.doi.org/10.1007/978-3-319-27514-7_3

84 H.A. Scott

The transition rates themselves depend on the free electron and photon distribu-
tions and also determine the local free electron distribution, as dictated by number,
charge and energy conservation. In most applications of CR models, the free elec-
trons are assumed to equilibrate quickly and are described with a thermal distribution
characterized by temperature 7,. Similarly, the ions are described with a thermal
distribution characterized by temperature 7;. Non-local evolution of these thermal
distributions occurs within the RH code using hydrodynamics and conduction. Non-
thermal electron distributions can arise from a variety of physical processes and may
also be present in a RH code. Using these non-thermal distributions within a CR
model is straightforward and has been discussed in [1]. Evolving these distributions
in time may be important for applications with particularly short timescales [2] or
low densities [3], and can be done in conjunction with a CR model [3-5]. However,
in this chapter we assume the electrons are thermalized and, at low densities, are
described by the Maxwellian distribution

3/2
fe(e) = n.Am ( ) gl/2e 8/ kT (4.5)

kT,

where ¢ refers to the electron energy and we have assumed nonrelativistic electrons
with ¢ = %mvz. For a plasma which is overall charge neutral, the electron density
will satisfy

ne = Zziyi (4'6)

where z; is the net charge associated with level i.
The collisional rate C;; for the i — j transition of energy E;; = E; — E; > Ois
obtained by integrating over the electron distribution f,

o0

Cij = /v(s)ac” (e) f.(e)de 4.7
E;
where o,/ is the collisional cross section as a function of electron energy e. The
inverse j — 1 rate can be obtained from the principle of detailed balance, which
states that in equilibrium, any reaction is exactly counterbalanced by its inverse
reaction (see [6] for a more detailed discussion). For an LTE population distribution
and thermal electron distribution, we then have y;C;; = y;Cj;.
Radiative transition rates can be obtained in a similar manner. The radiative rate
R;; for the i — j transition is

o0

. dv

R =4 i, = 4.8

J IT/O'U hv ( )
0
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where o’ is the radiative cross section as a function of photon frequency v and

J, is the angle-averaged photon intensity as described below. In equilibrium, the
inverse rates satisfy y; R;; = y; R;; but have both spontaneous and stimulated (ocJ,)

components
LTE %P 3
i y 2h d
R =4n (y—) / ol (Jv + : )e’”/”f—“ (4.9)
' Vj c hv
0

For bound-bound radiative transitions, the absorption cross section is described with
the profile function ¢;;

(Tlij = Gij¢ij W), /¢ij Wdv =1 (4.10)

and is usually assumed to be non-zero only in a narrow frequency range centered
around hv;; = E; — E;. In this approximation, the transition rates are given by

4 - . 4 L Zhvf. _
Rj= o], Ry =gt =L 4] @.11)
/’ll)ij 8 l’ll),'j c
where
Jij =/qu>,-j (v)dv (4.12)
0

The primary output from a CR model is the atomic level population distribution.
The population densities, along with the CR model parameters (energy levels and
transition rates) then serve as the building blocks for the basic quantities of interest
for the RH code—material energy density and pressure, plus absorption and emission
coefficients.

(b) Material Properties

For a RH code, the primary material properties of interest are the energy density
E,, and pressure P,,. Here we assume a low density plasma so that we may neglect
particle interactions and use an ideal gas EOS for the thermal energy and pressure,
augmented by the internal energy density due to the distribution of excited states. In

this case,
Ey = 5nkT, + 3nkT; + Eine, Eine = 2 Eiyi
i (4.13)
P, = n.kT, + n;kT;

Modifications to these expressions at high density will be considered in Sect. 4.4.
The absorption («,,) and emission (1, coefficients are constructed by summing
over all radiative transitions
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; 2hv3 i &
Zof(yl——y]) =" Zo/;yj (4.14)
J

i<j i<j

where o,/ is the cross section at frequency v for the i — j radiative transition and we
have neglected the contribution of scattering to the emission coefficient.

If the bound states have an LTE distribution, then the absorption and emission
coefficients are related by Kirchoff’s law

n,  2hv? 1
a2 I 1 B, (4.15)

where B, is the Planck function.
(c) Radiation Transport

In contrast to ions and electrons, photons do not equilibrate quickly and can
have very long mean free paths. Radiation transport methods are used to evolve the
photon distribution in space and time, most commonly as an equation for the specific
intensity 7,

101,

_8_+Q oVl =—-o,l,+1n,=—a,, —8) (4.16)
c

where the second equality introduces the source function

s, =1 (4.17)

oy

The specific intensity is related to the photon phase space distribution function f, by

. -
L= G v, Q0 4.18)
C

Because of the strong coupling between the radiation and matter, the radiation
transport equation is solved together with an equation describing the relevant aspect
of material evolution. In RH codes that must account for significant energy transport
by radiation, this is usually the material energy equation

dE,
dt

- 471/051, (Jy—S)+0 (4.19)

where J, is the angle-averaged intensity

1
J, = —/Ide (4.20)
4

and Q represents any additional energy sources.
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In codes that are specialized to low densities, the material evolution is described
directly by the CR system. In this case, the radiation in a narrow frequency range,
e.g. a single strong line transition, directly couples to the level populations. The
prototypical example of this type of system is the two-level atom with a single
discrete radiative transition and a collisional transition. The source function for such
a system, obtained under the approximation that the width of the spectral line is
narrow (and assuming complete redistribution), becomes

2hvi37 1
Sii = 2'
: ¢ (givi/giyi) —1

=(1-06)J;; +0B; 4.21)

where B;; is the Planck function evaluated at v;; and 6 depends on C;; and the
spontaneous component of R;;. Solution algorithms exploit the fact that §;; is inde-
pendent of frequency and is a linear function of J. The complete source function,
with contributions from overlapping line and continuum transitions, is more com-
plicated but retains a strong dependence on J at densities low enough that collisions
do not dominate the transitions from the upper level.

4.3 Non-LTE Material Response

A stand-alone CR calculation calculates transition rates and, from those, population
distributions for a given set of physical conditions—primarily the (electron or ion)
density and temperature, plus the photon distribution. The calculation may involve
a time evolution of the populations, but it does not involve a time evolution of the
conditions. When used within a RH code, the mass density (plus elemental con-
centrations) fixes the total ion densities. Evolving the mass density and temperature
is a task for the RH code, or at least for equations and algorithms outside the CR
structure. The rate equation is predominantly linear in the populations and most
solution methods only require evaluating the rates for the single set of conditions
at the beginning of each timestep. The material properties passed to a RH code
are then evaluated with updated populations from the end of the (atomic kinetics)
timestep. By contrast, solution methods for evolving the non-linear equations of
radiation transport and hydrodynamics over a timestep typically require evaluating
material properties for multiple sets of conditions or, commonly, for the conditions
at the beginning of the (hydrodynamics/radiation transport) timestep along with a
set of derivatives to model the response of those properties to changing conditions
throughout the timestep. For example, hydrodynamic simulations typically describe
the material response with an EOS, including the associated thermodynamic deriva-
tives. Thermal radiation transport algorithms depend on the relationship between E
and T, including the specific heat, while efficient line radiation transport algorithms
using some form of linearization depend on derivatives with respect to J.
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The rate equation is only pseudolinear in the populations when trying to satisfy
charge neutrality, as the electron density used to evaluate the rates itself depends
on the populations. However, the non-linearity is usually quite mild and can be
handled by iterating the CR calculation to converge the electron density. Solution
methods for the rate equation that subdivide the timestep also may reevaluate rates
with updated electron densities. In neither case do the physical conditions specified by
the RH code—mass density, temperature and radiation spectrum—change between
evaluations of the CR equations.

Forming derivatives of material properties dependent on the populations requires
derivatives of the populations themselves. This is a crucial point, as the populations
respond strongly to changes in the physical conditions. Failure to include accurate
population derivatives can lead to material property derivatives that are drastically
in error, severely affecting the stability and accuracy of the RH algorithms.

Fortunately, those population derivatives can be obtained without a great deal of
additional effort. For example, the derivatives with respect to electron temperature
can be obtained by integrating

d o 0A a
LW _ TRy Ay (4.22)
dt 9T, aT, T,
over a single timestep subject to the initial condition
d
Y _o (4.23)
aT,

Derivatives of the transition rates can be calculated at the same time as the rates
themselves at a small additional cost and (4.22) can be integrated in parallel with
(4.1). For instance, discretizing (4.1) with the common fully implicit single step
backwards Euler method produces

1 — n
~ Y —y) =AYy syt =0 - AtA) Ty (4.24)

while the equation for the temperature derivative becomes

1 ayn-i-l ayn 9A 1 ayn-i-l ayl’H-l _q 9A
— — -2 A — (= At~ A 22yl
At( o, o )" Y TATan T an ¢ ) T,

(4.25)

Not all rates contribute to the right hand side of (4.25). For instance, radiative exci-
tation, de-excitation and ionization rates are not explicitly dependent on temperature
or electron density, while derivatives with respect J to for a single transition result
in only four non-zero entries in dA/d.J.

It remains to relate the derivatives required by the RH code to those obtained from
the CR system, which is solved at fixed p and J,. A minor complication is that the
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(self-consistent) temperature and electron density are not independent variables. The
required derivatives can be obtained from

9y Ay i on,

(57),- 7).~ (), () o
arJ, T/, on, ) \0T J,
d i d i 0 i 0 e

().~ (%), (@).(%) w2
)y /), on.),\9p ) r

To calculate density derivatives, we use the fact that the CR system is linear in y;, so
(3yi/dp),, = yi/p, and summing (4.27) over levels using (4.6) gives

—1
8”2 _ _ ) 3)’:
p ( 5 )T =n, [1 Zz, (ane)p} (4.28)

l

A more problematic complication has to do with the fact that the physical
state for the CR model is defined in terms of more variables than was true under
the assumption of LTE. The derivatives measuring the response to changes in one
variable with all other variables held constant from the CR calculation do not carry
the same information as the corresponding derivatives from an LTE calculation. This
is not problematic in calculating the derivatives with the CR model, but rather in
using them in the RH code.

We illustrate this with the example of the specific heat at constant volume, ¢y =
dE, /0T, a quantity used in thermal radiation transport and potentially in other
contexts in a RH code. Consider the relationship between the material energy density
E,,, the material properties and the radiation field:

3
E, = 3 (ne +n;)) kT + Ein (T, J,, 1) (4.29)

Here, n, (n;) is the number density of the free electrons (ions), which are assumed
to have a thermal distribution corresponding to the material temperature 7' (and
we have assumed 7, = T; = T for simplicity). E;,, is the material internal energy,
which depends not only on the temperature and density, but also on the radiation
field, denoted by J,,, and on the time ¢. Since thermal radiation transport calculations
are done at fixed mass density, all derivatives are taken at constant p and we then
focus on the temperature and radiation field as the relevant variables.

For material in LTE, the internal energy at constant density depends only on
temperature. The changes in material energy density and temperature are then related
through the specific heat cy:

dEm LTE dT ILTE a Em
Lo _ wredZ e (0% 4.30
ar Vo4 aT ), _p (4.30)
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Implicit in this formulation is the assumption that either radiative interactions are
completely unimportant or that the radiation also has a thermal distribution, i.e.
Jy, = B, where B, is the Planck distribution. In the more general non-LTE formu-
lation, the change of material energy density is comprised of three different types of

terms:
dE, 0E,\ oT 0E,,\ dJ, 0E,,
=) =+ +{ == (4.31)
dt ar J, ot —\dJ, Jr ot o ), r

The first term on the right hand side of this expression describes the response of the
material energy density to a change in temperature, with fixed radiation densities,
while the second term describes the material response to a change in radiation at fixed
temperature. The coefficient of the first term is the non-LTE specific heat, related to
the LTE specific heat by

oE E
LTE _ NLTE m By nire — (=" 4.32
2(G), 5 ar-(Gr), e

The last term on the right hand side arises from evolution of the material at fixed
temperature and radiation, and acts as a source or sink of energy. We will consider
this term further in Sect. 4.6, but will neglect it for the remainder of this discussion.
Non-LTE effects become significant at densities low enough so that collisional
transition rates no longer dominate the important radiative rates. A numerical exam-
ple illustrates the relative importance of the temperature and radiative responses
to the specific heat. For this example, we calculate the specific heat of a Kr plasma
at three different densities. Figure 4.1a—c show the specific heat as a function of tem-
perature for ion number densities of 10'%, 10%° and 10*?> cm~3, respectively. In each
figure, the solid line gives the LTE specific heat, ¢4X, while the dotted line gives the
non-LTE specific heat, ¢)*'¥, evaluated assuming a Planckian radiation field at the
given temperature, and the dashed line gives ¢}/“’F evaluated assuming no radiation
field.
At the highest of the three densities, LTE is a good approximation and the specific
heat varies little with the radiation. As the density decreases, the difference between
ctTE and ¢)F"F increases, and it becomes apparent that the material radiative response
dommates the temperature response. Regardless of any other considerations, use of
the LTE specific heat at low densities in the presence of non-Planckian radiation
fields will not describe the material energetics correctly. Similarly, use of the non-
LTE specific heat without accounting for the radiative response will not produce
accurate results. Implications of this for radiation transport are discussed in [7].
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Fig. 4.1 a Specific heat per ion as a function of temperature for a Kr plasma of number density 10'8
cm™3, in units eV/eV. The solid line gives the LTE specific heat, the dotted line gives the non-LTE
specific heat for a Planckian radiation field with 7, = T,, where T, is the material temperature and
T; is the radiation temperature, and the dashed line gives the non-LTE specific heat for no radiation
field (7, = 0). b Same as a for a number density of 102° cm™3. ¢ Same as a for a number density
of 1022 ¢cm™3

4.4 High Density Effects

(a) Ionization Potential Depression

The starting point for almost all CR models is the development of an atomic
model for each element, providing both the energy level structure for that element
and information needed to calculate transition rates (e.g. oscillator strengths). This
data is commonly provided for an “isolated atom”, i.e. calculated in the absence of
boundaries or neighboring ions. However, the plasma environment affects both the
structure and the rates, and these changes must then be incorporated in the evaluation
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of the CR model rather than in the atomic data. At low densities, the changes are
minor and can be incorporated easily. At high densities, the changes are dramatic
and impact many aspects of the CR model.

In the “isolated atom” limit of vanishing density, the partition function for a given
element (or charge state) becomes infinite, since the atomic levels extend to infin-
ity in principal quantum number with increasing degeneracy but finite energy. The
electrostatic potential due to the presence of free electrons and neighboring ions at
a finite density effectively lowers the ionization potential and truncates the partition
functions. This phenomenon is referred to as “pressure ionization”, “continuum low-
ering” or “ionization potential depression” (IPD). At low densities, this truncation
may happen at higher principal quantum number # than those included in the CR
atomic data and the effects are (hopefully) negligible. Under conditions obtained in
recent experiments [8], the truncation occurs in the neighborhood of n ~ 2-3. The-
oretical modeling of these experimental results is currently an active research area,
as extant IPD models are not completely satisfactory for these conditions. For the
purpose of this section, we adopt a specific IPD model and discuss its implementation
in a CR model.

A widely-used model for IPD, due to Stewart and Pyatt [9], was described in
Chap. 3 and we reproduce the relevant formulas here. An ion of net charge z after
ionization (with z = 1 for a neutral atom) experiences a reduction in ionization

potential of magnitude
2/3
[
" i

AE, = , 2 =
) 2(z*+ 1) ZZiNi

(4.33)

where z; is the ion charge, Ap is the Debye radius and a is the ion sphere radius

477 e? 172 3z \3
o = 4 Dne|  La= 434
=] o= () @34)

and, for simplicity, we have assumed 7' = T, = T;. At low density/high tempera-
ture, this expression limits to the Debye-Hiickel model, while at high density/low
temperature, it limits to the ion sphere model

ze? a 3 zé?
, —>1:AE,=-———
)\.DkT )LD 2 akT

£ <K 1:AE, = 4.35)
AD

A straightforward implementation of this in a CR model simply deletes levels in
each charge state z that are bound by less than AE.. In practice, several difficulties
arise from this simple implementation. The IPD changes the ionization balance by an
amount depending on the plasma conditions, so the iterative process of obtaining a
self-consistent value for n, to maintain charge neutrality becomes more complicated.


http://dx.doi.org/10.1007/978-3-319-27514-7_3
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Since the existence of a particular bound state depends discontinuously on 7., the
iterations may oscillate rather than converge. Similar statements apply to constructing
derivatives with respect to temperature and electron density, as the energy levels E;
now also depend on the plasma conditions. The derivatives themselves will also be
discontinuous, possibly leading to numerical difficulties in the RH code.

We also note that at high enough densities (or low enough temperatures), some
charge states may end up with no bound states remaining, with the most neutral
charge states disappearing first. Due to the approximate nature of the model, the
remaining charge states may not be contiguous under all conditions. This can also
lead to erroneous behavior in the CR model if not guarded against. The disappearance
of the most neutral charge states at high density and low temperature crudely mimics
the formation of nonlocalized conduction bands in metals, but the CR model lacks
the necessary physics to transition to a solid state. See [10] for an attempt to link to
some aspects of a solid state model.

Allowing the bound states to gradually disappear can ameliorate the problems
associated with discontinuous behavior. Physical justifications for this are the broad-
ening of the level with increased perturbations and fluctuations in the electrostatic
potential due to thermal motions of the ions. In practice, the gradual disappearance
is achieved by decreasing the degeneracy g; of level i so that it smoothly vanishes
over an appropriate range of densities. Zimmerman and More [11] introduced a sim-
ple version of this in the context of an average-atom model. A more comprehensive
approach, the occupation probability formalism [12], derives the reduced degenera-
cies and partition function truncation from contributions of 2-particle interactions to
the Helmholtz free energy, ensuring a thermodynamically consistent EOS in LTE.
The application of this formalism to non-LTE simulations is discussed in [13].

The interactions that truncate the partition function also imply the existence of
additional terms in the expressions for the plasma energy density and pressure.
Coulomb interactions between charged particles, in particular, can make signifi-
cant contributions to these quantities. The connection between reduced degenera-
cies/occupation probabilities and contributions to the free energy is discussed in
[12], with the result that interactions linear in number density do not contribute to
the energy density or pressure. This will be approximately true for most interactions in
the low-density limit, and we neglect pressure terms from the reduced degeneracies.

The Coulomb interaction terms can be obtained from the free energy and, in
general, provide a negative contribution to the pressure. At low density, using Debye-
Hiickel theory, the pressure contribution is

kT 1 1 é? " 1
Ecou = _gg = _EE(Z + Dne, Peouw = §Ec0ul (4.36)

An analytical expression for the free energy term that extends this result to include
electron degeneracy is presented in [14]. At high densities, the ion sphere limit for
Coulomb interactions is
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Funt =~ gy P = L 437

coul = _E;Z Ne s Leoul = 5 coul (4.37)

Note that at sufficiently high densities, the total pressure can become negative due

to the Coulomb term. However, at these densities non-LTE effects in the EOS are

liable to be small and using values from a more consistent LTE EOS is likely to be
a better option.

(b) Electron Degeneracy

For thermal electrons described by temperature 7,, the Maxwellian distribution
considered so far is only valid at densities low enough so the electrons are not
degenerate. Higher densities, or lower temperatures, require use of the Fermi-Dirac
distribution, in which the mean occupation of a state of energy ¢ is given by

1

F,(e) = 15 o0/ (4.38)
and the electron distribution function is
2m,\ >
fo(e) =4n (?) e'F, () (4.39)
Here, u is the chemical potential, related to the electron density n, through
o0
4 (2xm kT, \*
ne = /d8fe (&) = 7= (T) Lo (p/kTe) (4.40)
0

where I, is the Fermi-Dirac integral of order m and we have assumed non-relativistic
electrons with ¢ = %mvz. In the low-density limit, —/ kT > 1, the chemical poten-

tial and electron density are related through

2o\ 1
wikt, _ Me 7 = —nA\3 441
¢ 2 (2nmngg) ptehe (“441)

where A, is the electron thermal wavelength.
Transition rates, radiative properties and material properties must all be modified

from the formulas used for low-density plasmas. A discussion of the thermodynamics

of adegenerate electron gas is available from most textbooks on statistical mechanics,

e.g. [15]. For convenience, we quote expressions for the electron energy density and

pressure,

Lp(u/kT,)

E, =nkl,—/——F—,
Lp(u/kTe)

P, =

Wl

E, (4.42)
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A result of particular utility for CR models is the Saha equation for degenerate
electrons [14]
Ni+lelt/kTe _ ZH‘](Te)e—AE/kY} (443)
N; Zi(Te)

Since this form of the Saha equation is valid for arbitrary degeneracy, we can use the
detailed balance relationships derived for low-density plasmas simply substituting
e**T for each occurrence of /21,13

Including degeneracy, the transition rate for a collisional excitation of energy AE

becomes
o0

Cij = /V(S)Ufj (&) f. (&) [1 — F. (¢ — AE)]de (4.44)
AE

where the integral over the electron distribution now includes a blocking factor
[1 — F,] for the outgoing electron of energy ¢ — AE. Expressing the cross section
in terms of the collision strength £2 o< ¢o (or equivalently, the Gaunt factor), the
transition rate is proportional to the integral

L 4 1 1 d
1 = ﬁfg/mg)ue(s—w/kn [1 -~ 1+e(£_AE_M)/kTe] T 449
AE

where we have omitted the constants relating 2 and eo. Since the collision strength
varies slowly with energy, we first assume that the collision strength is a constant.
The integral can then be done analytically, giving

) 4 Q —AE/kT, 1 1w/ kT,
= ¢ In te (4.46)
VT A3 1 — e~ AE/MT. 1 + e(t—AE)/KT,
while the same integral in the absence of degeneracy gives
cx __ 4 Ee(u—AE)/kTg (447)

T A3
The ratio of these two integrals then provides a “degeneracy factor” which, when

multiplied by a non-degenerate transition rate, produces the equivalent transition rate
incorporating degeneracy effects

(4.48)

. e W KT, 1+ e/ KT
X __
B = 1 — ¢—AE/KT. n [1 + e(;LAE)/kTEj|
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The expression in brackets varies slowly with i/ kT,, becoming a constant, AE / kT,,
in the high-density limit. The transition rate does not increase further with electron
density, unlike the non-degenerate case, being restricted by the limiting value of the
electron distribution function.

While the collision strength is not strictly constant, small deviations do not affect
the degeneracy factor significantly. For collision strengths well approximated by a
constant plus a logarithmic term (e.g. Gaunt factors of Mewe [16] or Van Regemorter
[17]), the formula underestimates the numerical degeneracy factor by at most a factor
of a few while the degeneracy factor itself decreases by ten orders of magnitude.
Collision strengths of forbidden transitions tend to vary in leading order as e ! or
£72 and for these transitions the formula overestimates the degeneracy factor by a
similar factor. If higher accuracy is desired, numerical integrations corresponding to
In(e) and ™" terms could provide slowly varying corrections to the above degeneracy
factor.

A collisional ionization of energy A E produces two outgoing electrons of energy
¢’ and ¢ — ¢/ — AE and the transition rate integral contains blocking factors for both
electrons

0 AE
Ci = /dsv @) f. (e) / de'ol (e,€')[1 = F. (¢)][1 = F. (e — &' — AE)]
AE 0

(4.49)

Assuming that the differential cross section o (g, €’) is independent of &’ and that
the collision strength is independent of ¢ leads to a degeneracy factor for collisional
ionization rates of

00 e—AFE
BC = ¢~ (HAE)/KT. / de 1 / e’ [1 I S }
1+ eC-W/F. (¢ — AE) kT, 1 + eG—e—m/kT
AE 0
1
|:1 1+ e(s—s’AEu)/kTyi| (4.50)

The double integral cannot be done analytically, but the expression
BB, ¢ =In(14e ) @.51)

provides a very good approximation over a wide range of parameters. Figure4.2
presents these degeneracy factors for a transition with AE/kT, = 1. Choosing a
different value of AE/kT, shifts the curves slightly in w/kT,, but does not change
their character.

The degeneracy factor for ionization drops more sharply with increasing u/k7,
than the factor for excitation, due to the presence of blocking factors for both out-
going electrons. The main approximation here is the assumption that the differential
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cross section is independent of the outgoing electron energy. However, numerical
integrations using a more realistic differential cross section [18] give results that
are virtually indistinguishable from those obtained with a differential cross section
independent of ¢’.

Electron degeneracy also affects other transitions that involve free electrons. Pho-
toionization produces a single outgoing free electron and requires an appropriate
blocking factor, decreasing the absorption coefficient for photons close to threshold
energy. Autoionization transitions should be treated in a similar manner, although
the emitted electrons tend to be of relatively high energy and minimally affected by
degeneracy.

More important are transitions between free electron states, i.e. bremsstrahlung
and inverse bremsstrahlung, which do not affect the bound state distributions but can
be critical in determining the energy balance of a dense radiating plasma. The effects
of degeneracy on these absorption and emission processes have been discussed in
the literature in varying levels of detail, e.g. [19, 20], but can be understood in
terms of the previous discussion. Each such (absorption) transition involves a single
incoming electron of energy ¢ and a single outgoing electron of energy & — hv,
with a cross-section inversely proportional to electron velocity (incorporating various
quantum effects into a Gaunt factor). Accordingly, under the assumption of a constant
Gaunt factor, the degenerate and non-degenerate treatments differ by the factor S,
with the substitution of 4v for AE. We note that plasma collective effects can also
strongly affect radiative properties [21] and assume that these effects can be treated
independently.
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4.5 Detailed Balance, Energy Conservation
and Discretization

The principle of detailed balance is used extensively in CR modeling to relate forward
and inverse rates, ensuring that the CR model does indeed produce an equilibrium
atomic population distribution when driven by thermal photon and electron distri-
butions. As discussed in Sect.4.2, Kirchoff’s law, relating the radiative emission
and absorption coefficients in LTE, is a corollary of this principle and ensures that
there is no net energy transfer between radiation and matter when the radiation is
also in equilibrium with the matter. However, the numerical realization of Kirchoff’s
law and, separately, total energy conservation depend on the discretization of the
radiation field and the atomic levels.

The numerical issues can be demonstrated by considering a single radiative
excitation/de-excitation, as the ratio of emission and absorption coefficients for
each transition must also obey Kirchoff’s law. Using the expressions for absorption
and emission coefficients from Sect.4.2b and assuming a Boltzmann distribution of
excited states results in a source function

2 gV 2]
A yi— gy ¢ b1

S = (4.52)

which is equal to the Planck function only for ~v = E;;. This discrepancy is not due to
an assumption of a narrow line profile, but instead comes from treating the energy lev-
els as monoenergetic. Since the cross section is not a delta function, a photon of energy
hv can induce a transition of energy E;; # hv. The consequences of this inconsis-
tency become more significant as line profiles become wider, due to either increasing
density or the use of statistical treatments such as unresolved transition arrays (UTA).
A similar discrepancy will occur for radiative ionization/recombination transitions
if the threshold photon energy does not match the transition energy.

A physically motivated, but expensive, remedy would be to treat each energy level
as having a finite width, dividing it into sublevels. This approach would allow (or
require) including those (near-) elastic collisions that distribute populations within the
energy level (as is done in some treatments of partial redistribution [6]). Fortunately,
the correct LTE source function can be obtained by slightly modifying the emission
coefficient from that given in (4.14) to account for the mismatch between the photon
energy and the transition energy:

g (eF =1\ 2ml g
nv] = (th/kTe _ l) C2 g—jo’vjyj (453)

The total source function calculated in this manner will match the Planck function
when the populations have a thermal distribution.

This can be a critical issue when driving thermal radiation transport with a CR
model under near-LTE conditions. Figure4.3 shows the source functions obtained
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Fig. 4.3 Source function for 350 -
a Kr plasma with 7, =
100eV and n; = 10'8 cm =3,
The solid line was obtained
with uncorrected emission
coefficients from (4.52), 250 L
while the dashed line used
(4.53)
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with a screened-hydrogenic atomic model for Kr that uses superconfigurations and
UTAs [22]. The CR model was evaluated in LTE for a material temperature of 100 eV
and an ion number density of 10'8 cm™3. The solid line was obtained with uncorrected
emission coefficients, while the dashed line used (4.53) and is indistinguishable from
the Planck function. The non-Planckian source function produces a gross imbalance
in the material energy equation, leading to incorrect material temperatures. Figure 4.4
shows the steady-state material temperature obtained by integrating the material
energy equation, as a function of radiation temperature for the same number density.

While this expression can be applied directly to emission at a specific frequency,
energy equilibrium is a statement about frequency-integrated emission and absorp-
tion. To analyze this, we consider the discretized radiation field as used in both the
CR model and in the radiation transport. We assume a multigroup description of the
radiation field and denote a quantity X that has been averaged over group g as X,,
e.g. the intensity averaged over the group is given by

Vg
1
Jo=——— / Jodv (4.54)
Vg — Vg1
Vg1

The discretized material energy equation becomes

dE,,
7 =47 Zag (Jg — Sg) (Vg —ve1) (4.55)
8
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Fig. 4.4 Steady-state 300 I~
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Evaluating this in equilibrium, each summand must be zero, giving the result for the
discretized emission coefficient

ng = —'Jé;-‘Bgyj (4.56)

where oy is a suitably averaged discretized cross section. To optimally capture tran-
sition peaks and thresholds, we apply (4.53) to the group containing that feature,
while line wings and continua use (4.56).

These modifications to the emission coefficients ensure the correct equilibrium
behavior, but they are not sufficient to guarantee energy conservation away from
equilibrium. The underlying cause is the possible mismatch between the average
photon energy hv, and the transition energy. For a single radiative excitation, each
transition increases the material energy by E;; while the radiation energy decreases by
hv,. Multiplying both the absorption and emission coefficients by E;;/ hv, restores
energy conservation. In most cases, this correction is very small. However, it can
become significant if, for efficiency or some other purpose, transition energies do
not correspond to the level energies.

One additional degree of freedom in the connection between the CR model and
radiation transport is that the definition of J, does not uniquely specify the values of
J, within group g to be used for calculating transition rates. This freedom can be used
to e.g. drive low-energy transitions with a better representation of a Planckian than
would otherwise be possible with a small number of groups. If J, differs from J,, then
the aforementioned correction must be modified to maintain energy conservation.
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4.6 Conservation and Consistency in Non-LTE Thermal
Radiation Transport

The material presented in the previous section applies to the CR model and is primar-
ily aimed at achieving equilibrium information for use in thermal radiation transport.
We now consider the more general non-equilibrium case, with the emphasis again
on the material energy equation. In the following, the mass density is kept fixed and,
for simplicity, we refer to a single material temperature 7.

The goal for radiation transport is to obtain a self-consistent solution of the radia-
tion transport equation and the material energy equation. Most transport algorithms
used in RH codes assume that LTE holds and exploit that assumption to efficiently
provide a consistent solution in terms of the material temperature. Consistency, as
used here, means that the solution satisfies both equations when evaluated with
updated temperatures and intensities. The solution will also conserve energy if the
change in material energy density, as obtained by evaluating the EOS at the given
temperature, matches the change in energy given by the material energy equation.
The system of equations is both nonlocal and nonlinear in temperature, but many
effective solution methods are available.

Our concern here is not the solution method, but the treatment of the material
energy equation. For simplicity, we adopt a simple time discretization:

E (T") — E(T°) = 47rAt/av(Jv1 — B,(T")dv 4.57)

where the superscript “0” refers to the beginning of the timestep and the superscript
“1” refers to the end of the timestep. The prevalent LTE approach to solving this set
of equations uses a temperature expansion in the form

9B,
BT —T% = 471At/ozv(.lv — B,(T*) + a—T(T — T*)dv (4.58)

where the superscript “*” refers to an intermediate temperature (initially set to 7* =
TO). The solution procedure solves for J, and T', updates the source function, and
repeats. Successive iterations should approach J! and 7'! as the algorithm converges.
Using the specific heat to express the change in material temperature introduces an
error into the energy balance, as the iterations actually converge to

HET — 1% = 471At/ozv(Jv1 — B,(T"))dv (4.59)

instead of (4.57). In most cases, this error is small. In LTE, evaluating the EOS at
the beginning of each iteration to update the material energy leads to
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0By
oT

AETET — T*) 4 En(T*) — Eq(T%) = 47tAt/oz,,(JV — By(T*) + —(T — T*))dv

(4.60)

which does converge to (4.57).

This formulation explicitly uses the fact that the both the material energy density
and source function (which in LTE is the Planck function) are dependent only on
the temperature. When LTE does not hold, then both the material energy density and
source function (or emission coefficient) also depend on the intensity. An equivalent
approach to that described above would use derivatives with respect to intensity as
well as temperature, e.g.

aS, a8y

S,(T*, J,) =~ S,(T°, J%) + 7 (T* — T + Z 8JW(JU, —J% 4.61)

but requires significant changes to the radiation transport. Ignoring the radiation
response terms and using an expansion in temperature (with a non-LTE source func-
tion), such as

aS,

may work but will not conserve energy, as the left hand side of this equation is no
longer the change in material energy and the right hand side is no longer the change
in radiation energy.

As discussed in Sect.4.3, even if the conditions are in (or close to) LTE, the
non-LTE specific heat can be much smaller than the LTE specific heat, leading to
large temperature excursions or even divergence. A similar difficulty arises from
expanding the source function (or emission coefficient). If the source function is
close to a Planck function, using the temperature derivative without accounting for
the material response to radiation may destabilize the solution algorithm. These
issues are discussed in [7] and an ansatz designed for use under near-LTE conditions
is proposed in [22].

One further difference from the LTE case arises from the fact that the material
energy density itself is obtained from a time evolution of the CR system. We must
now distinguish three values of the energy density: EC at the beginning of the CR
calculation, E] at the end of the CR calculation (and the beginning of the radiation
transport) and E2 at the end of the radiation transport. Both EC and E) are evaluated
at the initial temperature 79, with the difference between them due to evolution
at fixed temperature, density and radiation intensity. The material energy equation
becomes

m

E:—E! = 4nAt/ (@ Jy — ny)dv + (EX — E!) (4.63)
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where the last term, EO — E] |
time derivative (0E,,/0t) .

As in the LTE case, the energy errors can be reduced by repeated evaluations
of the CR model to update the material energy and the source function. As the
solution converges, the neglected terms decrease in importance. This approach can
be computationally expensive, but even a single iteration may improve the solution
significantly.

These considerations have proven to be significant in RH simulations of indirectly
driven inertial confinement fusion (ICF) capsules on the National Ignition Facility.
Achieving energy production from a capsule requires a finely tuned implosion and
energy conservation in the simulation is critical. Conditions in the DT-filled plastic
capsule near the ablation surface are close to, but not in, LTE. Figure4.5 presents
the energy production rate as a function of time obtained from a simulation using
four different treatments of the radiation transport. The production rates have been
normalized relative to the total energy produced in the reference case and the time is
relative to the peak production rate of the same case. The reference case assumed the
material remained in LTE. The simulation for curve A adjusted the temperatures to
conserve energy, while the simulation for curve B used the temperatures as obtained
from the radiation transport. The simulation for curve C on each timestep evaluated
the CR model with updated temperatures and intensities and re-evaluated the radia-
tion transport one time to obtain a more consistent set of temperatures and material
energy densities. Two or more iterations of this procedure did not change the results
further. All curves are labeled with the total energy produced, relative to the LTE
simulation. Differences between each pair of curves are experimentally significant.

is an energy source (or sink) corresponding to the

Fig. 4.5 Relative energy 1.0 —
roduction rate as a function
gf time for a simulated ICF
capsule implosion. The gray
curve shows theresult .~ B
obtained assuming LTE.
Curve A changed
temperatures to conserve
energy, while curve B used
the temperatures as obtained
from the radiation transport.
Curve C evaluated the CR
model with updated
temperatures and intensities.
All curves are labeled with
the total energy produced,
relative to the LTE
simulation 0.0

0.6 =

0.4

energy production rate (a.u.)

0.24
0.446

time (10710 sec)
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4.7 Summary

Employing a collisional-radiative model in a radiation hydrodynamics code requires
modifications to the usual formalism. Simulations require both material properties
and response functions. Providing information for the high densities that may be
encountered in a simulation requires including ionization potential depression and
electron degeneracy. Maintaining energy conservation puts constraints on the dis-
cretized equations. These requirements can be met through straightforward modifi-
cations to the CR system, extending the range of a radiation hydrodynamics code to
conditions that are far from LTE.
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Chapter 5
Average Atom Approximation in Non-LTE
Level Kinetics

Vladimir G. Novikov

Abstract The non-LTE average atom model is used to obtain nonequilibrium plasma
properties. The model assumes that an ion with average occupation numbers together
with free electrons is contained in an electrically-neutral spherical cell. In this approx-
imation the level kinetics equations can be written for mean occupation numbers
with the rates calculated by using average atom wave functions. This model does
not require an atomic database and satisfactorily describes non-stationary ioniza-
tion (recombination) processes with a given radiation field accounting for density
effects. A possible extension of the average atom model is connected with splitting
the average ion into a set of ions representing a number of ion states. The possible
inverse approach is based on reducing (averaging) the detailed atomic database into
the extended average atom model database. It gives the radiative unresolved spectra
atomic model, which may be used in-line in radiation hydrodynamics calculations
due to a small computing time and acceptable accuracy. The calculation results of
different approaches for some practical tasks are presented.

5.1 Introduction

Investigation of hot plasmas produced in laser, beam or discharge devices requires
to take into account its nonequilibrium character due to nonstationary ionization
(recombination) and/or outgoing (incoming) radiation.

There are a number of approaches to this problem [1]. In addition to the local
thermodynamic equilibrium (LTE) approximation one often resorts to the so-called
coronal equilibrium (CE), in which the ions are considered in the ground state and all
collisional excitations are removed simultaneously due to radiation decay because
the plasma is completely transparent. A more general approximation is the colli-
sional radiative steady state (CRSS) model, in which the radiation field is assumed
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to be known, for example, it may be the Planckian field with the given radiation
temperature. Let us mention here also the collisional radiative equilibrium (CRE)
model, in which one assumes equilibrium state for some configuration of radiating
plasma. The different models and approaches were analyzed in detail at a number of
Non-LTE Code Comparison Workshops [2].

All these models require an atomic database with energy levels, oscillator
strengths, and other data that may be not available or sufficiently complete. We
will consider here the collisional radiative average atom model (CR-AA) that does
not need an atomic database and includes, in principle, all possible states and tran-
sitions [3].

The average atom model assumes that an ion with average occupation numbers
along with free electrons is contained in an electrically-neutral spherical cell. In
this approximation the level kinetics equations can be written for mean occupation
numbers with the rates calculated using average atom wave functions. This model
describes non-stationary ionization (recombination) processes with a given radiation
field.

In spite of its simplicity, the CR-A A model requires large-scale computation due to
nonlinear system of equations and a large number of iterations to reach a convergent
solution. As a matter of fact, it turns out that it is more preferable to build the so-called
extended CR-AA model on the basis of CR-AA, where the splitting of the average
ion into set of ions representing a number of ion states is fulfilled. The average atom
database allows one to get a complete and non-detailed (averaged) description of ion
states. The calculations in the extended CR-AA model are simpler than in CR-AA.
The shortcoming here is that unlike the CR-A A model the density effects are ignored
in this approach.

Extension of this approach results in a method where one reduces the detailed
atomic database obtained experimentally or with advanced atomic codes [4—7] into
an extended average database. It can then produce radiative unresolved spectra atomic
model [8] that may be used in-line in radiation hydrodynamics (RHD) calculations
due to a small computing time and acceptable accuracy [9].

The calculation results using the above mentioned approaches for tin plasmas
show simplicity and reliability of the presented methods.

5.2 Level Kinetics Equations

Plasma properties are determined by its ionization stage and electron populations
of the ground and excited ion states or, in other words, by the number of ions with
ionization degree k found in some state s; we will denote this number by ny, =
nis(r , t). Thus the relative concentration of ions is xxs = ngs/n,, wheren, = pN, /A
is the heavy particle density (ions and atoms), p is the matter density, with N, being
the Avogadro number and A the atomic weight.
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In the absence of macroscopic transport processes, the concentrations x;; must
obey the balance conditions [1, 10, 11]:

dxks
dt

= z (xk’s’ Wi's'—ks — Xks ka—>k’s’) P (51)
k's'

where wy,_, 1y is the total probability of transition per second per ion from the state
ks to the state k’s’ due to collisional or radiative processes.

The probabilities of collisional processes are determined by the density of free
electrons and their energy distribution. The probabilities of radiation processes essen-
tially depend on the photon distribution function, more precisely, on how much of
the radiation remains (is reabsorbed) in the plasma. If a considerable part of radi-
ation is reabsorbed, but the condition of local thermodynamic equilibrium is not
fulfilled, then the radiation transfer equation and level kinetics equations must be
solved simultaneously and self-consistently.

In the case of a single spectral line (two-level system), starting from these equa-
tions one can obtain the well-known Bieberman—Holstein integro-differential equa-
tion for the distribution of electron population of an excited state [10, 12, 13], assum-
ing that the excited state is much less populated than the ground state. In the general
case solving these equations does not seem to be possible due to a huge number of ion
states in the plasma and the necessity of a detailed description of the numerous ele-
mentary processes with the complex geometry of plasma formations accounted for.

There exist a number of approximations to (5.1). We start with the simplest one
for level kinetics based on the average occupation numbers of one-electron levels N,

N, = Z-xksN‘]js ’ 5.2)
ks

where N’ is the number of electrons on the level v in the state ks. Hereafter a
one-electron level v is understood as the set of quantum numbers n{ (the principal
quantum number n and the orbital quantum number £) that specify the state of the
electron in a spherically-symmetrical self-consistent potential.

In the average atom approximation for a nonequilibrium plasma the average occu-
pation numbers N, are determined from the condition of balance of electrons with
respect to the energy levels ¢, with statistical weights g, [3, 14—16]:

dN, N,
=({1—-—)S,—N,L,. (5.3)
dt

8v

Here S, is the total rate (more precisely, the flux), measured in 1/s, of the processes
leading to an increase of the number of electrons in the state v, and L, is the total
rate of the processes leading to a decrease of the number of electrons in that state:

8o =D Nu@B +ash) + D Ny + o) + ol + ol e, (5.4)

n<v n>v



108 V.G. Novikov

Z = _)(aem +ad€X) + Z(l _ abs +an) + (5.5)

U<V n>v

a +a"h’ +a (5.6)

We use the following notation for the rates of the processes considered (the num-
ber of the corresponding transitions occurring during one unit of time per one ion,
normalized to one electron on level v): af; et ", and ad‘”‘ for excitation and quench-

ing (de-excitation) of the level v, &/l and " for impact ionization and three-body

abs phr

s aﬁl’f for absorption and emission in lines; al ki and oy
photoionization and photorecombination; and «%’ and «¢ for autoionization and
dielectronic capture.

recombination; o for

5.3 The Rates of Collisional and Radiative Processes

To calculate the rates of elementary processes one usually uses the formulas obtained
in the works [11, 13, 17, 18]. In our approach we will base on the work [3], where
the oscillator strengths, energy levels and other requisite quantities are calculated on
the basis of the Hartree—Fock—Slater self-consistent field model [3, 19]. The rates
of the direct and inverse processes are connected by the conditions of the principle
of detailed balance; at equilibrium from these conditions should follow the Fermi—
Dirac distribution of level occupancies for each of the considered processes. This
yields a simply connection between direct and inverse processes.

5.3.1 Excitation by Electron Impact

In the first order of the perturbation theory the most universal approach to calculate
the cross sections of collisional processes is the distorted wave approximation and its
modifications [11, 20]. The wave function of electron in an ion field is calculated by
using the Hartree—Fock—Slater model with the mean occupation numbers N, (shell
occupancies). Here and below we will assume the ion state to be a configuration
average state with average (non-integer) or fixed (integer) occupation numbers.

The cross section of ion excitation from state y; to state y with electron excitation
from level nf to level n’¢’, normalized to one electron, could be presented as [11,
21] (we will use atomic units unless specified):

oy (e) = Z|:O’,é (nt,n't") + o (nt, n'ﬁ/)], (5.7)

K
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where o, (n€, n'¢’) includes direct and indirect parts of electron-ion interaction,
o/ (n€, n't’) is the exchange interaction term:

O”é(nﬂ’ n/gl) = (2£ + ])kzz nl,n't';er SA’( nl,n't' ek, e’ ) ZESA n't';nt 8}»/)
(5.8)

2
O'//(nZ n e) = 20 + l)kzz(zEak n'e';nt sk’) : (5.9)

AN ’

Here k = (2¢)'/? is the momentum of incident electron; ¢, &’ and A, A’ are the ener-

gles and orbital momentum of electron before and after collision, Dy, y.; ., and

E“F e are the direct and exchange electron interaction terms, which may be

expressed through Slater integrals R") and 3 jm-, 6j-Wigner symbols:

CN:H:
« 2+ DU+ 1DH2r+ D2V + 1)
Dn(.n’@;sk,s’k/ =\/ 2% + 1 X (5.10)
kL0 KAAY 00
X(ooo)(OOO)Rnuz'sAsw (5.11)

ES oo = (D@ + DEEE DO+ D@L+ DRV + 1) x (5.12)
k') P 0N "
X(OOO)(OOO)[K)LE/}RSAH’Z/MSN’ (5.13)
R®) // S R (r'YRp (r' YRy (r)Rs(r) dr dr’ 5.14)
o frel r§+1 o B o B , )

re =minf{r,r'}, r- =max{r,r'}. (5.15)

Summing over « and «’ in the direct and exchange integrals is determined by
the difference from zero of corresponding Wigner symbols. The maximal orbital
numbers A and A’ are limited by existing of the region of classical motion of electron
with given energy ¢ inside the atomic cell, i.e. until

)\max ()\max + 1/2)
3

2e +2V(rg) —

> 0,

where r is the radius of the atomic cell, V () is the interatomic potential. It should
be noted that at high energies sometimes 40-50 terms on A, A" have to be accounted
to get acceptable results, but in this case simpler formulas can be used.
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When considering the dipole transitions at comparatively high energy for incident
electron one can greatly simplify (5.7) leaving in the sum over « only the first term
with k = 1. As a result we get the Bethe formula

4 q0

2ac o g

— 5.16
o (5.16)

ex .
oy () =

where Ag = g, — &y is the energy of transition n¢ — n'l’, f,, is the oscillator
strength, go = min{k + k', \/2[&,¢]}.

Bethe approximation in many cases gives significant error, but it is used for fitting
more accurate calculations or experimental data, such as the widely known Van
Regemorter formula [17]

2i2 fVUV

J3 eAe

where ¢ is the energy of incident electron, and x (¢/Ae) is the fitting function.

The rate of collisional processes, i.e. the number of excitation events per unit time
(1/s) per ion is proportional to the electron density 1, (cm~) and the average of the
cross section o, , multiplied by the speed of the electron v = V2¢, over electron
distribution function:

o (e) = x(e/Ae), (5.17)

a;’fy = neagvo < a;fyv >=6.1-107° ne/v28 oy (8)F(e)de, (5.18)
Ag

where ap = 0.529 - 108 cm and vy = 4.13 - 10'® 1/s are the Bohr radius and the
atomic frequency, F'(¢) is the electron distribution function at temperature 7 (we
assume it Maxwellian with & = kT in atomic units)

2
F(S) — ﬁ\/g 9—3/2 6_8/0.

A simple expression for the excitation rate using the following analytic approxi-
mation to Van Regemorter fitting was proposed in [11] (Fig.5.1):

e _307.10%n, L X (o ! (5.19)
at* =3.07- ne ————1In — ). .
0 ‘012 A 1.78 Ae/6
For the inverse process of de-excitation the detailed balance gives:
dex _ e oAe/0 yex (5.20)

Y v

8ne
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Fig. 5.1 Excitation rate of 4d—5p transition in Xe XI ion at density p = 10~ g/cm?, calculated by
using distorted wave method (DWA), Van Regemorter formula (Regemorter) and Born approxima-
tion (Born)

5.3.2 Electron-Impact Ionization and Three-Body
Recombination

The expressions for electron excitation may be easily rewritten for ionization
processes. The collisional ionization cross section for electron with quantum num-
bers nf (it comes to free state £*1*) one can obtain from (5.7), supposing that exciting
electron in the state y is placed in the continuum:

(e—€")/2 i
g o
ZNOESY / — 2 (1= nde, (5.21)
o
where &' is the ionization energy from the level nf (' = —g,;), &, is the electron

energy with quantum numbers n?, ¢ is the incident electron energy and

1

R 5.2
1+exp (55%) (6:22)

N

is the free electron distribution function with the chemical potential ¢ .
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The differential ionization cross section do,, have to be summed over A* and
integrated over the energy ¢* of the ionized electron, as a result we get

do'l = Z[da (nl, £*1%) 4 do! (nt, e*1* )} (5.23)
where
47 3
/ K oky
do!(nt, e*3%) = —(2£+1)k2g; o enienen X (5.24)
X (Dntf g*A* el e’ N ZE8A e*A*;nl g )\,)dé‘*, (525)

2
dO’”(nE e A* )= WZ(ZEEA S0kl a’k’) de*. (526)

o N
For the ionization rate similar to (5.18) we have:

00 (e—")/2 .

y do
all =61 10_6ne/ > / — 2 (L=ne)de” | V26 F(e) de. (5:27)
&
A‘*

ra

The rate of the inverse process of three-body recombination is:
= 1171072 g, < ¢'/0 g 5.28
yyn 8nt 775 € o . ( . )

The simplest approximation for the ionization cross section is the classical Thom-
son formula i
e—¢

O'yoy(é‘) =T W (529)

At high electron energies the Born approximation gives for the cross section

In(e/s’)

€ gl

Oy () ~

from which we arrive at the well known Lotz formula for ionization rate [18]
(Fig.5.2):

E\('/0
ol =2.0-107n —/—dt—20 1077 n, 216700 (5.30)
8[
el /o
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Fig. 5.2 Ionization rate of the level 4d of Sn X versus electron temperature at mass density
1073 g/cm3, calculated with distorted wave approximation (DWA), Born, Thomson, and Lotz for-
mula

where

E(x) = / ?dr. (5.31)

5.3.3 Autoionization and Dielectronic Capture

The autoionization probability can be described by combining de-excitation and
ionization processes. Consider a transition yy — y with ionization of electron from
level n*€* into continuum with energy ¢ and orbital momentum X with de-excitation
of electron nt to n'¢’ (g, < &,¢), then from (5.7), (5.21) we get

wii = ZI:W/K (ne, n* e n't') + w' o (nt, n*e*; n/z’)], (5.32)
K
/ *p%, /gl 2n K K
Wi e, n"*nt) = szné,n*Z*;n’Z’,sk Dn(,n*(*;n’l’,ek -

A

K’k
_z ,En(Z.n*E*;n’Z’.ak)’
P
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2 , 2
wl(nl,n**;n'l')y = ——— ESS o rein . 5.33
( ) (23* + I)Z)\:(; nl,n*0*;n'l ,gx) ( )

A simpler approach is based on the dipole approximation [22]:

~ ro
27 fweone 8o Z C+e+1 / Ry (r) R dr

, (5.34
Enxex w 8nt 2 r2 ( )

at _
nZ n**n't T

0

where w = &,y — €pr, € = W + &0+ > 0.

The quantity inside the parentheses can be calculated in the hydrogen-like approx-
imation using connection between the matrix elements of the acceleration and of the
position vector.

To get the autoionization rate (1/s) from level n*£* it is required to sum (5.32)
over all possible states yy, :

Nng ai
ol =4.1-10' D" N, (1— )(1 ne) wil . (5.35)

né,n't Sne

The rate of dielectronic capture into the level n*£* can be calculated from autoion-
ization rate using detailed balance:

N\
Ne /6 n ai
9@/2 e E o (1 - _g )wyoy. (5.36)

n't',nt nt

a = 1171072 g

5.3.4 Rates of Radiative Processes

It is convenient to express the rates of radiation processes in terms of the corre-
sponding cross sections, which are reduced to one-electron occupancies [13, 19].
For radiation excitation p — v, i.e. absorption in a spectral line with the profile
?,,,(w), we have (Assuming a total redistribution over frequencies)

Md ()],
O‘Zl;s — Vo/ de’ (5.37)
1)
where
ol =21 f, (5.38)

« is the fine structure constant, f,, is the one-electron oscillator strength, vy =
4.13 - 10'® 1/s is the atomic frequency, and J,, is the integrated over angles radiation
intensity I,, i.e. J, = flwdQ. If J, is expressed in TW/(cm?-eV), it has to be
multiplied by Cyy = 4.23 - 1072 to convert it into atomic units.
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For the radiative de-excitation v — u accounting for induced emission and using
detailed balance relationship we have [13]:

v - /“)@ v ’
R o ) e e =) P CED

2u ® w2c?

where ¢ = 137.036 is the speed of light in atomic units.
If the line width is small in comparison with the characteristic length of radiation
field variation, then @, (w) = é(@w — wy), wo = &, — &, and, approximately,

ot =3.2-10"w} fu, W (wp), (5.40)
o =3.2- 102 5L £, 11+ W (@), (5.41)
w

where W (w) is the spectral density of photons:

7t J, 5 Jw
W(w) = ot = 1.58 - 10 Pt (5.42)

where 0 = 1.028 - 10~7 TW/(cm? eV*) is the Stefan-Boltzmann constant.
Similar formulas for photo-ionization and photo-recombination may be written

as
w
A J,
arh = vo/ de’ (5.43)

w

_ n 3
azhr = Vpg,, exp (; gu) / Ubf(w) ( w + Jw) e—w/ﬁda)’ (5.44)

0 w m2c?

where ¢ is the chemical potential. We assume that the free electron system is in
equilibrium with the given temperature & = k7T (in atomic units).

In the Kramers approximation the photo ionization cross section from level u
with the effective charge Z,, = Z,,, has a form

64w o Z, e * 1

oli(w) = — (5.45)
of 3/6 8u w?
that for the photo ionization rate from level n¢ gives
. 7 w
" =uy, LACIHN (5.46)

w
lenl
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where
|8N |3/2

=445-1007,—“ .
i 2020+ 1)

Photo recombination rate in this approximation is written as

(1) =0.704 g,

Ne
A

x —w/0
St leulse / ¢+ W(w]do. (5.47)
N w

93/2

enl

Here it is assumed that at small densities [19]

1/2 3/2
64/0 ~ 5 (%) agne.

5.4 Configuration Accounting in the Extended CR-AA
Model

The extension of the average atom model is connected with splitting the average
ion into a set of ion configurations Qs = {Ny’l‘g} with the occupancies N,/fgY and
the average energy Ey, calculated using Hartree—Fock—Slater model with the given
occupation numbers [19].

The simplest way to do this is to prepare a data base for free ions with excitations
limited by some energy (it may include many-electron excitations). The number of
shells is also limited by n = n,,,,. In our calculations for k-ion excitations we make
use of the limiting energy AE,,,, = 2.5 - I; where I} is the corresponding ionization
potential. The calculations were made with different n,,,, assuming convergence.

In this model the concentrations xi of the Oy, state of the ion satisfy the system
of kinetic level equations:

dxks
dt = —Xks (Z RkS*)k*l,S’ + Z Iks~>k+1,s’ + Z Tks~>ks’) + (548)

+ xk+1,x’Rk+l,s’~>j,s + E xkfl,s’kal,s’%j,s + § xks’Tks’%ks- (549)
" o ./

s

s

The expressions for rates are the same as for the CR-AA model, but the meaning of
some values is slightly different. The rate of recombination from the ion state Qyg
to the state Qy_; ¢ is given by:

Risity = (ks > k—1,5) +a?" (ks > k —1,5") +a®(ks — k —1,5'),
(5.50)
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where o (ks — k — 1, 5), a? (ks — k —1,5") and a%“(ks — k — 1, ") are the
rates of three-body recombination, photorecombination and dielectronic capture,
respectively, due to transition of the electron with quantum numbers n¢ (the change
of occupancies takes place such that N,]f[ L' = N,]fes + 1). Similarly, the rate of ion-
ization from state Qy; to state Q1 ¢ is given by

Lisoiry = (ks = k+1,5) +a” (ks > k+1,5) +a% (ks > k+ 1,5,
(5.51)
where o/ (ks — k +1,s), a? (ks > k + 1,s') and a® (ks — k + 1, s') are the
rates of impact ionization, photoionization and autoionization, respectively, by the
transition of electron with quantum numbers n¢ (Nfzrl’s/ = N,’fz — 1.
The rates of transitions from state Qy; to state Qs without change of ionization
stage are defined as follows:

a (ks — ks') +a'? (ks — ks'), if  Ep < Epy,
Tis— ks = (552)
ol (ks — ks') + a®" (ks — ks'), if  Ep > Eiy,

where Ej, is the energy of ion state ks, a®* (ks — ks’) and a?** (ks — ks’) are
the rates of excitation and de-excitation by electron impact, and oS (ks — ks'),
a™ (ks — ks') are the rates of radiative excitation (absorption) and radiative emis-
sion, respectively, with the transition of electron with quantum numbers n¢ — n’¢’
(for the occupamcies we have N,]:f = Nk —1, N,]fg = Nk, +1).

5.5 Reducing Detailed Level Kinetics to Extended CR-AA
Model

In the case of high-Z elements the number of ion states with detailed level description
that should be taken into account can be very large. That is why it is necessary to
use some approximations to reduce the system of kinetic equations (see, for exam-
ple, such approaches in [24, 25]). We consider here another approximation called
“radiative unresolved spectra atomic model” presented in [8, 9].

Let for the given substance and some region of temperature and density the photon
energy grid be chosen such that it describes the characteristics of emission (absorp-
tion) spectra for this substance. We assume that separate strong lines are placed inside
some intervals of the grid, and the width of such lines should be much smaller than
the step of the grid [E;, Ei+1],i = 1,2, ..., ng. For the simplified description of
ionization stage of plasma we join the energy levels of an ion with multiplicity k
into groups s with close energy (superstates). The superstate s can include a subset
of levels of some configuration, all levels of the configuration, or levels of several
configurations.
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Let xis be the concentration of such superstate and g, the corresponding statis-
tical weight (k = 1,2,...,Z,5s =0, 1,2, ..., Snmax). The average energy Ej; of the
superstate is defined as

1
E = — Z gksyJEksva
8ks yJeks

where the quantum numbers y and the angular momentum J define the state of an
ion with the energy Ej, ;. Obviously,

8ks = Z 8ksyJ-

yJeks

In a view of the given energy intervals the preliminary data processing of the
detailed information on spectral lines ksy J — k's’y’J’ is carried out for every ion.
For the description of lines between two superstates s and s” of an ion multiplicity
k the total oscillator strengths g f; (ks, ks) (gf-factor) is distributed over intervals
i =1,2,... of the chosen energy grid such that

gfitks.ksh= D gflksyJ. ks'y'J". (5.53)
yJeks,y'J' ks’

where summation is performed only over transitions with the energy in interval i:
w(ksyJ, ks'y'J") = Evgy g — Exsys € (Ei, Eig1).
The average energy for this super-transition is then:

> wksyJ, ks'y' Jgf (ksy J, ks'y'J")
yJeks,y'J'eks'

@;(ks, ks') = o (s, ko) (5.54)
including transitions with
w(ksyJ, ks'y'J") € (E;i, Eiy1). (5.55)
The photoionization thresholds are defined by similar expressions:
2 elksy J. k+ 1,5y I gur1,y 0
Tk + 1,5 k, 5) = LIy /eALY (5.56)

b
> 8k+1,5'y' )
yJeks,y'J ek+1,s
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where
stksyJ,k+1,s'y'J)y= E(k+1,s'y'J)— EksyJ) € (E;, Eiv1), (5.57)

The system of level kinetics equations for the superstate concentrations xy is the
same as for extended CR-AA (see (5.49)), but now the content of it is different.

For a given photon energy interval [E;, E;;] the rate of radiative excitation
(absorption in lines) is defined by:

ng

ks, ks')_ w; (ks, ks")
abs 391010 L% kshHw (L0 558
aks ks ; ks ( ) 0 ( )

where @; (ks, ks’) is the center of the line group, and y,. (ks, ks') is the oscillator
strength (g f-factor) averaged over the interval [E;, E;,]. The emission rate is then
given by:

< 3fi(ks. ks’ w; (ks, ks’
aff i =32-10"%" gf’(gk—s,s)a%(ks, ks') [1 +W (%)] . (5.59)
i=1 §

To solve the linear system (5.49), the Gauss-Jordan method is applied with account
of the block character of the matrix (see, for example [23]).

Having ion concentrations x;; one can calculate opacity and emissivity using
detailed spectral information [19]:

<w>—naa0{2xks > B o2 (ksy di ks'y' T Brgy s asty (@) + (5.60)
ksyJ ks'y'J’' fes
+D g0t (@) +aff(w)}, (5.61)

ks

8ks’
J (@) _naao{ > iy Z YL maf ksy Js ks'y I Brgy 1 kyry s (@) + (5.62)
ks'y'J’ ksyJ ks’

_ 0)3
+ kZS:XkSJfIEs (w) + e w/QUﬂ(w)} (471’362 + Iw), (5.63)

W — Wisy J ks'y'J' r
@ (@) = ,— 1, 5.64
ksy J,ks'y'J ( ) ﬁD ( D D) ( )
where iy k50 = |Eksys — Eksty s, I' = Iisy ks a0 18 the Lorentz line width
(including electron and natural broadening), and D is the Doppler parameter.
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When solving the radiation transfer equation, the part of emissivity j'(w) con-
tributed by the induced radiation and proportional to I, has to be moved over to
absorption coefficient ' (w).

5.6 The Calculation Algorithm

In a quasi-stationary approximation (d N, /dt = 0) we can transform the nonlinear
system (5.3) to an expression that is convenient for application of iterative methods.
Astherates S, and L, depend not only on all occupancies but also on the level energies
&, and the oscillator strengths f,,,, which, in turn, are determined by the state of the
average ion, it is convenient to form two iteration cycles. The first one is on the self-
consistent potential V”(r), p =0, 1,2... with the given occupation numbers N,
that satisfy system (5.3) for fixed p. With this potential (and corresponding energy
levels sl()p ) and oscillator strengths f,ﬁ’ﬂ)), the solution of (5.3) is obtained with the
additional iteration procedure according to:

NGD 4 S6-Dg

N® = ‘ : , s=1,2,3... (5.65)
1+ (L?_” + SS’_”/gV) /T
with the iterative step
0.1
T = — (5.66)
max, 4V

dt

To improve convergence, a relaxation procedure is used where N{*) is replaced by

\/ N NS~ for the next iteration.
After iterations (5.65) had converged, the resulting occupation numbers were

used to determine the new potential V?*D(r), energy levels &P and oscillator

strengths f,fﬁﬂ) by solving the Hartree—Fock—Slater system of equations with the

given occupation numbers N,,. Then the two processes are repeated until the condition
1 1 _
max [N, (e[ "V, fil V) = Ny (e, fi))] < 107° (5.67)

is satisfied.

Using this procedure we obtain average occupation numbers, electron energy
levels and electron wave functions that are consistent with the given radiation field
J,. These are then used to calculate the absorption coefficients and emissivities of
the plasma. The resulting coefficients make it possible to get a more accurate value of
the radiation field by solving the radiation transfer equation. The described iteration
cycles are then repeated until there is complete consistency between the radiation
field J,,(r) and the level populations N, (r ).
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5.7 Results of Calculation for Tin Plasma

The CR-AA model was applied to calculation of radiative properties of tin plasmas
in a wide range of temperatures and densities. The effects of different approaches on
the level kinetics calculations are analyzed in Figs.5.3, 5.4 and 5.5.

In Fig. 5.3 we present the difference between the CR-AA model and the extended
CR-AA model for temperature 7' = 15.85eV (for other temperatures the behavior
is similar). As one can see from this figure, there exists a big difference in coronal
limits between the CR-AA and the extended CR-A A models that is due to the different
ionization potentials in these models. At high densities the discrepancy results from
the fact that the atomic database for the extended CR-AA model was calculated for
free ions while for the CR-AA calculations the ion state is assumed at non-zero
density. Our CR-AA model therefore reproduces pressure ionization with a smooth
transition to LTE average atom model at high densities.

The effect of dielectronic recombination at the same temperature of 7 = 15.85eV
is presented in Fig. 5.4. One can see from the picture that the difference between two
approaches (with and without dielectronic recombination) decreases from 30 % at
electron densities smaller than 10'®cm™2 to zero at densities higher than 10%° cm—3
when three-body recombination becomes the dominant recombination mechanism.

The effect of optical thickness on the mean ion charge is shown in Fig. 5.5. These
calculations were carried out for flat tin layers with thickness L = O and L = 100 pm.
As one can see from the picture, the mean ion charge inside the 100 wm layer at

(0]
(o]
3
c 4L —— Extended CR-AA
S —--- CR-AA
©
N
2‘
1_
0 | | | | | | | |
10" 10® 10 10"  10®  10®  10® 10" 10®  10%

Electron density, 1/em’

Fig. 5.3 Comparison of Sn mean ion charge Z in CR-AA and extended CR-AA models at temper-
ature 7 = 15.85eV
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Fig. 5.4 Effect of dielectronic recombination on the mean ion charge in CR-AA model at electron
temperature 7 = 15.85eV
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23
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Fig. 5.5 Comparison of the mean ion charge in CR-AA model at temperature 7' = 15.85eV for
optically thin (solid line) and optically thick (dashed line) tin flat layer with thickness L = 100 pum
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electron density 10'°cm™ is 15 % larger than for the optically thin layer. As well
known, the opacity effects result in the increased populations of excited states which
enhances ionization. At higher densities, both optically thin and optically thick plas-
mas reach the Saha-LTE regime.

The isotherms of the mean ion charge for tin plasmas calculated with the extended
CR-AA model in a wide range of temperatures and densities are presented in Figs. 5.6
and 5.7. It should be emphasized that calculations with the CR-AA model are more
laborious than with the extended CR-AA model as the latter makes use of the atomic
database generated in advance.

In order to provide convenient usage of non-LTE data in hydrodynamics codes
(including, in particular, opacities and emissivities), it is beneficial to perform pre-
liminary calculations of the tables for two limiting cases, namely, for transparent and
optically thick plasmas [26]. In Figs. 5.6 and 5.7 the dependence of Z for Sn plasma
at different temperatures is shown over a wide range of electron densities. Figure 5.6
corresponds to optically thin case, while Fig. 5.7 presents the mean ion charge in the
center of a Sn flat layer with the thickness of to 100 pm.

For the electron densities n, ~ 10'®—10% cm™3 (the value depends on temper-
ature) Z changes from coronal equilibrium to LTE. The difference between the
optically thin and optically thick cases is maximal when plasma approaches LTE
and reaches 30 %. The populations of the emitting levels here may be several times
larger than for the optically thin plasma. Of course, the increase in emissivity will be
offset by opacity. Therefore, the problem must be solved using the radiation transport
equation self-consistently with the level kinetics.

30 T T T T T
Extended CR-AA: optically thin
25 =

20 /—/A

lonization stage

10

[}

| | | | I
10" 17

20 21 22 23

10 10 10"° 10 10 10 10

Electron density (cm's)

Fig. 5.6 Isotherms of mean ion charge for Sn plasma in extended CR-AA model (optically thin
case). The grid step for curves at different temperatures from 7 = 1eV (bottom line) up to T =
498eV (top line) equalsto AlgT = 0.1)
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35—

Extended CR-AA: optically thick
30

25

20
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(&)

OI I [ | |
* 10" 10® 10" 10

Electron density, 1/om®

20 1 021 1 022 1 023

Fig. 5.7 Isotherms of mean ion charge for Sn plasma in extended CR-AA model (optically thick
flat layer with thickness L = 100 wm. The grid step for curves is the same as in Fig.5.6

The tables for two limiting cases can be used to obtain appropriate coefficients
at arbitrary radiation field using a generalized escape factor as the ratio of outgoing
radiation to the radiation “produced” inside the layer:

E_ fFraddS
dn [ [ jydwdV’

where F, 4 is the radiative flux, § is the square of the layer surface, and the emissivity
in the denominator is integrated over the volume and photon energy. When solving
the radiation transport equation one may use opacity and emissivity coefficients
interpolated between transparent and optically thick cases [27-29]:

Jo=&jg+ A =8, (5.68)
ky = EKO 4+ (1 — £)k.. (5.69)

Here index “0” corresponds to the transparent case and index “1” to the optically
thick case. As this parameter depends on the solution of the radiation transport
equation, several iterations (e.g., on the order of 3) are required for £ starting from the
transparent case to get the parameter which is consistent with the actual radiation field.
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Fig. 5.8 Emission spectrum 25
of the tin cylindrical layer
with radius R = 100 pm at “H‘
temperature T = 32eV and 2 i
electron density n, = 10" %
1/cm?. Detailed calculation 215
with 20000 photon groups ©
(gray) and calculation =
reduced to extended CR-AA 2 1
model on 100 groups (solid £
line) -

0.5

0 _Mm J Ll
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The interpolation method gives reasonable results in a wide range of electron
densities. The method is extremely efficient but requires substantial effort to prepare
tables for transparent and optically thick cases. The interpolation formulas (5.68) and
(5.69) can also be used for other quantities such as Z, level occupancies and so on.

In Fig.5.8 the emission spectrum of the tin cylindrical layer with radius R =
100 jwm at temperature 7 = 32eV and electron density n, = 10'” cm~ is presented.
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Chapter 6

Collisional-Radiative Modeling
and Interaction of Monochromatic
X-Rays with Matter

O. Peyrusse

Abstract Interaction of intense, short and monochromatic X-ray pulses with matter
is a new field open by the advent of X-ray free electron laser facilities. If the photon
energy exceeds at least one inner-shell photoionization threshold, radiation interacts
with the basic atomic constituents and the matter, driven into a highly non-equilibrium
state, must be described with an adequate model. Here, we discuss some problems
arising when seeking to apply a collisional-radiative model in this context. Emphasis
is placed upon practical solutions or computational strategies to treat these conditions
of irradiation.

6.1 Introduction

The advent of X-ray free electron lasers (XFELs) has opened a new field of research
in Physics [1]. The interest of these sources is that they are short (less than 100 fs),
monochromatic and tunable (up to 20 keV of photon energy, depending on facilities)
with a high repetition rate (of about 100 pulses per second). The interaction of such
radiation with matter involves mainly inner-shell electrons primarily through the
process of photoionization and to a lesser extend through resonant photoexcitation.
Subsequent phenomena such as Auger electron production, fluorescence, collisional
ionization and excitation, 3-body recombination, etc. drive the matter in a highly
non-equilibrium, rapidly evolving state whose description must rely on a proper
collisional-radiative (CR) description, i.e. with a well-defined set of rate equations.
In some cases, while the interaction itself is highly dependent on the atomic kinetics,
the subsequent evolution of an irradiated sample, i.e. the post-pulse evolution, is
also strongly dependent on the kinetics through many relaxation processes including
hydrodynamics expansion and cooling. As a consequence, XFEL interaction with
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matter is a clear test bed for CR modeling simply because it requires a rate-equation
description of the microscopic processes occuring during and after the interaction.

First, we need to recall the salient features of the interaction of X-rays with matter.
Unlike low energy photons which interacts with valence electrons through single
or multi-photon processes, high energy photons interact with electrons from inner
shells. Photoionization of these electrons results in the formation of core-holes. At
low intensity, such core-holes are quickly filled by Auger or radiative decay. For high
intensities, further core-holes are likely to be produced by “one-photon sequential
photoionization” so that so-called hollow atoms may be produced. In some situations,
because the number of X-ray photons is huge, a saturation of the X-ray absorption
has been observed [2], even in the hard x-rays range [3]. In all cases, the analysis
of the interaction may be complex due to the competition of the different processes
(including collisional processes) which requires careful CR calculations.

So far the most commonly observed mechanism of X-ray absorption by atoms
is the so-called “sequential multiple photon absorption” which correspond to single
photon absorption steps, sequentially ionizing or photoexciting electrons. There are
also some clear evidences of two-photon absorption [4, 5]. However, although these
X-ray multiphoton processes deserve to be studied from a fundamental point of view,
they do not seem to play an important role in XFEL physics and we shall not consider
them further in the text.

There are basically three situations of XFEL-interaction, namely with gas, small
objects (like large molecules or clusters) and solids. Each one has its own specificity
which deserves a dedicated discussion.

6.2 Atomic Model Construction for the Modeling of X-Ray
Interaction with Matter

Modeling and understanding the interaction between intense x-ray pulses and single
atoms is a prequisite for the study of matter under strong x-ray irradiation. As usual in
CR modeling, a critical aspect is completness of the considered energy level atomic
structure. Here, the difficulty is that one has to consider the possibility of creating
many inner-shell holes (with more or less photoexcited states in some cases) and
that the subsequent processes lead to considering numerous levels to incorporate all
important channels for population relaxation fluxes. If further secondary collisional
processes are considered, there is a need to consider excitation from the valence shell
in the ions of interest (as in usual CR models of thermal plasmas).

The fact that more or less deep inner-shell holes are inevitably produced (depend-
ing on the X-ray photon energy) increases considerably the number of accessible
states compared with purely thermal plasma situations. For computing the inter-
action of X-ray radiation with matter, it is neither useful nor even necessary to
consider a detailed level accounting approach (or DLA approach). Electronic con-
figurations suffice to capture the physics of the problem (this is the so-called detailed
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configuration accounting (DCA) approach. Nevertheless, even for moderate-Z mate-
rial, the number of electronic configurations to include remains a daunting compu-
tational challenge.

The way to generate a relevant list of configurations for the x-ray interaction
problem can be seen by using the simple six-electron carbon atom as an example.
One considers first:

1. A single ground initial configuration.
2. An x-ray photon energy greater than the carbon K-edge.
3. No secondary collisional processes.

Starting from the configuration 1s?2s?2p? in neutral carbon, the sequential
removal of one-electron (by one-electron photoionization) in the different subshells
gives:

e inCt:
1s22s%2p
1522s2p?
152s%2p?

e in C**:
1s22¢?
1s22s2p
152522p
1s22p?
1s2s2p?
2522p?

e ctc.

Atthe end, one gets 27 configurations (from C-Ito C-VII). Whatis noticeable is the
appearance of an hollow configuration in C?*. Another important point is that, such a
list provides automatically the important channels for Auger and radiative relaxation.
If one considers for instance the last configuration of C*, namely 1s2s?2p?. This
configuration may relax through Auger decay (giving 1s?2s?, 1s*2s2p or 1s22p?) or
through radiative decay (giving 1s?2s22p). These relaxed configuration are present
in the above set of configurations.

This simple set remains however too restrictive if one considers the influence of
the secondary processes induced by the photoelectrons and the Auger electrons, i.e.
all the collisional processes. So, the previous set must be augmented by considering
single excitations from the valence shell (and possibly from the first inner-shell) in
the lower energy configuration of each charge state.

Another possibility, which increases a lot the final list of configurations to con-
sider, consists in starting directly with a set of ground and excited configurations in
the initial atom (instead of the unique configuration of neutral carbon in the previous
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example). Applying the sequential ionization procedure gives a large list of config-
urations which have to be take into account in long pulse irradiation (greater than
about 10 fs) where collisional processes take place during the photoionizing x-ray
pulse itself.

Given a list of configurations relevant for a particular problem, we then obtain all
the required coupling rates. Although simple hydrogenic formulations are often used
(see for instance [6]), these rates must be based on a proper configuration-averaged
quantum mechanical formulation of the necessary atomic data (decay rates, pho-
toionization cross section, collisional cross sections) [7]. Moreover, the calculation
of proper photoexcitation rates requires a proper averaging of all the lines connecting
two configurations (giving a so-called unresolved transition array or UTA profile).
Position and width of these profiles can be computed from the UTA theory [8]. In
some cases, when the Spin-Orbit interaction has important effects on spectra, it is
necessary to resort to the Spin-Orbit-Split Array (SOSA) theory [9].

6.3 Interaction with Gas

By varying the photon energy and the pulse duration, different scenarios on ionization
of a low Z gas such as Neon have been observed [10] and simulated [11]. When
X-ray photons have insufficient energy to ionize a K-shell electron, ionisation up
to Ne®* proceeds via a sequence of 2p electron ionization. When X-ray photons
have sufficient energy to ionize a 1 s electron, ionization up to Ne'’* proceeds via a
combination of K-shell photoionization along with Auger ionization (2p ionization
and refilling of the 1s shell). For the shortest pulses (less than a few tens of fs),
i.e. shorter than the Auger refilling rate, ionization of the highest charge states is
suppressed due to the rapid formation of hollow atoms. In similar conditions and
for high intensities (>10'7 W/cm?), a population inversion can be reached between
the core-hole states 1s2s22p® (pumped from the ground state of Neon) and the states
1s22s%2p> so that lasing may occur [12]. Here this lasing transition competes with
Auger decay toward the states 1s22s22p*.

These studies have been extended to higher Z rare gas such as Krypton [13] and
Xenon [14, 15] but for very low densities. In the latter case and for 1.5 keV photons,
an ultra-efficient ionization (charge states up to Xe?¢*) have been measured [14].

These very low density situations are particularly interesting since one can assume
that all the “free” electrons produced from the interation, i.e. photoelectrons and
Auger electrons escape the sample. Consequently, the only important processes
are photoionization, photoexcitation (and possibly stimulated emission) along with
Auger and radiative relaxation. None of these rates depend on the electron density
and temperature. The external parameter entering the rates is just the XFEL intensity.
As discussed below, such a time-dependent situation lends itself to Monte-Carlo sim-
ulations although the traditional approach is a direct determination of the population
vector N from the rate equation system, i.e.
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dN
— =T.N 6.1
7 (6.1)

for which a simple fully implicit differencing gives
A(t + At) .N(t + Ar) = N(@) (6.2)

with A =1 —T(r + Ar)At. T is the rate equation matrix which depends on the
imposed XFEL intensity at t 4 A¢. Most often the temporal shape of the pulse is
assumed to be gaussian.

When dealing with high Z, this direct approach for solving the rate-equation
system has two bottlenecks. The first one is the completeness of the configuration list
allowing a proper description of all the possible photoionization and photoexcitation
pathways. As stated in [14] and, for photoionizing or photoexciting the M-shell of
xenon ions, this may involves tens of millions of configurations. A consequence is
the prohibitive number (billions) of rates coupling these configurations which have
to be evaluated. The second bottleneck is the numerical solution (at each time step)
of the CR system itself (i.e. the inversion of matrix A).

To circumvent the problem raised in [14], a superconfiguration approach (based
on [16]) has been proposed [17].

In this approach the possible photoexcitation channels are approximately
accounted for by a large supershell which can contain a fixed number #n,, of pho-
toexcited electrons from the M-shell (see Table 6.1 for neutral Xe). This number .,
which corresponds to the sequential photoexcitation processes depends on the XFEL
intensity so that a convergence must be found by increasing its value. One notices
that the list given in Table 6.1 is just a starting list. By removing one electron such that
n > 3 (n is the principal quantum number; deeper electrons cannot be photoionized
by 1.5 or 2 keV photons), another list of SCs can be generated for Xe™, and so on.
At the end a large list of SCs determining the size of the CR system is obtained. For
ney = 5, one gets about 95,000 superlevels which remains a manageable number. As
shown in Fig.6.1, this approach explains the occurence of the Xe*** ions observed
in experiments of ion yield measurements of XFEL irradiated Xenon [14].

Table 6.1 Superconfiguration set in neutral Xe with n., = 3 (see text)

Superconfiguration

(15)2 (252p)8 (3s3p)® 3d)10 (4s4pad)'® (555p)8

(15)% 252p)® (3s3p)® (3d)° (4sdpad)'® (555p)3 (4£5d5 f6s6p6d6 fTsTpTd7T f8s8p8d8f)
(15)% 252p)® (3s3p)” Bd)'0 (4s4pad)'® (555p)8 (4£5d5 f656p6d6 f7157pTdT f8s8p8dS f)
(15)2 (252p)8 (3s3p)® 3d)® (4s4pad)'® (555p) (4£5d5 f656p6d6 fTsTpTdTf8s8p8dS )2
(15)% 252p)8 (3s3p)” (3d)° (4s4pad)'® (555p) (4£5d5 f656p6d6 fTs7pTdT f8s8p8d8f)2
(15)% 252p)® (353p)® 3d)'0 (454 p4d)'3 (555p)8 (4£5d5 f656p6d6 f157pTdT f8s8p8dS f)2
(15)2 (252p)8 (3s3p)® 3d) (4s4pad)'® (555p)8 (4£5d5 f656p6d6 fTsTpTdTf8s8p8dS )3
(15)% 252p)8 (3s3p)” (3d)® (4sdpad)'® (555p)8 (4£5d5 f6s6p6d6 fTsTpTd7f8s8p8d8f)3
(15)% 252p)8 353p)® (3d)? (4s4pad)'® (555p)3 (4£5d5 f656p6d6 fTsTpTdT f8s8p8dSf)3
(15)2 (252p)8 (3s3p)> Bd)'0 (4s4pad)'® (555p)8 (4 £5d5 f656p6d6 f1sTpTdT f8s8p8dS f)3
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Fig. 6.1 Xenon charge state yields calculated for an 80 fs X-ray pulse, an intensity of 1.11 x
1017W/cm2 and a photon energy of 1.5 keV. The black bars correspond to a calculation with
nex = 5 (see text) while the red bars correspond to a calculation with n,, = 0

As mentionned above and because the rates of the important processes do not
depend on unknown parameters, this problem lends itself to the use of the so-called
Kinetic Monte Carlo (KMC) method. The method has been developped to simulate
systems obeying a master equation (see for instance [18, 19]) when the rates of
the processes are known. Up to now, its application to atomic population kinetics
has been limited. One can mention a work realized within the average atom model
[20]. Recent implementations of this method in the context of XFEL interaction with
complex atoms has been reported [21, 22]. In this approach, the required rates must
be computed in advance, or possibly at each time step [22] because for a given case,
the number of atomic states turns out to be limited compared to the huge number of
accessible states. Indeed, an advantage of this method is that it automatically selects
the important atomic states describing the population set evolution.

The essence of the KMC algorithm is a simulation of the random jumps from
an initial state to a set of final possible states. After each jump, one considers the
subsequent possibilities: end of the simulation (according to some criteria) or follow
up with anew jump. In principle, the rates depend on time through external parameters
such as temperature, density or radiative intensity. Let us consider first the case where
the rates do not depend on time. Suppose that at a given time ¢, the system is in
the atomic state i, from which the system can evolves toward many other states j
as the result of processes characterized by the rates P;;. From i, the number of
possible transitions remains limited and its sum reads

1 > P (6.3)
g
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Fig. 6.2 Selection of the R, R, R;
final state according to the — t }
different rates

where 7 is the lifetime of state i. Indeed, the waiting time for the system in state i, to
jump to another state has clearly the (Poisson) distribution

1 —t/T
f@t) = —e /T (6.4)

One easily sees that fOoo t f(t)dt = t. The way to generate a random time step Az
obeying a Poisson distribution such as (6.4) from a random number r uniformly
distributed in the intervall [0, 1] is wellknown, one has

At = —tlnr. (6.5)

So the algorithm consists in choosing first a random time Ar according to (6.5) after
which a transition occurs. Second step consists in choosing randomly which transition
occurs. For this, a rate number k& is assigned to each non-zero transition rate from i
sothat P;; = Ry, P;jjy = Ry, Pij» = R3, etc. Then, (6.3) rewrites Zk Ry = 1/7.0ne
chooses a second random number s also uniformly distributed in the interval [0, 1].
According to Fig. 6.2, If s/t lies between 0 and R then the system jumps to the final
state associated to the rate Ry, if s/t lies between R; and R; + R», then the system
jumps to the final state associated to the rate R,, etc.

More generally, considering the sums Sy, = Zi:l Ry, if s/t is between S,_; and
S¢ then the system jumps to the state corresponding to the rate R,. Population of this
state is increased by one (while the previous one is decreased by one) and the time is
updated, i.e.  becomes ¢ + At. The simulation can continue until the time exceeds
some fixed value. The set of states reached during a whole simulation is called a
Monte Carlo Trajectory.

It is necessary to run many MC trajectories until the results are converged. The
final population histogram is divided by the number of MC trajectories considered.
It gives the final population distribution. Other histograms concerning the ion yield,
the fluorescence spectrum or the emitted electrons, can also be recorded during the
MC trajectory.

Let us consider now the case where the rates depend on time. The procedure is
the same except that, instead of Formula (6.5), the time increment At is defined so

that
1+ At
Z / Ry (t)dt = —1Inr (6.6)
k t

while the sums S, are to be evaluated at r + At since at this time, the system is still
in the same state.



134 O. Peyrusse

For the problem of a dilute gas irradiated by an XFEL, one can divide the rates
in two categories: those which depend on the radiative intensity (photoionization,
photoexcitation and stimulated emission) and those which do not (Auger and radia-
tive relaxation). Rates that belong to the latter category do not depend on time and
formally, the left term of (6.6) takes the form

t+At t+At
Z / Ri(t)dt = A At + B / 1(t)dt 6.7)
k t t

where I (¢) is XFEL intensity. Taking a gaussian temporal shape for the XFEL pulse,
on has to find At so that

t+At
A At + B Ixpgr / exp[—(t — 1,)?/a®)dt = —Inr (6.8)
t

where Ixpg; is the peak XFEL intensity. Practically, one can make use of the standard
function P(x) = \/#27 ffoo e~"*/2dt for which powerful analytical approximations
exist [23]. Each MC trajectory end up when the current time exceeds the pulse
duration.

Compared with a direct solution of the time-dependent CR system (6.2), the
KMC approach has a spectacular efficiency as shown in Fig. 6.3 which displays a
calculation of the ion yield of Xe, after a pulse of 2 keV photons (80 fs FWHM,
107 W/cm?), as a function of the number of MC trajectories. The convergence is
practically reached after a few thousands of MC realizations.

Similarly, this method can be extended to plasmas where collisional processes are
important as long as the history of the electron density and temperature, i.e. N,(t)
and T,(¢) are known. Also, steady-state situations where N, and 7, are kept constant
can be adressed with the KMC method. The ending duration of a simulation is then
the time needed to reach a steady-state equilibrium.

i L A N
gﬁhﬁfiorl)v[(?fntféc)?gﬁ)n 2 keV photons incident on Xenon
charge state yield for an 80 fs [ Number of MC trajectories: 1
X-ray pulse, an intensity of % - ;880
107W /cm? and a photon & 0l 10000 N
k=] — 30000
energy of 2 keV. Results S 100000
converge with the number of z i i
realizations. The (super) -2
level list used in these E 0.05 - b
calculations is that of Fig. 6.1 =
(with ngy =95) [ 7
0 | A . LB
0 4 8 12 16 20 24 28 32 36

Xe charge state
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6.4 Interaction with Small Objects

When a small object (a more or less large molecule, a cluster) is irradiated by X-
rays, some electrons are first removed from the single atoms and then, more and more
electrons leaves the object. As a consequence, a strong Coulomb potential develops
so that electrons leaving the object are slowing down and are finally bringing back by
this Coulomb potential. After many photoionization events (and also Auger ejection
events), the Coulomb energy may be higher than the kinetic energy of the leaving
electrons. In that case electrons are trapped in the Coulomb potential. Thermalizing,
they contribute to the heating of the object and to further collisional ionization events.
The object becomes a so-called nanoplasma. The subsequent expansion of the object
is either a Coulomb explosion either a simple thermal expansion or both, i.e. a
Coulomb explosion of the outer shells of the object and a thermal expansion of
the core. Which expansion dominates depends on the composition (type of atoms),
on the size of the object and on the photon energy. For this reason, it is difficult
to give a general law describing the macroscopic behavior of a small object under
x-ray irradiation but in any case, simulations must be supported by a collisional-
radiative model. From the CR modeling point of view, this context does not differ
from that of the interaction with a not too dilute gas, i.e. where collisional processes
are not negligible. Also, one may have to implement a multi-element CR model which
respects the stoechiometry of the object.

To emphasize the interest of these studies, one cannot forget that one of the most
exciting prospects of research with XFELs is direct imaging of non-periodic nano-
scale objects such as bio-molecules, living cells and viruses [24]. This technique is
called coherent x-ray diffraction imaging and has already been demonstrated [25],
even on large viruses [26]. Interested readers can refer to [1, 27-30] and references
therein. In any case, samples irradiated by intense pulses of x-rays turn into a highly
excited, very transient systems after and during exposure. The x-ray pulse must be
short enough (for recording information before the destruction of the object) and
intense enough (to get enough diffracted signal). It can be shown that the diffraction
pattern from a sample is given by the square modulus of a scattering amplitude which
depends on the spatial position of the atoms and on the atomic scattering factors of
these different atoms. Its measured value is an average over the temporal shape of the
x-ray pulse. The problem of the evolution of the atomic positions has been studied
through molecular dynamics simulations [31] and hydrodynamical models [32, 33].
The calculation of the time-averaged atomic form factors amounts to average (locally)
over the various species weighted by their populations which evolves according to a
rate-equation system [34].
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6.5 Interaction with Solids

It is of crucial importance to investigate the interaction of intense femtosecond x-ray
pulses with solids in order to understand damage threshold mechanisms (for x-ray
optics) [35], to understand some aspects of non-thermal phase transitions induced by
x-rays [36] or to control the creation of isochorically heated samples for warm/hot
dense matter studies [37] (radiative properties of dense plasmas, equation-of-state,
etc.).

For rather low fluence irradiation, many experimental results rely on a post-
mortem analysis of the irradiated samples (size and depth of the craters; analysis of
changes in the morphology of the material, etc.). For larger fluences where irradiation
leads to the creation of a plasma, one can try to measure somehow the dynamics of
the sample and to get different informations from emission/absorption spectroscopy.
Interpretation of these experiments relies on numerical models based on different
approaches to describe the full dynamics of a sample.

Models describing the dynamics of the ions can be of continuum type, e.g. hydro-
dynamics models [32, 38], or of corpuscular type, e.g. classical molecular dynamics
models [39] when extended to bulk solids by using proper periodic conditions in
the simulations. In all cases, it remains convenient to model the free electrons as a
continuous gas, i.e. described locally by an electron density N,(¢) and an electron
temperature 7,(¢). Here again, we will focus on the collisional-radiative aspect of the
problem. Compared with the case of the interaction with dilute gas, one needs to fol-
low the evolution of the free electron distribution during and after the pulse. Because
of our main focus, we will assume an instantaneous thermalization of the free elec-
trons. This hypothesis allows us to define, at each instant, an electron temperature,
i.e. to characterize the free electrons by a maxwellian distribution or a Fermi-Dirac
distribution in a cold or warm material.

The treatment of the interaction by means of a CR model (which basically relies
on a chemical picture) in a cold or warm material at solid density leads to some
difficulties [40] such as:

e The need for a correct (or at least coherent) continuum lowering model.

e A possible degenaracy of the free electrons. Then, besides the use of a Fermi-Dirac
distribution, rates must include proper Pauli-Blocking factors.

e The need to take into account processes involving electrons from the valence band.
This imposes a generalization of some processes.

The need to define an electron temperature leads to consider a further equation
describing the internal energy of the electron fluid. Numerically, This points turns
to be a very stiff aspect of the problem since atomic kinetics depends sensitively on
temperature.

Last, the deposition of the X-ray energy into the solid must be considered with
care.

All these points are discussed in the following.
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6.5.1 Population Kinetics and Atomic Structure
at Solid Density

The CR treatment of the interaction of x-rays with a solid-state material always leads
to consider density effects to be handled with a formulation of continuum lowering
(CL) [41, 42]. The CL problem (called also Ionization Potential Depression) is old,
complex and still open. This problem will not be discussed here. Moreover, one
needs to discriminate between amorphous solids and metals which present a valence
band of degenerated delocalized electrons. In the former case, one can consider
the neutral atoms as the initial atomic structure seen by the X-rays (even though
continuum lowering can affect this structure). The latter case is different in the sense
that the initial state of matter must be seen as a degenerated dense plasma. There is
indeed a population of free electrons described by a Fermi-Dirac distribution.

Figure 6.4 depicts the three situations of interest taking Al as an example: The
isolated atom which is reminded on the left, the solid (middle) and the heated solid
(right). The upper band represents schematically a valence band (VB) of degenerated
electrons and yx, in the middle figure is the photoionization L-edge in the solid
(distinct from the work function which is the energy necessary to extract an electron
from the whole solid). In other words, x, is the minimum energy required to transfer
an electron from the L-shell just above the Fermi energie E . On the right figure, the
band depicts non degenerated free electrons. Its upper frontier is not limited. X prasma 18
here the ionization potential of AI** lowered of a quantity called continuum lowering.

For Al, it is wellknown that the three outer electrons, namely 3s23p are delo-
calized at solid density. For treating the interaction of X-rays with the inner-shells
with a collisional-radiative model, it is thus reasonable to start a calculation from a
population of AI** ions embbeded into a degenerated free electron gas. The question
is then, how to handle some important electron processes taking place into the solid
just after the inner-shell photoionization by X-rays?

To precise this question, let us consider for instance the Auger effect following a
1s photoionization in the solid:

152s?2p%(VB)® — 15?25?2p°(VB) + € auger

Fig. 6.4 Schematics of the S it (i -
bound- and free-electron 3p -
structure of Al in the isolated 35
neutral atom, the solid and 2p »
the hot solid density plasma, 2s
respectively

1s

Isolated Solid density

atom plasma
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where VB stands for valence band electrons. Clearly, since VB electrons are just free
electrons in a standard CR model, this effect cannot be taken into account. However,
let us consider the 3-body recombination:

1525?2p°(VB)*(VB) — 15225?2p°(VB) + e.

Comparing these two reactions, one sees that both left and right sides are equiva-
lent. This suggests that Auger effect in the solid can be considered as a generalized
3-body recombination (TBR) which is the simple Auger effect in the cold solid while
it turns to be a standard TBR if temperature is high (where the VB no longer exist).

Similarly, the fluorescence following a 1s photoionization in the solid:

152s22pS(VB)® — 1522s22pS(VB)? + hv,

can be considered as a generalized radiative recombination process.

In order to establish a proper link between different processes, one needs to firmly
define what are the necessary rates in a degenerated plasma. First of all, the free elec-
tron gas is described by a Fermi-Dirac distribution F(g) = Hj(—?)/, where g(¢) is
the density of states. For independent particles (a very good approximation for sim-

ple metal such as Al) g(¢) has the form g(g) = n‘z/f,, (% )3/ 2 /& while the chemical

potential w is obtained from the normalization condition fo F(e)de = 1.
Then, the 3-body recombination rate between two configurations ¢’ and ¢ reads,

dE”’ 4c'e”
Toe = N / / = e’ CF()F()P(e)de'ds" 6.9)
d23
e

incoming electrons and ¢ is the energy of the outgomg electron in the recombination
process (¢ = xc + & + &” where ¢ = x .~ is the ionization potential between ¢
and ¢). In (6.9), P(¢) = 1 — F(¢) is a Pauli-blocking factor. It takes into account
the space available in the Fermi-Dirac distribution. For high temperatures, this factor
is equal to 1 and the Fermi-Dirac distribution turns into a maxwellian distribution. The
3-body differential cross section is deduced from the collisional ionization differential

ion

Cross section

a. . IS T .
—<- by means of the microreversibility relation

dEf,b & & h®  dolor 6.10)
de'  goe'e" 16mm? de’ ’

. . . . . — Xt da ¥
while the total ionization cross section reads o~ (¢) = (f Kee ( Y ) de’. A current

ion

. do'?
assumption for —
L dolr ol
Le. e T (e—xee!) "

As discussed above, a link can be established between the Auger effect in the
cold solid and the 3-body recombination by using a probability formalism [43]. The

generalized 3-body recombination rate is written as

is that it is only a function of the incoming electron energy &,
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TS = (1~ f(T) Tve + f(T)Tue 6.11)
where I, is the Auger rate in the cold solid. The probability f(7,) is defined from

the free space determined from Fermi-Dirac statistics, i.e.

f(Te) =/OO F(e, Te)de. (6.12)
n

(Te)

In such a way, f(0) = O so that the rate is equal to I, in the cold solid while at
high temperature, f approaches 1 and the rates tends to the classical 3-body rate 7.
Similarly, one can define a generalized radiative recombination rate as

TS = (1~ f(T.)) Ace + f(T)Rec (6.13)

where A, is the fluorescence rate in the cold solid while R, .. is the radiative recom-
bination rate which reads

o [2
Rew = / o7l (e) | “2 F(e)de (6.14)
0 me

in which the radiative recombination cross section o is linked to the photoionization
. h . s .
cross section o/ by the microreversibilty relation
8o 2m.ce

ol (hv) = oy 0!l (e) (6.15)

with hv = & 4+ 0.

Figure 6.5 displays a generalized 3-body rate coefficient (dashes), corresponding
to the reaction 1s22s22p° + &' + ¢’ — 1522s?2p°(VB) + é. This shows how the
formulation discussed above provides the transition between the cold solid to the
heated solid. The influence on the occupancy of free-states is illustrated in Fig. 6.6
which displays a zero-dimensional calculation of the temperature reached at rather
low intensity / = 10'* W/cm? in aluminum. One can see the importance of including
the above discussed solid-state effects by comparing with a standard CR calculation
using a maxwellian distribution for the free electrons. These calculations make use
of a coherent coupling of the population kinetics with the evolution of T, a point
which is adressed just below.

6.5.2 Temperature and Population Evolution

The rate equation system (6.1) can alternatively be written in term of the fractions
f; = N;/Nj,, where N;,, is the atom density.
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Fig. 6.5 Generalized 3-body 1.4¢-32 T T " T T T
recombination rate in Al l == Free atom model - Mavwell-Boltzmann
(dashes) compared with a 1.2e-32 - ! T oo siom modkl - P Dirke ]
standard 3-body ‘1
recombination rate - 32 ' .
calculated with Fermi-Dirac g
and Maxwell-Boltzmann T, 833 7
distribution, respectively g
(from [40]) B 9B ]
4e-33 =
2e-33 .
20 40
Temperature (eV)
Fig. 6.6 Evolution of T, in 2 : : -
Al when using a Fermi-Dirac
distribution and a i
Maxwell-Boltzmann 1.5} 2. -
distribution, respectively. I~ ! ‘\ —— Fermi-Dirac
The irradiation conditions C 8 - ;‘,’.’.T}&fﬂﬁ""mm’"
. o L
are 10'> W/em? in a pulse of 3 1k : \ |
15 fs (FWHM) and a photon g i \
energy of 92¢eV (from [40]) g ' \
& i '
0,5 ! e e e e e e e e E
; R
! 2t ] d
7 AN
0 Lo = ; - AP S | :
0 20 40 60 80 100
Time (fs)
df
i

(Note: system (6.16) lends itself to CR modeling in a Lagrangian cell of volume V (¢)
where the number of atoms N;,,, V (¢) remains constant.)

Just as system (6.16) can be stiff, the equation governing the evolution of 7, can
simultaneously be stiff due to the large dependencies of rates on temperature. It is
convenient to write this equation under the form

de,
dt

— W() 6.17)

where the term W on the right contains the source of heating, i.e. the power deposited
by the X-rays and eventually a term due to the radiation losses. In an hydrodynamics
code, W must also include other source/loss terms such as thermal conduction, work
of the thermal electronic pressure and energy exchange with the ions [38]. &, is
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the internal thermal energy of the electrons per mass unit so that pe, is an energy
per volume unit if p is the mass density. The form given to &, corresponds to the
equation-of-state of the electron gas which includes the contribution of free and
bound electrons. Its simplest form is

pee = PEc+ Niw D (ei = ¢;)f; (6.18)

where p E, is the kinetic energy density of the free electrons (e.g. %Ngk T, for a non-
degerated electron gas). Second term is the ionization/excitation energy in which
e; — e;, is the energy of level i (which can be a configuration in a DCA descrip-
tion, see Sect. 6.2) with respect to some reference level i, (the same during a whole
calculation).

We will describe here two approaches to overcome the stiffness of the problem
of solving (6.16) and (6.17). The first one, that we will call Entire linearization
procedure considers the total electron internal energy. It is not fully implicit in the
sense that the deposited energy remains explicit (in the term W of (6.17)). The second
approach, called Electron temperature linearization procedure, focuses on the energy
density of free electrons rather than on the total electronic energy density. It does
not explicitly conserves energy but it has proven to be stable and accurate in another
context [44].

6.5.2.1 Entire Linearization Procedure

Whatever the state of the free electron gas, i.e. degenerated or not, (6.18) can be
shortened as
e =g(T,)+EfL (6.19)

If the solution is known at instant ¢ (superscript “—"), we wish to know the solution
at instant  + Ar (superscript “+”). The updated value &, simply reads, from (6.17)
ef =¢; + WA

Then, with (6.18), an implicit discretization of (6.16), (6.17) gives the system

[1-AT(TH] £ =1~
{ g(TH)+Ef* =¢, + WAt (6.20)
whose unknown quantities are the set x™ = (f*, 7,F).

Suppose one has n levels (or configurations) in the problem. Previous system can
be reformulated by defining a function F acting on the set x*. F is defined as

F_ZU,]fJ* - i=1,n (6.21)
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with Uj; = §;; — AtTij(T;)’ and

Fpi1 = Z Eiff +g(T,") — e, — WAL (6.22)

System (6.20) reduces to n + 1 functional relations to be zeroed, i.e.

Fi(ffr,fj,...,f:,TJr)—O i=1,n+1. (6.23)
These equations can be solved iteratively by linearization. More precisely, after
iteration g, the new solution is written as (£ + 8f, T2 + 8T,) with f© = £~ and
T/ = T, when starting the procedure.

The linearization gives,

dF;
F, (f(q) + of, Te(q) + BTe) f(q) T(q) + Z _5f _|_ 5
Zeroing the new F; gives the linear system
J@.8x = —F (x'9) (6.24)

with x@ = (f(‘”, Te(q)) and, J;; = 3_1;, (j=1,n), Jiny1 = %

This scheme involves a derivation of the rates with respect to 7,. In the maxwellian
case, one can easily obtain analytical formulations of the derivatives. With a Fermi-
Dirac distribution, it is necessary to rely on accurate numerical derivatives (see for
instance the finite difference scheme fdjac described by Press et al. [45]).

It can be efficient to include the constraint ) ;fj =1 by replacing one of the
equations (6.21) by the equation F; = > i f;.’ — 1. Also, at each step, one can check
that the sum > ; 8f; is essentially zero.

6.5.2.2 Electron Temperature Linearization Procedure

This scheme focuses on the kinetic energy density of the free electrons (instead of
the total internal energy, see (6.18)). Then one considers the evolution

dE,

=0 (6.25)

where Q is the heating rate (per mass unit) of the free electrons only (to be defined
below). Keeping N,/p constant over one time step (this quantity can be updated
after), the temperature evolution follows (from 6.18 and 6.19)
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dr, g\
¢ _ ( § ) ) (6.26)

(for a perfect electron gas, one has =% = %—")
ee

aT
The heating (or cooling) rate of the free electrons is calculated as

Z f; P AE;;, (6.27)
mn i j

where P;; is the rate of process i — j in which the energy AE;; (positive or negative)
given to the free electrons. Processes contributing to Q are electron collisional ion-
ization and excitation, photoionization, Auger relaxation (and all inverse processes).
In (6.27), M;,, is the ion mass while f; is the fractional population of level i. We
neglect free-free processes here.

In (6.27), the rates have a strong dependence on temperature. To solve (6.26), one

expands Q about the current temperature as

00

o)) =

—T)). (6.28)

Then, injecting (6.28) into (6.26) gives an equation for 7",

TH—T- g\ ! 30
e e — T -
At (8Te) |:Q( e) aT,
A crucial point here is the evolution of the derivative of the heating rate which depends

on both the derivatives of the rates and on the derivatives of the population fractions.
From (6.27) one gets

- Te)} . (6.29)

P,
Z ’AE,,f +ZP AE,,aT (6.30)

Here again, one needs the derivatives of the rates with respect to 7, but also, the
derivatives of the population set f. These quantities can be obtained by derivating
system (6.16), i.e. -4 = %T.f then the set % evolves according to

oT, dt
d ( of of aT
— =T. f. 6.31
i ( )=r(7) o ©3D
With the initial cond1t10n = 0, this dlfferentlal system for the can be integrated
in parallel with the system for thef;,i.e. & = T.f for which the standard differencing

reads
fr—f-

At

=T(T,) £+, (6.32)
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At the end, i.e. after the obtention of T,", a single iteration allows to update the
electron density from a calculation of the average ionization.

This approach has the interest of being more implicit with respect to the heating (or
the cooling). It is somewhat less demanding than the entire linearization procedure.

6.5.3 Energy Deposition

In many cases, the X-ray radiative intensity /,, in a material can described by its
corpuscular character (i.e. in term of photons). Then, for instance in 1D planar
geometry, ,, obeys the formal transfer equation

dl,
cos—= = —k, 1,, (6.33)
dz

where 6 is the incidence angle with respect to the discretization axis z, kv, is the
energy of an incident XFEL photon while k,, is the local opacity at this photon
energy. Equation (6.33) leads to the Beer-Lambert attenuation law

1, (2, 1) = Iypp (1) e Fo?/ (6.34)

Ixrg (t) being the incident x-ray intensity.
If one neglects free-free absorption, the power deposited (per volume unit) by the
X-rays reads locally,

Paps (2, 1) = hvy D~ NiW;i(L, (2, 1)) + hvy D NiQis(1,(z, 1)) (6.35)

- -
ii ii

where the sums run over all pairs of levels connected by processes involving XFEL
photons. Consequently, W; ; is either a photoionization rate or a stimulated recom-
bination rate (depending on N,). Similarly, Q; ;- is either a photoexcitation rate or a
stimulated emission rate. A formulation of these rates as a function of the respec-
tive cross sections or Einstein coefficients can be found in many textbooks (see for
instance [46]) or, at different levels of approximation in the atomic structure, in
articles (see for instance [6, 47] or [38]).

Neglecting free-free absorption means that incident photons have an energy
greater than the first ionization threshold. The problem of the free-free absorption of
UV or XUV radiation in cold or warm dense matter is beyond the scope of this text
(for a recent discussion, see [48] or [49] and references therein).

In some situations, multilayer materials at low fluence (this is the case of
X-ray optics for which a careful evaluation of damage thresholds is important), the
intensity does not follow the Beer-Lambert law because of interference effects due to
the wave-like nature of radiation. In that case, the deposited power must be obtained
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from a calculation of the complex amplitude E of the electric field (E = Ee/®') in
the material, i.e. by solving the Helmoltz equation

AE + 2°E =0 (6.36)
where k, = hw,/hc. n is the complex refractive index which reads [50], at w,,
n=n, —in; (6.37)

5 2 .
withn, =1 — Z”%N,-O,, ¢1(w,) and n; = Z”%N,-O,, @2(w,). Nion is the local atom

density, r, is the classical electron radius and, with b= = wher,,

oo 2
$1(@w,) = Z + bl / = (wzod;'), (6.38)
0 o
$(w,) = %b hewy 1L(e,). (6.39)

Z is the nuclear charge and p(w) is the local opacity per atom in the material. This
quantity is likely to vary as it depends on the population kinetics. Note that through
w(w), ¢; is linked to ¢, by the so-called Kramers-Kronig relation. Because of the
(principal value) integral involving the spectral opacity in (6.38), the numerical cost
of this approach may be important.

For fixed values of the complex refraction index of a (cold) multilayer, Fig.6.7
illustrates the repartition of the radiative intensity at 8§ keV and for a grazing incidence,
inside the material.

Finally, the mean power (per volume unit) deposited locally reads (from the Joule-
Lenz’s law)

2
Py = nrni80w0|E| .

Fig. 6.7 Squared electric B2 —_— -

field amplitude |E|? a-C / Fe multilayer
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6.5.4 Modeling of Al, V and Ag Samples Irradiated
in the X-UV or X-Ray Range

In this paragraph, we present a few significant examples of 1D hydrodynamics sim-
ulations of solid samples irradiated by an XFEL. In the last case (Ag), this fluid
description has proven to be fully relevant by a direct comparison with measure-
ments. These calculations include a CR modeling of the interaction with an x-ray
laser according to the recipes discussed above. Other aspects of the corresponding
hydro-code are discussed elsewhere [38].

Figure 6.8 displays the evolution of various macroscopic quantities in the inter-
action of a short (20 fs) and intense (10'® W/cm?) pulse of 92eV photons with a
bulk target of Al. These quantities are summed over all the cells and weighted by the
corresponding surfacic masses m = p Ax. The thick solid curve is the total energy
deposited by the x-ray laser, the thin solid line is the electron internal energy, dashed
line is the ion internal energy, dotted line is the the matter kinetic energy and long
dashed line is the total radiated power. With the time evolution, one can follow how
the XFEL radiation energy is deposited first on the electrons, which after some delay,
transfer their energy to the ions. Then, as seen on the kinetic energy curve, the matter
starts to move. Quickly along with the heating, some fraction of the energy is radiated
by the resulting plasma. this radiation decreases one picosecond after the pulse has
switched off.

Taking the previous conditions as an example of typical irradiation, it is instruc-
tive to see the importance of the 3-body recombination process on the heating. For
this purpose, we artificially modified 3-body recombination by multiplying the cor-
responding rates by a reduction factor in the rate-equation system (for each cell of
the hydro-simulation). Results are displayed in Fig. 6.9 on a snaphot of the electron
temperature profile, for an instant close to the heating maximum. Upper curve is
the normal calculation, i.e. without modifying the 3-body recombination rates. One
clearly sees how the heating is affected by 3-body recombination. Here, the reason

Fig. 6.8 Total power a7 0

deposited (erg/cm?/s) § Ix10m g ' ' '

deposited by an XFEL Ty

(10'°W /cm? intensity, 20 fs 2 y Mee

FWHM, 92eV photon T s’

energy), total ion internal iy P X 10

energy (erg/cm?), total B

matter kinetic energy G—f ~ mg\i‘

(erg/cm?) and total radiated 5 1x10° £ E
power Prqq (erg/cm2 /s). To mf_ v.‘Prad(X 101
display all quantities in the g T

same figure, a multiplier has w1107 AT T e
been applied to Py, and g 110 ixi0 ix10® ax10™ ixao™!

Pyqq (from [38]) time (s)
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Fig. 6.9 Influence of the 50 \ ‘ ‘ T ‘
3-body recombination t=35fs 3-body rec. X 1.0
process on the heating.
Calculated spatial profiles of
T, in a bulk target of Al for r > 3-body rec. X 0.1 1

40 .

an instant closg to the heating o 30r © 3-body rec. X 001 T
maximum (radiation comes @ L 3-body rec. X 0.001 i
from the right). Irradiation &

conditions of Fig.6.8. The 201 N

profiles correspond to four
different calculations where 10+ -
all the 3-body recombination L 4
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the reduction factors reported 0 0.5 1 1.5 2
in the figure (from [38]) x (pm)

is that, during the X-ray pulse itself, this process provides continuously a population
flux of recombined 1s%2s22p® states from which further photon absorption can occur.

We discuss now the hydrodynamic behavior of a selected case, namely, a simula-
tion performed for a2 x 10'7 W /cm?, 15 fs pulse of 92 eV photons, incident on bulk
vanadium. In Fig. 6.10, the characteristic profiles of p, T,, T; and < Z > are given
for two particular instants. At the instant of maximum heating (left), 7, goes up to
160eV while the ions are still cold. As shown in Fig.6.10 (right), the out-flowing
plasma results in an inward motion of deeper layers and, after a few picoseconds, the
compression increases so that a strong shock develops in the solid. Such shock waves
which result from an impulsive load (here the expanding material) are discussed in
the book of Zel’dovich and Raizer [51]. Here, the shock is strong enough to induce a
significant decoupling between 7; and 7, in the shock front. Again, it is important to
keep in mind the chemical picture of the underlying CR model which must be able
to follow the matter from the solid state to the plasma state. Like aluminium, cold
vanadium is a metal which can be considered as a degenerated plasma whose ioniza-
tion corresponds to the number of electrons in the valence band (although the shape
of the density-of-state is somewhat less simple than for aluminum). We assumed for
vanadium two valence electrons so that the initial ionization is 2.

Finally, one presents experimental measurements showing that the previously
discussed description of dense matter irradiated by an XFEL, i.e. by means of an
adequate CR model coupled with hydrodyanmics, is satisfactory. In these experi-
ments, Thin silver foils of about 0.5—1 wm were heated by hard x-rays pulses of
60 fs duration, 8.9 keV of photon energy and intensities of about 5 x 10" W/cm?.
In these conditions, X-ray photoionization of the Ag L-shell is the main interac-
tion channel while the creation of a heated population of free electrons results from
competing processes including Auger and radiative decay (fluorescence), collisional
ionization/recombination. Measurements were of two types: one which deals with the
hydrodynamics behavior by measuring the expansion of the foil, the other which is
arecording of the fluorescence spectrum emitted by the plasma and resulting mostly
from inner-shell photoionization. The former is based on the phase and amplitude
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Fig. 6.10 Spatial dependence of the electron temperature (7, ), the ion temperature (7;), the density
(p) and the average ionization (< Z >) for two instants: t = 40 fs (left figure)—t = 12 ps (right
figure). The temperatures refer to the right axis while the densities and < Z > refer to the left
axis. The simulation corresponds to a pulse duration of 15 fs (FWHM), with 92 eV photons and an
intensity of 2 x 10'7W /cm?, incident from the right on a vanadium target
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analysis of infrared beams (IR-probes) reflected from the sample surface (Fourier
Domain Interferometry or FDI), as a function of time (see [37] for more details). The
latter is X-ray emission spectroscopy in the range 2.8-3.5 keV [52].

In the present conditions (incident photons of 8.9 keV and weakly ionized Ag),
the interaction and the subsequent evolution were described with a CR model
including about 3800 configurations (just in the first ionization stages of Ag).
Macroscopic behavior of the heated matter is calculated by solving hydrodynam-
ics in one-dimensional geometry together with XFEL energy deposition, transport
by thermal conduction and electron-ion energy exchange (again, see [38] for more
details). Figure6.11 shows the calculated density and electron temperature spatial
profiles resulting from a simulation (XFEL is incoming from the right). One sees that
the sample center stays near solid density during the first tens of picoseconds.
The longitudinal heating (~10eV) is predicted to vary only by 10 % between the
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Fig. 6.12 Comparison of the calculated phase temporal evolutions of the IR-probe with mea-
surements, of the back surface of an Ag foil irradiated by an XFEL. The experimental
error on the phase is illustrated by the light gray area. Calculation is the thick black line
(from [37])
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Fig. 6.13 Left Silver L-shell spectra recorded for three foil thicknesses (from [52])—Emerging
fluorescence Ag spectrum calculated using the Spin-Orbit Split arrays formalism in the conditions
of Fig.6.11

front and the rear surface. This shows that during about a few picoseconds, XFEL
pulses can induce rather uniform longitudinal heating of a solid density sample.
Figure 6.12 shows a comparison between the temporal evolution of the phase as
measured by the FDI diagnostic and calculated from hydro-simulations. The good
agreement obtained here gives a good confidence in the previous description of XFEL
interaction and of its subsequent evolution. The second source of confidence in the
modeling is provided by analyzing the fluorescence spectrum. Figure 6.13 displays
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experimental spectra recorded in the experiments for different foil thicknesses (left).
The lines are properly identified. The right figure shows a calculated spectrum of the
radiation emerging from the foil at an instant close to the maximum heating in the
simulations of Fig. 6.11. Working with configurations, we found that the Spin-Orbit
Split Arrays (SOSA) formalism reproduces well the experimental spectrum. Also,
since the fluorescence (which is very short) is well reproduced, one can infers a
correct calculation of the XFEL absorption in the material.

6.6 Conclusion

We have described how CR models inserts in the description of the interaction of
monochromatic x-rays with matter. Depending on the size, the density and the struc-
ture of the sample, the implementation of a CR model (always based on a chemical
picture of matter) is necessarily specific. Mostly based on a Detailed Configuration
Accounting or even on a Superconfiguration Accounting approach, this modeling
remains challenging and relies on advanced methods of atomic physics in plasmas.

Acknowledgments I am grateful to Basil Deschaud who drew my attention to errors and made
suggestions for improvements.
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Chapter 7
Spectral Modeling in Astrophysics—The
Physics of Non-equilibrium Clouds

G.J. Ferland and R.J.R. Williams

Abstract Collisional-radiative spectral modeling plays a central role in astro-
physics, probing phenomena ranging from the chemical evolution of the Universe to
the energy production near supermassive black holes in distant quasars. The observed
emission lines form in non-equilibrium clouds that have very low densities by lab-
oratory standards, and are powered by energy sources which themselves are not in
equilibrium. The spectrum is the result of a large number of microphysical processes,
thermal statistics often do not apply, and analytical theory cannot be used. Numerical
simulations are used to understand the physical state and the resulting spectrum. The
greatest distinction between astrophysical modeling and conventional plasma simu-
lations lies in the range of phenomena that must be considered. A single astronomical
object will often have gas with kinetic temperatures of T ~ 10°, 10*,and T < 10°K,
with the physical state ranging from molecular to fully ionized, and emitting over
all wavelengths between the radio and x-ray. Besides atomic, plasma, and chemical
physics, condensed matter physics is important because of the presence of small
solid “grains” which affect the gas through catalytic reactions and the infrared emis-
sion they produce. The ionization, level populations, chemistry, and grain properties
must be determined self-consistently, along with the radiation transport, to predict the
observed spectrum. Although the challenge is great, so are the rewards. Numerical
spectral simulations allow us to read the message contained in the spectrum emitted
by objects far from the Earth that existed long ago.
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7.1 Introduction

There is a long history of observations of “nebulae”, astronomical objects that are
resolved on the sky, dating back to Ptolemy in around AD 150. Messier’s catalogue
in the 18th century listed over 100 nebulae and star clusters. Only when spectroscopy
became possible in the very early 20th century was it found that some nebulae, today
known as “galaxies”, were themselves far more distant and populous star clusters
than those previously identified, while the others had emission-line spectra. The
Orion Nebula, Fig. 7.1, was the first of these emission-line nebulae to be discovered,
in 1610 [1]. As so often in astronomy, this discovery was the result of an emergent
technology, the development of the telescope.

Once spectra were available, it was soon realized that the emission-line objects
consisted of diffuse gas with very low density, high vacuum by terrestrial standards,
and were powered either by photoionization from a central star (the majority), or by
passing shock waves. It was further realized that the conditions in these emission-line
nebulae were far different from laboratory conditions, due to the low density and the
fact that they are powered by a set of disequilibrium processes. Menzel collected the
early papers into two books [2, 3] which are good introductions to the subject.

Most of the quantitative information we have about the cosmos comes from spec-
troscopy. Emission-line spectra are often used to measure the abundances of the ele-
ments, or to derive the kinetic temperature, gas density, or mass, of emitting regions.
Such investigations are a foundation for understanding how nuclear processes in stars
created the elements which make up the Earth, or how exotic objects such as super-

Fig. 7.1 The left panel shows the optical image of the Orion Nebula. The Trapezium stars in the
center power it. The right panel an IR image of the same region. The “BN-KL Object”, the bright
objects in the upper right, are not visible in the optical due to dust extinction. The left panel image
from NASA, ESA, M. Robberto (STScI/ESA) and the Hubble Space Telescope Treasury Project
Team. The right image is from the European Southern Observatory/M. McCaughrean
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novae and quasars generate energy. Graduate texts which survey this field include
[4-7]. The line-of-sight motion of emitting material may also be determined from the
Doppler shift of the line emission. Slit spectroscopy and, more recently, integral field
spectroscopy may be used to map the kinematics across spatially-resolved sources.

Astrophysics is by its nature an observational, not experimental, science. Because
of this, the astronomical community has long used numerical simulations as a touch-
stone in understanding spectra. Osterbrock reviews the early history of theoretical
understanding of nebulae, including the first numerical models, in [8].

This Chapter reviews our current understanding of the low-density emission-line
regions we encounter in astrophysics, with an emphasis on numerical simulations of
photoionized clouds. Remington et al. [9] presents a similar review with an emphasis
on higher densities and their counterparts in the lab while [10] goes into quantitative
spectroscopy of nebulae. This Chapter stresses the differences between the astro-
nomical and laboratory problems. Two striking differences are that astrophysical
plasmas are hydrogen rich, apart from a few special cases (Wolf-Rayet stars and
nebulae, some supernova ejecta) and they have very low density, dilute radiation
field, and long path lengths.

Much of this Chapter was influenced by our development of the plasma simulation
code CLOUDY, last reviewed by [11], a publicly available spectral simulation code
that is often applied to these problems.

7.2 Working with Real Nebulae: The Observational
Questions We Are Trying to Answer

The underlying physics in most emission-line nebulae is similar, and is outlined
in this section. It helps to have an example, and we use the Orion Nebula, a
very familiar line-emitting region which can be seen with the naked eye. O’Dell
[12, 13] give an overview of Orion and its physics. The left panel of Fig.7.1 shows
the Orion Nebula as viewed with visible light. The glowing gas is a photoionized
layer on the surface of a relatively dense, cold cloud of molecular material. The gas
is photoionized by the newly-born hot stars visible in the center of the left panel. An
important component of the optical line emission is the Balmer spectrum, which is
the origin of the astronomical name for the Orion Nebula, and other similar sources:
“H II regions.”

The hot stars which produce the ionized layer are very short lived in cosmic terms,
generally with lifetimes less than a million years. H II regions are important because
they trace both star formation, due to their short lives, and the creation of elements
heavier than He by generations of stars as they form, evolve, and die, by analysis of
the nebular emission lines.

H II regions are but one example of emission-line nebulae. Many stars are also
bright in the ultraviolet spectrum towards the end of their lifetimes, resulting in
other types of nebula. End products of stellar evolution such as the planetary nebulae
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around the white dwarf embers left behind by stars with masses similar to our Sun,
and the supernovae generated by far more massive stars, allow us to directly observe
the elements produced by nuclear processes inside stars. Dying stars ejects enriched
material into the surrounding interstellar medium, which can be used in later gener-
ations of star formation. The atoms that make up the Earth, and its residents, have
been through the cycle of stellar birth, life, and death several times.

Quasars, members of the class of Active Galactic Nuclei (AGN) [6], occur as part
of a brief phase during galaxy formation, and are the brightest objects in the Universe.
Their strong emission lines are believed to be produced by debris near accreting
supermassive (M ~ 108-10° My,,) black holes. Although astronomers cannot do
an experiment, we do have one big advantage over laboratory physics: we have a
time machine. Very luminous objects can be observed at great distances from the
Earth. Due to the finite speed of light, we see distant objects as they were when the
light was produced. The brightest quasars can be observed at very large distances
corresponding to look-back times within a Gyr of the creation of the Universe, 13.8
Gyr ago. The spectrum allows us to trace both the formation of galaxies and the
expansion of the Universe, over look-back times approaching 13 Gyr.

Photoionization of relatively low density gas, the emphasis of this chapter, pro-
duces the emission lines in all of these astronomical objects. The energy source is
a star, neutron star, white dwarf, or black hole. They generate energy by nuclear,
gravitational, or other processes, which is radiated as a broad-band continuum. This
emission has a shape, or spectral energy distribution (SED), that may be something
like a blackbody, but more generally is non-thermal, that is, could not be described
by a Planck function.

Typical SEDs of two types of quasars are shown in Fig. 7.2. The brighter portions in
the UV/optical are mainly produced by hotter regions of an accretion disk surrounding
the supermassive black hole that forms in the center of massive galaxies. Different
parts of the SED originate in different regions in the quasar, so the observed SED is
a result of a variety of phenomena that occur in different locations and by different
processes.

A significant fraction of the energy in the SED shown in Fig.7.2 is at hydrogen-
ionizing energies, hv > 13.6eV =~ 1 Ryd, corresponding to wavelengths A <
911.6 A. This energy/wavelength is pivotal in astrophysics because hydrogen is by
far the most common element, comprising some 90 % of nuclei by number. Helium
makes up most of the remaining 10 %, with elements heavier than helium amount-
ing to something like 1000 ppm. Because of the large abundance of hydrogen, its
ionization potential is a useful reference energy. It also presents a problem—if sig-
nificant column densities of atomic hydrogen are present, M (H) > 10'®cm™2, the
H? photoelectric opacity will make it impossible to observe shorter wavelengths.

The “primary mechanism”, so-called in the original literature, is the process by
which the SED is converted into an emission-line spectrum. This is illustrated in the
right side of Fig.7.2. Tonizing photons strike nearby gas and will ionize it, following
absorption of the photon by an atom. The resulting photoelectron has residual kinetic
energy hv — IP, where the incident photon energy and ionization potential of the
atom are used, and this kinetic energy is shared with surrounding electrons. Electrons
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Fig.7.2 The “primary mechanism” energizing photoionized nebulae, illustrated for the case of gas
near the black hole in an AGN. The black lines indicate the observed SED for two classes of active
galaxies, radio loud (those with strong synchrotron radio emission) and radio quiet. Hydrogen-
ionizing energies are to the right of the left edge of the horizontal blue line. The SED over this line
can photoionize and heat (by the photoelectric effect) surrounding clouds, and is reprocessed into
the emission line spectrum shown at the right. Adapted from [6]

undergo inelastic collisions with atoms of the heavier elements, resulting in internal
excitation and line emission. Eventually the electron recombines with an ion and
produces emission lines as it cascades from level to level, finally reaching the ground
state.

The insert to the right of Fig.7.2 is part of the vacuum UV spectrum of a distant
quasar which has been Doppler shifted into the optical by the expansion of the
Universe. Ionizing photons produced by the accretion disk are absorbed by nearby
clouds and converted into this spectrum following photoionization and photoelectric
heating. The photons in the spectrum last interacted with matter in a newly forming
galaxy and were produced when the universe was under two billion years old.

The emphasis of this Chapter is on photoionized environments such as an H II
region or quasar. But there are other cases in which mechanical energy, perhaps pro-
duced by winds or passing shocks, deposit energy and ionize the gas. Some examples
include jets from young stars, magnetohydrodynamic (MHD) waves and magnetic
reconnection, the late phases of supernovae when the ejecta encounters surrounding
stationary gas, and the background flux of extremely high-energy particles known as
cosmic rays. Although the fundamental energy source is different, the recombination
and emission physics described below is very similar.

Figure 7.3 shows the UV/optical spectrum of central regions of the Orion Nebula
(Fig.7.1). Our goal is to use this spectrum to measure the chemical composition of the
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UV/Optical Spectrum of the Orion Nebula
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Fig. 7.3 The left panel shows the optical/UV spectrum of the Orion Nebula. The right panel shows
the range of densities encountered in astronomical and lab environments. Adapted from [6]

gas, its density, temperature, pressure, and kinematic state. The essential difficulty
is that the gas is so far from thermodynamic equilibrium that it makes little sense to
compare its physical state with LTE quantities.

The extreme NLTE state of the gas is the result of its low density, and exposure to
a wide range of energy sources. The right side of Fig. 7.3 shows a density scale with
various terrestrial and astronomical environments shown. The Earth’s atmosphere is
the highest density plotted, and a typical laboratory vacuum is roughly in the middle.
The emitting gas in quasars is a bit denser than a typical lab vacuum, while H II
regions correspond to a very hard terrestrial vacuum. The result is that collisions
between particles in the gas occur very slowly, a few collisions per month in some
cases. In essence, the gas is not well coupled to itself.

The gas is pushed into extreme NLTE because of the many different energy sources
which energize it. These include the central stars in the case of the Orion Nebula.
They have a “color” temperature, given by roughly fitting the stellar SED with a
Planck Function, of ~4 x 10* K, but the radiation field is geometrically diluted, as
the near-thermal stellar sources occupy only a small fraction of the volume, so that it
has an energy density temperature of ~50K. At the same time the gas is exposed to
the Cosmic Microwave Background (in strict thermodynamic equilibrium, STE) with
T ~ 2.7K, cosmic rays, with kinetic energies of MeV-TeV but an energy-density
temperature of ~1eV, and other background light sources produced both within
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our galaxy and by distant quasars. Because of the wide variety of dissimilar energy
sources, and the low density, the physical state of the gas in Fig.7.1 is the result
of complex microphysical processes which cannot be handled by analytical theory.
The message carried by the spectrum shown in Fig.7.1 is best read by reference to
complete numerical simulations of physical processes with the gas.

Other complexities are introduced by the fact that we can only observe and not
experiment. Figure 7.1 compares optical (left) and infrared (right) images of the Orion
Nebula. This shows the selection effects inherent in astronomical observations. The
four bright stars in the center, the Trapezium, power the surrounding emission in
the left image by photoionization, as described above. The infrared image on the
right shows the nebula and the Trapezium, but also the “BN-KL” object, the bright
emission above and to the right of the Trapezium. BN-KL is not seen with visible
light due to extinction by “dust grains” mixed with the gas. These grains are small
solid particles formed from heavy elements, and have sizes typically a micron or
smaller, through the processes by which they form are not yet well understood. Dust
particles affect conditions in the gas by acting as catalysis sites for various reactions.
They heat the gas by electron photoejection following absorption of UV starlight.

The BN-KL object generates its great luminosity by depositing mechanical energy
from stellar winds rather than by nuclear processes. The stars within BN-KL are still
in very early stages of formation. Fast stellar winds occur as gravity brings the star
together and the kinetic energy of the wind is converted into heat when it strikes
surrounding gas. The bright ‘fan” in the upper right is emission from shocked H,.

So to understand Fig.7.1, we must consider not only plasma physics, but also
condensed matter physics and chemistry. Besides mixing a variety of disciplines,
astronomical environments present a very wide range of temperature and density.
Consider Fig. 7.1 once again. The glowing gas in the left panel has a kinetic tempera-
ture of ~10* K, i.e. ~1eV. The gas in the “fan” shown in the right panel has a kinetic
temperature of ~10° K. Images in the x-ray band reveal hot, ~10° K, gas produced
by shocks created by winds from the Trapezium stars. We need to develop tools to
predict spectra of all of these regions.

We close this section by illustrating the results of photoionization model calcula-
tions which span the required range of physical conditions. The gas properties, that
is, whether it is molecular, atomic, or ionized, and the internal level populations of
its constituents, are basically set by the gas density and SED and intensity of the
light striking it. The right side of Fig.7.3 shows the densities of common emission
line regions together with terrestrial and laboratory sources. The density range we
must consider is approximately 107!1cm™ < n(H) < 10*° cm™>. The low density
is below that of the intergalactic medium (IGM) while the upper density is typical
of the atmospheres of some stars or accretion disks.

We must be prepared to consider kinetic temperatures over a broad range. The
high-T end is set by the requirement that some electrons are bound to nuclei to emit
lines, which sets the limit 7 < 108K, although in CLOUDY we treat temperatures as
high as 10'°K, the temperature above which processes such as pair production act
to prevent the electron temperature from increasing [14], so that the electron and ion
temperatures may decouple. The low end of the range is 2.7 K, the temperature of the
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Fig. 7.4 The physical
properties of gas with solar
composition is shown across
a wide range of gas density
and radiation field intensity.
The upper left panel shows
the log of the kinetic
temperature as a function of
gas density (the vertical axis)
and the energy density of the
radiation field (the horizontal
axis). The other three panels
show logs of the hydrogen
molecular fraction,
2n(Hy)/n(H), and atomic
and ion fraction. Adapted
from [11]
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cosmic microwave background at the current epoch. As this is close to a blackbody
field, gas cannot reach a lower temperature in equilibrium.

To investigate the effects of the light intensity we take as an SED a blackbody
with a color temperature of 7,,;,, = 10°K and vary its energy-density temperature
T, = (u/a)'/*K. Here u is the total energy density in all wavelengths [erg cm 3]
and a is the Stefan radiation-density constant.

Figure 7.4 shows predicted properties of gas over the range of density and tempera-
ture encountered in different astronomical environments. The gas has solar composi-
tion and 7,,, the independent axis, varies between 1 and 10° K. The latter corresponds
to a radiation field in STE since the energy density and color temperatures are equal.
Most clouds encountered in astrophysics have a gas and energy density that lies
somewhere in Fig.7.4.

The upper left panel of Fig. 7.4 shows the predicted gas kinetic temperature. This
ranges from low values typical of cold molecular gas in the upper left-hand low-
T,—high-n(H) corner of the figure, to high values in the high-7,—low-n(H) lower
right end. The gas temperature closely approaches the color temperature 7, when
T, = T.oi0r,asitmust from thermodynamics. The right edge of the figure corresponds
to aradiation field in STE since 7, = T.,,,. There is no physical lower bound to the
gas kinetic temperature.

The remaining panels of Fig.7.4 show the physical state of hydrogen. The gas
is highly ionized in the high-7,,—low-n(H) quadrant. The gas becomes first atomic
then molecular as the radiation field grows fainter and the gas denser.

Figure7.5 is an annotated version of Fig. 7.4 summarizing some physical limits.
Gas in the high-density region of the figure will be in local thermodynamic equilib-
rium, LTE, where the level populations are in Boltzmann equilibrium, but not with the
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Fig. 7.5 This panel
identifies some physical and
thermodynamic limits in
white and shows where some
regions in AGN are located
in yellow, for the
calculations shown in
Fig.7.4. A wide range of
densities, and various
energy-density temperatures
of the 106 K blackbody, are
shown. Adapted from [11]
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radiation field. The gas is in STE when the ionization, level populations, and radia-
tion field are given by the same temperature. This occurs at the right edge of Fig. 7.5,
where T, = T.y1r- The temperature in the lower-right quadrant is determined by
Compton electron-photon energy exchange.

Figure 7.5 also shows where some of the emission-line regions of AGN are located,
as a 10° K black body is comparable to the main ionizing spectrum for these objects.
The broad-lined region (BLR) is likely to be the skin of an accretion disk near the
supermassive black hole. Line emission from material at temperatures ~10* K, and
is characterized by resonance line emission, is observed with line widths of 500—
30, 000 km s~!. It is believed that this relatively cool material may be surrounded by
more diffuse material close to Compton equilibrium, at a temperature of ~ 107 K.
The narrow-lined region (NLR) may be molecular clouds further out in the host
galaxy, irradiated by the radiation field of the AGN. Line widths, as suggested by
the name, are smaller than for the BLR but still significantly greater than the thermal
width, up to 1000 km s~!; emission in forbidden lines such as [OIII] 4959, 5007.
The molecular torus, is dusty warm molecular gas that exists outside the accretion
disk, but inside the NLR: the radiation field in this material is reduced by intervening
obscuration. The inter-galactic medium (IGM) is lower gas density which exists in
the space between galaxies. This is illuminated by the weak Cosmic background
radiation field: the ionizing component of this, at least in the early universe, was
dominated by the population of AGN.

Figures 7.4 and 7.5 show that many diverse phenomena are simply manifesta-
tions of different regimes of atomic and molecular physics. This is the approach we
take in our modeling. If the microphysics is done at an elementary level, without
compromise, the macrophysics will follow.

We developed CLOUDY to model environments like those discussed above. Per-
haps the greatest distinction between CLOUDY and traditional CR modeling codes
is the cross-disciplinary and pan-spectral nature of astronomy. We solve for the ion-
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ization and level populations, as is typical for any CR code. For an astrophysical
plasma, this problem must be solved for a mixture of different species, where the
electron density depends on the ionization of each of them. We also determine the
chemical state and molecular emission, and temperature, charge, and drift velocities
of the dust particles. We do this for gas that is so cold that it is fully molecular or
so hot that there are no bound electrons We discuss all of these in our last review of
CLOUDY, [11]. In the remaining parts of this chapter, we focus on the ionization and
level populations.

7.3 Approaches to Astronomical Spectral Modelling

This section outlines how a model of an astronomical object is created. To continue
with our example of Orion, the basic problem is to take the spectrum shown in Fig. 7.3
and use it to understand what is happening in Fig.7.1. The spectrum depends on a
range of detailed microphysics. This means that it is a complex problem to model
the spectrum, but also why the spectrum contains such a wealth of information about
the kinematic and thermal state of the emitting gas and its composition. We proceed
by setting a number of boundary conditions and then do a self-consistent simulation
of the cloud.

The radiation field of the Trapezium stars is the basic driver. Spectroscopists have
determined parameters of these stars, such as the effective temperature, luminosity,
and surface gravity, which can be used to predict the detailed atmospheric structure
and hence the radiation field which they emit. Figure 7.6, taken from [15], compares

Fig. 7.6 Stellar SED and
ions of interest in the Orion
Nebula. The Atlas SED
represented the state of the
art 30 years ago. The
WMBasic and TLusty SEDs
are today’s start of the art.
The horizontal lines indicate
ionization potentials for the
O, Ne, and S ions that are
strong in the spectrum of
Orion. Taken from [15]
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the predicted Trapezium SEDs for calculations by three different groups. The “Atlas”
calculation, created in the late 1970s, is shown for its historical interest only. The
“WMBasic” and “TLusty” calculations represent today’s state of the art. The modern
calculations have significantly more detail in the predicted spectra than Atlas, but the
major difference is at photon energies 7v > 35eV, where the modern calculations
are ~1 dex brighter. [Ne III] is the highest ionization species seen in the spectrum of
an H II region and is produced by this part of the SED. For reference, Fig.7.6 also
shows the ionization potentials of other ions that emit strongly in Fig. 7.3. The stars
emit little radiation with hv > 54eV.

The SED shown in Fig.7.6 cannot be directly observed due to photoelectric
opacity of the local interstellar medium. Atomic hydrogen prevents photons with
hv > 13.6eV from reaching the Earth. Most of the hydrogen in the stars’ atmosphere
is ionized due to its high temperature, ~4 x 10*K, but there is enough to produce
the absorption “Lyman jump” at 13.6eV. The detailed structure that is present in
the modern SEDs are absorption lines produced by atoms and ions in the star’s
atmosphere.

The WMBasic and TLusty SEDs do not agree with one another, especially at
higher energies, an uncertainty which must be taken into account in the modeling.
In practice this becomes an iterative procedure, with the two SEDs used to predict
the spectrum, other parameters adjusted, and finally a “best-fitting” SED chosen (we
settled on WMBasic in [15]).

Having set the radiation field, the next step is to specify the basic properties of the
gas and dust that it strikes. First is its chemical composition, the relative abundances
of hydrogen, helium, and heavier elements. This affects the relative intensities of
the lines shown in Fig.7.3, but they are also sensitive to the photoionization model
we shall construct. Again it is necessary to iterate to find a satisfactory model. The
cosmic context also constrains the composition since the abundances of the elements
in this part of the galaxy have been determined for other nebulae and stars, including
the Sun.

Grains must also be included. Many of their properties are also set by the context,
since there have been many studies of extinction properties of grains in other loca-
tions. The existence of the grains also affects the amount of an element that remains
in the gas phase. Some elements, especially Al, Ca, Ti, and Fe, are virtually missing
from the gas phase, and produce no lines, because they are locked up in the grains.

Next the gas density must be specified. This can be determined from emission
line ratios. The first, and still widely used, density indicator is the [O II] A3727
doublet whose relative intensities are density dependent, as shown by [16]. The
other commonly used indicator is a similar doublet of [S II] in the red.

The separation of the cloud from the Trapezium stars is the next parameter. The
intensity of the radiation field, 47 J [erg cm~2 s~!], varies as r~2 where r is the
star-cloud separation. The surface brightness S(line) [erg cm™2 s~! sr™!] of the
reprocessed emission from the gas is also proportional to 4 J, so the separation
can be directly determined from observations of line surface brightnesses [17]. This
approach has been used to recreate the 3D geometry of the inner Orion nebula [18].
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Having set these parameters by direct observation, from the astrophysical context,
or from spectrum synthesis, the last step is to use a code such as CLOUDY to self-
consistently determine the physical state of the nebulae by comparison of models
with the observed spectrum. The gas kinetic temperature is determined by balancing
heating and cooling processes, processes which add or subtract kinetic energy from
the electrons. Steady state is usually assumed, along with the assumption that the
free electrons have a Maxwell-Boltzmann velocity distribution in ionized regions of
the nebula, as suggested by consideration of the relevant timescales [4, 19].

Figure 7.7 shows the predicted thermal, ionization, and chemical state of gas along
a ray going into the center of the left panel of Fig.7.1. The independent axis is the
separation from the Trapezium stars, which are off to the left in Fig.7.7.

The gas kinetic temperature is nearly isothermal at shallow regions, r < 1.9 x
107 cm, with T & 10*K as shown in the top panel. This is the H* region of the
nebula, where the Lyman continuum from the stars is relatively unextinguished and
the heavier elements are photoionized up to the first to third ionization stages. The
dominant heating process is photoionization of hydrogen, the “primary mechanism”
described in [2]. Most emission produced in the H* region occurs at optical wave-
lengths.

The H*-H? ionization front occurs at a depth of r ~ 1.9 x 10" cm and is the
point where the stellar Lyman continuum is been extinguished. The strength of the
ionization cross section for H means that the transition from material dominated by
H* to material dominated by H” occurs in a very narrow zone. Only beyond this front
can species with ionization potentials less than 13.6eV exist with significant popu-
lations, so atoms and first ions are found here. The gas is warm, with temperatures
100K< T < 10°K, and is mainly heated by the Balmer continuum emitted by the
stars and absorbed by grains or the heavier elements. The HC region is often referred
toas a “PDR”, standing for either photodissociation region [20] or photon-dominated
region [21]. Most emission from the H® region occurs in the infrared.

Depths significantly deeper than r &~ 1.9 x 10'7 cm are cold (T < 100K) and
molecular, with H, and CO the most common molecules. Conditions are determined
by high-energy penetrating x-ray and low-energy light produced by the stars, and
by cosmic rays. The molecular cloud emits most strongly in the radio, mainly by
molecular rotational transitions.

The calculation shown in Fig. 7.7 was time steady. This is a good approximation
in the H™ layer, where the high temperature and large electron fraction ensures that
collisions are fast. The assumption becomes more questionable as we go into colder
atomic and molecular regions. Collisions at the deepest point are slow because of
both the low temperature and the large mass of the collision partners. For instance,
cooling can be dominated by CO emission following H,—CO collisions. Calculations
of the cold chemistry show that time dependence is important here [22, 23].

Figure 7.8 shows the predicted spectrum. This is what we would observe with
a telescope and detector that could detect the full UV—optical—infrared—radio
spectrum of a point in the center of the left panel of Fig.7.1. This observation cannot
be done today.
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Fig. 7.7 The temperature and chemical state of gas in Orion along a ray passing from the star (off
the figure to the left) into successive ionized, neutral, and molecular regions. Adapted from [10]

The continuum shortward of 5 wm is a combination of starlight (the Rayleigh-
Jeans tail of the SED of the hot stars), and atomic emission, mainly free-bound,
two-photon, and free-free emission produced by H" in the ionized layer. The large
continuous emission bump centered on ~20-100 pwm is thermal emission from warm
dust grains, mainly in the H* and H layers. The sharper features around 5—10um
are due to emission from large molecules, collectively know as Polycyclic Aromatic
Hydrocarbons (PAHs), which form near the H*—H° transition. Emission from the
small particles and large molecules are an important diagnostic of the gas properties.
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Emission lines from a wide variety of ions, atoms, and molecules occur across
Fig.7.8. Lines of atoms and ions found in the H' region dominate much of the
spectrum shorter than 10 um. The strong line at the shortest wavelength shown is
H I Lo, mainly produced by recombination in the H* region. The strongest lines in
the optical band are recombination lines of H and He, and forbidden lines of C, N,
O, Ne, and S. This part of the spectrum should be compared with Fig.7.3. Although
it is hard to judge from the plots themselves, the calculation shown in Fig.7.8 is a
good fit to Fig.7.3.

Most lines in the infrared are formed in the H* or H regions by fine structure
transitions within the ground term of the common elements. Emission lines in the
far infrared and mm regime are produced by rotational transitions with molecules at
the deepest parts of the cloud.

The result of this exercise is the complete prediction of the ultraviolet through
radio spectrum. This is the best way to gain insight into the physics and nature of the
cloud. The assumptions that have gone into this calculation are described next.

7.4 Spectral Calculations

7.4.1 The Ionization Balance in the ISM Limit

Textbooks on the interstellar medium (ISM), e.g. [4-7], write the ionization balance
of an ion as the equivalent two-level system:

ni+1) @)
n@)  al+ Dn,

(7.1)

where n(i + 1) and n(i) are the densities of two adjacent ionization stages, (i + 1)
is the total recombination rate coefficient of the ion (cm?® s~!) and I" (i) = f ¢,o, dv
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is the photoionization rate (s~!). Here ¢, is the flux of ionizing photons [photons
sl em2 Hz '], o, is the photoionization cross section [cm~2] and the integral is
over ionizing energies. In photoionization equilibrium I”(7) is related to the flux of
ionizing photons while in collisional ionization equilibrium I"(i) = ¢ (i)n, where
q (i) is the collisional ionization rate coefficient.

This assumes that recombinations to all excited states will eventually decay to the
ground state and that all ionizations occur out of the ground state, a good approxima-
tion for low densities and dilute radiation fields. When this “equivalent two-level”
model is valid, only the ground state and ionization out of it, and the continuum
together with summed recombination coefficients representing captures to all excited
states, need be considered.

These approximations greatly simplify the computational problem. Collections of
ground and inner shell photoionization cross sections are given by [24], collisional
ionization rate coefficients by [25], and summed recombination rate coefficients are
computed as in [26, 27] and listed on Badnell’s web site.! The ionization balance
can be easily computed with such data.

This approach extends over to the chemistry. Most codes use databases similar
to UDfA, the UMIST Database for Astrochemistry [28], often referred to as simply
UMIST. Complex molecules are treated as a single state with no internal structure.
Rate coefficients do not depend on density and the internal level populations. The
chemical data needed to implement a more complete model simply do not exist today.

Are these approximations valid? We consider atoms and ions, the subject of this
book. Figure7.9 shows energy-level diagrams for five ions responsible for strong
UV and optical emission lines seen in nebulae. The level energies are given relative
to the species’ ionization potential to make comparisons simpler. The gas kinetic
temperature in a photoionized cloud with cosmic composition is typically ~5 % of
the ionization potentials of the species that are present. The vertical bar at the right
indicates this 5 % energy so that we can easily see which states are accessible. As can
be seen, this energy corresponds to some of the lowest accessible levels in the ions: the
population of these levels by collisional excitation functions is like a leak in the side of
the reservoir of thermal energy in the plasma, preventing it from heating further, as the
energy fed into the levels is lost by radiative processes. Emission in lines forbidden
by the standard quantum transition rules is particularly important in this regard.
The long timescales applicable for astrophysical systems mean that processes which
occur at rates which are negligible for laboratory plasmas can become important.
Once a forbidden line photon is emitted, the low line opacity means that it is likely
to escape the system, rather than be re-absorbed. In collisionally-ionized plasmas
the peak abundance of an ion with ionization potential IP occurs at a temperature of
about IP/2, so the populations of excited levels of such ions are far larger than for a
photoionized plasma.

Besides the equivalent two-level system approximation, most astronomical plasma
emission codes further assume that emission from low-lying levels of the elements

ISee http://amdpp.phys.strath.ac.uk/tamoc/RR/, http://amdpp.phys.strath.ac.uk/tamoc/DR/.
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heavier than H shown in Fig.7.9 is not affected by the ionization/recombination
process, so that they can be treated as separate problems (H-like and He-like species
are not treated this way, as described below). The C IV 11549, Mg II A2978, and
[O III] A% 5007, 4959 multiplets are produced by the lowest excited levels of their
ions. These levels are much closer to ground than to the continuum, so they should
be most directly coupled to the ground state. The fact that, at low densities, nearly all
of the population of a species is in the ground state further justifies this assumption.

This “independent ionization/emission” approximation is also suggested from
consideration of the relevant timescales. The recombination time of a typical ion is
~1h at a density of n ~ 10'cm~3. The line-emission timescales are much faster,
with collisional excitation timescales of ~0.1 s and photon emission occurring within
T ~ 1077 s for a typical permitted transition. Collisional / emission processes within
the low-lying levels occur on timescales that are T > 4 dex faster than ionization—
recombination. As a result, most codes first solve for the ionization distribution of
an element, then for the line emission from each ion. They are treated as separate
problems.

This is not even remotely true for H-like and He-like ions. Figure 7.9 shows H I
on the left. The first excited level occurs at an energy E =~ (1 — 1/n%) ~ 0.75 of the
ionization limit, where n = 2 is the principal quantum number of the lowest excited
level. As a result the lowest level is much closer to the continuum above it than to
the ground state below it. There should be little collisional coupling between excited
states and ground at low densities and photoionization temperatures. Most emission
is produced following recombination from the ion above it, rather than collisional
excitation from the ground state.
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In CLOUDY we treat these two iso-electronic systems without simple approxi-
mations. We use a unified model that extends from H to Zn [30-32], for both the
H-like and He-like isoelectronic sequences. The full collision-radiative-ionization
problem is solved to determine both the level populations and the ionization, so the
two are entirely self-consistent. As shown in Figs. 7.4 and 7.5, our model of the ion-
ization and chemistry of hydrogen does go the correct high and low-density limits,
and goes to STE when exposed to a true blackbody. This is only possible when the
ionization and level populations are self consistently determined by solving the full
collisional-radiative problem.

Systems with an especially complex structure, such as Fe II, are a major exception
to the discussion so far. Fe II has levels extending, nearly uniformly, between the
ground state and the continuum, as shown in the right of Fig. 7.9. The atomic physics
of Fe Il is especially complex due to the large number of electrons. Unfortunately
Fe II emission is strong in a number of astrophysically important classes of objects,
including quasars and shocked regions. This is a worst case, with our treatment
discussed by [33].

Although the H and He-like sequences have complete models, CLOUDY now
uses the equivalent two-level atom for remaining ions. The essential difficulty is the
critical role played by the highly excited states shown in Fig.7.9. These levels are
long lived due to smaller spontaneous decay rates. At the same time, the cross section
for collisions increases for higher levels. At high density and temperature the highly-
excited levels of all ions will have significant population. Collisional ionization from
excited states becomes important, and the use of summed recombination coefficients
is highly approximate, so both assumptions in the equivalent two-level system (7.1)
break down. As a result the approximation that the ionization and level populations
are decoupled can break down even for the heavier elements shown in the center of
Fig.7.9.

To some extent collisional effects upon the recombination process can be approx-
imated in the summed-recombination approach. Large sets of collisional-radiative
models exist. The Atomic Data and Analysis Structure (ADAS) collection [34] is
perhaps the most extensive. Collisional suppression of dielectronic recombination
has a long history [35] and is important because dielectronic recombination is often
the dominant recombination process for many-electron ions. Comprehensive model-
ing results can be distilled into simple but highly approximate correction factors that
account for collisional effects in excited levels and suppression of the recombina-
tion process [36]. The improves the range of validity of the summed-recombination
approach.

Our coding of the full collision-radiative-ionization problem for the H- and He-
like isoelectronic sequences means that we can use these models to show where
the equivalent two-level system approximation breakdown occurs. In Fig.7.10 we
consider the ionization of hydrogen in a collisionally-ionized gas at a single tem-
perature, over a broad range of density. The figure, taken from [37], shows how
collisional-radiative effects, mainly involving highly excited levels, cause the hydro-
gen ionization to go from the equivalent two-level system in the low-density limit to
statistical equilibrium at high densities.
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Fig. 7.10 Showing the ionization of hydrogen changing from the low-density limit, on the left, to
thermodynamic statistical equilibrium at high densities. The solid red line is the numerical result,
the green dashed line is the two-level system result, and the blue dotted line is the result given by
the Saha-Boltzmann equation. Taken from [37]

In the high-density limit, as might be found in some stellar atmospheres, accretion
disks near black holes, or certain lab plasmas, the ionization balance is given by the
Saha-Boltzmann equation:

Mi+1)_§£QnkafﬂuU+l)
nG)  ne, h3 u(i)

exp(—xi/kT) (1.2)

where n(i 4+ 1) and n(i) are the densities of the ion and atom, g, and n, are the
electron statistical weight and density, the u’s are partition functions, and x; is the
ionization potential of the atom [38, 39]. In this limit, shown as the blue dotted line
in Fig.7.10, the ionization depends exponentially on the temperature and inversely
linearly on the electron density. At the microphysical level this can be understood as
a balance between collisional ionization, n(i) + e — n(i + 1) + 2e, and three-body
recombination, n(i + 1) 4+ 2e — n(i) + e, the inverse process.
The solution in the low-density limit, the collisional equivalent two-level system
given by (7.1), is
ni+1)  nqlG)  q)
n@)  na(+1)  al+1)

(7.3)

and is given as the green-dashed line. It does not depend on density but has an
exponential dependence on temperature, as does (7.2), because of the temperature
exponential that enters in the collisional ionization rate coefficient g;,,,.
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The red line in Fig. 7.10 shows the CLOUDY collisional-radiative solution. It goes
between the equivalent two-level approximation, (7.3), valid at n < 10°cm—3, and
the Boltzmann-Saha limit at high densities, (7.2), valid at n > 1018 em—3, Although
many sources, such as the Orion Nebula, are safely in the low-density limit, the
emission-line clouds in quasars or the inner regions of accretion disks have interme-
diate densities, where neither approximation holds.

The situation is actually worse than that suggested by Fig.7.10 at intermediate
densities. This figure is for an optically thin cell of gas, but the Lyman lines will be
optically thick in a cloud with realistic column densities. This causes an overpopu-
lation of excited states due to line trapping, in turn shifting the ionization “bump” to
lower densities.

For more highly-charged ions, the scaling introduced by charge dependences
means their populations also will behave much like Fig.7.10, but at considerably
higher densities.

The physics of highly-excited levels of many-electron systems can be affected
by several physical processes that have diagnostic potential. Figure7.11 shows a
cartoon representation of the structure of the generalized model we are developing
for these systems. The figure also indicates some important processes that occur in a
typical complex ion. The box at left represents the range of energies shown in Fig. 7.9,
and the boxes to the right show the energies that are affected by the recombination
processes described below.
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Fig.7.11 Typical levels and physical processes in a heavy-element ion. The vertical axis represents
energy, as in Fig.7.9, but is schematic for simplicity. The spectroscopic box contains the lower
levels that make the strongest lines, and which we treat with high-quality tabulated data, as much
as possible. Higher Rydberg levels line within the upper smaller box. The three boxes to the right
indicate important recombination processes with an indication of where the recombined electron is
captured by the atom
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The ground state and ionization limits are at the bottom and top of the left-most
box. Several regions exist within this. The “spectroscopic box” consists of the low-
lying levels that produce familiar optical/UV lines such as C IV 11549, Mg I1 12798,
or [O III] A5007. We use the highest possible quality atomic data from databases such
as Chianti [40, 41], LAMDA [42] for molecules, or our Stout database [43]. When
we wish to update atomic data or introduce new species, we add them to our Stout
database. As much as possible collisional rates come from configuration interaction
calculations, often from the R-matrix suite of codes, since accurate rates are critical
for the spectroscopy and the energy balance in the plasma. Our goal is to obtain the
highest quality spectroscopic predictions for lines that form with the spectroscopic
box, along with the correct prediction of the ionization.

Highly-excited levels do not produce strong lines but are important because of
their effects on the ionization and the role they play in determining the population
of lower levels. Several sources of data exist. The updated Opacity Project [44]
has energy levels, transition probabilities, and photoionization cross sections for 14
elements, extending up to n = 10. For higher levels the hydrogenic approximation
may be used. A large fraction of the radiative recombinations are to these excited
levels. In CLOUDY, we use the data available from Badnell,?> which is the largest
collection of radiative recombination data.

Dielectronic recombination (DR), a process where a free electron is captured by
exciting a bound electron, forming an autoionizing state that can decay into bound
levels, is the dominant recombination process for most ions. Again for DR we use
data from Badnell,® which is also the largest collection available for this process.

The DR process is limited to energies within kT of the ionization limit, so, as
shown in the right part of Fig.7.11, it will mainly populate levels that are close to
the ionization limit. The summed DR rates listed in ISM textbooks and the Badnell
web site assume that all these populations eventually decay to the ground state.

It has long been known that DR is suppressed by collisional ionization at moderate
to high densities [35, 45, 46]. Studies of approximate corrections to dielectronic
suppression [36] show that the ionization of low stages of iron can change by nearly
1 dex at densities of &~ 10'? cm™3. As stressed in that paper, these results are highly
approximate, with an uncertainty in the suppression of order the correction itself. A
full solution of the populations of the excited states must be done to get the right
answer.

The balance between the fast conjugate processes of collisional ionization and
three-body recombination that ensures that the populations in the very high levels
are close to Boltzmann equilibrium with the population of the continuum above them
at sufficiently high densities.

As described below, and discussed in [15], many ions do not have experimen-
tal measures of the energies of autoionizing levels. This introduces a fundamental
uncertainty in the rate of this very fast process.

Zhttp://amdpp.phys.strath.ac.uk/tamoc/RR/.
3http://amdpp.phys.strath.ac.uk/tamoc/DR.
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Charge exchange (CX) recombination is a quasi-chemical process, where an elec-
tron transfers between one atom or ion and another. For example, in the process
H® + A" — H* 4+ A*¢=D* an jon A" captures an electron from a hydrogen
atom, placing it into a highly excited state of the next lower ionization stage. The CX
process is strongest where there is a coincidence in the excitation energy between
the initial and final states, so that for exchange with atomic hydrogen the level which
is populated is typically ~13.6eV below the ionization limit. CX is always impor-
tant in determining the ionization state of the gas, and can also produce diagnostic
emission lines in a variety of astronomical sources [47]. The strongest sources of
CX emission are environments well away from equilibrium, where atomic hydrogen
coexists with heavier elements in highly ionization stages. This occurs, for instance,
in the upper levels of planetary or comet atmospheres, where the highly ionized solar
wind strikes neutral gas [48]. Again, the problem is to track that electron as it decays,
emits photons, and eventually reaches ground, or is collisionally ionized.

These processes form a highly coupled set of problems that should be solved
simultaneously. In nature, thousands of levels are involved, a number too large to
be handled with current computers. A very large amount of atomic data is also
needed. The approach that has been taken in astrophysics, until now, has been to
treat these as sets of independent processes in the low-density limit, perhaps with
highly approximate corrections for density effects. Correctly treating processes in
excited states will strongly affect the spectrum we observe. Large fusion plasma codes
and databases such as ADAS solve these nested problems with various condensation
techniques, ending with a relatively small system that can be solved quickly with
accurate results [34]. It is then practical to solve such systems, on the fly, in the type
of large-scale calculation of a cloud that CLOUDY does.

7.5 The Physics of the Astronomical Problem

The Boltzmann equation, which describes the statistics of particles in a plasma sys-
tem, may be written as

J i F 0 i d i a i a i
l+vi.vﬁ+_._f=(i> +(i) +(i) a4
ot m;  v; ot coll ot source ot sink

where f; = fi(r, v, t) is the phase space density for species i in position, velocity
and time, which changes as a result of advection, the bulk forces F', particle collisions
which change the particle momentum, and source and sink terms which couple the
Boltzmann equations for different particle species. Due to the expense of treating
the full six-dimensional phase space of the system for each of the species, models
are often calculated in terms of moments of this equation, e.g. assuming Maxwellian
particle distributions. In fact, for astrophysical plasmas, it is often assumed that the
sources and sinks dominate, and that the system can be described by the simpler
population balance equation



174 G.J. Ferland and R.J.R. Williams

Dt ot source ot sink ’ .

where n; = n;(r, t) is the number density of the particles, and D; /Dt is an advective
derivative, which may be species dependent but is often assumed to be zero.

It is interesting to consider the set of species over which the index i operates.
A typical laboratory plasma will be carefully prepared to be dominated by just a
few species: electrons, and selected ions which constitute either the system under
study (perhaps just D and T for a fusion plasma), or low abundance impurities either
added for diagnostic purposes or as the result of contamination, and intended to be
maintained at levels which do not strongly impact the overall plasma state.

As discussed earlier, astrophysical plasmas are also often dominated by e, H and
H, but the cosmic abundances of heavier elements are often high enough that they
have a non-negligible effect on the state of the plasma, either because they contribute
significantly to the heating and cooling, or because of processes such as the rapid
charge exchange O + H* < O™ + H. Not only this, but the regime of astrophysi-
cal plasma modelling extends to temperatures at least as low as the cosmic back-
ground temperature where molecules and molecular ions are the dominant species.
Molecules have their own complex physics of excitation and reaction; some of the
molecules may aggregate into solid particles and mantles of icy material surrounding
them.

While modelling the spectra of astrophysical plasmas requires that a wide diversity
of species be treated, some simplifications can be made compared to the case of
laboratory plasmas. In astrophysical nebulae, the incident continuum and material
density are often low enough that the timescales for radiative or collisional excitation
are far longer than those for radiative decay, such that the populations of ions in
multiply excited states are small. Figure 7.9 illustrates that for many astrophysically-
important ions, there are also relatively few low-lying levels which would have
significant populations from thermal excitation.

In some classical processes, such as Auger ionization and dielectronic recombina-
tion, multiply-excited states are a key element. However, the lifetimes of these states
are sufficiently small that for astrophysical plasmas they can be treated as transition
states of an overall process that couples singly-excited ions, and hence do not need
to be modeled explicitly.

7.6 Future Opportunities and Challenges

7.6.1 New Spectroscopic Opportunities

A spectrometer is the workhorse instrument in any astronomical observatory, and will
remain so until starships like the Enterprise become areality. Images are what capture
the public imagination, but the hard quantitative science is obtained from spectra.
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Fig. 7.12 This shows four very new or future large-budget missions which will concentrate
on spectroscopy. Going clockwise from the upper left, they are Athena, courtesy ESA (from
http://www.cosmos.esa.int/web/athena), The Thirty Meter Telescope, courtesy TMT International
Observatory (http://www.tmt.org/gallery/photo-illustrations), JWST, courtesy NASA (from http://
jwst.nasa.gov/images_jwst.html), and ALMA, courtesy ALMA Observatory (from http://www.
almaobservatory.org/en/visuals/images). They operate in X-ray, optical, IR, and radio wavelengths

As stressed in this chapter, the spectrum is formed in a highly non-equilibrium gas
which includes solids and molecules.

A new epoch of astrophysical spectroscopy is upon us. New and very expensive
instruments are being designed and built that will obtain spectra with exquisite detail,
of objects now too faint to be studied, out to times far back in the history of the
Universe. Figure 7.12 shows four major observatories, one recently-completed and
three that are now being built, that together cover the electromagnetic spectrum.
Clockwise from the upper left, these are Athena, an ESO mission that will operate in
the X-ray regime; the Thirty Meter Telescope, which will operate in the optical and
near IR; NASA’s James Webb Space Telescope (JWST), which will operate in the
near and mid-IR; and ALMA, a now operational radio telescope operating at shorter
radio wavelengths.

Together this array of instruments will be able to study an object across the electro-
magnetic spectrum. Each observatory offers far greater detector area than its proces-
sors and so can detect much fainter and more distant objects, or get much better
signal to noise spectra of the brighter objects we now study. Being able to detect
fainter objects means that we will be able to study examples farther back in time.


http://www.cosmos.esa.int/web/athena
http://www.tmt.org/gallery/photo-illustrations
http://jwst.nasa.gov/images_jwst.html
http://jwst.nasa.gov/images_jwst.html
http://www.almaobservatory.org/en/visuals/images
http://www.almaobservatory.org/en/visuals/images
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This is important since we wish to trace the evolution of the universe, how galaxies
and stars form, and how the elements heavier than He are created.

The expansion of the universe also results in the observed spectrum being Doppler
shifted to longer wavelengths. Astronomers use this red shift as a direct observational
measure of the look-back time to the source. However, it also means that to observe the
most distant sources, observatories must be developed to work in longer wavelength
bands. In particular, at high redshifts emission at longer wavelengths than the Lyman
limit becomes redshifted into the infrared.

Our understanding of nearby, bright, and previously studied, objects will also
improve greatly. Much higher signal to noise means we will be able to obtain better
spectra and detect fainter lines on familiar objects. This allows new emission-line
diagnostics to be formed, as well as permits the first-ever exploration of faint lines.
Detecting fainter lines inevitably leads to new discoveries, along with the need for
more complete line-finding lists.

The missions shown in Fig.7.12, the type of data they will obtain, and the chal-
lenges for non-equilibrium simulations and spectroscopy, are briefly described next.

Atacama Large Millimeter/submillimeter Array (ALMA) (http://www.almao
bservatory.org/) is a newly-operational radio telescope situated high in the Ata-
cama desert. It works at higher frequencies and shorter wavelengths than previous
instruments. Long-look spectra of nearby objects have shown a forest of emission
lines, mostly rotational transitions of molecules, but many not yet identified. Of
greater interest to the plasma community is that ALMA can detect radio recom-
bination lines corresponding to An = 1 transitions occurring around n ~ 40 for
hydrogen. Such emission can trace ionized gas in regions that are highly obscured
by dust [49]. Curiously, the most frequently cited study of the emission of these
levels, [50], has not been revised. There have been recent revisions in collisional
rate coefficients for Rydberg levels [51-53] which should affect these predictions.

Athena (http://www.cosmos.esa.int/web/athena) is a recently approved ESA mis-
sion to do X-ray spectroscopy. It will detect hot, ~10°~107 K gas through emis-
sion mainly from moderately to highly ionized second and third row elements,
together with Fe and Ni. Non-equilibrium effects come in when the gas cooling
time is faster than the recombination time [54, 55]. Line emission is mainly from
valence transitions of highly-ionized species along with inner-shell and satellite
transitions of more neutral species.

The Thirty Meter Telescope (http://www.tmt.org/) will detect near-ultraviolet to
mid-infrared light, and so can obtain spectra like Fig. 7.3, and the insert in Fig. 7.2,
but with much better resolution and signal to noise. The spectra such a monster
might obtain of the Orion Nebula are unimaginable. But its main goal is to obtain
much better observations of very high redshift, high look-back time, objects.

James Webb Space Telescope (JWST)  (http://jwst.nasa.gov/) is NASA’s major
astronomy mission. It will obtain spectra over the near to mid infrared. In the
local universe this will detect emission from low-ionization species, molecules,
and PAHs. It will be unique in doing optical/UV spectroscopy of the high redshift
universe.


http://www.almaobservatory.org/
http://www.almaobservatory.org/
http://www.cosmos.esa.int/web/athena
http://www.tmt.org/
http://jwst.nasa.gov/
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7.6.2 And the Grand Challenges to Exploiting Them

The instrumentation described above represent an investment of many billions of
dollars. The spectra they will obtain are the best way to understand the universe
around us. The grand challenges to using these spectra to their full potential, from
the modeling perspective, are the following:

e Grand challenge: Complete the spectroscopy begun by Edlén and cohort long ago
There are large gaps in our knowledge of such basic spectroscopic data as energy
levels for many ions. Consider Fig.7.9. Of these common species, only O III has
autoionizing energy levels tabulated in NIST [29]. Other species may have only a
few levels. Such fundamental spectroscopic data are needed for all non-equilibrium
modeling.

To cite one example, the [S II]—[S III] spectrum provides one of the most fun-
damental ionization, temperature, and density diagnostics accessible to ground
based astronomers. Yet the dielectronic recombination rate, the rate for the fastest
process converting S>* into ST, could not be predicted because of the lack of basic
spectroscopic data involving autoionizing levels. We were, to some extent, able to
work around this by combining observations of the Orion H II region, CLOUDY
models, and quantum calculations [15]. The derived rate is still uncertain. The rate
would be accurately know if the energies of the autoionizing levels were known.
Basic spectroscopic data are needed to explore spectra in the new regimes which
will be opened up by new instrumentation. The ability to see more deeply will
reveal many lines with no identification. The spectroscopic needs for the molecules
that are observed in the radio are even greater.

Basic spectroscopic data are of lasting value. Much of the data listed in the NIST
compilations of today are decades old but are still performing excellent service.
Any effort put into the basic data today will help future generations of researchers.

e Grand challenge: radiative and collisional data for complex systems

Most collisional and radiative rates come from large-scale computations. The data
needs are so vast that experiments, which are costly and time consuming, can only
be done for a few systems. Careful experiments are used to confirm whether the
computational results are valid.
Complex systems such as Fe II, shown on the right of Fig.7.9, present compu-
tational challenges due to the large number of levels involved. Configuration-
interaction calculations require a large number of states, and good spectroscopic
data for these states. The result is that there are few calculations of complex sys-
tems, and the agreement between different calculations of the same system is not
good. This is also true for molecules, as well as processes such as charge exchange
which occur through quasi-molecular interactions. These present major challenges
in computational physics and physical chemistry.

e Grand challenge: full simulations of the astronomical systems
The present review has concentrated on the emission properties of essentially static
plasmas. There has been little mention of material dynamics, but this is clearly
a crucial issue when non-equilibrium modeling is performed. All astronomical
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objects are moving, and the gas visible in Fig.7.1 is a photo-evaporative flow
moving away from the surface of a background molecular cloud. If the flow is
much slower than atomic processes then it will only establish the “target” that is
struck by ionizing photons. If the flow is fast then it will change the microphysics
by introducing advective terms in all of the rate equations. This changes the ionic,
chemical, and thermal balance. The presence of a flow will, of course, also result
in great changes in the radiative transfer.

It is not now possible to simultaneously solve the microphysics, at the level of a
true non-equilibrium collisional-radiative model, and compute the flow and do the
radiative transfer. We have done first steps with one-dimensional D-critical flows
[56, 57] and the effects on the very strongest lines were not dramatic. Weak lines
such as near-infrared H, emission could be strengthened by large factors due to
molecules flowing into ionized regions and emitting before they are photodisso-
ciated.

This challenge is a multi-disciplinary effort involving hydrodynamics, really mag-
netohydrodynamics if a full simulation is to be done, radiative transfer, and non-
equilibrium collisional radiative modeling.

This review can only hint at the range of challenges and possibilities presented
by quantitative spectroscopy, the science of deriving physical parameters from astro-
nomical spectra. Astrophysical sources represent ready-built laboratories to explore
the physics of matter in extreme conditions, if we can build the advanced telescopes
and spectrometers to detect and measure the light which they emit. Spectral modeling
is how we read the message contained in that light.

Acknowledgments The authors thank Queen’s University, Belfast and the University of Durham
for their hospitality. Marios Chatzikos & Francisco Guzman Fulgencio made very helpful sug-
gestions when reviewing the manuscript. GJF acknowledges support by NSF (1108928, 1109061,
and 1412155), NASA (10-ATP10-0053, 10-ADAP10-0073, NNX12AH73G, and ATP13-0153), and
STScI (HST-AR- 13245, GO-12560, HST-GO-12309, GO-13310.002-A, and HST-AR-13914), and
to the Leverhulme Trust for support via the award of a Visiting Professorship at Queen’s University
Belfast (VP1-2012-025). Contains material © British Crown Owned Copyright 2016/AWE.

References

T.G. Harrison, QJRAS 25, 65 (1984)

D.H. Menzel, Selected Papers on Physical Processes in lonized Plasmas (1962)

D.H. Menzel, E.A. Milne, Selected Papers on the Transfer of Radiation (1966)

L. Spitzer, Physical Processes in the Interstellar Medium (Wiley-Interscience, New York,

1978), p. 333

5. A.G.G.M. Tielens, The Physics and Chemistry of the Interstellar Medium (Cambridge Univer-
sity Press, Cambridge, 2005)

6. D.E. Osterbrock, G.J. Ferland, Astrophysics of Gaseous Nebulae and Active Galactic Nuclei,
2nd edn. (University Science Books, Sausalito, 2006)

7. B.T. Draine, Physics of the Interstellar and Intergalactic Medium (Princeton University Press,

2011)

L e



7 Spectral Modeling in Astrophysics—The Physics of Non-equilibrium Clouds 179

8.

10.
11.

12.
13.
14.
15.

16.
17.

18.
19.
20.
21.
22.
23.
24.
25.
26.
217.
28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.
39.

D.E. Osterbrock, Pioneer Nebular Theorists from Zanstra to Seaton: and Beyond, in lonized
Gaseous Nebulae, Revista Mexicana de Astronomia y Astrofisica Conference Series, vol. 12,
ed. by W.J. Henney, J. Franco, M. Martos (2002), pp. 1-7

. B.A. Remington, R.P. Drake, D.D. Ryutov, Rev. Mod. Phys. 78, 755 (2006). doi:10.1103/

RevModPhys.78.755

G.J. Ferland, ARA&A 41, 517 (2003). doi:10.1146/annurev.astro.41.011802.094836

G.J. Ferland, R.L. Porter, P.A.M. van Hoof, R.J.R. Williams, N.P. Abel, M.L. Lykins, G. Shaw,
W.J. Henney, P.C. Stancil, Revista Mexicana de Astronomia y Astrofisica 49, 137 (2013)
C.R. O’dell, ARA&A 39,99 (2001). doi:10.1146/annurev.astro.39.1.99

G.J. Ferland, PASP 113, 41 (2001). doi:10.1086/317983

S.L. Shapiro, A.P. Lightman, D.M. Eardley, ApJ 204, 187 (1976). doi:10.1086/154162

N.R. Badnell, G.J. Ferland, T.W. Gorczyca, D. Nikoli¢, G.A. Wagle, ApJ 804, 100 (2015).
doi:10.1088/0004-637X/804/2/100

M.J. Seaton, D.E. Osterbrock, ApJ 125, 66 (1957). doi:10.1086/146282

J.A. Baldwin, G.J. Ferland, P.G. Martin, M.R. Corbin, S.A. Cota, B.M. Peterson, A. Slettebak,
ApJ 374, 580 (1991). doi:10.1086/170146

Z. Wen, C.R. O’dell, ApJ 438, 784 (1995). doi:10.1086/175123

L. Spitzer, Physics of Fully Ionized Gases, 2nd edn. (Interscience, New York, 1962)
A.G.G.M. Tielens, D. Hollenbach, ApJ 291, 722 (1985). doi:10.1086/163111

A. Sternberg, A. Dalgarno, ApJS 99, 565 (1995). doi:10.1086/192198

F. Bertoldi, B.T. Draine, ApJ 458, 222 (1996). doi: 10.1086/176805

E. Herbst, E.F. van Dishoeck, ARA&A 47, 427 (2009). doi:10.1146/annurev-astro-082708-
101654

D.A. Verner, G.J. Ferland, K.T. Korista, D.G. Yakovlev, ApJ 465, 487 (1996). doi:10.1086/
177435

G.S. Voronov, At. Data Nucl. Data Tables 65, 1 (1997). doi:10.1006/adnd.1997.0732

N.R. Badnell, M.G. O’Mullane, H.P. Summers, Z. Altun, M.A. Bautista, J. Colgan, T.W. Gor-
czyca, D.M. Mitnik, M.S. Pindzola, O. Zatsarinny, A&A 406, 1151 (2003). doi:10.1051/0004-
6361:20030816

N.R. Badnell, ApJS 167, 334 (2006). doi:10.1086/508465

D. McElroy, C. Walsh, A.J. Markwick, M.A. Cordiner, K. Smith, T.J. Millar, A&A 550, A36
(2013). doi:10.1051/0004-6361/201220465

A. Kramida, Yu. Ralchenko, J. Reader, NIST ASD Team, NIST atomic spectra database (ver.
5.2). National Institute of Standards and Technology, Gaithersburg, MD (2014). http://physics.
nist.gov/asd. Accessed 28 Nov 2014

R.P. Bauman, R.L. Porter, G.J. Ferland, K.B. MacAdam, ApJ 628, 541 (2005). doi:10.1086/
430665

R.L. Porter, G.J. Ferland, P.J. Storey, M.J. Detisch, MNRAS 425, 1.28 (2012). doi:10.1111/j.
1745-3933.2012.01300.x

V. Luridiana, S. Simén-Diaz, M. Cervifio, R.M.G. Delgado, R.L. Porter, G.J. Ferland, ApJ 691,
1712 (2009). doi:10.1088/0004-637X/691/2/1712

E.M. Verner, D.A. Verner, K.T. Korista, J.W. Ferguson, F. Hamann, G.J. Ferland, ApJS 120,
101 (1999). doi:10.1086/313171

H.P. Summers, W.J. Dickson, M.G. O’Mullane, N.R. Badnell, A.D. Whiteford, D.H. Brooks,
J. Lang, S.D. Loch, D.C. Griffin, Plasma Phys. Control. Fusion 48, 263 (2006). doi:10.1088/
0741-3335/48/2/007

K. Davidson, ApJ 195, 285 (1975). doi:10.1086/153328

D. Nikolié, T.W. Gorczyca, K.T. Korista, G.J. Ferland, N.R. Badnell, ApJ 768, 82 (2013).
doi:10.1088/0004-637X/768/1/82

Y. Wang, G.J. Ferland, M.L. Lykins, R.L. Porter, P.A.M. van Hoof, R.J.R. Williams, MNRAS
440, 3100 (2014). doi:10.1093/mnras/stu514

S. Chandrasekhar, Radiative Transfer (1960)

D. Mihalas, Stellar Atmospheres, 2nd edn. (W. H. Freeman and Co., San Francisco, 1978),
p- 650


http://dx.doi.org/10.1103/RevModPhys.78.755
http://dx.doi.org/10.1103/RevModPhys.78.755
http://dx.doi.org/10.1146/annurev.astro.41.011802.094836
http://dx.doi.org/10.1146/annurev.astro.39.1.99
http://dx.doi.org/10.1086/317983
http://dx.doi.org/10.1086/154162
http://dx.doi.org/10.1088/0004-637X/804/2/100
http://dx.doi.org/10.1086/146282
http://dx.doi.org/10.1086/170146
http://dx.doi.org/10.1086/175123
http://dx.doi.org/10.1086/163111
http://dx.doi.org/10.1086/192198
http://dx.doi.org/10.1086/176805
http://dx.doi.org/10.1146/annurev-astro-082708-101654
http://dx.doi.org/10.1146/annurev-astro-082708-101654
http://dx.doi.org/10.1086/177435
http://dx.doi.org/10.1086/177435
http://dx.doi.org/10.1006/adnd.1997.0732
http://dx.doi.org/10.1051/0004-6361:20030816
http://dx.doi.org/10.1051/0004-6361:20030816
http://dx.doi.org/10.1086/508465
http://dx.doi.org/10.1051/0004-6361/201220465
http://physics.nist.gov/asd
http://physics.nist.gov/asd
http://dx.doi.org/10.1086/430665
http://dx.doi.org/10.1086/430665
http://dx.doi.org/10.1111/j.1745-3933.2012.01300.x
http://dx.doi.org/10.1111/j.1745-3933.2012.01300.x
http://dx.doi.org/10.1088/0004-637X/691/2/1712
http://dx.doi.org/10.1086/313171
http://dx.doi.org/10.1088/0741-3335/48/2/007
http://dx.doi.org/10.1088/0741-3335/48/2/007
http://dx.doi.org/10.1086/153328
http://dx.doi.org/10.1088/0004-637X/768/1/82
http://dx.doi.org/10.1093/mnras/stu514

180

40.
41.

42.
43.

44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.

57.

G.J. Ferland and R.J.R. Williams

K.P. Dere, E. Landi, H.E. Mason, B.C. Monsignori Fossi, P.R. Young, A&AS 125, 149 (1997)
E. Landi, G. Del Zanna, P.R. Young, K.P. Dere, H.E. Mason, ApJ 744, 99 (2012). doi: 10.1088/
0004-637X/744/2/99

E.L. Schoier, EES. van der Tak, E.F. van Dishoeck, J.H. Black, A&A 432, 369 (2005)

M.L. Lykins, G.J. Ferland, R. Kisielius, M. Chatzikos, R.L. Porter, P.A.M. van Hoof, R.J.R.
Williams, F.P. Keenan, P.C. Stancil, ArXiv e-prints (2015)

N.R. Badnell, M.A. Bautista, K. Butler, F. Delahaye, C. Mendoza, P. Palmeri, C.J. Zeippen,
M.J. Seaton, MNRAS 360, 458 (2005). doi:10.1111/j.1365-2966.2005.08991 .x

R.A. Sunyaev, L.A. Vainshtein, Astrophys. Lett. 1, 69 (1968)

A. Burgess, H.P. Summers, ApJ 157, 1007 (1969). doi:10.1086/150131

P.C. Frisch, D.J. McComas, Space Sci. Rev. 176, 101 (2013). doi:10.1007/s11214-010-9725-
0

P. Tremblin, E. Chiang, MNRAS 428, 2565 (2013). doi:10.1093/mnras/sts212

N. Scoville, L. Murchikova, ApJ 779, 75 (2013). doi:10.1088/0004-637X/779/1/75

M. Brocklehurst, M. Salem, Comput. Phys. Commun. 13, 39 (1977). doi:10.1016/0010-
4655(77)90025-X

D. Vrinceanu, R. Onofrio, H.R. Sadeghpour, ApJ 780, 2 (2014). doi:10.1088/0004-637X/780/
1/2

D. Vrinceanu, R. Onofrio, H.R. Sadeghpour, ApJ 747, 56 (2012). doi:10.1088/0004-637X/
747/1/56

D. Vrinceanu, Phys. Rev. A 72(2), 022722 (2005). doi:10.1103/PhysRevA.72.022722

O. Gnat, A. Sternberg, ApJS 168, 213 (2007). doi:10.1086/509786

M. Chatzikos, R.J.R. Williams, G.J. Ferland, R.E.A. Canning, A.C. Fabian, J.S. Sanders, P.A.M.
van Hoof, R.M. Johnstone, M. Lykins, R.L. Porter, MNRAS 446, 1234 (2015). doi:10.1093/
mnras/stu2173

W.J. Henney, S.J. Arthur, R.J.R. Williams, G.J. Ferland, ApJ 621, 328 (2005). doi:10.1086/
427491

W.J. Henney, R.J.R. Williams, G.J. Ferland, G. Shaw, C.R. O’Dell, ApJ 671, L137 (2007).
doi:10.1086/525023


http://dx.doi.org/10.1088/0004-637X/744/2/99
http://dx.doi.org/10.1088/0004-637X/744/2/99
http://dx.doi.org/10.1111/j.1365-2966.2005.08991.x
http://dx.doi.org/10.1086/150131
http://dx.doi.org/10.1007/s11214-010-9725-0
http://dx.doi.org/10.1007/s11214-010-9725-0
http://dx.doi.org/10.1093/mnras/sts212
http://dx.doi.org/10.1088/0004-637X/779/1/75
http://dx.doi.org/10.1016/0010-4655(77)90025-X
http://dx.doi.org/10.1016/0010-4655(77)90025-X
http://dx.doi.org/10.1088/0004-637X/780/1/2
http://dx.doi.org/10.1088/0004-637X/780/1/2
http://dx.doi.org/10.1088/0004-637X/747/1/56
http://dx.doi.org/10.1088/0004-637X/747/1/56
http://dx.doi.org/10.1103/PhysRevA.72.022722
http://dx.doi.org/10.1086/509786
http://dx.doi.org/10.1093/mnras/stu2173
http://dx.doi.org/10.1093/mnras/stu2173
http://dx.doi.org/10.1086/427491
http://dx.doi.org/10.1086/427491
http://dx.doi.org/10.1086/525023

Chapter 8
Validation and Verification
of Collisional-Radiative Models

Yu. Ralchenko

Abstract Quality control is as relevant to scientific computer codes as to any other
software. For complex collisional-radiative (CR) models that are used to calculate
plasma population kinetics parameters and spectra, each CR code is expected to be
thoroughly tested and verified not only against experimental data but also against
fundamental principles governing plasma population kinetics. In this Chapter we
describe the advanced methods for validation and verification of CR models that
were developed at the series of Non-Local Thermodynamic Equilibrium (Non-LTE)
Code Comparison Workshops. In addition, the Monte Carlo approach to analysis of
uncertainty propagation in CR is exemplified.

8.1 Introduction

Collisional-radiative (CR) modeling [1] generally refers to calculation of state popu-
lations and spectra in plasmas that are away from local thermodynamic equilibrium
(LTE) or coronal equilibrium (CE). Speaking of optically thin plasmas, the LTE
populations and spectra can in principle be calculated analytically using only level
energies, radiative transition probabilities and autoionization rates. However, both
CE and CR simulations make use of large sets of collisional data which immediately
suggests application of numerical methods and development of complex computer
codes. A properly built CR model is to reach the LTE and CE limits at very high and
very low densities, respectively, and therefore we will treat CE as a subset of CR
modeling.

The literature on CR simulations is immense. In addition to textbooks on plasma
spectroscopy [2-5] and extensive reviews [6], thousands of papers describe how
CR modeling is used to calculate state populations and spectra in dilute astrophys-
ical plasmas, magnetic and inertial confinement fusion devices, sources of bright
light for extreme ultraviolet lithography, laser-produced plasmas, and many other
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hot and cold plasmas. There exist CR models for neutral and near-neutral ions,
highly-charged ions, multi-component plasmas, plasmas under strong external elec-
tromagnetic fields, plasmas under influence of an external radiation field, even for
low-temperature molecular plasmas, although we will not discuss molecules in the
present Chapter. The list of CR model applications would be prohibitively long to
present here.

The CR approach does not provide a universal recipe for a rigorous calculation
of emission or absorption spectra as well as population kinetics parameters in an
arbitrary plasma. Generally, one would first determine which atomic (or ionic) states
are relevant for the problem in question and which physical processes connecting
those states are the most important ones. Then the atomic data are to be either inde-
pendently calculated or obtained from other sources, such as atomic databases. In
many cases a CR model may have to include the plasma size and opacity effects,
depression of the ionization potential in plasmas, deviation of the particle energy
distribution function from the equilibrium Maxwellian distribution, photon propa-
gation in the media, spectral line broadening, and instrumental effects on the final
spectrum. This incomplete list of the frequently included effects makes it very clear
that the modern CR models are in fact sophisticated software packages, and some
may run for days or even weeks to reach the final result. Such a complexity of the CR
codes calls for development of reliable methods and tools to analyze such important
issues as uncertainty propagation and code validation and verification. This is the
topic of the present Chapter.

8.2 Tests and Uncertainty Analysis of CR Models

The intrinsic complexity of extensive collisional-radiative models describing many
thousands or even millions of atomic states makes it immensely challenging to carry
out a detailed and meticulous analysis of their applicability and validity. This is not
unique for CR modeling but rather is typical for complex computational models and
codes used in modern science and engineering. In 2005, Post and Volta [7] called
for a paradigm shift with regard to validation and verification (V&V) of complex
scientific codes across various fields of research. Later the National Research Council
produced an extensive report titled “Assessing the Reliability of Complex Models:
Mathematical and Statistical Foundations of Verification, Validation, and Uncertainty
Quantification (VVUQ)” [8] that became an important contribution to our approach
to development and analysis of complex models. In particular, this report addresses
the mathematical foundations of VVUQ methodologies, identifies the best practices
and key principles, and discusses education of the VVUQ community and application
of VVUQ to predictive science and engineering. The VVUQ is defined in the NRC
report as follows [8]:
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e Verification. How accurately does the computation solve the underlying equations of the
model for the quantities of interest?
e Validation. How accurately does the model represent reality for the quantities of interest?

e Uncertainty quantification (UQ). How do the various sources of error and uncertainty
feed into uncertainty in the model-based prediction of the quantities of interest?

Rephrasing B. Boehm’s succinct informal definitions [9], verification and valida-
tion address the questions “Are we building the model right?”” and “Are we building
the right model?” We postpone the discussion of V&V for CR codes to the next
subchapters meantime turning to the UQ.

The data uncertainty propagation analysis for CR codes is a rather intuitive pro-
cedure that has been discussed in several publications (see, e.g., [10]). Back in 2002,
Summers et al. [11] mentioned that “... a systematic approach to error is overdue in
this area,” however it seems that today several groups are actively exploring this field.
Very recently Bautista et al. [12] developed an analytical approach that reduces to lin-
ear sets of algebraic equations for the coupled uncertainties among all levels included
in a model. They also discuss intrinsic uncertainties in atomic data proposing to esti-
mate them from the dispersion in the results from various independent calculations.
The general analytical methods for analyzing uncertainty propagations may how-
ever suffer from such deficiencies as, for instance, the implicit assumption of normal
distribution for uncertainties and the Taylor expansion implying the uncertainties
be small relative to the corresponding quantities. These problems are eliminated in
implementations of the inherently simple Monte Carlo (MC) methods [13, 14] for
UQ. The authors of [14] introduce two types of uncertainty estimates. The “baseline
uncertainty” is quantified as the variance between different theoretical approaches
and thus represents the spread of the available atomic data. Importantly, for reliable
baseline uncertainty estimates it is imperative to have a very clear understanding of
strengths and weaknesses of different methods. The second type, the “method sen-
sitivity,” describes correlated uncertainties for models of varying size but employing
the same theoretical approach. This type is much more time and resource inten-
sive as compared to baseline uncertainty estimates and requires MC simulations that
may become very demanding computationally. Fortunately, MC codes can be well
optimized and/or parallelized and thus the computation times can be very reasonable.

The MC approach to uncertainty propagation analysis in CR models can be exem-
plified with a relatively simple steady-state calculation of the most general kinetic
characteristics. Many results discussed in the present and following subchapters
were obtained with the collisional-radiative code NOMAD [15]. This CR pack-
age provides extensive computational capabilities for plasma population kinetics
and spectra modeling. NOMAD solves the first-order (non-)linear differential rate
equation that mainly uses externally calculated atomic data for such parameters as
energies, transition probabilities, and collisional cross sections. The use of cross sec-
tions allows non-Maxwellian simulations for an arbitrary electron energy distribution
function although in most cases some simplifications (two-Maxwellian, rectangular,
or Gaussian distributions) may suffice. NOMAD can solve time-dependent rate equa-
tions with account of laser photopumping, interaction with heavy particles (charge
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exchange, excitation, ionization), or external radiation field. The opacity effects can
be included in the escape factor formalism when calculating the state populations;
then a detailed spectrum is determined using a one-dimensional (1-D) solution of the
radiative transfer equation. So far NOMAD was successfully applied to numerous
problems addressing spectroscopy of plasmas from solar corona to plasma opening
switches to z-pinches to dense laser-produced plasmas.

The plasma parameters to be analyzed here with the MC method are the mean ion
charge Z and the second central moment o, defined as:

7:22.1\72,1-, (8.1)
Z,i
0= (Z=2) Nz, (8.2)
Z,i

where Z is the ion charge and Nz ; is the population of the state i in ion Z, with the
normalization condition

> Nzi=1. (8.3)
Z,i

Consider a very limited collisional-radiative model for Ne that includes only
ground states of ions from neutral Ne®* to He-like Ne®* and two physical processes,
namely, ionization and recombination, with the rates calculated with the Flexible
Atomic Code (FAC) [16]. NOMAD was used to solve the steady-state rate equations
and determine ionization distributions for the fixed electron density n, = 103 cm™—3
in the range of electron temperatures 7, = 0.1—100eV. The low density was chosen
to reduce contribution of stepwise excitation to the ionization balance although this
restriction, as was found in more detailed simulations, is not of high importance. The
MC calculations involve multiplication of all ionization and recombination rates by
factors that are randomly selected from a particular distribution. The distribution
used here was the normal distribution for the logarithm of the rate rather than the rate
itself. This is known as the Galton, or log-normal, distribution [17]. Such approach
can naturally include very large variations of the input parameters. Since most of
random number generators select a number between 0 and 1, one has to make use of
an additional technique to produce normal distribution. For the present studies we
implement the fast and efficient Marsaglia method [18]. Then, in order to preserve
the detailed balance principle for direct and inverse rates in a Maxwellian plasma,
both parameters are to be multiplied by the same factor. This is not of particular
importance for low-density simulations where ionization balance is primarily estab-
lished due to collisional ionization and radiative and/or dielectronic recombination;
these obviously are not the direct and inverse processes. However it is physically
justified to implement this procedure for a general case.

The solid (red) curve in Fig.8.1 shows the calculated o, versus Z dependence
with the mean ion charge monotonically increasing with the increase of temperature.
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Second moment o,
h*]

Mean ion charge Z

Fig. 8.1 Monte Carlo (MC) simulations of the second central moment o as a function of the mean
ion charge Z for Ne at electron density 108 cm™3 in the temperature range of 0.1eV to 100eV.
Solid (red) line original CR calculation; yellow (light) band: MC calculation with the log-normal
standard deviation of 0.05; black points MC calculation with the log-normal standard deviation of
10. Arrows show several attraction limits when only two ions are primarily populated

The results of the two MC steady-state runs, each with about 700,000 calculations,
are presented as small dots. Run A, with the standard deviation of the log-normal
distribution of 0.05, is shown by the bright (yellow) band near the solid curve of the
initial CR calculation. As this distribution is very narrow, all variations in the (Z,02)
plane are confined, as expected, to a rather narrow area around the original result.
However, increasing the standard deviation to 10 results in a very different picture
with a number of clearly visible patterns, some of which are indicated by arrows.
Consider the manifold of unfilled areas at the bottom of the plot marked by an asterisk.
The presence of such regions with no points is a consequence of the fact that the
minimal width of an ion distribution is reached when only the two neighboring ions
are populated. Generally, when only two ions Z; and Z, are populated, the second
moment is represented by a parabola in the (Z,0) plane:

02(Z1, Z2) = (Z — Z1)(Zy — Z). (8.4)

The smallest possible values of o, are thus just the union of arcs with |Z; —
Z>| = 1. The other curves marked by the arrows in the figure indeed correspond
to the two-ion distributions of populations. Another example is given by the dashed
curve that shows the “attraction” limit of points between 6 and 8 and which is a
parabola (Z-6)(8-2).
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Similar structures appear also for the MC runs with a more extensive model for
carbon that includes intra-ion processes such as excitation, deexcitation and spon-
taneous radiative decay for more than 120 states for all ionization stages. However,
with increase of density the spread of data points becomes smaller due to the similar
modification of direct and inverse processes. This behavior is expected since in the
Saha-LTE limit ionization distribution are independent of atomic data.

8.3 Overview of NLTE Code Comparison Workshops

The concept of comprehensive cross-code comparisons for NLTE plasmas was
inspired by the Opacity Code Workshops [19] that provided insight into the prob-
lem areas of LTE opacity codes. The core idea of NLTE code benchmarking is in
devising a series of test cases that would emphasize different features of plasma pop-
ulation kinetics. This approach seems logical for computer code validation and it is
accepted for other code comparisons, for instance, in cosmological radiative trans-
fer [20] or spectral line broadening and shapes [21, 22]. It is extremely difficult to
conduct a benchmark experiment on plasma population kinetics that would produce
an unambiguous set of independently determined plasma parameters, such as den-
sity and temperature, as well as kinetic characteristics, e.g., ionization distributions.
This unfortunate situation calls for development of computational methods aimed
at meaningful comparison of different models and computer codes used in plasma
population kinetic simulations.

The first NLTE workshop was held at the National Institute of Standards and Tech-
nology (NIST) in 1996 [23]. Then a virtual workshop [24] was held where several
submissions were processed and the results distributed among the participants for
online discussions. Since then the meetings are being regularly held every other year
[25-30] with the last one, NLTE-9, organized in 2015. Importantly, these workshops
not only allow the developers of CR models to test their codes under various plasma
conditions but also provide an opportunity for the participants to have extensive
discussions on outstanding problems, physical effects, numerical issues, and new
experiments. Furthermore, this series of code comparisons has been instrumental in
motivating dedicated experiments. This has led to a genuine two-sided interaction
that has furthered progress in this area, with an ensemble of codes sufficiently mature
to orient experimental efforts, and sufficiently characterized experiments that can be
considered as benchmarks for the theory.

It would be unrealistic to expect a (almost) perfect agreement between different
codes even in terms of the global kinetic characteristics. The primary distinction
may come at the most basic feature of a CR model, namely, the description of the
atomic structure. Some codes are written for atomic levels, the others use more
generalized representations in configurations, superconfigurations, or even average
atom approximation. Some codes represent a hybrid approach with atomic states of
different nature (e.g., fine structure levels and relativistic configurations within one
model) [31, 32]. Adding to this the variety of approximations used to calculate the
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relevant atomic data makes the whole comparison approach almost hopeless. Yet, as
will be seen below, the methods and techniques developed at the NLTE workshops
provide a very promising environment that can help CR developers in validation and
verification of their codes.

The test cases offered to the workshop participants covered a wide range of species
and plasma conditions. Such elements as C, Ne, Al, Ar, Fe, Kr, Xe are often used
in plasma diagnostics. The Au cases were inspired by the high importance of this
element for inertial confinement fusion, while W is currently a leading candidate for
the plasma-facing material in the divertor region of the ITER international tokamak.
In most test cases, the plasma conditions are defined by the specific values of 7, and
n. and the plasma is assumed to be optically thin. The temperatures and densities
extended from 3 to 30,000eV and from 10' cm™3 to 10?* cm™3, respectively. Some
cases also included opacity effects, external radiation field (reduced Planckian), non-
Maxwellian electron energy distribution functions (e.g., hot electrons represented by
a high-temperature Maxwellian). In other cases, the models were restricted by the
highest principal quantum number n to study convergence of the results with n.
The significant variation in the plasma parameters allowed us to explore various
issues, from model completeness to ionization potential lowering to dielectronic
recombination (DR) contributions etc.

The difficulty of developing reliable NLTE models for complex atomic systems
was decisively demonstrated already at the very first workshop. It was found that
different models show a surprising discrepancy of about 20 units for the mean ion
charge of gold at electron density 7, = 10> cm™3 and electron temperatures 7, near
2000eV. For these parameters the Au plasma condition is only slightly different from
the coronal equilibrium and thus one would expect the codes to agree much better.
The ensuing discussions and continuing analysis over several workshops revealed
that several important factors contributed to this discrepancy, in particular, model
completeness, different representations of atomic structure, and different account of
dielectronic recombination in codes.

The remarkable importance of DR in hot plasmas is well appreciated in the com-
munity since the pioneering work of Burgess [33] who successfully resolved an
outstanding problem of ionization balance in solar corona. Yet before the NLTE
workshops no clear example was available in the literature that would unambigu-
ously identify differences that arise from different treatment of DR in collisional-
radiative codes. One of the suggested tasks for NLTE-6 was to calculate population
parameters for M-shell Ar ions between 50 and 600eV at electron densities of 10'2
and 10%* cm™3. It was specifically requested to perform two similar calculations,
one with and another without dielectronic recombination. The calculated parameters
(Z and o, are shown in Fig. 8.2) revealed that practically all codes agree for no-DR
case while the spread in Z may reach almost 5 units for the open-shell ions. This
observation immediately resulted in new research on dielectronic recombination
including development of novel methods to better specify contributions of different
channels to the total DR rate.
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Fig. 8.2 NLTE-6: mean ion charge Z (a) and second central moment o5 (b) for steady-state Ar
plasma at electron density n, = 10'2 cm™3. Solid lines with open circles represent calculations
without dielectronic recombination (DR) while dashed lines show the results with account of DR

8.4 Code Comparison Parameters

Due to a very large size of submitted datasets, a meaningful comparison of com-
plex collisional-radiative models can only be achieved with the help of specialized
software tools providing comprehensive selection options as well as visual represen-
tation of the compared quantities. From the first NLTE workshop, it was decided to
develop a versatile user-friendly web interface that would allow unlimited access to
the submitted data. Such interactive interface was indeed developed and then updated
and enhanced several times with addition of new population kinetics parameters and
new options for data manipulation. The examples of the early versions of the work-
shop databases can be found at http://nlte.nist.gov/SAHA for NLTE-3 results and
http://nlte.nist.gov/NLTE4 for NLTE-4. Note that the data therein as well as in the
present chapter are unattributed to preserve the distinct style of the workshops.

8.4.1 List of Parameters for Steady-State Cases

The physical parameters that can be selected with the database interface are combined
into several groups that are listed below. Each of the parameters can be presented in
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a tabular (ASCII) or graphical form, and the online generated plots offer a number
of options for data visualization and comparison.

e Global parameters (vs. temperature and/or density)

— Total number of ionization stages

— Total number of energy levels

— Total statistical weight over all states

— Mean ion charge Z

— Second central moment o, (variance)

— Difference (AZ,Ao») (with regard to a reference code)
— Third central moment (skewness)

— Internal energy

— Partition function

— Maximal principal quantum number over all ion stages
— Total, bound-bound, bound-free, and free-free radiative power losses

e lon charge-stage parameters (for one combination of temperature and density; vs.
ion charge)

— Ion charge-state populations

— Jonization potential (from the corresponding ground state)

— Total number of levels

— Total statistical weight

— Maximal principal quantum number for an ion stage

— Effective ionization rates (absolute or fractional)
total, collisional, photoionization, or autoionization

— Effective recombination rates (absolute or fractional)
total, three-body, radiative, or dielectronic

— «/S ratio (i.e., recombination to ionization ratio)

— Net rate

— Excitation-autoionization rate

— Dielectronic recombination rate for An = 0 and An > 0 channels

e Level population parameters (vs. energy or level number)

— Statistical weight

— Level population N;

— Ratios N;/Ngunq and N; /N7 g (explained below)

— Shell populations

— Occupation numbers

— Population influx (absolute and fractional)
total, excitation or deexcitation, radiative, ionization or three-body recom-
bination, photorecombination, dielectronic recombination or dielectronic
capture

— Population outflux (absolute and fractional)
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total, excitation or deexcitation, radiative, ionization or three-body recombi-
nation, photoionization, autoionization

e Spectra (vs. energy or wavelength)

— Total, bound-bound, bound-free and free-free emission
— Total, bound-bound, bound-free and free-free transmission
— Spectrum for a selected ion stage

Some of these parameters and their importance for code comparisons are dis-
cussed in the next subchapters. Of course, the compared quantities are not all equally
important or exhaustive. It is the variety and comprehensive nature of the available
physical characteristics that make their usage and intercomparisons highly valuable.
Note also that the present discussion of the workshop results does not aim at a
comprehensive analysis of the underlying physics but rather at demonstration of the
developed tools and methods for code comparisons.

In addition to steady-state cases characterized by fixed values of electron tem-
perature and density, several NLTE workshops included time-dependent cases with
T,(t) and n.(t) prescribed on a linear of logarithmic grid of time steps. For these
situations, the amount of data for atomic states (levels) as a function of time would be
prohibitively large, therefore the interface only allows selection of global parameters
as a function of time or ion parameters as a function of ion charges at a specific time.

8.4.2 Global Parameters

The meaning of the global parameters is the most straighforward and generally hardly
requires any detailed discussion. The mean ion charge, radiative power losses and
other quantities are well defined, calculated by each and every CR code, and widely
used in the literature. The total statistical weight over all ion stages indicates the
completeness of the model; note that Chap. 1 in this book addresses completeness in
much detail.

As mentioned above, it is rather demanding to carry out accurate measurements
of global parameters even from sufficiently uniform plasmas. Nonetheless, such
experiments can indeed be feasible, in particular in low-density fusion devices such
as tokamaks and stellarators. The measured radiative power losses for krypton [34]
that were used to benchmark the NLTE-5 calculations are presented in Fig. 8.3a as a
shaded band in the electron temperature range of 10-5000eV. The simulation results
at a typical density of 10'* cm~3 are shown as lines with symbols in (a), and figure
(b) shows the calculated values of Z. As frequently observed, the CR codes agree
quite well with the experiment and between themselves near the closed-shell ions
(Ne-like and He-like) while there is a substantial discrepancy for the open-shell ions
(the “sausage” effect).

Simple 1-D plots of global kinetic quantities versus plasma parameters provide
the first hint of agreement between codes. A somewhat more detailed picture can


http://dx.doi.org/10.1007/978-3-319-27514-7_1

8 Validation and Verification of Collisional-Radiative Models 191

10

(a)

LTI

L1 11111

. 3
Total normalized power losses (J-cm’/s)

IT}I LI

-27: | T 1 L1 1

=

L (®) 1
[0} i ;
© 30f He-like
< i
=
° i Ne-like
§ 20f =
g - Ar-like .
(0]
= 10 m

0 I L L L1111 lI L L 1L 1 1 110 L L L1

10 100 1000

Electron temperature (eV)

Fig. 8.3 Radiative power losses (a) and mean ion charge (b) for Kr at the electron density of 104
cm™3 (NLTE-7 comparisons). The shaded band in (a) shows the experimental results [34]

be inferred from a simultaneous analysis of several quantities. This however can
become less practical for a large number of codes. One of the possible options used
at the NLTE workshops is the visualization analysis of Z and o deviations from a
reference code. Let the reference code values of mean ion charge and second moment
for a fixed density be Z, (T,) and 0, (T,). Then for each code i and each value of T,
the NLTE database software can generate the differences AZ,; = Z,(T,) — Z;(T,)
and Aoy, =07, (T,) — 02;(T,) and plot Ao»,; versus AZ,; for all codes and all values
of temperature or density. An example of such “Kandinsky” plot (the name coined
by C. Bowen) for the 10" cm™3 tungsten plasma between 1200eV and 2400eV is
given in Fig. 8.4. The reference code point (0,0) is marked by a large red circle. One
can clearly notice similar behavior for several groups of codes, for instance, those
represented by solid circles (to the right from the (0,0) point) or by solid squares.
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AZ

Fig. 8.4 Example of a (AZ,Ao>) plot for the tungsten plasma at 7, = 1200—2400eV and n, =
10" cm™3. The large solid (red) corcle at (0,0) represents the reference point. The lines with
symbols show calculations with different codes (NLTE-8)

While such rather general (dis-)agreement in the (Z,0,) dependence of code results
does not provide much insight into the underlying physics, it can nonetheless serve
as a first step in elaborate comparisons.

8.4.3 Ion Parameters

More detailed information on plasma kinetics can be obtained from ion parameters
that can be selected for only one combination of temperature and density (or other
input parameters). The output is presented as a function of the ion charge.

8.4.3.1 Ion Statistical Weight

The variety of CR models and their completeness can be illustrated by comparison
of the ion total statistical weights Gz included in particular codes. Figure 8.5 shows
the G values from twelve participating codes for the magnetic-fusion W case at
9000 eV (NLTE-7). The range of the ions with the largest abundances is shown
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Fig. 8.5 Total statistical weight for tungsten ions used in the NLTE-7 codes (case of n, = 104
em =3 and 7, = 9000¢eV)

by the horizontal line with arrows. One can see that the difference in statistical
weights can reach eight orders of magnitude (at, e.g., Z ~50) for some models.
The codes with the largest G are typically of hydrogenic or hybrid nature while
the detailed codes based on the atomic level representation have the smallest total
weights. Another clearly identifiable feature in the plot is the sharp minima for G,
near the ions with one electron over the closed shells (Cu-like W** and Na-like
W63+), For these ions marked by the vertical lines with arrows, the single excitations
of the outermost electron produce a very limited number of states. Many codes do
include inner shell excitations as well yet the number of possible combinations of
angular momenta and, accordingly, the total number of states and the total statistical
weight pale in comparison with the ions with open shells. In this particular case
those are the M-shell ions, for which even single-electron excitations produce a large
number of possible permutations of electron angular moments thereby resulting in
an extremely rich structure.

8.4.3.2 Effective Rates

One of the most important options provided at the NLTE workshops is the ability
to perform thorough comparisons of various ionization and recombination channels.
The effective rate for a particular inter-ion process (e.g., collisional ionization or
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radiative recombination) is defined as the sum of all rates weighted with the state
populations of the initial ion and summed over all final states. Thus defined, the effec-
tive rates certainly bear significant dependence on the populations, which may differ
between codes. If, for instance, one CR code does not include forbidden radiative
transitions that may effectively remove metastable character of some atomic states,
then those states would significantly contribute to the total ionization flux and thus
markedly modify the effective ionization rate.

The effective rates for several processes connecting neighboring ions of W as a
function of ion charge are presented in Fig. 8.6. These calculations were performed at
1800 eV and 10'* cm™ for the NLTE-8 workshop. Figure 8.6a, and ¢ show the frac-
tional rates for collisional ionization (CI) and radiative recombination (RR), while
Fig.8.6b and d present the absolute rates for autoionization (Al) and dielectronic
recombination. For ions with Z < 45 (Cu-like W) the effective CI rates contribute
less than 20 % and therefore the main ionization channel is excitation followed by
autoionization (EA). The sharp increase in the fractional CI rates at Z = 45 and
above is rather due to the decrease of the EA rates which is evident in Fig. 8.6b. The
Cu-like W*7 has only one electron in the N shell and thus no An = 0 excitations are
possible. Although the effective autoionization rates calculated by different codes
contribute about 90-95 % to the total ionization rate, there is a considerable diff-
erence on the order of a factor of 4in the absolute rates, as can be seen in Fig. 8.6b.
Again, as the An = 0 autoionization is very important at Z < 45, the results are
dependent on the model completeness, which in this particular case is related to
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(1) the highest principal quantum number of the included atomic states and (ii) detailed
description of the shell structure that may not be achieved in hydrogenic-type codes.
However, the difference in the dielectronic recombination rate (absolute) is somewhat
smaller, mostly within a factor of 2 only.

8.4.3.3 «/S Ratio

Under a steady state condition, the ratio of populations for adjacent ions is simply the
ratio of the corresponding effective ionization S and recombination « rates (provided
multi-electron processes are negligible):

Nz  azqz 8.5)
Nzyt Szzer '

This ratio turns out to be a useful tool to explore the shape of the ion charge distribu-
tion. Figure 8.7 shows several calculated ion populations for the W case (NLTE-8) at
1200 eV and 10" cm—3 (top) and the o/ S ratio for the same codes (bottom). Gener-
ally the ionization rates decrease with ion charge faster than the recombination rates
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and therefore «/S, on average, increases with Z. Certainly, effects of excitation-
autoionization or dielectronic recombination may modify such monotonic behavior
but the general trend is rather universal. Hence, «/S = 1 approximately corresponds
to the ionization distribution peak (dominant ion stage), the slope of the ratio is related
to the width of the ionization distribution, and rapid changes in the distribution can
be traced back to the evolution of «/S. All these features are easily identified in
Fig.8.7.

8.4.3.4 Net Rate

The net rate R is defined as the difference in total ionization and total recombination
fluxes between two ions divided by their averaged population:

Nz-S7.7241—Nzi1-0az41,2
(Nz + Nzy1)/2

R= (8.6)

For steady-state cases R should be zero for all ions (within the uncertainties due to
rounding errors) while for time-dependent problems that are frequently studied at
NLTE workshops this parameter does not vanish. Even for the former cases, a simple
plot of R values can sometimes point to inconsistencies in data reporting or some
intrinsic issues with a particular calculation.

8.4.3.5 Time-Dependent Parameters

Many terrestrial and astrophysical non-LTE plasmas evolve on timescales that pre-
vent them from rapidly reaching a steady state. It was thus natural to include
time-dependent (TD) cases in code comparisons. Unlike steady-state cases that are
normally solved through the rate matrix diagonalization, a collisional-radiative analy-
sis of transient plasmas necessarily requires solution of a first-order differential rate
equation that may greatly extend the calculation time.

One of the most interesting TD cases from NLTE-7 addressed relaxation of atomic
populations in a plasma after it is illuminated by an x-ray free-electron laser (XFEL).
It was assumed that at time # = 0 the entire population of a 50-eV Ar plasma at three
different densities is in the excited state 152s22p®3 p, which is produced from the
ground state of the Ne-like ion Ar®* by a 100 %-efficient selective photoexcitation
with XFEL. Then the Ar ions are allowed to relax to a new equilibrium condition
over a relatively long time and the information on state populations is collected on
a logarithmic grid. The initial state is clearly an autoionizing one which decays on
a typical Al scale of ~10~!*s; this rate is the fastest among all relevant physical
processes under the problem conditions and thus one may expect the ion to undergo
a very fast Al at the shortest times.

Indeed, as seen from Fig. 8.8 with the results at n, = 109 ¢cm~3, the mean ion
charge of the plasma increases from Z = 8 att = Oto Z = 9 within less than 10~'% s
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Fig. 8.8 Time evolution of the mean ion charge of Ar (NLTE-7). Inset: population of Art (solid
circles) and Ar'0+ (open circles) versus time

for all codes. The system evolution, however, starts to vary significantly after 10712 s
pointing out to different representation of collisional redistribution of population.
Some codes exhibit shift towards higher ionization stages which is especially clear
in the figure inset presenting the total populations of Ar’* and Ar!®*. Analysis of
ion structure and rates showed that the number of the included ionization stages and
the account of autoionization into autoionizing states in the next ion are among the
most important factors affecting ionization evolution [29].

8.4.4 Data for Atomic States

The number of atomic states included in different CR codes can vary by orders
of magnitude. For example, the hydrogenic-type codes used to calculated the W
cases at NLTE-8 included about 600-1000 states, while the most detailed codes
contained up to 10° states (although still relativistic configurations rather than atomic
levels!). Such a diversity in the number of states and differences in their physical
nature exacerbate the comparisons and ask for development of new techniques. Some
of these methods implemented at the NLTE workshops emphasize deviations of
calculated populations from the equilibrium (e.g., Saha or LTE) values. The others



198 Yu. Ralchenko

developed for rate analyses may accentuate relative rather than absolute values that
are easier to compare. In this section we discuss some of the most detailed parameters
used to compare population characteristics of atomic states.

8.4.4.1 Populations and Population Fluxes

The populations of atomic states depend on their interactions with other levels and
thus incoming and outgoing population fluxes. The elementary population flux is
defined here as the product of the initial state population and the rate of the particular
process that connects initial and final states. One can introduce a number of derivative
quantities, such as a total population flux between two states (e.g., radiative plus
collisional for transitions within an ion), a total flux into a state or out of it, or an
effective flux between ionization stages. A clear understanding of population fluxes
for atomic states helps one identify importance of various processes for a particular
state as well as for spectra production. Below we use notations I" and ® for the
incoming and outgoing population fluxes defined as:

=) NjRji, (8.7)
J#
©; =N; D Ry (8.8)
J#

where summation extends over all other atomic states in the model and R;; is the
sum of all rates from state j to state i.

As an example, consider the steady-state populations of atomic levels of Ge-like
W4+ at2400eV and 10'* cm ™ calculated with the NOMAD code for NLTE-8. This
particular simulation includes about 1400 relativistic configurations, many of which
are autoionizing. It should be emphasized that all figures below can be automatically
generated for any participating code or combination thereof.

Figure 8.9 presents relative state populations (the total population in all ions is 1)
in the top left panel, populations per statistical weight N;/g; (top right), population
influx I; (bottom left) and statistical weights g; (bottomright). The x-axisx = E/I P
is the level energy in units of the first ionization potential so that x = 1 corresponds to
the energy of the next ground state and thus the states with x > 1 are autoionizing. As
expected for low-density plasmas of highly-charged ions, the ground level 4524 p? at
x = 0isthe most populated one. The two next excited states, the metastable members
of the ground configuration 45?4 p_4p.. and 4s>4 p% , also have large populations due
to small probabilities of forbidden radiative transitions between the 4524 p? states.
Another pair of metastable levels is identified at x ~ (0.86; these states that belong to
the inner-shell excited configuration 3d°4s%4 p>4d have very small radiative decay
rates due to selection rules.

The state populations per unit of statistical weight are shown in Fig. 8.9b. If some
states would be in the (partial) LTE equilibrium, their N; /g; distribution would follow
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Fig. 8.9 Population parameters for Ge-like W** at 2400 eV and 10'* cm™3 (NOMAD calcula-
tions). a Relative populations, b relative populations per statistical weight, ¢ population influxes,
d statistical weights. The dashed line shows the slope of the Boltzmann exponent exp(—E; / T,)

the Boltzmann exponent exp(— E/ T,) which is shown by the dashed line. Although
some states (e.g., autoionizing states just above the ionization limit x = 1) are rather
close to LTE, generally this is not the case for such low-density high-temperature
plasma.

In addition to the total population influxes (Fig. 8.9¢) or outfluxes for each state,
the database interface allows one to analyze specific population channels. As shown
in Sect. 8.4.1, it is possible to generate absolute or relative population fluxes for all
important processes affecting populations of all included states. Figure 8.10 repre-
sents the relative influxes (left) and outfluxes (right) for the same (2400 eV, 10'* cm™3)
NOMAD results of Fig. 8.9. The first row of plots shows contribution of collisional
(electron-impact) excitation and deexcitation. For most of the Al states, this chan-
nel is very weak for both influx and outflux. Nonetheless, for some states between
x = 1.2 and x = 2.0 it contributes more than 50 % to the total influx since the dielec-
tronic capture rate is small due to low Al rates. In turn, these states can effectively
decay via radiative transitions, and thus the relative excitation/deexcitation outfluxes
for all Al states are below 10~°. Furthermore, they are as small for the non-Al states
except for a few metastables.

The second and third rows present fractional fluxes for spontaneous radiative
decays and autoionization (dielectronic capture), respectively. Again, under low-
density conditions, radiative decay is the primary depopulation mechanism for non-
Al states with x < 1. Even for many Al states, the radiative decay rates that scale
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Fig. 8.10 Relative population influxes and outfluxes for Ge-like W*2* at 2400eV and 10'
(NOMAD calculations). Left panel (top to bottom) influx for collisional excitation and deexcitation,
radiative decay, autoionization and dielectronic capture, radiative recombination. Right panel (top
to bottom) outflux for collisional excitation and deexcitation, radiative decay, autoionization and
dielectronic capture, collisional ionization

with the ion charge approximately as Z* become very strong for Z = 42 reaching
or even exceeding the typical autoionization rates of 10'3 to 10'* s=!. The primary
radiative decay proceeds via transition of the inner electrons, e.g., 3d'%4s%4 pni-
3d°4s%4 p*nl, and radiative processes due to transitions of the spectator nl electron
are much weaker. This can be easily seen from the radiative influxes for nl series
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marked by arrows in the figure. The only radiative population channel here is due to
transitions from the higher states, for which the outermost electron has a higher value
of n. Since radiative rates rapidly fall with n and the energy differences for transitions
between high-n states are small, the relative contributions of spontaneous decays to
the influxes into Al states also drop significantly, typically below 1 %. On the other
hand, autoionization and dielectronic capture remain the primary (de-)population
processes for the majority of Al states. Somewhat unexpectedly, some low excited
states in W*>* also receive most of population via autoionization from W*!* and
the ground state of the Ge-like ion is depopulated via dielectronic capture at the
level of about 5 %. Finally, collisional ionization and, to a lesser degree, radiative
recombination are generally negligible for population balance although RR seems
to be quite important for the highest-n states below the ionization energy.

8.4.4.2 Ratio of Level Populations to Saha Populations

Determination of atomic state populations in NLTE plasmas normally requires a full-
scale numerical treatment. The only realistic case where populations can be calculated
analytically is the Saha-LTE (Boltzmann) distribution. This regime corresponds to
a situation when collisional processes are much stronger than the radiative ones,
and thus it is typical for high densities and/or low temperatures. It is well known
that for high » the radiative rates decrease approximately as 1/n3, while collisional
rates increase as n*. Therefore, the high-n singly-excited states rapidly approach the
Saha-LTE conditions with respect to the next ion, or more specifically, to the proper
ionization limit for a particular series of atomic states.

The Saha-LTE distribution for high-n states is a general feature that should not
depend on code properties, and therefore one can make use of the ratios of level
populations N; to the analytically calculated Saha-LTE populations N; g.n, (also
known as the b-factors [6]) as a test for the correct n — oo limit of populations.
This technique has been extensively used at NLTE workshops. Since introduction
of different ionization limits would considerably complicate both calculation and
interpretation of the results, it was found acceptable to use Saha-LTE populations
calculated according to the next ground state:

g h2 3/2
Nisaoa = 2o (=)  neeP=EVT NG 8.9
i,Saha g0+ <2nmeT> e 0 ( )

where g; and gar are the statistical weights of the state i in the ion Z and the next
ground state, I P is the first ionization potential of the ion Z, E; is the energy of
the state i calculated from its ground state, and N, is the population of the next ion
ground state.

There exist several criteria describing transition from the NLTE to Saha-LTE
populations within an ion Z. One of them, the Griem boundary [2], that requires
collisional processes to be at least an order of magnitude stronger than the radiative
ones defines the lowest principal quantum number of the Saha states as:
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Fig. 8.11 Ratio of state populations to Saha populations (8.9) for Ne** at 10 eV and 10'8 cm—3
(NLTE-7)

ng ~ 165 - (Z + 1)*'(1,/n®)"/". (8.10)

where T, is in eV and n, is in cm ™. For tungsten ions in multi-keV magnetic fusion
plasmas that have been frequently studied at NLTE workshops, this boundary is
on the order of 100 and thus practically all CR models do not reach the Saha-LTE
condition for high states. Nonetheless, for many other cases, the temperature and
density are such that the transition is clearly identifiable.

Figure8.11 presents the N;/N; sqn, ratios at 10 eV and 10'® cm—3 (NLTE-7)
for Ne*t, which is the most abundant ion under these conditions. The ionization
potentials used in different CR models may vary (the NIST Atomic Spectra Database
valueis 126.247 £ 0.012 eV [35]) and therefore it is more convenient to plot the ratios
as a function of the reduced ionization energy x = E;/I P. With this scaling the first
ionization limit (i.e., the ground state of Ne>*) has x = 1 for all models.

For detailed codes, the ground configuration 25%2p (or its lowest level 2Py ) is
the convergence limit for the 2522 pnl series while other series converge to excited
states. For instance, the Al states in the range 1 < x < 2 are associated with 252 p?nl
and 223In'l’ series. Those states are primarily populated via dielectronic capture
from the next ground state and depopulated via autoionization, and thus they are in
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the Saha equilibrium with the ratio close to one. For high n, the autoionization rate
due to ejection of the outer electron falls as 1/, yet the radiative transitions of the
inner electrons (2-2 or 2-3) are practically independent of n. As a result, the state
populations become much smaller than the corresponding Saha values. Note also
that the Al states with the hole in the K-shell have energies at x > 6.5, and no model
includes empty-K-shell ions.

The inset in Fig. 8.11 zooming in the range of 0.85 < x < 1.05 provides a better
picture of how the populations reach the Saha-LTE equilibrium. Some codes, e.g., up
triangles (blue), squares (red) and diamonds (green), unambiguously show conver-
gence towards the (1, 1) point in the plot. Other codes, however, converge to a different
point (for instance, the down triangle results seem to approach (0.938,0.997)) which
may indicate some issues with, for instance, reporting the results or inconsistencies
in calculation of the ionization potential lowering. Note also that the Griem boundary
gives here a very good estimate of transition to the Saha-LTE regime.

8.4.4.3 Ratio of Populations to LTE Populations

The Saha-LTE ratios discussed above emphasize connections to the next ion ground
state. A different type of comparison is obtained when the ratio is taken to the
Boltzmann population calculated from the same ion’s ground state, N;/N; jrr, where

Y A— ?Noe*ﬂ/ .. 8.11)
0

with Ny being the ground state population and g its statistical weight.

For all codes the ratio is of course 1 for the ground state. It also remains constant
within the groups of atomic states that are in a partial LTE (pLTE) corresponding to
the electron temperature 7, and thus such groups can be visually identified. If the
effective temperature of pLTE is different from 7, the corresponding groups would
still be distributed along straight lines in such a plot.

The N;/Nj ;¢ values for Ne** at 10eV and 10'® cm™3 (NLTE-7) are shown in
Fig.8.12. As for the Saha ratios in the previous section, the high-n non-Al states and
some of the Al states are in partial LTE corresponding to the original 7, (the ratios
are horizontal), although not necessarily with its own ground state.

8.4.4.4 Shell Populations and Occupation Numbers

The shell populations = (n) are calculated as the relative populations of atomic states
with the outermost electron in the shell n. Thus & (n) are defined according to:

By =D Ni8(n. nya) (8.12)
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10'8 cm—3 (NLTE-7)

where 7, is the principal quantum number of the outermost electron and § (72, 1,45 )
is the Kronecker symbol. The database interface also allows one to calculate the shell
populations per statistical weight.

The term “occupation number” is well defined in quantum mechanics, in particular
in the second quantization theory. In the context of state populations, the occupation
number ¥, (n) represents the average number of electrons in a shell  for a particular
ion stage Z:

W.(n) = > N; - wi(n) (8.13)

i=1

where w;(n) is the number of electrons in the shell n for the state i. Unlike other
parameters that provide a rather detailed picture of level populations, the shell pop-
ulations and occupation numbers represent a more general, averaged visualization
which nonetheless may capture important trends. However, an obvious drawback of
this approach is that both shell populations and occupation numbers do not distin-
guish between non-Al and Al states.
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8.4.4.5 Spectra Comparisons

It would be fair to say that spectra comparisons provide the most broad and exhaustive
approach to analysis of CR codes. Such features as, e.g., code structure and quality
of atomic data, account of forbidden transitions, or ionization potential lowering,
may be revealed in the number of spectral lines or their positions and intensities.
Throughout the history of the NLTE workshops, synthetic spectra have always been
one of the central discussion points.

Our approach to spectra comparisons includes several components. Typically the
participants are asked to generate spectra within a specific wavelength (or energy)
range with a prescribed resolution taking into account just natural and Doppler broad-
ening. As the emphasis of the NLTE workshops is on population kinetics, it was found
acceptable to neglect spectral line broadening and shapes in spectra generation. Fur-
thermore, these topics are the subject of the recently initiated series of workshops on
Spectral Line Shapes in Plasmas [21, 22].

In addition to bound-bound, bound-free, free-free, and total spectra within a spec-
tral band, the spectra from different ionization stages are often requested as well.
Figure 8.13 shows several calculated spectra from Se-like W** at 1800eV (NLTE-
8). The hydrogenic codes that are shown in panels (c), (d) and (e) exhibit spectral
features that are rather different from the calculations performed with the detailed-
level-accounting or hybrid codes. It is also encouraging to see that the calculations
in (a) and (f) produced with different relativistic-configuration-averaged codes are
almost indistinguishable except for a slight intensity mismatch.

No matter how close the results from different codes may be, it is the agreement
with the detailed benchmark experimental data that provides the ultimate criteria
for code validity. Such comparisons with high-quality data, primarily spectra, are an
important component of NLTE workshops. So far the CR codes were benchmarked
against laser-produced (Xe, Kr) and magnetic fusion (Ar) plasmas. In some cases,
the workshop participants were given an experimental spectrum with the goal to
determine the primary plasma parameters, such as electron density and temperature,
from the measurements. A very detailed discussion of such analysis for L-shell ions
of Kris given in [29]. It was found in particular that the results generally confirmed the
typically quoted uncertainties for such diagnostics of 20 % in electron temperature
and factors of about two in density.

8.5 Concluding Remarks

The goal of extensive comparisons between collisional-radiative codes is not to find
out which code is better or the best. The NLTE workshops rather aim at understanding
why different CR models disagree, what their limitations and regimes of applicabil-
ity are, and what can be learned from such comparisons. Over the last twenty years
since the first NLTE workshop, we were able to comprehensively test our codes, pin-
point a number of important issues for CR modeling, and discuss possible solutions.
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Fig. 8.13 Calculated bound-bound spectra for Se-like W*0* at 1800eV and 10'* cm—3 (NLTE-8).
Relativistic configuration codes: a and f, hydrogenic codes: ¢, d, and e; hybrid codes: b and g;
averaged-atom code: h

Moreover, a number of experimental groups provide their accurate data for code
tests. Such encouraging interaction between experimentalists and modelers is one
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of the most important developments that should significantly contribute to a better
spectroscopic diagnostics of plasmas.

Although the idea of CR code comparisons emerged within the dense-plasma
community, the test domain has swiftly extended to other plasmas including mag-
netic fusion and astrophysics. Moreover, such important effects as external radiation,
opacity and non-Maxwellian distributions were regularly brought into comparisons.
The variety of conditions that now need to be routinely addressed in laboratory and
space plasmas together with ever more precise experimental techniques put new
demands on coverage, quality and accuracy of CR modeling and related atomic
data. These challenging requirements will give even stronger impetus to the ongoing
efforts on validation and verification of collisional-radiative codes.
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