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Foreword

Eight years on from doing the same for the 2010 ‘Ionic Liquids’ Topics in Current 
Chemistry (290), I find myself writing this Foreword and reflecting on what has 
changed in that time and what remains the same. The greatest constant is the 
popularity of ionic liquids as a field of study. It seemed impossible that this could 
be maintained at the pace that it showed in 2009, with 2,207 papers published with 
ionic liquid(s) in the title (Web of Science), yet in 2017 there have been over 3,600. 
Web of Science has also noted 44 of the papers from 2009 as ‘highly cited’. All of 
this attests to the great good health of our field. 

I also find myself thinking another snapshot in time. My first foray into the 
world of molten salts, as it was then called, was a wonderful meeting more than 
30 years ago - The NATO Advanced Study Institute on Molten Salt Chemistry, 
Camerino, Italy, August 3-15, 1986. As I look through the lists of talks and speakers 
it is possible to see the roots of much of what we still study. The conference opened 
with John Enderby (now Sir John) talking about structures of molten salts. I 
particularly remember a discussion with him in one of the breaks in which he said 
that it would help me to think of ionic liquids not as simple liquids, but more like 
‘runny solids’. This was prescient of current discussions of the mesoscopic 
organization in ionic liquids (see contribution 9, also discussed in the previous 
volume in Chapter 5). Our host, Roberto Marassi, told us about molten salt 
batteries, which is still one of the hottest of topics for potential applications of ionic 
liquids (see contributions 1 and 3). Many of the talks concentrated on electro-
chemical properties and applications of molten salts, including one by Doug Inman 
on electrodeposition (see contribution 3), while Bernard Tremillon told us about 
acid-base effects in molten salts (see contribution 7). Plus ça change, plus c’est  
la même chose.  



 

What we would find surprising today is that in the entire meeting there were only 
two talks that concentrated on room temperature liquids, one from Bob Osteryoung 
on the chemistry of organic chloroaluminates and the other from Ken Seddon on 

in a talk from John Wilkes on Friedel-Crafts reactions in chloroaluminate molten 
salts. While these proponents of these room temperature systems extolled the 
virtues of not having to work at elevated temperatures, of course these systems were 
highly sensitive to moisture and required specialist equipment and techniques that 
generated a barrier to entry to working with chloroaluminate ionic liquids. The 
older, more easily handled systems of Walden were yet to be rediscovered. 

Today’s collection contains subjects that could not have been imagined 30 years 
ago. Most of these have been made possible by the revolution in ionic liquid 
chemistry that arose from the advent of room temperature ionic liquids composed of 
ions that produce a relatively gentle environment for delicate species, such as 
proteins (see contribution 5). It is remarkable that ionic liquids have been found that 
can even enhance the stabilities of some proteins. This is now a significant field of 
research. The high temperatures associated with molten salts made it impossible to 
study gaseous species in these, let alone think that ionic liquids might be used to 
capture noxious gases such as H2S (see contribution 10). The modern ionic liquids 
can also be used with molecular solvents without the need for the extreme forms of 
drying that were required if they were to be used with the chloroaluminate ionic 
liquids. This has enabled the application of ionic liquids in ionic liquid-liquid 
chromatography (see contribution 4). The huge range of ionic liquids that has come 
about this century has enabled sophisticated approaches to the synthesis of nano-
particles (see contribution 6), for which ionic liquids have proven to be very useful. 
Given the excellent properties of ionic liquids for electrochemical applications, it is 
perhaps surprising that the exploration of their potential for supercapacitors is such 
a recent topic (see contribution 2). However, in a relatively short time a great deal 
of progress has been made. Finally, one must recognise another revolution that has 
occurred over the same period – the astonishing increase in the power of computers. 
Combined with a number of advances in the handling of the theories of bonding and 
intermolecular interactions this has transformed our ability to study complex 
systems such as ionic liquids using theory (see contribution 8 and Chapter 7 of the 
previous volume). 

While Barbara has brought together this collection to focus on some key issues 
of today, there have also been considerable advances in many of the areas discussed 
in the previous volume, which remains a useful reference. The synthesis of ionic 
liquids (Chapter 1 of the previous volume) remains an important topic, particularly 
in regards of bringing the price of ionic liquids down for commercial application on 
the on hand and to make new task specific ionic liquids (Chapter 3). Understanding 
the thermal stability of ionic liquids (Chapter 6) has also shown to be important for 
their commercial application. Much work has also appeared on manipulating the 
effects of ionic liquids on organic reactions (Chapter 2) and particularly biomass 
processing (Chapter 10).  

x

using these as solvents for UV-VIS spectroscopy, although they did also get a mention 
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Bringing this all together, we can see that the study and use of ionic liquids is a 
field that is in great good health, with a combination of on-going themes and the 
introduction of new ideas. I am very happy to say that I see no evidence for this not 
to continue for a long time to come. 

Professor Tom Welton 
Imperial College London 

 

  

This topical collection entitled ‘Ionics Liquids II’ is edited by Barbara Kirchner and 
Eva Perlt. 
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Abstract Lithium-ion batteries are among the most widespread energy storage

devices in our society. In order to introduce these devices in new key applications

such as transportation, however, their safety and their operative temperature range

need to be significantly improved. These improvements can be obtained only by

developing new electrolytes. Ionic liquids are presently considered among the most

attractive electrolytes for the development of advanced and safer lithium-ion bat-

teries. In this manuscript, the use of various types of ionic liquids, e.g. aprotic and

protic, in lithium-ion batteries is considered. The advantages and the limits asso-

ciated to the use of these innovative electrolytes are critically analysed.

Keywords Lithium-ion batteries � Ionic liquids � Electrolytes � Cathodes � Anodes

1 Lithium-Ion Batteries

Lithium-ion batteries (LIBs) are nowadays some of the most popular energy storage

devices [1–5]. LIBs display high energy densities (up to 250 Wh/kg or up to

800 Wh/L), relatively high power, and a good cycle life, and they can be realized in

many different shapes and sizes. Because of these characteristics, LIBs dominate the

4C (camera, computer, cellular phone, cordless tools) market, and they are presently
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indicted as the most promising storage technology for the realization of hybrid and

electric vehicles (HV, EV). Furthermore, they are also seen as the most

suitable storage technology to realize high performance delocalized energy storage

units (Fig. 1). Obviously, the introduction of LIBs in these new applications will

further strengthen the central role of these systems in the field of energy storage

[1–5]. Nevertheless, in order to be successfully introduced in these large markets,

the energy, as well as the safety of LIBs need to be significantly improved.

In the state-of-the-art LIBs, the cathode is typically based on metal oxides,

whereas graphite is the most used anodic active material [2, 6] (Fig. 1). In the last

years, in order to increase the energy of these devices, enormous efforts have been

made toward the development of high voltage cathode ([4 V) and high capacity

anodes [2, 6]. The electrolytes used in the state-of-the-art LIBs are containing

mixture of organic carbonates (e.g. ethylene carbonate, EC; diethyl carbonate, DEC;

ethyl methyl carbonate, EMC) and a lithium salt. Although these electrolytes

display several favourable features, e.g. good ionic conductivities, they are

flammable and volatile, and their use poses a serious safety risk and strongly

reduces the battery operative temperature range [1–6]. For these reasons, alternative

electrolytes for LIBs, with improved safety and able to work in a broader operative

temperature range, are today urgently needed. Recently, a large number of

alternative components/classes of electrolytes have been proposed. Among them,

ionic liquids (ILs) appear as some of the most promising. This manuscript is

dedicated to this class of electrolytes and the its aim is to give a critical overview

about the main advantages and limitations related to their use in LIBs.

2 Electrolyte in Lithium-Ion Batteries: Requirements and State-of-the-
Art

In LIBs the electrolyte acts as the medium for the transport of lithium ions between

the electrodes during the charge–discharge processes. For that, this component is

essential for the operation of these devices.

The electrolyte of LIBs needs to display several features, which are all important

for the functioning of these devices [7–11]:

Fig. 1 a Scheme of a lithium-ion battery and b evolution of the lithium ion battery sale in the consumer
electronic and HEV market. Taken with permission from Scrosati and Garche [2]

Top Curr Chem (Z) (2017) 375:20
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1. Favorable transport properties, which are necessary to guarantee a fast

transport of lithium ions between the two electrodes during the charge–

discharge process.

2. Chemical and electrochemical stability, which are indispensable to preserve the

electrolyte (and the electrodes) during the charge–discharge process.

3. Low melting and high boiling points, which are required to allow a large

operative temperature range of use.

4. Low vapor pressure, which is necessary to reduce the risk of dangerous events.

As mentioned above, graphite is the most used anodic material in LIBs

technology. In order to insert/extract lithium ions between the graphite layers, the

presence of a passive layer, called solid electrolyte interphase (SEI), is required

[12]. As a matter of fact, if no SEI is present at the surface of the graphite,

exfoliation processes occur, leading to a deterioration of the material itself and

consequently of the battery [7–14]. For this reason, the use of graphite as anode

material requires an additional property of electrolytes for LIBs: the film forming

ability. It is important to remark that such ability is also required for the use of other

types of anodic materials, e.g. silicon.

In the past, several types of electrolyte systems, liquid, solid, and composite, have

been developed [7]. This work will consider only liquid electrolytes, which are the

system of choice in most of the commercial LIBs.

Since the use of only one component does not allow the fulfilment of all the

properties mentioned above, the use of multi-component electrolytes is presently the

most used and effective strategy for the realization of electrolyte for LIBs [7–15].

For this reason, when talking about electrolytes for LIBs, it would be more

appropriate to use the term ‘‘electrolyte systems’’. In these systems each component

fulfils one (or more) of the properties requested for the electrolyte. These

components can be divided into three main categories: lithium salt, solvents, and

additives (Fig. 2).

The lithium salt is responsible for the transfer of the lithium ions through the

electrolyte system between the two electrodes during the charge–discharge

processes [6–8, 12]. Lithium hexafluorophosphate (LiPF6) is the salt in state-of-

the-art LIBs. This salt is rather thermally and chemically unstable and, in the

presence of traces of water, decomposes, generating hydrofluoric acid (HF). In spite

of this, the use of LiPF6 in combination with many (organic) solvents allows the

realization of electrolytes with high conductivity. Furthermore, LiPF6 displays the

ability to form a passive layer on the aluminum current collectors used in the

cathode. This layer prevents the occurrence of Al dissolution and, thus, the

degradation of the cathode. In the past, several alternative lithium salts have been

proposed as a substitute for LiPF6 [6, 7]. Nevertheless, LiPF6 is still the most used

salt in LIBs.

In order to realize electrolytic solutions with high conductivity and high salt

concentration, mixtures of two or more solvents, typically cyclic and acyclic

carbonates, are used [6, 7]. Cyclic carbonates, e.g. EC and propylene carbonate

(PC), display high dielectric constant and they are able to dissolve high amount of

Li salt. Nevertheless, these solvents are usually quite viscous and, for this reason,

Top Curr Chem (Z) (2017) 375:20
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they are used in combination with low viscous acyclic carbonates, e.g. DEC,

dimethyl carbonate (DMC), ethyl-methyl carbonate (EMC). However, these acyclic

carbonates have the drawback of displaying low flash points (*15–35 �C) and high

vapour pressures.

In order to improve the film-forming ability and the safety of the electrolytes,

also additional components are typically added to the lithium salt and the solvents

[7]. These components are added in trace amounts (\5%) and for that they are

indicated as additives. A widely used additive is the vinylene carbonate (VC), which

is used to optimize the SEI formation. VC is consumed within the first cycles and its

addition, as those of large part of the additives, does not have a strong impact on the

bulk properties of the electrolytes [7, 16].

The state-of-the-art electrolytes display high ionic conductivities and satisfactory

film forming ability [6, 7]. However, the properties of the solvents and lithium salts

are limiting the safety, as well as the operative temperature range of LIBs [6, 7, 16]

(Fig. 2). These drawbacks represent a serious problem for the introduction of these

devices in new application, especially in automotive application. Therefore,

alternative electrolyte systems with improved safety and the ability to work in a

O O

O

DEC 
O O

O

DMC 
O O

O

EMC 

OO

O

EC 

Solvents 

LiPF6 

P

F

F F
F

FF

-
Li+

Li salt 

VC 

OO

O

Additives 

Multicomponent systems 
Fig. 2 Electrolytes for lithium-
ion batteries: state-of-the-art
components and advantages and
disadvantages of these systems
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broader operative temperature range are urgently needed [7, 16]. In order to be

really effective, however, the introduction of these advanced electrolyte systems

should not reduce the battery performance.

3 Ionic Liquids

Ionic liquids (ILs) are molten salts with a melting point below 100 �C [17–19].

They are generally composed of a bulky, asymmetric organic cation and a weakly

coordinating inorganic/organic anion. ILs are typically non-flammable, have

negligible vapor pressure, and display high chemical and thermal stabilities

[17–19]. Moreover, they can also display high ionic conductivity and wide

electrochemical stability window (ESW) [17–19]. Because of these properties, ILs

are presently considered one of the most interesting class of alternative electrolytes

for LIBs and supercapacitors [20, 21].

On the basis of their chemical structure, ILs can be divided in different classes.

Among them, two of the most important are the aprotic ionic liquids (AILs) and the

protic ionic liquids (PILs) [22]. AILs and PILs share all the above mentioned

properties of ILs and the main difference between these two classes of ILs resides

on the presence of an ‘‘available’’ (or free) proton on the cation of the PILs (Fig. 3).

In this work the use of both these classes of ILs as electrolytes for LIBs will be

considered. Furthermore, also the properties of mixtures of ILs and organic solvents

will be analysed. Finally, the interaction between IL-based electrolytes and non-

active components will be discussed.

3.1 Aprotic Ionic Liquids As Electrolytes for LIB

The large ESW, the high thermal stability and low vapor pressure of ILs make these

class of chemicals very attractive for the realization of electrolytes for LIBs. For

more than 10 years, a large number of studies have been dedicated to the use of ILs

in LIBs and several types of cations and anions have been used to realize AILs. So

far, imidazolium, pyridinium, pyrrolidinium, and piperidinium have been the most

investigated cations [23–49]. On the other hand, tetrafluoroborate (BF4
-), PF6

- and

C+ A- 

R1 

H 

Protic  
Ionic Liquids 

C+ A- 

R1 

R2 

Aprotic  
Ionic Liquids 

Fig. 3 Classes and properties of ionic liquids
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perfluoroalkyl-based anions, such as bis(trifluoromethansulfonyl)imide (TFSI-) and

bis(fluorosulfonyl)imide (FSI-), have been the most used anions (Fig. 4). The

combination of these ions leads, in most cases, to the realization of AILs, which are

liquids at room temperature (often indicated with the acronym RTILs). In order to

realize electrolytes suitable for LIBs these AILs are used in combination with a

Fig. 4 Common ionic liquids ion families utilized in lithium-ion batteries. Taken with permission from
MacFarlane et al. [25]

123

Top Curr Chem (Z) (2017) 375:20

Reprinted from the journal6



lithium salt. To reduce the complexity of the electrolytic solution, the lithium salt

typically contains the same anion of the used AILs. Since no solvent(s) is needed to

realize these liquid electrolytic solutions, they are often addressed as ‘‘solvent-free’’

electrolytes [50]. Neverheless, it has to be noticed that many groups criticize this

definition and they rather prefer to specify that ILs act both as salt and solvent.

The cation–anion combination has a tremendous impact on the properties of ILs.

For example, the use of the imidazolium cations allows the realization of ILs with

higher conductivity with respect to the pyrrolidinium and piperidinium cations

[16, 46]. On the other hand, the use of these latter cations allows the realization of

ILs with large ESW compared to imidazolium [46]. The thermal stability of ILs

containing PF6
- are typically lower than those containing TFSI- [50]. AILs

containing the FSI- display lower viscosity with respect to the TFSI-based one

[36, 50]. Taking into account the features associated to the use of each of these ions,

it is evident that one of the great advantages related to the use of IL-based

electrolyte is the possibility to design the properties of the electrolyte by changing

the cation–anion combination.

An AIL, which has been largely used in the past, is N-butyl-N-methylpyrroli-

dinium bis(trifluoromethanesulfonyl)imide (PYR14TFSI) [50, 51]. PYR14TFSI is an

air-stable, hydrophobic AILs, which displays very good thermal stability (up to

300 �C). At 20 �C it displays conductivity and viscosity of 1.85 mScm-1 and 95

mPas, respectively [50, 51]. The overall ESW of this AIL is more than 5.5 V

[50, 51]. Passerini and co-workers [27, 28], as well as several other groups [29–31],

investigated the use of PYR14TFSI in combination with a variety of cathodic and

anodic materials, showing that it is possible to realize IL-based LIBs with high

cycling stability. Encouraging results have been obtained also with other AILs, e.g.

containing different types of imidazolium cations and TFSI- anion [46]. In recent

years, the use of FSI- became quite popular as it enables the realization of

electrolytes with higher ionic conductivities than those based on TFSI- and even of

PF6
-. For example, PYR14FSI displays at 20 �C a conductivity on ca. 4 mScm-1,

which is double of that showed by PYR14TFSI at the same temperature.

Nevertheless, the thermal stability of FSI-based ILs appears to be lower than that

of TFSI-based ILs [50].

As mentioned in the introduction, a good film-forming ability is required for

LIBs electrolytes. For this reason, the film-forming ability of ILs has been

considered by several groups, investigating the influence of the cation and the anion

on the SEI formation [3–38, 46, 50–52]. It has been shown that while the use of the

FSI- anion makes possible the realization of an effective SEI, TFSI- does not have

this ability (Fig. 5) [37, 38, 52]. The use of the pyrrolidium cations seems to be less

favourable compared to the use of the imidazolium cations [46]. Ishikawa and co-

workers showed that the use of 1-ethyl-3-methylimidazolium bis(fluorosul-

fonyl)imide (EMIFSI) can provide a stable, reversible capacity for a graphitized

negative electrode without any additives or solvents at ambient temperature [38].

However, for most of the IL-based electrolytes considered in the literature, the use

of additives, e.g. VC, appears to be beneficial for the realization of a stable and

effective SEI [46, 50–52]. In addition to graphite, IL-based electrolytes have been

tested also in combination with other anodic materials, e.g. lithium titanate (LTO),
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silicon-based anodes, and conversion electrodes [50–52]. When used in combination

with IL-based electrolytes, all these materials display high cycling stability and

good performance at low-medium C-rate [46, 50–52].

In recent years also a large number of cathodic materials have been tested in

combination with IL-based electrolytes [46, 53, 54]. It has been shown that lithium

ν

ν

ν

Fig. 5 Comparison of in situ FTIR spectra of pyrrolidinium-based ionic liquids commonly utilized in
lithium-ion batteries, namely PYR14TFSI and PYR13FSI. As shown, at 500 mv vs. Li/Li? the TFSI- does
not decompose, while the FSI- does. As a consequence, the use of PYR14TFSI in combination with a
graphite anode requires the use of an additive, e.g. VC. To the contrary, PYR13FSI can be used without
any additive (as it displays film-forming ability)
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iron phosphate (LFP), which is one of the most used cathodes in commercial LIBs,

display very good affinity for different types of ILs [46, 50, 51]. For example, the

specific capacity of LFP-based cathode in PYR14TFSI at low-medium C-rate was

found to be comparable with that of conventional electrolytes [50]. The large ESW

of AILs make them promising candidates also for the realization of high voltage

LIBs. Consequently, several studies focused on the use of high voltage cathodes in

combination with these electrolytes [46, 54]. It has been reported that the N-methyl-

N-propylpyrrolidinium bis(trifluoromethylsulfonyl) imide (PMPyrTFSI)/LiTFSI

electrolyte has the ability to form a passivation layer on the surface of

LiNi0.5Mn1.5O4 electrodes and that its use improves the performance of this

material at elevated temperatures (Fig. 6) [54].

One of the main advantages associated with the use of ILs is the high thermal

stability of these electrolytes, which has been extensively reported by many authors

[46, 50]. Nevertheless, it is important to remark that only a rather limited number of

studies investigated the thermal stability of IL-based electrolytes in the presence of

charged electrode materials [16]. In a recent review, Kalhoff et al. outlined the

influence of the ion composition/selection on this important aspect [16]. The use of

pyrrolidinium and piperidinium cation, as well as the use of TFSI-, appears to have

a positive influence on the thermal stability of the electrolyte and, thus, on the safety

of LIBs. On the other hand, EMI? and FSI-, do not provide this advantage. It has

been shown that in the presence of charged electrode materials the stability of

electrolytes containing these ions is even lower than that of conventional

electrolytes [16].

The performance of IL-based LIBs has been studied by several authors, and in

most cases small laboratory cells have been used to carry out these investigations

[50]. Nevertheless, also studies dedicated to the performance of LIB prototypes are

Fig. 6 Voltages profiles of LiNi0.5Mn1.5O4 cathodes in ionic liquid-based electrolytes. The test have
been carried out at 0.1 C and at 50 �C. Taken with permission from Wongittharom et al. [54]
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available [50–55]. Appetecchi et al. reported on a LIB prototype (0.7 Ah) containing

LFP and LTO as anodic and cathodic materials, respectively, and an electrolyte

consisting of mixtures of PYR14FSI and LiTFSI. At C/20 the prototype displayed an

energy of 80 W h kg-1 and 105 W h dm-3, and it was able to retain more than

80% of its initial capacity after 800 cycles [55]. These results indicated that the used

cell chemistries are suitable for the realization of batteries with performance

approaching that obtained with conventional organic electrolytes (Fig. 7).

Overall, the results obtained with AIL-based electrolytes indicate that this class

of electrolytes is a promising alternative to the state-of-the art [46, 50, 55]. The

safety and thermal stability of ILs are higher than those of liquids electrolytes

containing organic solvents. Their use appears compatible with all cathodic and

anodic materials used in LIBs. At low C-rate the performance of IL-based LIBs is

Fig. 7 Electrochemical performance of an ionic liquid-based LTO/LFP LIB prototype at 20 �C. Taken
with permission from Kim et al. [55]
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comparable with that of conventional electrolytes. However, due to the higher

viscosity and reduced lithium diffusivity of ILs compared to organic solvents

[16, 50], at high C-rate the performance of IL-based LIBs results lower than that of

devices containing the state-of-the-art electrolytes. This latter aspect appears is one

of the most serious drawbacks hindering the implementation of ILs in commercial

devices. Another aspect that affects the commercialization of IL-based LIB is the

cost of these electrolytes, which is higher than that of conventional electrolytes.

This higher cost is mainly related to the purification processed needed to reach the

purity required for a use in LIBs.

3.2 Protic Ionic Liquids As Electrolytes for LIBs

Protic ionic liquids (PILs) are a subset of ILs, and they are typically synthesized by

neutralization reactions of a Brønsted acid (proton donor) and a Brønsted base

(proton acceptor) [20, 56]. PILs display all the favorable properties of ILs, but they

have the advantage of being easier to synthesize and cheaper compared to AILs.

Clearly, these properties make them interesting candidates for use as electrolyte

components for electrochemical devices. In the past, PILs have been proposed as

electrolytes for fuel cells and supercapacitors [20, 56–62]. In the case of fuel cells,

PIL-based electrolytes are considered interesting candidates for non-humidifying

intermediate-temperature fuel cells operating at a relatively high temperature

[56, 58]. In the case of supercapacitors, it has been shown that the use of PILs

allows the realization of devices with stable performance at different temperatures

[62]. Nevertheless, PIL-based devices display lower operating voltage compared to

that of conventional systems [62].

It is interesting to notice that for very long time the use of PILs as electrolyte

components for LIBs was not considered [5, 7, 21]. The availability of an acidic

proton and its strong reactivity towards lithium were seen as an obstacle for the

introduction of PILs into these devices, and consequently all efforts were focused on

AILs. In 2013, Bockenfeld, et al. showed that in dry PILs (with water content lower

that 20 ppm) the labile proton of the cation is not ‘‘free’’ and that this cation is not

subject to reversible protonation–deprotonation [63]. In this study it was shown that

LFP–based electrode can be used in combination with electrolytes containing dry

PILs without being subject to structural changes [63]. The performance of an LFP-

based cathode in PIL-based electrolytes was promising in terms of both capacity and

cycling stability. After this study, Menne et al. reported the first example of PIL-

based LIBs [64], demonstrating that also this class of ILs can be successfully

introduced in LIBs. The PILs used in this investigation was the triethylammonium

bis(tetrafluoromethylsulfonyl) amide (Et3NHTFSI). LFP was used as cathodic

active material, while LTO was used as anode. The investigated LIBs was able to

deliver capacities comparable with those possible with AIL-based electrolytes and a

stable cycling behaviour (Fig. 8).

After these initial studies, the same group investigated in more detail the

chemical–physical properties of a series of electrolytes containing pyrrolidinium-

based PILs [65]. Specifically, pyrrolidinium bis(trifluoromethanesulfonyl)-imide

(PYRHHTFSI) and N-butylpyrrolidinium bis(trifluoromethanesulfonyl)imide
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(PYRH4TFSI) were used in combination with LiTFSI to realize LIB electrolytes.

The viscosity, conductivity, and thermal stability of these two PIL-based

electrolytes were investigated and compared to that of the ‘‘conventional’’

PYR14TFSI. Furthermore, also the lithium mobility of these PIL-based electrolytes

was investigated for the first time. The results of this study showed that the

conductivity, viscosity, and lithium-ion self-diffusion coefficient of PIL-based

electrolytes are comparable to those of pyrrolidinium-based AILs [65]. Neverthe-

less, using Raman spectroscopy, the lithium coordination number in PIL-based

electrolytes was found to be significantly lower than that of AIL-based electrolytes

[66]. This difference was attributed to the different ion–ion interactions occurring in

these two types of ILs. In AILs, due to sterical shielding of the ILs cations, the

interactions between the cation and the TFSI- anions are very weak [65, 66]. In

PILs, on the other hand, the ions of the ILs are interacting due to the less shielded

Fig. 8 Voltages profiles (a) and cycling stability (b) of a LIB containing the protic ionic liquid
Et3NHTFSI. Taken with permission from Menne et al. [64]
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(positive) charge of the cation. When a lithium salt (LiTFSI in the case of this study)

is added into an AILs, the TFSI- ions preferentially coordinate with the lithium

ions. When the same salt is added in a PILs, due to the presence of interactions

between the cation of the PIL and the anion, the TFSI- ions are coordinated by both

the lithium ions and the cation of the ILs, which are ‘‘competing’’ for the

coordination of the TFSI-. It was shown that as a consequence of this

‘‘competition’’ between the cation and lithium ions, in the case of equal lithium

ion concentration, the coordination number of lithium in PIL-based electrolytes is

always lower than that of AIL-based electrolytes [65, 66] (Fig. 9). This lower

coordination makes lithium ions more ‘‘free’’ to move in PIL-based electrolytes

than in AIL-based electrolytes, and has the beneficial effect of reducing the charge

transfer resistance associated to the charge–discharge process in the former

compared to the latter electrolytes [66]. The reduced charge-transfer resistance at

the electrode–electrolyte interface in PIL-based electrolytes allows the realization of

Fig. 9 Comparison of the
lithium-ion coordination (by
TFSI-) in aprotic and protic
ionic liquids electrolytes for
lithium-ion batteries.
Reproduced from Menne et al.
[66] with permission from the
PCCP Owner Societies
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systems able to display higher performance compared to the classic AILs, especially

in term of capacity and capacity retention at high C-rates. Very recently, also the

influence of the cation chemistry on the chemical-physical properties of TFSI-based

PILs have been investigated [67]. It has been shown that the viscosities, ionic

conductivities, and lithium average coordination number of PILs are strongly

affected by the characteristics of the cation, e.g. ring size and the alkyl chain length

[67]. The results of this study indicated that the design of PILs displaying a right

balance in terms of (low) viscosity and (low) average lithium coordination number

should be the goal for the realization of advanced PIL-based electrolytes for LIBs

[67].

As mentioned in the part dedicated to the AILs, the use of the FSI- anion appears

of great interest as it makes possible the realization of ILs with low viscosity and

high conductivity. Menne et al., investigated the use of PYRH4FSI as electrolyte for

LIBs [68]. It was shown that this electrolyte displays high conductivity and low

viscosity at room and higher temperatures. Interestingly, using this PILs is possible

to realize LIBs with performance significantly higher than those containing classical

aprotic ionic liquids, e.g. PYR14FSI, and close to that of conventional organic

electrolytes at room temperature [68] (Fig. 10).

Graphite is the state-of-the-art anode in LIBs and, consequently, also the use of

PIL-based electrolytes in combination with this material has been considered [69].

Menne et al. showed that even if the lithium intercalation and de-intercalation

process of graphite occurs outside the electrochemical stability window of neat

PILs, the addition of film-forming additive makes possible the formation of a

stable SEI and, consequently, the use of PIL-based electrolytes in combination with

this material. The performance of graphite electrode in PIL-based electrolytes is

comparable, and even slightly higher, than that observed in AIL-based electrolytes

(Fig. 11).

Fig. 10 Specific capacity vs. C-rate (a) and corresponding voltage profiles (b) of a LIB containing
PYRH4FSI as electrolyte. Reproduced from Menne et al. [68] with permission from the Royal Society of
Chemistry

123

Top Curr Chem (Z) (2017) 375:20

Reprinted from the journal14



Considering the results obtained so far, PILs can be considered a new and

interesting class of electrolytes for LIBs. The main advantage related to the use of

these electrolytes is the possibility to realize LIBs displaying high performance at

high C-rate. Nevertheless, several aspects need to be further investigated in order to

better assess the advantages and the limits associated to the use of these ILs. Among

them, the safety of these electrolytes as well as the behavior at high/low temperature

appear particularly important.

3.3 Mixtures of Ionic Liquids and Organic Solvents As Electrolytes
for Lithium-Ion Batteries

As shown in the previous sections, the use of solvent-free electrolytes containing

ILs represents a very promising strategy for the realization of safe LIBs.

Nevertheless, the overall performance of IL-based LIBs appears still lower than

that of systems containing conventional electrolytes. A convenient strategy to

overcome this problem is the use of electrolytes based on mixtures of ILs and

organic electrolytes [7, 13, 16]. As a matter of fact, a careful selection of the type of

ILs, solvent(s) and lithium salt, as well as the ratio between these components,

makes possible the realization of electrolytes with tailorable properties. For this

reason, the use of these mixtures has become a popular strategy recently.

Guerfi et al. were among the first to investigate the use of this type of mixtures in

LIBs [70]. In their work they considered mixtures containing EC, DEC, and

EMITFSI. LiPF6 was used as lithium salt. LFP and LTO were used as cathodic and

anodic materials, respectively. An optimum range of conductivity and viscosity was

observed for electrolytes containing 30–40% of ILs in the organic solvents. The

performance of the LIB containing these mixtures was comparable to that of

Fig. 11 Comparison of cyclic voltammetry of graphite electrode in aprotic and protic ionic liquids
electrolytes. Taken with permission from Menne et al. [69]
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conventional systems, but with the big advantage of displaying an improved safety.

In the following years other groups considered the use of EMITFSI in combination

with other solvents and lithium salts. For example, Wang et al. investigated the

properties of mixtures containing imidazolium-based ILs and PC, showing that also

these types of mixtures display appealing features for a use in LIBs [71]. More

recently, Wilken et al. reported a detailed study about the chemical-physical

properties of mixtures containing EMITFSI, EC, and DEC and the lithium salts

LiTFSI and LiPF6 [72]. In this latter study, the influence of the amount of ILs on the

viscosity, conductivity, flammability has been considered in detail. Furthermore, the

authors supply information also about the Li solvation occurring in these mixtures,

showing the influence of the ILs on this key process [72] (Fig. 12).

In recent years, also mixtures containing organic solvents and pyrrolidinium-

based ILs have been intensively investigated. Kühnel et al. investigated the

chemical-physical properties of electrolytes containing PC, PYR14TFSI, and LiTFSI

[73]. It was shown that these mixtures might display high conductivities, low

viscosities, and overall stability windows of more than 5 V. The flammability of

these mixtures could be tuned by changing the amount of ILs present in the

electrolyte. For example, a mixture containing 80 wt% ILs (which displays flash

point of 153 �C) was non-flammable. Interestingly, it was also found that the

presence of ILs reduce the kinetic of PC evaporation as well as the anodic

dissolution of Al [73]. The same group investigated also the transport properties and

the Li? ion solvation in these type of mixtures, showing that the substitution of

PYR14TFSI by PC has a strong influence on the mobility, as well as on the lithium

coordination [74]. Using an electrolyte containing 0.3 M LiTFSI in PC–PYR14TFSI

Fig. 12 Comparison of FT-Raman spectra of mixtures of ionic liquid and organic electrolytes. Taken
with permission from Wilken et al. [72]
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(50:50 wt%), Menne et al. realized a LIBs containing LFP and LTO as the active

materials, which was able to display high capacity over 25,000 cycles (Fig. 13). At

60 �C, this IL-based LIBs displayed higher stability with respect to LIBs containing

organic solvents and the conventional LiPF6 [75].

As mentioned in the previous section, PILs are emerging as a new and interesting

category of electrolytes for LIB. In 2014 Vogl et al. investigated, for the first time,

the chemical-physical properties of mixtures containing PC and PILs [76]. This

investigation showed that these mixtures might display conductivity and viscosity

comparable to those of conventional electrolytes. It was found that, due to the

unique ion–ion interaction of PILs, the coordination of lithium ions by TFSI- in

these mixtures is different compared to the one observed for mixtures of PC and

AILs [76]. Furthermore, the results of these studies indicate that by using these

mixtures it is possible to realize high performance devices containing a limited

amount of organic solvent (lower than that needed for solutions containing AILs).

Safety is one of the most crucial aspects that needs to be considered while

developing advanced electrolytes for LIBs [1–5]. Since organic solvents are

Fig. 13 Comparison of the cycling stability of LIB containing conventional electrolytes and mixture of
ionic liquid and organic solvents. Taken with permission from Menne et al. [75]
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flammable, the investigation of the flammability of mixtures of ILs and organic

solvents appears to be of importance to understand the advantages and limits related

to the use of these electrolytes. Arbizzani et al. investigated the flammability of

mixtures containing EC, DMC, LiPF6, and PYR14TFSI [77]. It was found that the

flammability of these electrolytes was strongly dependent on the amount of ILs: The

higher the IL content, the lower was the flammability, and the solution containing

50% of ILs displayed very low tendency to ignite [77]. Interestingly, it was also

found that the ILs acted as retardant rather than a flame-inhibitor (Fig. 14).

Analogous observations have been reported by Montanino et al. for mixtures

consisting of EC, DEC, LiTFSI, and PYR13TFSI [78]. Also, in this case, it was

found that electrolytes containing organic solvents up to a mole fraction of 0.3 were

not flammable even in intimate contact with ignition sources [78].

The use of mixtures of ILs and organic solvents in combination with graphite

based electrodes has been investigated by Gao et al. [79]. In this study a

Fig. 14 Comparison of flammability and ignition time of neat ionic liquids and conventional electrolytes
for lithium-ion batteries. Taken with permission from Arbizzani et al. [77]
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pipiridinium-based IL (PP13TFSI) was used in combination with EC and DEC.

Because of the occurrence of co-intercalation of the ILs cation into the graphite

layers, the use of neat ILs was not possible. However, the addition of the organic

solvents made possible the formation of a stable SEI, allowing the achievement of

good performance in terms of both capacity and cycling stability [79].

In 2013, the group of Rochefort proposed the use of mixtures of redox ILs

(1-ferrocenyl(methyl)-3-methylimidazolium TFSI) in combination with carbonate

solvents for the realization of innovative redox shuttle for LIBs [80]. The use of

redox shuttle is considered a good strategy to minimize the risk of overcharge in

LIBs [2, 6]. Because of the high miscibility of the redox moieties components on

these mixtures, it was possible to realize an electrolyte with a high content of these

moieties. This high content in turn made possible the shuttling of a higher number of

electrons through the overcharge condition than in the case of conventional

electrolytes [80]. Thus, the use of redox ILs could be used to improve overcharge

protection, especially at high rates of charge (Fig. 15).

The possibility to realize and use mixtures containing very high content of ILs

was explored by Armand and coworkers [81], who indicated these mixtures as

‘‘Solvent-in-Salt’ electrolytes. The electrolytes investigated in this work contained

ultrahigh salt concentration and displayed high lithium ion transference number

(0.73) thanks to the contribution of the salt to the lithium ion transport [81]. The

interest on these electrolytes in now significantly growing and, very likely, many

publications will be dedicated to this subject in the near future.

As shown above, the main advantages related to the use of mixtures of organic

solvents and ILs is the possibility to realize electrolytes with tailored properties. It is

important to underline that the optimum ratio organic solvent(s)/ILs depends on the

Fig. 15 Example of redox shuttle electrolytes for LIB containing redox active ionic liquids. Taken with
permission from Forgie et al. [80]
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targeted application. In general, the use of these mixtures appears extremely

convenient as it makes possible the realization of an electrolytic solutions with

properties close to that of conventional electrolytes, but with improved safety.

However, a deeper understanding of the chemical-physical properties of these

mixtures appears of importance. The lithium coordination, the interaction between

ILs and solvents/salt are some of the aspects, which need to be better understood,

since they would make possible a more rational design of these promising

electrolytes.

3.4 Ionic Liquids-Based Electrolytes and Inactive Components: the Case
of Anodic Dissolution of Aluminum

In addition to the lithium ions insertion-extraction into/from the electrodes, there are

a number of processes that might affect the performance of LIBs [2, 6]. Among

them, the anodic dissolution of the Al current collector used for the cathode of LIBs

might become one of the most detrimental for the life of these devices.

In order to use Al current collector in LIBs, the formation a protective (passive)

layer on the surface of this metal in needed [2, 6, 7]. As a matter of fact, without the

presence of this layer the current collector would dissolve, making the LIBs

unusable. As mentioned in the section dedicated to the state-of-the-art electrolytes,

although LiPF6 display a number of drawbacks, its use in combination with organic

solvent makes possible the realization of high conductive electrolyte. Furthermore,

this salt displays the ability to form an effective SEI and to prevent the anodic

dissolution of Al and has positive influence on the stability of some cathodic

materials. For these reasons LiPF6 is still the state-of-the art lithium salt [2, 6, 7].

The salt LiTFSI, which has been used in many of the electrolytes considered in

previous sections, displays a number of promising properties, e.g. high chemical and

thermal stability. Nevertheless, the use of LiTFSI in combination with organic

solvents does not allow the formation of an effective protective layer on the Al

surface, causing anodic dissolution of this metal [2, 6, 7, 9]. This drawback hinders

the introduction of LiTFSI in commercial devices.

For several years, the anion TFSI- is one of the most used for the realization of

AIL and PILs. Consequently, the investigation of the anodic dissolution in ILs

containing this anion appears to be of great importance in view of their introduction

in LIBs. Garcia et al. [82] were the first to report about this process. Interestingly,

they observed that in IL-based electrolytes containing LiTFSI the anodic dissolution

of Al was suppressed. In the following years, similar observations have been made

by several groups [16, 72, 73].

Wang et al. proposed a mechanism of Al dissolution in LiTFSI-based electrolytes

involving the formation of Al-TFSI complexes on the Al foil surface [83]. In this

model the protection of the Al surface strongly depends on the solubility of these

Al-TFSI complexes. In the case where they are easily soluble in the electrolyte

solution, these complexes will move away from the Al surface and, consequently,

they will not be able to protect this metal from the occurrence of anodic dissolution.

To the contrary, if the Al-TFSI complexes are hardly soluble in the electrolyte, they

stay on the Al surface, suppressing the anodic dissolution of Al.
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In order to confirm this model and to understand the behavior of TFSI-based

electrolytes, Kühnel et al. investigated the solubility of the complexes Al(TFSI)3 in

PC, in PYR14TFSI and in mixtures containing PC and PYR14TFSI. In all these

electrolytes, LiTFSI was used as salt [84]. Indeed, the results of this investigation

confirmed that solubility of Al(TFSI)3 on the electrolyte plays a key role on the

anodic dissolution and that this complex is hardly soluble in this IL. This study also

showed that mixtures of ILs and organic solvents might also display the ability to

prevent the anodic dissolution of Al [84] (Fig. 16).

After these initial works, other groups investigated in detail the Al anodic

dissolution occurring in IL-based electrolytes [85–88]. Hofmann et al. considered

the conducting salt lithium bis(trifluoromethanesulfonyl)azanide (LiTFSA) in

combination with PC, sulfolane, and the ionic liquid N,N-diethyl-N-methyl-N-(2-

methoxyethyl)ammonium bis(trifluoromethanesulfonyl)azanide (DMMATFSA)

[85]. This systematic investigation showed that the concentration of the salt, as

well as the composition of the solvent mixture, are strongly influencing the Al

anodic dissolution process. From this study it appears the Al dissolution might be

repressed using highly concentrated LiTFSA solutions and also by adding the ionic

liquid to the organic solvents. In another work, the same group considered mixtures

of PC and DMMATFSA and investigated the influence of different types of lithium

salts on the Al anodic dissolution, showing the great impact of this component on

such a process [86]. In recent years, several works have been dedicated to this topic,

and many types of ILs and organic solvents have been considered [87–91]. Overall,

these results indicate that ILs have a strong influence on the anodic dissolution of Al

and that their presence in an electrolytic solution might suppress such a process.

These studies outline the importance of a rational design of advanced electrolyte

for LIBs. The use of ILs might be advantageous not only because it might improve

the safety of the electrolytes, but also because it might suppress unwanted process,

e.g. Al anodic dissolution, which occur in this system and, consequently, improve

the overall LIBs performance. In this sense, these investigations represent an

important contribution toward the introduction of ILs in commercial devices.
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Fig. 16 Influence of ionic liquids on the Al anodic dissolution process
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4 Conclusions

ILs are promising electrolytes for LIBs. The large ESW, high thermal stability, and

low flammability of ILs positively affect the properties of LIBs electrolytes. It has

been shown that these electrolytes can be conveniently used with all active materials

suitable for LIBs and that at low C-rate the performance of IL-based LIBs is

comparable with that of conventional devices. Nevertheless, due to the high

viscosity and relative low lithium mobility displayed by most of the IL-based

electrolytes [7, 72, 73, 92], the performance of IL-based LIBs at high C-rate appears

still not fully comparable with that of devices containing conventional electrolytes.

Additionally, the cost of ILs should be reduced as it too high with respect to the

conventional electrolytes.

In this scenario, the design of new IL-based electrolytes appears as the most

convenient strategy to overcome these drawbacks. In the future new anions and

cations should be considered for the realization of AILs with tailored properties.

While at the beginning of the studies dedicated to IL-based electrolytes many ions

have been proposed, in recent years the number of new ions decreased considerably.

Nevertheless, taking into account the enormous number of possible ILs, there is still

the possibility to introduce new ion chemistries in this field. For that, the search of

new ions should be ‘‘relaunched’’. An appealing and effective strategy to carry out

this search appears to be the use of computational screening [93–97]. As for other

field, e.g. pharmaceutical chemistry, the use of this strategy could contribute to

minimize and rationalize the time of this important search.

The results obtained with PIL-based electrolytes are very encouraging. Never-

theless, several aspects related to the use of these innovative electrolytes need to be

further investigated. So far, the behaviour at high/low temperature of PIL-based

LIBs has not been investigated. Since to extend the operative temperature range of

LIBs is one of the priority for this technology, it is evident that this is a very

important point that needs to be addressed. The influence of the protonated cation of

the SEI formation, as well as on the stability of carbonaceous anodes is another

aspect, which should be addressed. So far, there are indications that PILs can be

used in combination with graphite, but the influence of these ILs on the lithium

insertion/extraction process is not known. Finally, it has been shown that PILs

display thermal stability comparable to that of AILs. Nevertheless, no studies about

the stability of charged electrodes in contact with PILs are available. These studies

are needed to assess the impact of these electrolytes on the safety of LIBs.

The use of ILs in combination with organic electrolytes is certainly an interesting

strategy in view of the design of advanced electrolytes. In the past, several studies

focused on the impact of these electrolytes on the performance and on the safety,

especially in term of flammability, of LIBs. A significantly lower number of studies

addressed the IL-solvent interactions. Nevertheless, the understanding of these

interactions could give valuable input for a rational design of these electrolytes. For

that, this latter investigation appears of great importance. In recent years a growing

number of studies showed that ILs can be advantageously used to prevent undesired

reactions, e.g. Al anodic dissolution, or to improve the properties of additives, e.g.
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redox shuttle. The use of ILs as an additive in conventional LIBs electrolytes

appears, therefore, very interesting, and further investigations about this use of ILs

should be made in the near future.
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Abstract Supercapacitors are electrochemical energy storage devices in which the

charge is accumulated through the adsorption of ions from an electrolyte on the

surface of the electrode. Because of their large ionic concentrations, ionic liquids

have widely been investigated for such applications. The main properties that have

to be optimized are the electrochemical window, the electrical conductivity, and the

interfacial capacitances. Ionic liquids allow a significant improvement of the former,

but they suffer from their high viscosity. In this review, I will discuss the advantages

and the inconvenience of using ionic liquids in supercapacitors. Some innovative

approaches using mixtures of ionic liquids or redox-active ions will also be critically

addressed.

Keywords Energy storage � Electrolytes � Electrochemistry

1 Introduction

Supercapacitors are electrochemical energy storage devices that are characterized

by high power densities (with charge/discharge times ranging from milliseconds to a

few seconds) and a very good stability upon cycling (i.e. more than 1,000,000

cycles). Their main drawback is the energy density, which is rather low with respect

& Mathieu Salanne

mathieu.salanne@upmc.fr

1 Sorbonne Universités, UPMC Univ Paris 06, CNRS, Laboratoire PHENIX, 75005 Paris, France

2 Maison de la Simulation, CEA, CNRS, Université Paris-Sud, UVSQ, Université Paris Saclay,
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to the one of other types of energy storage devices such as Li-ion batteries. They

are, therefore, involved in applications where high power delivery or uptake is

needed for short times. For example, they are used to store and release the braking

energy in individual and collective vehicles or in industrial equipment, which allows

substantial savings in their fuel consumption (between 10 and 40 %) [1].

From the materials point of view, supercapacitors can be classified into two

groups: electrochemical double-layer capacitors (EDLCs) that employ porous

carbon electrodes [3, 4], and pseudocapacitors for which metallic oxide materials

(such as MnO2, RuO2 or Nb2O5) are used [5]. The charging mechanisms of EDLCs

and pseudocapacitors strongly differ [6]. Although in EDLCs the carbon surface is

progressively charged upon the application of voltage through the adsorption of ions

(as shown on Fig. 1), pseudocapacitors are characterized by Faradaic reactions

involving the metal ions at their surface. Currently most of the commercial devices

employ EDLCs, mostly because they are much more stable upon cycling.

In this review I will only discuss the case of EDLCs since pseudocapacitive

mechanisms are generally not active when ionic liquids (ILs) electrolytes are

employed. The energy density and the power of EDLCs are respectively given by

Fig. 1 Molecular scale representation of an electrochemical double-layer capacitors. At the open circuit
voltage (top panel), the ions from the electrolytes lie either within the porous carbon electrodes or
between them. Upon application of a voltage (bottom panel), the cations (resp. anions) accumulate at the
negative (resp. positive) electrode. The electrolyte is either a pure ionic liquid or it consists of a
concentrated solution of ions (no solvent molecules are shown here). Adapted with permission from Ref.
[2]

Top Curr Chem (Z) (2017) 375:63

123 Reprinted from the journal30



Em ¼ 1

2
CV2 ð1Þ

P ¼ 4V2

R
ð2Þ

where C is the specific capacitance (measured in F/g), V is the applied voltage (in

V), and R the equivalent series resistance (in X) of the whole device. Typical values
for current commercial devices are 5 Wh kg�1 for the energy density and

10,000 W kg�1 for the power density. The corresponding characteristic time for

charge/discharge is thus s ¼ 1:8 s. In order to expand the range of applications of

EDLCs, it is necessary to increase their energy density. To this end, one can either

enhance the operating voltage or the specific capacitance. However, this should not

be done by sacrificing the power density, so R should be kept as low as possible. As

we shall see, room-temperature ionic liquids (RTILs) may impact the three relevant

quantities, thus they have attracted a lot of attention from the EDLC community in

the past. Since they are liquid salts that do not contain neutral solvent molecules,

they are also used in many fundamental simulations and spectroscopy studies in

order to understand the complex mechanisms of ion adsorption inside electrified

nanopores [6, 7].

It is almost 20 years ago that McEwen et al. noticed that ILs were relevant

electrolytes for EDLCs [8]. They measured the electrochemical properties of a

series of imidazolium-based salts and anticipated that they may be used either as

neat solvents or dissolved in organic solvents such as propylene carbonate and

acetonitrile. Since then, many groups have proposed to use pure ILs inside

supercapacitors [9–12]. This research has been hindered by the lack of fundamental

knowledge on the structure of the double-layer formed by pure ionic liquids, which

differs markedly from the one of conventional dilute electrolytes [13]. Although

many issues remain to be understood, we have a much better knowledge of the

IL/electrode interface now [14] and many experimental results have been rational-

ized from the combination of theory, simulation, and spectroscopy [15]. The

synthesis of new ionic liquids for electrochemical applications remains a very active

research field; for example, new families of ether-functionalized sulfonium [16]or

pyrrolidinium [17] ionic liquids have recently been proposed for EDLCs. Another

strategy consisting in mixing two ionic liquids [18, 19] together or one ionic liquid

with a solvent [20, 21] is also widely investigated, with the objective of enhancing

the bulk and/or the interfacial properties with respect to the single-component

liquid.

In this article I will discuss the advantages and inconvenience of ionic liquids

from the device point of view, in light of the current knowledge of their microscopic

structure. In particular, their stability under extreme temperatures and at high

voltage will be addressed. I will then analyze the main physical properties that

determine EDLCs performances, i.e. the transport properties (ionic conductivity, the

ionic diffusion coefficients, and the viscosity) of the bulk liquid, and the capacitance

of the carbon/ionic liquid interface. For the latter, it is the interaction between the

ions and the carbon surface that plays a major role. It is, therefore, much more

Top Curr Chem (Z) (2017) 375:63
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delicate to understand and rationalize. Finally, I will discuss new storage concepts

such as biredox ionic liquids that have recently been proposed to enhance the

performances of supercapacitors [22].

2 Bulk Properties

2.1 Thermal Stability

Under operating conditions, for conventional applications such as in electric

vehicles, a supercapacitor may be exposed to temperatures roughly ranging from

-50 to 80 �C. The carbon materials are stable over the whole range (and much

beyond), so that the electrolyte will be the main responsible for temperature-related

failures. Even with added salt, aqueous electrolytes are not able to reach the lowest

temperatures due to the freezing of water. In the case of organic solvents, lower

temperatures may be reached, but they often have boiling points which are slightly

too low (for example, Tb ¼ 82 �C for acetonitrile) to ensure a good safety at high

temperatures. This is due to the cohesive forces at play in such solvents, which are

mostly related to relatively weak interactions such as van der Waals ones.

In the case of ionic materials, the Coulombic attraction between ions of opposite

charges is much stronger. The liquid state of ILs is, therefore, stable up to much

higher temperatures than conventional solvents. In fact, it is very hard to obtain a

gas phase, and for years it was thought that ionic liquids could not be distilled. This

was proven wrong by Earle et al., who were able to distill ionic liquids at

temperatures of 200–300 �C and low pressure [23]. However, the stability at high

temperatures is limited by decomposition reactions that break the molecular

species [24]. It is not possible to determine decomposition temperatures as precisely

as boiling points because it is not a phase transition; however, methods such as

thermogravimetric analysis are able to detect the temperature at which the

degradation process may start [25, 26]. These temperatures are generally well above

200 �C, which shows that high temperatures are not problematic for the use of ILs

in supercapacitors.

ILs are much more limited as electrolytes at low temperatures (even without

considering the dynamic properties). In general they have melting points around

room temperature, which prevents their use in devices aiming at low temperatures

uses such as electric vehicles for example. However, Lin et al. have recently

overcome this difficulty by mixing two ionic liquids sharing a similar anion but

having different cations [27]. As can be seen from the differential scanning

calorimetry profiles reproduced on Fig. 2a, the pure N-methyl-N-propylpiperi-

dinium bis(fluorosulfonyl)imide (PIP13FSI) and N-butyl-N-methylpyrrolidinium

bis(fluorosulfonyl)imide (PYR14FSI) respectively show melting points of 6 and

-18 �C. For their eutectic mixture, however, no peak is observed down to -80 �C,
which excludes the presence of first- or second-order phase transition. This work

remarkably shows that it is possible to operate IL-based supercapacitors at very low

temperatures—albeit with degraded performances as we shall see below.
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2.2 Operating Voltage

The main advantage of ionic liquids with respect to solvent-based electrolytes

consists in their wide electrochemical window. From this point of view, aqueous

solutions are very limited, due to the thermodynamics of the oxidation/reduction

reactions, which result in the formation of oxygen and hydrogen at the anode and

the cathode, respectively. The addition of salts and/or the use of basic conditions

allows to operate at larger voltages than in pure water (for example using a sodium

acetate salt allows to reach 1.5 V [28]), but this remains rather low compared to

other electrolytes. An interesting concept consisting in two separated electrolytes

with different pH values was recently proposed [29], which extends the capacitor

voltage up to 2.1 V.

A comparison of the operating voltages in various organic electrolytes and ionic

liquids is shown in Fig. 3. Commercial devices generally use acetonitrile or

propylene carbonate solvents, with a corresponding voltage of 2.8 V. Alternative

solvents have also been proposed, which allow going beyond 3 V, such as sulfone-

based [30], alkylated cyclic carbonates [31], adiponitrile [32], or cyano ester [33]

solvents. However, ionic liquids generally outclass them; in particular, the

pyrrolidinium or the ether-functionalized sulfonium [16] families exhibit very wide

electrochemical windows, leading to operating voltages over 3.5 V. Balducci et al.

have investigated the possibility of mixing such ionic liquids with organic solvents,

in order to determine whether such electrolytes would exhibit the same electro-

chemical window as the latter taken alone [21]. They showed that it is not the case,

which means that the composition can be fine-tuned in order to find the best

compromise between operating voltage and the other properties.

In order to find new electrolytes that maximize the voltage of the device, an

emerging strategy consists in using high-throughput computational screening. Such

Fig. 2 Characteristics of ionic liquids mixtures. a Differential scanning calorimetry profiles of (I)
PIP13FSI, (II) PYR14FSI and (III) (PIP13FSI)0:5(PIP13FSI)0:5 mixture, and their chemical structures.
b Variation of the ionic conductivity versus the inverse temperature for the three electrolytes. Reprinted
with permission from Ref. [27]. Copyright 2011 American Chemical Society
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approaches were recently applied successfully to the cases of organic solvents for

EDLCs [34] and nonaqueous redox flow battery electrolytes [35] (in the framework

of the materials genome initiative [36]), but the various families of ionic liquids

have not been investigated using such techniques so far. A key difficulty is that

performing the required ab initio calculations to determine the electronic properties

is computationally involving due to the need to include a sufficiently large number

of ion pairs in the simulation setup to have a bulk liquid [37, 38]. In addition the

organic species that are used generally have many valence electrons that have to be

included explicitly in the calculation. This may be overcome through the

introduction of an implicit solvation model in order to mimic the environmental

effect while reducing a lot the computational costs, an approach which was

successfully applied for designing ionic liquids for CO2 absorption [39].

2.3 Ionic Conductivity

The equivalent series resistance that was introduced for the power of supercapac-

itors in Eq. 2 is a combination of several contributions arising from the resistance to

charge transport inside the porous electrodes, the bulk electrolyte, and the various

interfaces [40]. Among these contributions, bulk is the only one that can easily be

measured and tuned; fortunately, it plays the main overall role. Ionic liquids are

dense ionic solutions without any neutral solvent species, thus they are in principle

expected to exhibit an excellent ionic conductivity. However, this property is not

solely determined by the concentration of charge carriers. In ionic liquids, the self-

diffusion coefficient of the ions is too low (and correspondingly the viscosity is too

high). Typical values are 0:495� 10�10 and 0:309� 10�10 m2 s�1 for the cation

and anion, respectively, in the 1-ethyl-3-methylimidazolium (EMIM) bis(trifluo-

romethane)sulfonimide (TFSI) ionic liquid at room temperature [41]. Such values

Fig. 3 Comparison of the EDLCs operating voltage achievable with organic electrolyte and ionic liquids
based electrolytes. AN acetonitrile, PC propylene carbonate, ADN adiponitrile, Alkylat. Cyc. Carb.
alkylated cyclic carbonate, EC ethylene carbonate, DMC dimethyl carbonate, LiPF 6 lithium
hexafluorophosphate, IL ionic liquids. Reproduced with permission from Ref. [4]
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are two orders of magnitude lower than the one of pure water (2:3� 10�9 m2 s�1 at

the same temperature [42]).

In addition, the strong correlations occurring between the displacements of the

ions in RTILs lead to large deviations from the Nernst–Einstein equation [43].

Indeed, the latter predicts that the ionic conductivity is directly proportional to the

self-diffusion coefficient by neglecting all ionic correlations, which is only true for

the case of highly diluted salts in aqueous or organic solvents. This behavior, which

is reminiscent to the case of high temperature molten salts [44, 45], leads to even

poorer ionic conduction in ionic liquids compared to conventional liquid

electrolytes. As a consequence, typical electrical conductivities are of the order of

a few mS cm�1 in ionic liquids at room temperature. The best performing ones are

based on the EMIM cation, for example when it is combined with perfluoroalkyl-

trifluoroborate anions, the resulting liquids have conductivities, which may reach up

to 13 mS cm�1 at 298 K [46]. As discussed above, however, a major target is to

find electrolytes that operate well at low temperatures. Figure 2 shows the

temperature dependence of the ionic conductivity of the equimolar PIP13FS-

PYR14FSI mixture mentioned above. It follows an approximate Arrhenius law, and

so it quickly decreases by several orders of magnitude, reaching values below

1 mS cm�1 for temperatures inferior to -20 �C. The main consequence is that the

charging time of the devices will accordingly be increased substantially—reducing a

lot their efficiency. In this specific case, the conductivity of the mixture was similar

to the one of the pure ionic liquids, but Every et al. reported positive deviations from

ideal behavior when mixing EMIM-TFSI with EMIM-trifluoromethanesul-

fonate [47], which reinforces the idea that mixtures of ionic liquids are more

efficient for supercapacitor applications.

It is worth noting the existence of ionogels, which are hybrid materials in which

an RTIL is immobilized in an inorganic solid material (e.g. mesoporous silica) [48].

Such systems exhibit improved operating temperature range while keeping the ionic

conductivity of the ionic liquid, and are, therefore, extensively investigated for Li-

ion batteries, as well as supercapacitors [49]. However, the main difficulty is to

ensure a good contact between the two solid phases (electrode and electrolyte),

which will require future developments.

3 Interfacial Properties

3.1 The Double-Layer in ILs

3.1.1 Planar Interfaces

Ten years ago, Kornyshev opened the question of the necessity of a paradigm

change for describing the double-layer in ionic liquids [13]. He showed that using

the conventional Gouy–Chapman–Stern (GCS) model was not accurate since many

of the underlying assumption are not fulfilled. In particular, GCS model neglects the
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correlation between ions, which are central to the physical properties of ionic

liquids. It also treats the ions as a point charge. He proposed a new mean-field

theory accounting for the finite-size of the ions [13] and their mutual interac-

tions [51], which predicted a very different structure of the double-layer. At the

same period, several groups were able to provide a first insight of ionic liquid

interfaces using various experimental techniques. The first intriguing behavior,

which was observed by atomic force microscopy (AFM), is a strong layering effect

at the interface [52–54]. This was later confirmed by surface force apparatus

(SFA) [55–58] or by high-energy X-ray reflectivity [50, 59]. An illustration of the

result obtained by the latter approach for the PYR14-tris(pentafluoroethyl)-trifluo-

rophosphate (FAP) ionic liquid is provided in Fig. 4. Each layer is highly dense in

ions, which should imply a rapid screening of the charged electrode surface.

Although the layering is present for all the ionic liquids, Perkin et al. have shown

that dramatic differences may be observed for the characteristic length correspond-

ing to the distance between the successive layers of adsorbed ions. This denotes

some kind of ‘‘self-assembling’’ properties, and indeed the characteristic length can

be related to the ions dimension, suggesting the formation of patterns such as

alternating cation-anion monolayers or tail-to-tail cation bilayers. The latter are

formed when the hydrocarbon chain of the cation is longer, due to the propensity of

these non-polar domains to aggregate [60]. This effect is reminiscent to the case of

bulk ionic liquids in which nanoscale domains have been observed, whose size

mostly depends on the length of the alkyl chain of the ions [61]. Many simulation

studies have also reported the existence of multiple layers of ionic liq-

uids [14, 62–66], in agreement with the AFM and SFA works. They also provide

quantitative values for the concentration of each ionic species in the various

adsorbed layers. The use of vibrational sum frequency generation (SFG)

spectroscopy at various liquid/vapor or solid/liquid interfaces of ionic liquids did

not lead to similar conclusions [67–69]; however, it is difficult to assess exactly the

length of the liquid layer which is probed with this technique. It is likely that the

main signal arises from the top layer only [70], which would explain why layering

could not be observed using this setup.

Fig. 4 Partial interfacial electron density profile for the pure PYR14-FAP ionic liquid. The total electron
density (blue line) is the sum of contributions from the sapphire substrate (green), PYR14 cations (red)
and FAP anions (blue). Profiles obtained by the generic layering model (purple line, vertically shifted for
clarity) are provided for comparison. Adapted from [50] with the permission of AIP Publishing
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Despite this intense activity, some structural aspects of the electric double-layer

in ionic liquids remain to be understood, in particular about the width of the layer of

liquid, which is affected by the polarized electrode. In particular, intriguing long-

range interaction effects were observed by Gebbie et al. in a study employing

SFA [74, 75]. Although this was firstly interpreted by the authors as ionic liquids

behaving as dilute electrolytes, there are many arguments that contradict this

picture [15, 76]. Further SFA studies on a series of electrolytes ranging from dilute

ionic solutions to pure ionic liquids showed that beyond an ionic concentration

threshold the screening length increases with increasing concentration [73] (Fig. 5).

The origin of these long-range interactions remains to be fully established, with

many open questions [77].

The structure inside the adsorbed layers also shows interesting features. In

particular, many studies have recently shown that interfacial transitions may occur

in the first adsorbed layer of ionic liquid on a planar electrode [81] (see Fig. 6 for

examples of simulation results). In a seminal study, Freyland et al. [82] have shown

by using in situ scanning tunneling microscopy (STM) that an adsorbed layer of

1-butyl-3-methylimidazolium (BMIM) PF�6 on the (111) face of gold formed Moiré-

like patterns at potentials greater than -0.2 V with respect to a platinum reference

electrode, which were attributed to the formation of an ordered adlayer of PF�6 . At
negative potentials, the STM images were consistent with the formation a layer of

anions with the (
ffiffiffi

3
p

�
ffiffiffi

3
p

) structure, indicating a two-dimensional ordering

transition at this interface. Further STM studies also reported the formation of

ordered structures for various ionic liquids on gold electrodes [83, 84]. The main

advantage of this metal is that single crystals are rather easily made; however, the

observations may be rendered difficult by potential surface reconstructions.

Recently, Elbourne et al. also reported the existence of ordered structures of

BMIM-TFSI at the surface of highly oriented pyrolytic graphite [85], thus showing

Fig. 5 Deviation of the experimental long-range decay length, obtained using surface force balance,
from the Debye length, kexp/kD, plotted versus d=kD (where d is the mean ion diameter in the electrolyte)

for pure ionic liquids (open diamonds), aqueous NaCl solutions (filled circles), and solutions of an ionic
liquid, PYR14-TFSI, mixed with propylene carbonate (asterisk symbols). Literature values are also
included for aqueous LiCl, KCl, and CsCl solutions (open circles) [71, 72]. Adapted with permission
from Ref. [73]. Copyright 2016 American Chemical Society
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that such effects occur under a large variety of conditions. Beyond the field of

supercapacitors, these structures may impact many ionic liquid interfacial properties

since they can induce slow dynamics [86], varying reactivity [87], voltage-

dependent friction properties [88], etc.

Here also, MD simulations have recently provided an interesting molecular-scale

picture of the mechanisms at play (Fig. 6). A first example of voltage-driven

ordering transition was observed for the interface formed between a high

temperature molten salt (LiCl) and an aluminum electrode [78, 90]. At low

voltages (i.e. below the point of zero charge of the electrode), the molten salt

adopted a disordered structure at the interface, while for larger potentials an ordered

structure was obtained. In another study, the formations of Moiré-like and herring-

bone structures at different electrode surface charges were reported for a primitive

model of an ionic liquid [80]. The herring-bone structure even involved the two first

layers of adsorbed fluid. The BMIM-PF6 ionic liquid (simulated using a coarse-

grained model [91]) also formed an ordered structure which could be monitored by

computing the in-plane structure factor in the first layer of the adsorbed liquid. This

structure factor was liquid-like on a wide range of potentials, but it showed some

Fig. 6 Snapshots of typical ordered structures observed in computer simulations. Top left first adsorbed
layer of a LiCl molten salt electrolyte on the (100) surface of an aluminum electrode at a negative
potential. Adapted with permission from Ref. [78]. Copyright 2010 American Chemical Society. Top

right first adsorbed layer of a [C4mimþ][PF�6 ] RTIL on a graphite electrode at a neutral potential.

Adapted with permission from Ref. [79]. Copyright 2014 American Chemical Society. Bottom first two
adsorbed layers of a simplified RTIL on a charged Lennard–Jones wall with a large negative surface
charge density. Reproduced from Ref. [80], with permission from Elsevier
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strong Bragg-like peaks suggesting a two-dimensional lattice-like organization for

both the anions and cations at low voltages [79]. These results were summarized in

an editorial by Kornyshev and Qiao, who insisted on the fact that the double-layer

formed by ionic liquids at electrode surface should now be viewed as a three-

dimensional entity [89]. Their schematized view of the current knowledge about the

structure formed at the interface is shown on Fig. 7. A very recent report of a

capillary freezing of an ionic liquid, which occurs over typical lengthscales ranging

from 60 to 160 nanometers on electrified graphite, gold, and platinum [92], may

further change this view in the future, showing that many structural aspects of the

double-layer remain to be elucidated.

3.1.2 Confinement Effects

Confinement may have a very strong impact on the structure of fluids, and

consequently on their physical properties. In water, for example, the breaking of the

hydrogen bond network inside carbon nanotubes may lead to very quick

diffusion [94]. Similar effects have been reported for a viscous ionic liquid [95].

However, compared to the planar surfaces, it is much more difficult to probe

experimentally the structure of the liquid inside the pores when a potential is

applied. In the case of ionic liquids, the first question is if the ions will either locate

Fig. 7 Double layers in ionic liquids as 3D entities. The double layers near open electrodes (left top
panels) were first perceived as 1D Helmholtz layers homogeneous in the lateral plane. This ‘‘1D’’ picture
of the double layer was later refined as alternating layers of counterions and co-ions in the direction
normal to the electrode surface. The discovery that ions adsorbed on the electrode surface form a well-
defined pattern in a certain voltage window indicates that double layers can have distinct structures in the
lateral plane, at least in the first layer adjacent to the electrode—call it ‘‘2D features’’. The double layers
in nanopores (left bottom panels) are 2D entities in nanopores accommodating only one layer of ions, but
exhibit 1 ? 2D and quasi-3D features in wider pores. From these diverse pictures of the double layers and
the latest reports of structural ordering inside an adsorbed layer emerges a new paradigm that the 3D
nature of double layers in RTILs should be taken seriously. Reproduced with permission from Ref. [89].
Copyright 2014 American Chemical Society
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preferentially at the surface or try to keep a bulk-like local structure. Small-angle

neutron scattering experiments performed on a system consisting of a hierarchical

porous carbon filled with a BMIM-TFSI electrolyte at various loadings showed that

the RTIL wetted all the pore surfaces uniformly, rather than leaving some pores

unsaturated [96]. Spontaneous wetting was also observed by nuclear magnetic

resonance spectroscopy of adsorbed EMIM-TFSI [93]. The corresponding spectra

are shown on Fig. 8, for both ions they are characterized by two peaks, a thin,

intense one corresponding to the bulk liquid and a broader one due to the adsorbed

ions [97, 98]. In this study, it was possible to monitor the variation of the spectra

when changing the applied potential in the electrode. A shift on the position and a

variation on the intensity of the second peak is observed, which allows

understanding the charging mechanism. In this specific case, the authors concluded

on an ionic exchange mechanism: Starting from a neutral adsorbed electrolyte at

Fig. 8 a 19F and b 1H MAS NMR (7.1 T) spectra of electrodes extracted from disassembled
supercapacitors (YP50F carbon and PYR13-TFSI ionic liquid) charged to a range of different cell
voltages. In-pore resonances show noticeable increases in chemical shift as the voltage is increased.
Reproduced from Ref. [93] with permission. Copyright 2015 American Chemical Society
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0 V, when applying a potential, anions are replaced by cations in the negative

electrode and vice-versa.

These results are in agreement with molecular simulations, which have been

performed on a wide series of materials ranging from idealized structure to realistic

nanoporous carbons. For example, Shim and Kim have studied the EMIM-BF4

adsorbed inside carbon nanotubes of various dimensions [99]. They showed that the

size of the tube impacts strongly on the structure of the liquid, with the smaller tubes

showing the formation of a single file of counterions under polarization, while the

larger ones contain both cations and anions as shown on Fig. 9a, b. Similar results

arose from simulations of slit-shaped pores, which were performed with a large

variety of ionic liquids either using molecular dynamics [102–105] or classical

density functional theory [106, 107] approaches. The case of disordered nanoporous

carbon materials is more difficult to simulate. Indeed, it is necessary to use an

atomic structural model accounting for the various pore size distributions and the

presence of many defects. Realistic structures of carbide-derived carbons, which are

typical nanoporous materials that have been investigated experimentally by the

groups of Gogotsi and Simon [108, 109], were obtained from quenched molecular

dynamics [110] or by hybrid reverse Monte Carlo simulations [111]. Using such

carbons, we showed that the ionic liquid did not conserve its layered structure inside

the nanopores [100]. The presence of well-defined structures is more complex to

track than in simple nanotubes or slit-shaped pores as shown in Fig. 9c and d. In

Fig. 9 Typical structures adopted by ionic liquids in nanopores. a, b Snapshots of the EMIM-BF4
adsorbed inside (6,6) and (10,10) nanotubes, respectively (red and blue spheres represent the center-of-
mass positions of EMIM and BF�4 ions). Adapted with permission from Ref. [99]. Copyright 2010

American Chemical Society. c, d Typical structure of the BMIM-PF6 inside electrified nanopores of a
carbide-derived carbon material (blue C–C bonds, red BMIM, and green PF�6 ). Adapted with permission

from Ref. [100]. e Schematic view of the cross-section of a single, laterally infinite, slit-like narrow pore
as a part of a porous electrode. The pore width is L, V is the voltage with respect to the reference electrode
(in the ‘‘bulk’’ outside the pore), and d is the diameter of ions [101]
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order to analyze more deeply the coordination of the ions, we introduced a new

quantity, the degree of confinement [112]. It is defined as the percentage of the solid

angle around the ion, which is occupied by the carbon atoms [113], normalized by

the maximal value taken by this quantity (which would correspond to the

hypothetical case of an ion entrapped in a carbon sphere). We showed that the ions

experience various environments, which were labeled as edge, planar, hollow, and

pocket sites upon increase of the coordination of the molecular species by the

carbon atoms (Fig. 9c, d correspond to a pocket and a planar site, respectively). As a

consequence, the decoordination of the ions (and alternatively, their desolvation in

mixtures with acetonitrile) systematically increases with the degree of confinement.

These results were further confirmed in various simulation studies [114], but also in

a recent experimental work dedicated to aqueous electrolyte [115].

The formation of ionic arrangements where ions of the same sign are packed

together is intriguing at first sight. Indeed, ionic liquids are room-temperature

molten salts, and their bulk short-range structure is mainly characterized by the

formation of a first coordination shell of ions of opposite charge around a central

ion [116]. Additional medium-range effects arising from the presence of polar/non-

polar domains also play an important role on the physical properties [61, 117, 118],

but they do not break the Coulombic ordering effects. This means that the

intermolecular forces are deeply modified inside the nanopores. This effect was

explained by Kondrat and Kornyshev by the formation of image forces that

exponentially screen the electrostatic interactions inside the pores. They introduced

this effect into a mean-field theory [101] and into Monte Carlo simulations [119],

which lead them to the conclusion that the ionic liquid formed a ‘‘superionic state’’

when ions of the same sign are packed together inside electrified nanoporous

carbons, as illustrated on Fig. 9e. The model was further extended to include finite

electric field penetration into the pore walls to account for the fact that carbon

materials are generally not perfect metallic conductors, but the results remained

qualitatively similar [120].

3.2 Performances of ILs in Supercapacitors

3.2.1 Methodological Aspects

The physical property quantifying the performance of an electrode/electrolyte

couple for EDLC applications is the capacitance. However, one can define several

quantities:

– the single-electrodes differential capacitances,

C�
diff ¼

or�

oDW�
interface

; ð3Þ

where r� is the average surface charge of the electrode; the symbol ± is used

for quantities which can be measured or calculated for both the positive and

negative electrodes (for the specific case of the surface charge we have
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rþ ¼ �r�) and DW�
interface ¼ W� �Wbulk is the potential drop at the elec-

trode/electrolyte interface. In electrochemistry, the latter cannot be measured

since Wbulk is not known. However the use of a three electrode setup, where the

third electrode plays the role of the reference, overcomes this difficulty since it

allows measuring DW�
interface up to a constant. In computer simulations,

DW�
interface is easily determined in some specific case, e.g. when the two

electrodes are planar, then allowing to compute an electrostatic potential in the

direction perpendicular to the electrode using the Poisson equation [121].

– the full electrochemical cell differential capacitance,

Ccell
diff ¼

orþ

oDW
; ð4Þ

where DW is the applied (measured) potential between the electrodes

DW ¼ Wþ �W�.
– it is also possible to define an ‘‘integral’’ capacitance, given for the full

electrochemical cell by

Cint ¼
rþ

DW
: ð5Þ

The latter is more often used in applied studies since it is the one that will ultimately

quantify the energy density of the EDLC, but the differential capacitances give

much more information on the physico-chemical processes at play.

Although these quantities have a thermodynamic character and should therefore

take a single value for a given system, there are several methods for measuring the

capacitance, which may give different results [40]. Firstly, cyclic voltammetry (CV)

yields the electric current with respect to the applied potential; it is mostly used to

analyze the differential capacitances. Secondly, galvanostatic cycling (GC), which

consists in measuring the potential response to a fixed applied current, provides an

accurate measure of the cell integral capacitance. Finally, electrochemical

impedance spectroscopy (EIS) may provide a more detailed picture [123]. The

impedance is measured by applying low-amplitude alternative voltages of varying

frequencies to a steady-state potential, and measuring the output current. However,

in all these approaches, the measure is dynamical through the use of a potential scan

rate (in CV), of a fixed current (in GC) and of the frequency-dependence of the

applied alternative voltage (in EIS). The complex capacitance plane for a typical

ionic liquid at various steady-state potentials is shown on the left panel of Fig. 10.

For each method, the measured capacitances, therefore, vary with the experimental

conditions. This may lead to important effects, for example, when slow processes

are at play as was observed by Roling et al. in some RTILs [122, 124–126].

In molecular simulations, similar difficulties may arise. The typical timescale for

supercapacitor charging differs markedly from its experimental counterpart due to

the microscopic scale, which is used (in a typical simulation cell the two electrodes

are separated by a layer of liquid of width �10 nm). Therefore, it is expected that

the formation of the double-layer structure is fast enough to ensure that the
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capacitance is calculated unambiguously by simulating the system over a few

nanoseconds, but the high viscosity of ionic liquids leads to an increase of the

needed simulation time. In addition, some cases where collective processes are at

play may be very difficult to sample. For example, when an order/disorder transition

is observed it is necessary to involve enhanced sampling methods to evaluate the

capacitance correctly [79]. Inside carbide-derived carbon nanoporous carbon

electrodes, the diffusion of the ions may be slowed down by one order of

magnitude [127], making the equilibration of the system an issue from the

computational cost point of view. A final difficulty resides in the choice of the

simulation technique. Indeed, constant applied potential algorithms have been

proposed for molecular dynamics [128–131] and Monte Carlo [132–134] in order to

model realistic experimental conditions. However, such approaches are imple-

mented in a few codes only [135], and many simulations are performed at constant

charge instead, which does not correspond to electrochemical setups. Although a

few comparisons of the approaches were proposed [136], the extent of the error

which is made in simplified approaches is hard to appreciate. As a consequence in

the following simulations results from both constant potential and constant charge

setups will be discussed indifferently.

Finally, it is worth noting that the capacitances are generally normalized in order

to have comparable numbers, i.e. with the accessible surface of the electrode, its

mass or its volume. The former approach may be problematic since it is very

difficult to measure accurately the accessible surface in the range of pore sizes of

interest (typically average pore sizes below 2 nm), contrarily to mesopores, which

are much more easily characterized through gas adsorption experiments [137].

Surfacic capacitances should, therefore, be reported for planar electrodes only,

keeping the specific and volumetric capacitances for comparing the performances of

nanoporous carbon-based supercapacitors [6, 138]. In addition, the two latter

normalizations are more adapted to the benchmark of the materials since the mass

Fig. 10 Left complex capacitive plane plots for the interface between EMIM-FAP and a Au(111)
electrode in the potential range between 0.0 and 0.5 V versus a Pt reference electrode. Right potential
dependence of the differential capacitance, showing an hysteresis effect. Adapted with permission from
Ref. [122]. Copyright 2011 American Chemical Society
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and the volume are very important parameters that need to be minimized in the final

devices.

3.2.2 Interfacial Capacitances

Many experimental results have reported the existence of non-trivial shapes for the

differential capacitance versus potential drop (C–V) curves [139–142]. However,

Lockett et al. showed that many hysteresis effects occurred in these experi-

ments [143], an observation that was later confirmed by Drüschler et al. [124] (see

the right panel of Fig. 10). An important parameter is the structure of the electrode

surface, which is often far from the perfect flat surface assumed in the theory since

most of the experiments involve either polycrystalline metal surfaces or glassy

carbon electrodes [144]. An alternative is to use a liquid electrode, e.g. mercury.

This idea was extensively investigated by Costa et al. [145]. By systematically

changing the length of the alkyl chain of imidazolium cations, they concluded that

the longer chains displayed a preferential adsorption on the mercury surface [146].

Finally, they observed that mixing two ionic liquids (with the same cations), but

different anions lead to C–V plots, which were well-represented by a weighted

average of the results for the two pure liquids, indicating the absence of specific

effects [147]. Several studies also showed the existence of large peaks in the

capacitance, which would hardly be attributed to simple adsorption effects. They

were generally attributed to the ordering transitions mentioned above [83, 148]. In

conclusion, the huge variety of experimental results show that it is probably

impossible to cast all the experimental results using a few simple mechanisms since

many specific effects due to the ionic liquid/electrode interactions that are at play.

Here again, theoretical studies have, however, brought an important contribution

to the field. In particular, it is worth noting that most of these experimental works

were published after the seminal article of Kornyshev, who questioned the use of the

Gouy–Chapman–Stern model for ionic liquids [13]. In this work he first predicted

the existence of ‘‘bell-shapes’’ for the variation of the differential capacitance with

the applied voltage. These results were soon confirmed from molecular simulations

in which the ionic liquid was represented using a simplified generic

model [149, 150]. In a further extension of the model, Fedorov et al. also showed

that the particular structure of ionic liquids cations (i.e. charged heads and neutral

counterparts) lead to the formation of a ‘‘camel-shaped’’ C–V plot [151]. These

studies highlighted the existence of several regimes for the capacitance of planar

electrodes. Firstly, at low potentials, the layered structure adopted by the ionic

liquid for planar interfaces leads to an effect, which is called overscreen-

ing [51, 150, 152]. This effect arises from ionic correlations: the polarization of

the first layer is coupled to that of the next layers. The first adsorbed layer carries a

charge, which is more important than the electrode one and is therefore

counterbalanced in the subsequent layer. This phenomenon extends in the following

layers, until the bulk structure is recovered (i.e. up to several nm). This

overscreening effect is maximum for low voltage electrodes, and it disappears

when high charging regime are reached [149, 150]. As a result, only a fraction of

the adsorbed ions are effectively used in the electricity storage process. At large
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applied potentials, a totally different effect arises. Because of the finite-size of the

ions, the first adsorbed layer cannot accommodate enough counterions to balance

the electrode charge. This was, therefore, called the crowding regime [15, 51].

Finally, even if the experimental results are often more complex, these theoretical

works have allowed for a deep understanding of the impact of the double-layer on

the capacitance in ionic liquids.

Although studies involving planar electrodes provide many insight from the

fundamental point of view, the commercial EDLCs employ nanoporous carbons in

order to maximize the specific surface area. Following the IUPAC, nanopores

designate pores ranging from micropores (size \2 nm) to mesopores (from 2 to

50 nm). Until 10 years ago, micropores were believed to contribute only marginally

to the electricity storage because they did not allow (solvated) ions to adsorb for

steric reasons. However, Chmiola et al. showed that in organic solvent-based

electrolytes, on the contrary, there was an increase of the capacitance when using

microporous carbons with a very narrow pore size distribution [108], and in the

absence of mesopores. These results were quickly confirmed for aqueous

salts [153], leading to the conclusion that ions could desolvate in order to enter

into narrow pores. It is worth noting that the increase in the performance is observed

whatever the normalization used for the capacitance (i.e. surface, mass, or

volume) [138], which means that the storage mechanism strongly differs from the

case of mesoporous carbons. However, the applicability of this conclusion to the

case of RTILs was not straightforward, since the first coordination sphere of an ion

does not consist in neutral molecules, but rather of ions of opposite sign. Largeot

et al., therefore, studied the case of EMIM-TFSI inside microporous carbons of

various pore size distributions, and concluded that here again the capacitance was

maximal when the pore size is very close to the ion dimension [109], as illustrated

14

13

12

11

10

9

8

7

6
0.6 0.7 0.8 0.9 1.0 1.1

Pore size (nm)

N
or

m
al

iz
ed

 c
ap

ac
ita

nc
e 

(
F

/c
m

2 ) Fluorine
Carbon

Sulfur
Oxygen

Hydrogen
Nitrogen

EMI Cation

TFSI Anion

4.3 Å

7.6 Å

7.9 Å

2.9 Å

Fig. 11 ‘‘Anomalous’’ increase of the capacitance in nanoporous carbons with a EMIM-TFSI ionic liquid
electrolyte. Reproduced with permission from Ref. [109]. Copyright 2008 American Chemical Society
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on Fig. 11. The corresponding normalized integral capacitance was 13 lF cm�2 for

an average pore size of 0.7 nm, compared to a much lower value of 7 lF cm�2 for a

size of 1.1 nm. This increase in the capacitance is now well understood based on the

knowledge of the structure adopted by the liquid inside the pores, as discussed

above. The main features are: (1) the formation of a superionic state due to the

metallic screening of the electrostatic interaction [101] and (2) the absence of

layered structure due to the confinement of the liquid [100]. More specifically, the

latter observation leads to the absence of overscreening effects at low applied

potentials. A lot of efforts were also devoted to the study of the dependence of the

capacitance with the pore size, generally assuming a slit-like or a nanotube

geometry for the latter. These studies agreed with the presence of a maximum in the

capacitance for pore sizes corresponding to a monolayer of adsorbed ions [99], but

they also predicted the existence of further oscillations in the variations, with

several secondary maxima of the capacitance [102, 103, 106]. These maxima occur

when an optimal number of adsorbed layers are formed. The effect of electrode

curvature and/or roughness were also investigated (both for porous and non-porous

electrodes) [154, 155]. In general, the presence of such structural patterns in the

electrode, that lead to a breaking of the layered structure of the liquid, result in

marked increases of the interfacial capacitance [156, 157].

An important question is whether the use of ionic liquids lead to enhanced

capacitances compared to organic solvents. Although there are not many comparative

studies, a short answer is that it does not since the capacitance values are generally of

the same magnitude. In an attempt to solve this issue, we recently performed a

combined electrochemical/simulation study in which the electrolyte was switched

from a pure ionic liquid to its mixture with acetonitrile [127]. It showed that the

capacitance exhibited almost no variation, a result that we attributed to an increase in

the difficulty of separating ions of opposite charges when they are more concentrated,

i.e. in the absence of a solvent which screens the Coulombic interactions.

3.2.3 Redox-Active ILs

Although conventional RTILs do not show enhanced capacitances with respect to

organic solvents, it is also possible to take profit from their wide tunability to propose

new concepts. First steps were taken in that direction by Li et al., who studied dicationic

RTILs [158, 159] by electrochemistry experiments and molecular simulations. In their

electrolytes, the cations have a charge of?2 e, with the aim to accumulate more charge

on the surface of the electrodes. However, this approach was not very successful, since

no significant increase of the capacitance was observed. This is because the cations

roughly occupy a volume that is double of the single-charged ones, so that the charge

density is not enhanced. In addition, the corresponding liquids are very viscous, so that

the temperature needs to be increased (or some organic solvents has to be added [160])

to obtain correct performances in supercapacitor applications.

Another option consists in including redox-active species inside the RTIL [161].

This idea has already been explored in aqueous electrolytes-based EDLC, in which

using the iodide/iodine redox couple lead to significant enhancement of the
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performance of the device [162, 163]. The same couple was tested in a RTIL by

Tooming et al. by adding EMIM-I into EMIM-BF4, at a concentration of 5 wt%.

Although the physical properties were not drastically modified (i.e. the conductivity

dropped from 13.6 to 12.8 mS cm�1, while the melting point increased from 17 to

19.5 �C), a noticeable increase in specific capacitance was obtained [164]. In the

cyclic voltammetry, a clear Faradaic contribution appears on top of the conventional

capacitive current, resulting in a higher stored charge by approximately 50 %

(specific energy of 36.7 Wh kg�1 for the device).

Even better performances are obtained when the ionic liquids are specifically

designed. The most recent example is the use of biredox ionic liquids, which were

proposed by Mourad et al. [165]. They consist of perfluorosulfonate anion (PFS�)
and imidazolium cation that are respectively functionalized with anthraquinone

(AQ) and 2,2,6,6-tetramethylpiperidinyl-1-oxyl (TEMPO) moieties. When the

supercapacitor is charged with this liquid, the AQ-PFS� is adsorbed at the negative

electrode and is reduced as AQ�-PFS�, or further to AQ2�-PFS�. Concurrently,
MIMþ-TEMPO is adsorbed at the positive electrode and oxidized as MIMþ-
TEMPOþ [22]. As shown on Fig. 12, the use of this redox-active electrolyte leads

to a doubling of the capacitance compared to pure BMIM-TFSI [22], which clearly

opens new perspective for capacitive energy storage. The interplay between the

adsorption of the ions inside the porous carbons and the kinetics of electron transfer

remains to be fully understood, so that applying the same simulation and in situ

spectroscopy methodology [6] as for conventional RTIL would be very useful for

elucidating the charging mechanism in biredox ionic liquids.

4 Conclusions and Perspectives

Ionic liquids have widely been investigated as potential electrolytes for superca-

pacitors. Despite this intense activity, it is still not clear whether they will be able to

replace conventional organic electrolytes such as acetonitrile or propylene carbonate

Fig. 12 a Structure of a biredox ionic liquid made by functionalizing perfluorosulfonate anion (PFS�)
and imidazolium cation respectively with anthraquinone (AQ) and 2,2,6,6-tetramethylpiperidinyl-1-oxyl

(TEMPO) moieties. b Cyclic voltammetry at 5 mV s�1 with 0.5 mol L�1 biredox IL dissolved in BMIM-
TFSI (solid line) and pure BMIM-TFSI (dashed line), respectively, and electrodes made with an activated
carbon. Adapted with permission from Ref. [22]
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in commercial devices. This is mainly due to their bulk properties. On the one hand,

they show enhanced stability at high temperature, with very high boiling point,

which ensures a better safety. They also have a very wide electrochemical window,

which is very important since the energy density is proportional to the square of the

operating voltage (and the power density is proportional to it as well). On the other

hand, they have relatively high melting point, which prevents their use at extremely

low temperature conditions (but this problem may be overcome by using mixtures

of ionic liquids). Finally, and most importantly, their electrical conductivity and the

individual diffusion coefficients of the ions are lower than in organic electrolytes by

at least one order of magnitude (correspondingly, the viscosity is much higher). This

is highly detrimental for the power density of the devices, since it may cancel one of

the advantages of supercapacitors over batteries.

Concerning the interfacial properties, we now have a much better knowledge of

the structure of ionic liquids adsorbed on metallic electrodes than 10 years ago [13].

The combination of many experimental, theoretical, and simulation techniques

showed that RTILs adopt a layered structure at planar surfaces. Inside these layers,

ordered or disordered structures have been observed, which may impact some

properties such as the differential capacitance. Surface defects, such as the presence

of curvature or roughness, may partially break this layering, resulting in a more

efficient charging of the double-layer upon application of a voltage. But the best

performances are obtained when using nanoporous carbons. Because of the strong

screening of the electrostatic interactions by the electrically conducting walls, a

‘‘superionic’’ state forms in which it is possible to pack together ions of the same

sign. However, the largest concentration of ions inside RTILs compared to

conventional electrolytes does not lead to noticeable increase in the capacitance

because the ions are more difficult to separate.

As a consequence, the most promising perspectives for ionic liquids to be used in

supercapacitors are (1) mixing them with organic solvents in order to obtain the best

compromise for all the bulk and interfacial properties and (2) taking profit from

their structural versatility to functionalize them in order to introduce specific

interactions with the surface or redox properties. In this light, the recent synthesis of

biredox ionic liquids appears as a very promising lead to improve the energy density

of electric-double layer capacitors.
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39. Firaha DS, Hollóczki O, Kirchner B (2015) Angew Chem Int Ed 54:7805

40. Conway BE (1999) Electrochemical supercapacitors: scientific fundamentals and technological

applications. Kluwer, Dordrecht

41. Tokuda H, Hayamizu K, Ishii K, Susan MABH, Watanabe M (2004) J Phys Chem B 108:16593

42. Krynicki K, Green CD, Sawyer DW (1978) Faraday Discuss 66:199

43. Kashyap HK, Annapuredy HVR, Raineri FO, Margulis CJ (2011) J Phys Chem B 115:13212

44. Salanne M, Simon C, Groult H, Lantelme F, Goto T, Barhoun A (2009) J Fluorine Chem 130:61

45. Levesque M, Sarou-Kanian V, Salanne M, Gobet M, Groult H, Bessada C, Rollet AL (2013) J

Chem Phys 138:184503

46. Zhou ZB, Takeda M, Ue M (2004) J Fluorine Chem 125:471

47. Every H, Bishop AG, Forsyth M, MacFarlane DR (2000) Electrochim Acta 45:1279

48. Le Bideau J, Viau L, Vioux A (2011) Chem Soc Rev 40:907

49. Brachet M, Brousse T, Le Bideau J (2014) ECS Electrochem Lett 3:A112
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54. Atkin R, Borisenko N, Drüschler M, Zein El Abedin S, Endres F, Hayes R, Huber B, Roling B

(2011) Phys Chem Chem Phys 13:6849

55. Perkin S, Albrecht T, Klein J (2010) Phys Chem Chem Phys 12(6):1243

123

Top Curr Chem (Z) (2017) 375:63

Reprinted from the journal50

http://dx.doi.org/10.1038/nmat4808
http://dx.doi.org/10.1021/acs.chemrev.6b00528
http://dx.doi.org/10.1021/acs.chemrev.6b00528


56. Perkin S, Crowhurst L, Niedermeyer H, Welton T, Smith AM, Gosvami NN (2011) Chem Commun

47:6572

57. Perkin S (2012) Phys Chem Chem Phys 14:5052

58. Smith AM, Lovelock KRJ, Gosvami NN, Licence P, Dolan A, Welton T, Perkin S (2013) J Phys

Chem Lett 4:378
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Abstract Electrode materials as well as the electrolytes play a decisive role in bat-
teries determining their performance, safety, and lifetime. In the last two decades, 
different types of batteries have evolved. A lot of work has been done on lithium 
ion batteries due to their technical importance in consumer electronics, however, the 
development of post-lithium systems has become a focus in recent years. This chap-
ter gives an overview of various battery materials, primarily focusing on develop-
ment of electrode materials in ionic liquids via electrochemical route and using ionic 
liquids as battery electrolyte components.

Keywords Ionic liquids · Battery · Electrode materials · Electrodeposition

1 Introduction

Portable devices, such as laptops, mobile phones, mp3 players etc., as well as elec-
tric vehicles need batteries as an energy source. Due to recent developments, the 
demand for energy has increased and therefore batteries with higher energy and 
power density are needed. Therefore, in the last two decades, a lot of research has 
been done on the development of a new generation of batteries, especially with high 
energy storage and fast charging capability.
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Over the years, different types of batteries have been developed with the first com-
mercialization of a portable rechargeable battery in 1991 by Sony [1]. A commercial 
lithium ion battery (LIB) usually consists of a graphite anode, a  LixCoO2 cathode, 
and an organic electrolyte. Lithium intercalation and deintercalation processes take 
place during charging and discharging of the battery according to Eqs. (1) and (2).

During charging of the battery, Li intercalates into graphite, forming  LiC6, and 
deintercalates during the discharge process. The opposite reaction takes place at the 
other electrode, wherein Li deintercalates during the charging, forming a sub-stoi-
chiometric  Li1−xCoO2, whereas during discharging of the battery it forms  LiCoO2. 
The total storage capacity for a graphite anode was found to be 372 mAh g−1. In 
order to improve the storage capacity and cell voltage, different cathode and anode 
materials have been developed. Recently, silicon has been identified as a promising 
material with a theoretical capacity of  4200  mAh  g−1. However, issues related to 
silicon volume changes, low conductivity, and material disintegration hamper bat-
tery performance [2–4]. Spinel-based cathodes, such as Li(M2)O4, have also been 
developed and modified in order to improve the storage capacity and the solid-state 
diffusion of  Li+ ions [5]. Finally, the electrolyte itself plays a pivotal role for the 
battery performance. In present commercial batteries, organic electrolytes are used. 
The main disadvantage of these electrolytes is their high flammability that compro-
mises the safety of the battery. Therefore, non-inflammable ionic liquids (IL) have 
attracted a great research interest as promising battery electrolytes [6–8]. Intercala-
tion/deintercalation or alloying/dealloying processes have been used for developing 
of various metal-ion (Na-ion, K-ion, and Ca-ion) batteries [9–12]. Na is more abun-
dant than lithium, therefore currently a lot of research is focused on the develop-
ment of Na-ion batteries, which might significantly reduce the battery costs. How-
ever, finding a suitable anode and cathode materials for Na-ion batteries is still at its 
infancy.

Metal–air batteries exhibit higher energy densities in comparison to metal–ion 
batteries [13]. In a metal–air battery, a metal electrode (e.g., Li, Zn or Al) serves as 
the anode, while the cathode is a porous electrode where the oxygen reduction reac-
tion (ORR) takes place. Both aqueous and non-aqueous electrolytes have been used 
for metal–air batteries. However, various drawbacks in metal–air battery chemistry 
need to be overcome prior to commercialization. Therefore, a lot of fundamental 
research has been started to improve the battery performance and to evaluate the 
electrode–electrolyte interface. For example, one of the major issues in Li–air and 
Zn–air batteries is the formation of dendritic metal during battery cycling that leads 
to battery damage [14]. Strategies into developing a dendrite-free metal deposition 
at high current densities are ongoing. Similarly, at the cathode, for the ORR reac-
tion to be efficient, a formation of a triple phase boundary is important. Further-
more, novel catalysts without the need of noble metals have to be developed in order 
to reduce the overall battery costs. Other major issues are electrolytes. As aqueous 
electrolytes can dry out, non-volatile electrolytes are of interest. Therefore, ionic 

(1)xLiC6 = xLi+ + xe
− + xC6

(2)Li1−xCoO2 + xLi+ + xe
− = LiCoO2
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liquids and ionic liquid–water mixtures have become quite interesting as promis-
ing electrolytes for metal–air batteries [15]. However, metal–air batteries are still far 
away from widespread commercialization.

From the above brief introduction, it is evident that current battery technology 
still needs a lot of improvement to match the current high energy demand. There-
fore, the synthesis of new electrode materials with high storage capacity and appro-
priate safe electrolytes becomes essential for the development of future batteries 
with high energy storage capacity and fast charging capability.

In this chapter, we will give an overview on electrode materials that have been 
synthesized electrochemically from ionic liquids and that have been applied as bat-
tery electrodes with ionic liquid-based electrolytes. An overview of various bat-
tery systems of Li-ion, Na-ion, Li–air, Zn-based and Al-based batteries will be dis-
cussed. The importance of the electrode–electrolyte interface with respect to battery 
performance will also be briefly mentioned.

2  Electrode Materials for Li‑Ion Batteries

Lithium-ion batteries (LIB) are practically used in every  portable devices. The 
major impediments for using lithium-ion batteries for large-scale storage systems 
are the low storage capacity, relatively low long-term stability, and safety. Therefore, 
it becomes essential to find new materials or to modify existing materials in order 
to increase the storage capacity and to improve the long-term stability. Also, the 
development of a safe electrolyte is a primary issue to avoid a thermal runaway of 
such batteries. In this sub-section, we will give insight into the latest developments 
in battery materials that have been electrochemically synthesized in ionic liquids for 
Li-ion battery; furthermore, we will address safety issues.

Currently, carbonaceous materials are used as lithium-ion battery anodes [16]. 
Silicon, germanium, tin, aluminum, etc., have shown to be good alternative anode 
materials with a higher storage capacity compared to carbonaceous materials 
[17–20]. For example, the alloying of silicon and tin with Li leads to the formation 
of  Li22Si5 and  Li22Sn5, which gives a theoretical capacity of 4200 and 990 mAh g−1, 
respectively. This is considerably better than graphite electrodes that can store only 
372 mAh g−1. However, silicon electrodes undergo about 300% volume expansion 
during lithiation/delithiation processes leading to capacity fading during cycling that 
limits their practical use. One approach to limit capacity fading is to reduce the par-
ticle size of electrode materials to the nanometer scale, which has shown to improve 
battery performance [21, 22]. However, the existence of side reactions and difficul-
ties in maintaining interparticle contact reduce the battery performance [23]. Other 
approaches, such as encapsulating the nanoparticles in different carbon matrices or 
developing core–shell structures, have shown to improve the battery significantly 
[24–27]. Ma et al. [28] found that silicon nanoparticles encapsulated with ionic liq-
uid-based carbon precursors lead to a stable battery performance. They showed that 
the choice of the ionic liquid is important as the carbon source, which leads to a 
tight integration of silicon and carbon, thereby cushioning the volume change dur-
ing lithiation/delithiation processes. Galvanostatic charge–discharge cycling shows a 
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good reversible capacity retention of 1380 mAh g−1 at a charge rate of 200 mA g−1. 
Nevertheless, comparatively little has been studied with electrodeposited silicon as 
battery anodes for LIB. In 2004, the possibility of the electrodeposition of silicon in 
ionic liquids was reported [29]. Silicon was electrodeposited at room temperature 
on highly oriented pyrolytic graphite (HOPG) from 1-butyl-1-methlylpyrrolidin-
ium bis(trifluoromethylsulfonyl)amide  ([Py1,4]TFSA) containing 1 M SiCl4 [29]. In 
2010, Schmuck et al. [30] showed that Si electrodeposited from  [Py1,4]TFSA con-
taining  SiCl4 can be used as an anode material for LIB with both organic electrolyte 
and an ionic liquid-based electrolytes containing a lithium salt. Although the bat-
tery performance was not very good due to an inhomogeneous and thin Si deposit, 
the possibility of using electrodeposited silicon as battery electrode material was 
demonstrated. Recently, Vlaic et al. [31] showed that a thick layer of silicon can be 
deposited electrochemically on copper from 1 M  SiCl4 in  [Py1,4]TFSA and then used 
for LIB. The authors compared the LIB performance of the electrodeposited Si with 
two different electrolytes of 1  M  LiPF6 in ethylene carbonate/dimethyl carbonate 
and 1 M lithium bis(trifluoromethylsulfonyl)amide (LiTFSA) in  [Py1,4]TFSA. In the 
organic electrolyte, a specific capacity of 1200 mAh g−1 could be achieved at 0.1 C 
(400 mA g−1), which decreased to 1000 mAh g−1 at 0.2 C (800 mA g−1). However, 
comparatively lower values of 630 and 460 mAh g−1 were reached with the ionic 
liquid electrolyte at 0.1 C and 0.2 C, respectively, which the authors claimed was 
due to some hindrance during the lithiation process [31].

Similar to silicon, germanium undergoes a large volume change during lithiation/
delithiation processes. Germanium has a theoretical capacity of 1600 mAh g−1 for 
the formation of  Li22Ge5. Moreover, the diffusivity of lithium at room temperature in 
Ge is 400 times faster compared to silicon [32], which makes Ge an attractive anode 
material. Recently, the development of nanotubes and three-dimensional ordered 
macroporous (3DOM) structures by electrodeposition from ionic liquids has shown 
to be a simple process for developing electrode materials [33, 34]. Both of these 
structures have shown to be beneficial due to their bicontinous network, easier trans-
portation of electrolyte inside of the porous structure, and short diffusion lengths that 
results in improved battery performance and cycling behavior. The electrodeposited 
macroporous Ge was tested as an anode material for LIB with an organic electrolyte 
of 1.1 M LiPF6 in ethylene carbonate-diethyl carbonate. Compared to electrodepos-
ited Ge film, the 3DOM structure retained a capacity of 844 mAh g−1 for 50 cycles 
at a rate of 0.2 C [35]. On increasing the C-rate, it was shown that the reversible 
capacity for the 3DOM structure was about 30% greater than electrodeposited thin 
film of Ge. Furthermore, the authors showed that after 50 charge–discharge cycles, 
cracks developed for the electrodeposited Ge film. In comparison, although sig-
nificant changes in the 3DOM structure were observed, no crack formation was 
seen [35]. The same group showed the use of template-assisted electrodeposited 
Ge nanotubes as anode for LIB [36]. Compared to 3DOM structure, Ge nanotubes 
showed a capacity of more than 1025 mAh g−1 for 50 cycles at 0.2 C. Furthermore, 
Ge nanotubes were shown to be very stable between 50th and 250th cycle with a 
capacity loss of only 0.01%. The electrodeposited Ge nanotubes synthesized using 
ionic liquids showed much better performance compared to Ge nanotubes developed 
using Kirkendall effect, which is a high-temperature process [36]. Furthermore, it 
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was shown that Ge nanotubes retain a higher capacity at relatively high charge rates 
of 2 C compared to Ge nanowires grown using vapor–liquid–solid (VLS) technique. 
At 2 C rate, a capacity of  844  mAh  g−1 could be achieved for the electrodepos-
ited Ge nanotubes, whereas only 600 mAh g−1 was achieved for Ge nanowires. This 
could be due to better electrode–electrolyte contact and higher surface area of the 
Ge nanotubes. In 2015, Hao  et  al. [37] electrodeposited Ge nanotubes on carbon 
nanotubes from 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)amide 
([EMIm]TFSA) to form a Ge nanotube-carbon composite. It was shown that at over 
100 cycles, a capacity of 810 mAh g−1 at 0.2 C is achieved for Ge nanotube-car-
bon composite, which is less than the capacity obtained for electrodeposited 3DOM 
and Ge nanotube structures. The reversible capacity was also shown to fade with 
increase in cycle number. This indicates that the electrodeposited Ge nanotube on 
carbon nanotube did not form a stable composite, which might have led to a capacity 
loss.

Recently, ionic liquids have attracted great interest as possible electrolytes instead 
of organic solvents for LIB. Compared to organic solvents, ionic liquids are much 
safer electrolytes due to their low vapor pressure and non-inflammability. Further-
more, ionic liquids possess wide electrochemical windows and relatively high ther-
mal stability, which make them promising solvent media for LIB. Atomic force 
microscopy (AFM) has been used to study the interface of electrodeposited Ge dur-
ing the lithiation/delithiation process in an ionic liquid-based electrolyte [38]. First, 
a thin layer of Ge was electrodeposited at a constant potential of − 1.9 V for 30 min 
on Cu from  [Py1,4]TFSA containing 0.25 M GeCl4. After the electrodeposition, the 
remaining ionic liquid in the cell was removed and the electrodeposited Ge was 
cleaned with the pure IL inside of the glove box. Subsequently, Li deposition and 
stripping cycles were performed in 0.5  M  LiTFSA-[Py1,4]TFSA on the deposited 
Ge. It was found that during the lithiation process, a layer known as solid electrolyte 
interphase (SEI) forms on the electrodeposited Ge [38]. The morphology and the 
composition of this SEI layer was studied in detail using AFM, scanning electron 
microscopy (SEM) and X-ray photoelectron spectroscopy (XPS) at various cut-off 
potentials during Li intercalation/deintercalation cycles. Figure  1 shows 3D  AFM 
images and force–distance curves of the electrodeposited Ge before and after 
cycling in 0.5  M  LiTFSA-[Py1,4]TFSA. The 3D  morphology of the electrodepos-
ited Ge reveals the formation of Ge clusters (Fig. 1a). Force–distance measurements 
show a direct contact as expected when the cantilever touches the surface of the 
electrodeposited Ge. However, after one charge–discharge cycle, the morphology of 
the surface changes significantly, as an SEI layer forms on the surface of the elec-
trodeposited Ge (Fig. 1b). As the AFM tip moves towards the surface, a broad layer 
is obtained at 149 nm and a force of 381 nN is needed to rupture this layer. Further-
more, from the force–distance measurements, the formation of the SEI layer with 
a multi-layered structure is evident, as seen by a linear increase followed by a pla-
teau region in Fig. 1b. Thus, after the first lithiation/delithiation cycle, the SEI layer 
has a porous structure, which suggests that the SEI layer was not stable in the first 
cycle. After ten lithiation/delithiation cycles, a relatively stable SEI layer is obtained 
(Fig. 1c). The thickness of the layer does not change significantly during subsequent 
scanning. After ten cycles, an SEI layer of about 151 nm in thickness is obtained, 
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however the force required to rupture the layer increases to 445 nN, as some change 
in the composition of the SEI layer might take place during charge–discharge cycles 
leading to the formation of a stable SEI layer [38]. XPS measurements indicate that 
during lithiation,  GexLi is formed, whereas during delithiation, a dealloying takes 
place. Besides, the formation of  Li2CO3, LiOH,  Li2O2,  Li2S is observed, which are 
products of the SEI layer. Infrared spectroscopy has shown changes in the lithium 
coordination in the ionic liquid during the lithiation and delithiation processes, 
which was related to the decomposition of the ionic liquid for the formation of a 
stable SEI layer [38].

Various ionic liquid-based electrolytes, such as mixtures of ionic liquids and 
ionic liquid-organic solvent mixtures, were evaluated as potential LIB electrolytes 
[39, 40]. It was found that 1-butyl-1-methylpyrrolidinium bis(fluorosulfonyl)amide 
 ([Py1,4]FSA) containing 1 M LiTFSA is a better solvent media for LIB compared to 
1 M LiTFSA-[Py1,4]TFSA with electrodeposited Ge as anode host material, as an 
almost two times higher charge–discharge capacity was found when LiTFSA-[Py1,4]
FSA was used [39]. This is due to a lower viscosity of  [Py1,4]FSA, which might have 
improved the diffusion of  Li+ ions. Moreover, Raman spectroscopy revealed that the 
Li ion coordination is different in  [Py1,4]TFSA and  [Py1,4]FSA. After charge–dis-
charge cycles, it was observed that there is a decomposition in LiTFSA-[Py1,4]TFSA, 
whereas LiTFSA-[Py1,4]FSA was found to be more stable due to the formation of a 
stable SEI layer [39]. Kerner et al. [41] reported that ionic liquid electrolytes con-
taining two anions are promising for high-temperature LIB up to 100 °C. However, 
from spectroscopic investigation, the authors concluded that the lithium coordina-
tion in the mixture of ionic liquids is quite complicated. These studies show that the 
mixture of ionic liquids containing two anions are more promising electrolytes for 
LIB compared to ionic liquids containing a single anion.

As ionic liquids containing lithium salts are viscous and have lower conductivi-
ties compared to lithium salts in organic solvents, mixtures of ionic liquid-organic 
solvents might be beneficial for improving the battery performance as well as for 

Fig. 1  3D AFM images of the electrodeposited Ge and force–distance curves a before cycling, b after 
one charge–discharge cycle, and c after ten  charge–discharge cycles in 0.5  M  LiTFSA-[Py1,4]TFSA. 
Reproduced from Lahiri et  al., Phys. Chem. Chem. Phys., 2016 [38] with permission from the PCCP 
Owner Societies
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battery safety. Studies using such mixtures have been performed on various elec-
trodes, but contradictory results have been obtained for battery performance [8, 
42–44]. The influence of the addition of polar organic solvents to 1 M LiFSA-[Py1,4]
FSA was recently investigated on electrodeposited Ge [40]. It was found that using 
high polar organic solvents (acetonitrile) with ionic liquids resulted in better battery 
performance at low C-rates. Also, the conductivity of the electrolyte was found to 
be high due to the change in the cation–anion interaction of the ionic liquid [40]. 
On using less polar organic solvents (dimethyl carbonate), the battery performance 
decreased significantly. However, at higher C-rates, the ionic liquid containing 
lithium salt outperformed the ionic liquid-organic solvent mixtures. AFM and XPS 
studies revealed that the change in the battery performance is related to the differ-
ence in the structure of the SEI layer formed on the electrodeposited Ge in the pres-
ence and absence of organic solvents. Furthermore, XPS showed that on using mix-
tures of ionic liquid-organic solvent, after 50 charge–discharge cycles, some lithium 
was still alloyed with Ge, leading to a lower capacity with increase in cycle number 
[40].

Sn and  SnO2 have also been reported as promising candidates for the LIB anode 
[45]. During lithiation of  SnO2  anode,  first a reduction step occurs  forming Sn 
and  Li2O, followed by alloying of Li with Sn forming  LixSn. However, alloying of 
Li with Sn also leads to a volume increase, which results in a decrease in capac-
ity with charge–discharge cycles. To overcome volume changes, Sn/SnO2-carbon-
based composites have been developed using various techniques [45]. Ionic liquids 
have also been applied as a source for developing such composites.  SnO2-graphene 
composites were formed by ultrasonication in choline chloride/ethylene glycol ionic 
liquid-like electrolytes [46]. Using this composite, a stable battery performance was 
achieved giving a specific capacity of 535 mAh g−1 at 100 mA g−1 for 50 cycles, 
which was much higher compared to bare  SnO2. The role of graphene was to buffer 
the volume expansion during the lithiation process thereby improving capacity and 
stability of the electrode.

Sn and Sn nanowires and composites were electrodeposited from ionic liquids 
as potential electrode materials for LIB. It was observed that the tin morphology 
changed significantly on changing the anion of the ionic liquid. On using 1-butyl-
1-methlylpyrrolidinium trifluoromethylsulfonate  ([Py1,4]TfO), agglomerated Sn 
deposits were obtained, whereas on using 1-butyl-1-methlylpyrrolidinium dicyana-
mide  ([Py1,4]DCA), dendritic Sn was obtained [47]. As dendritic growth is disad-
vantageous for any battery electrode, it is important to choose a suitable ionic liq-
uid for metal deposition. Template-assisted electrodeposition of Sn nanowires was 
achieved using  [Py1,4]DCA ionic liquid [48]. Hsu  et  al. [49] compared the elec-
trodeposited Sn from ionic liquids and aqueous solution as electrodes for LIB. The 
authors reported that electrodeposition from ionic liquids led to an increased depo-
sition current efficiency and suppressed the corrosion of the Cu current collector. 
Also, the Sn deposit morphology could be altered simply by changing the deposition 
potential. On battery testing, it was found that Sn deposited from ionic liquids led 
to a much better performance compared to Sn deposited from aqueous solutions. 
The electrodeposited Sn nanospheres gave a reversible capacity of  980  mAh  g−1 
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at 100 mA g−1. Furthermore, a capacity of 588 mAh g−1 could be achieved at quite a 
high current density of 15 A g−1.

Other potential anodes for LIB are Sn-based composites nanostructures, which 
can be electrochemically synthesized from ionic liquids. Recently  GexSn1−x was 
electrodeposited at room temperature in both  [Py1,4]TFSA and  [Py1,4]TfO contain-
ing  GeCl4 and  SnCl2 as precursors [50]. It was found that the anion of the ionic 
liquid influences the morphology of the electrodeposits. In the case of  [Py1,4]TFSA, 
 GexSn1−x deposits consist of nanoparticles with a size of less than 100 nm, whereas 
clustered deposits were obtained in  [Py1,4]TfO. Furthermore, in  [Py1,4]TFSA the 
solubility of  SnCl2 was quite low, which led to the formation of a Ge-rich  GexSn1−x. 
In  [Py1,4]TfO the composition of  GexSn1−x could be varied by changing the con-
centration of  SnCl2 in the electrolyte [50]. Zn–Sn alloys was also  electrodepos-
ited in  [Py1,4]TfO containing 0.05 M zinc trifluoromethylsulfonate (Zn(TfO)2) and 
0.05 M tin trifluoromethylsulfonate (Sn(TfO)2) as precursors [51]. It was found that 
the composition and the morphology of the deposits are strongly dependent on the 
deposition potential, and by changing the deposition potential, alloys with differ-
ent ratios of Zn and Sn was achieved. Furthermore, Zn–Sn nanowires with different 
diameters was synthesized electrochemically in  [Py1,4]TfO containing Zn(TfO)2 and 
Sn(TfO)2 using a template-assisted electrodeposition technique [51].

Aluminum is an attractive anode material for LIB with a theoretical capacity 
of 2234 mAh g−1 for the formation of  Al4Li9 and 790 mAh g−1 for the formation of 
LiAl [45]. However, like for other materials, volume expansion during lithiation is 
inevitable. Recently, Al nanostructures have shown to be perspective anodic materi-
als for LIB, which can be synthesized electrochemically in ionic liquids using tem-
plate-assisted electrodeposition technique. In 2011, macroporous Al electrodes were 
made by template-assisted electrodeposition from 1-ethyl-3-methylimidazolium 
chloride ([EMIm]Cl) containing  AlCl3 (40:60 mol%) [52]. Polystyrene (PS) spheres, 
self-assembled on copper sheets, were used as a template for the electrodeposition. 
After Al deposition, the remaining [EMIm]Cl-AlCl3 was removed by subsequent 
washing in  [Py1,4]TFSA. An Al macroporous structure was obtained by chemical 
dissolution of the PS template in tetrahydrofuran (THF) (Fig. 2a). The macroporous 
Al was cycled in 0.5 M LiTFSA-[Py1,4]TFSA, from which alloying and dealloying 
processes were observed. It was found that the macroporous structure remains intact 
after one cyclic voltammetric (CV) cycle (Fig. 2b). However, after ten CV cycles, 

Fig. 2  SEM images of the macroporous Al a before cycling, b after 1 voltammetric cycle, and c after 
ten voltammetric cycles in 0.5  M  LiTFSA-[Py1,4]TFSA. Reproduced from Gasparotto et  al., J. Power 
Sources, 2011 [52] with permission from Elsevier
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the macroporous structure does not retain its pores and some agglomeration takes 
place (Fig. 2c).

In 2012, it was reported that free-standing Al nanowires can be synthesized from 
EMImCl/AlCl3 (40:60 mol%) through a template-assisted deposition technique [53]. 
For this purpose, track-etched nanoporous polycarbonate membranes were used as 
templates for the electrodeposition. In order to develop free-standing nanowires, 
Al was electrodeposited on the Au sputtered side of the porous polymer template, 
wherein initially nanowires were formed, after which a thick supporting Al layer 
was formed. Then the membrane was dissolved in dichloromethane to obtain free-
standing nanowires. It was found that the deposition time of Al is crucial in order 
to form a stable supporting layer, which keeps the Al nanowires free-standing. A 
deposition time of 40  min was found to be optimum to synthesize nanowires of 
15  µm in length. It was shown that different mechanically stable nanowire archi-
tectures, such as free-standing nanowires, vertically aligned tree-shaped arrays, and 
bunched nanowire films, could be made using template-assisted electrodeposition 
technique by controlling the deposition parameters [53]. Electrodeposited free-
standing Al nanowires were used as anode for LIB. On cycling the Al nanowires in 
0.5 M LiTFSA-[Py1,4]TFSA, clear alloying and dealloying peaks were observed in 
the CV cycles [54]. After ten and 50 deposition/stripping cycles, the microstructure 
of the nanowires were intact, which indicates that the electrodeposited nanowires 
are very stable (Fig. 3). A charge capacity of 791 mAh g−1 was achieved at 1 C rate 
for the first cycle, which then decreased to 677 mAh g−1 after the 4th cycle. These 
results clearly show the possible use of electrochemically synthesized Al nanowires 
as LIB anode.

3  Electrode Materials for Na‑Ion Batteries

Na is more abundant compared to lithium and therefore the overall cost of Na-ion 
batteries (NIB) might be cheaper than commercial Li-ion batteries. It has been 
estimated that, compared to commercial LIB, Na-ion batteries are about 10% less 
expensive [55]. However, Na ions do not intercalate well in graphite, which is used 
as the anode for LIB. Unlike graphite, hard carbon was found to be a useful anode 
for NIB. Other potential high-capacity anodes include different elements, such as 

Fig. 3  SEM images of Al nanowires a before cycling, b after ten voltammetric cycle, and c after 50 vol-
tammetric cycles in 0.5 M LiTFSA-[Py1,4]TFSA. Reproduced from Zein El Abedin et al., Aust. J. Chem., 
2012 [54] with permission from CSIRO Publishing
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Ge, Sn, Sb, In, P, etc., and their compounds [55–58]. Currently, many of these ele-
ments and compounds have been synthesized using various techniques including the 
electrodeposition in ionic liquids. However, most of these electrodeposited materials 
have not yet been tested as NIB electrodes.

Germanium has a theoretical capacity of  369  mAh  g−1 for the formation of 
NaGe. At present, electrodeposition of Ge with different nanostructures (thin films, 
nanowires, nanotubes, and 3DOM structure) has been shown from four different 
ionic liquids, namely 1-butyl-3-methylimidazolium hexafluorophosphate  ([BMIm]
PF6), 1-butyl-1-methylpyrrolidinium dicyanamide  ([Py1,4]DCA),  [Py1,4]TFSA and 
[EMIm]TFSA [59]. For NIB, Ge thin films synthesized by magnetron sputtering and 
by electron beam heating techniques showed a capacity drop to zero after 30 cycles 
at very low C-rates of  0.1  C [60, 61]. In comparison, Ge electrodeposited from 
 [Py1,4]TFSA on Cu showed a stable capacity of 140 mAh g−1 at 1.5 C after 50 cycles 
[62]. This indicates that materials synthesized by electrodeposition might have much 
better properties compared to materials synthesized using other techniques.

Sb and Sn possess a higher capacity for Na storage with theoretical values 
of 660 and 847 mAh g−1 for the formation of  Na3Sb and  Na15Sn4, respectively [55]. 
Electrodeposition of Sn and Sn-based composites has been shown in ionic liquids 
[57–61]. Sb has mainly been synthesized using vacuum techniques [55]. However, 
aqueous solutions were employed as electrolytes for the electrodeposition of Sb 
and Sb-based composites [63, 64]. Nam  et  al. [63] reported that electrodeposited 
three-dimensional porous Sb/Cu2Sb structures exhibit outstanding cycling stability 
and excellent rate capability. Sb/Cu2Sb electrodes show a capacity of 485 mAh g−1 
at 0.1 C rate for 120 cycles in propylene carbonate (PC) containing 1 M NaClO4 and 
0.5 vol% of fluoroethylene carbonate (FEC). Sb nanorod array anodes were synthe-
sized from aqueous electrolytes via a template-assisted electrodeposition technique 
[64]. On cycling at a current density of 0.2 A g−1 in a mixture of ethylene carbon-
ate (EC) and PC (1:1  vol%) containing 1  M  NaClO4 and 5  vol% FEC, capacities 
of 612.7 and 521 mAh g−1 were found after 100 cycles and 250 cycles, respectively, 
which the authors explained was superior to other Sb nanostructures and Sb/C-based 
composites.  Zn4Sb3 electrodeposited from aqueous electrolyte shows a capacity 
of 450 mAh g−1 in the first cycle and retains about 90% of the capacity after 250 
cycles at 0.2 C rate in PC containing 1 M NaClO4 and 5 vol% FEC [65].

In comparison to electrodeposition from aqueous solutions, Ge modified by 
electroless deposition of Sb from  [Py1,4]TFSA containing 0.1  M  SbCl3 could be 
cycled at  2  C rate in  [Py1,4]FSA containing 1  M  sodium bis(fluorosulfonyl)amide 
(NaFSA) [62]. A capacity of 290 mAh g−1 was observed initially, which dropped to 
225 mAh g−1 after 50 cycles. Interestingly, SEM, XPS and Auger electron spectros-
copy (AES) reveal the formation of a twin SEI layer: a thick organic outer SEI layer 
with a cauliflower-like structure (Fig. 4a), and a comparatively thin inorganic SEI 
layer consisting of NaF, sodium sulphide and sulphate (Fig. 4b) [62].

Ionic liquid electrolytes have been used in NIB with Na anode and various cath-
odes. Recently, NIB of Na/Na0.44MnO2 cells with  [Py1,4]TFSA containing different 
sodium salts (1 M NaClO4, 1 M NaBF4, 1 M NaTFSA, 1 M NaPF6) was tested [66]. 
Among the different solutes,  NaClO4 was found to exhibit a much better charge/
discharge performance due to the formation of SEI layer with a low charge transfer 
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resistance on both Na and  Na0.44MnO2 electrodes. The capacity at  25 and 50  °C 
was found to be between 100 and 115 mAh g−1 (at 0.05 C) for all the electrolytes. 
At 50 °C, a capacity retention of 80% was found at 0.3 C rate after 100 cycles for 
1  M  NaClO4-[Py1,4]TFSA, which was the highest among all tested electrolytes. 
Rechargeable Na/NaFePO4 cells were tested with NaTFSA-[Py1,4]TFSA containing 
various concentrations of NaTFSA [67]. It was showed that the NaTFSA concen-
tration greatly affects the electrochemical performance of the  NaFePO4 electrode. 
On increasing NaTFSA concentration, the cycling stability improves, however the 
cell capacity decreases. A concentration of 0.5 M NaTFSA was found to be an opti-
mum for the Na/NaFePO4 cell; a capacity of  56  mAh  g−1 was achieved on using 
0.5 M NaTFSA in the IL, which decreased on increasing the concentration of Na 
ions. The decrease in capacity was attributed to the reduced electrolyte conductivity. 
At 50 °C, the storage capacity doubled to 125 mAh g−1 using 0.5 M NaTFSA in the 
IL [67].

The stability of Na was tested in 1-butyl-3-methylimidazolium 
bis(trifluoromethylsulfonyl)amide ([BMIm]TFSA) and 1-butyl-3-methylimidazo-
lium bis(fluorosulfonyl)amide ([BMIm]FSA) over time to evaluate its reactions and 
formation of a SEI layer [68]. It was obtained that Na metal reacts with [BMIm]
TFSA and a visible change is observed after 4 weeks. However, no changes were 
found on using [BMIm]FSA. Electrochemical impedance spectra (EIS) indicated 
the formation of a resistive film for [BMIm]TFSA, whereas a protective layer was 
obtained over the Na metal in the case of [BMIm]FSA. However, the EIS spectra 
did not show much change in the presence of Na ions in the ILs, due to immediate 
formation of a  Na+ containing surface film. XPS measurements revealed that the 
chemical composition of the surface film formed in TFSA and FSA ILs was not very 
different. However, the authors claimed that the stability of the film formed with 
FSA IL was much better compared to TFSA IL.

Fig. 4  a SEM image of Sb modified Ge after the first sodiation process recorded at a beam energy of 
5  kV. b  AES spectra of the regions marked in the SEM image. Reproduced from Lahiri et  al., Phys. 
Chem. Chem. Phys., 2016 [62] with permission from the PCCP Owner Societies
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4  Li–Air and Zn–Air Batteries with Ionic Liquid Electrolyte

Metal–air batteries are, in principle, attractive due to a high capacity in the sev-
eral kWh kg−1 regime. In the metal–air battery system, the metal is oxidized at the 
anode releasing electrons, which then drives the reduction of oxygen at the cathode. 
Although a high energy density can be achieved, there are number of fundamental 
issues, which need to be overcome if these battery systems shall ever be commer-
cialized. For example, in the case of the anode, dendritic metal deposits occur dur-
ing cycling. Also, during the oxidation of the metal,  Li2O2 and  Li2O are formed at 
the porous cathode in the case of Li blocking the pores and impeding the oxygen 
reduction reaction (ORR). Furthermore, the stability of the metal in the electrolyte 
is also an issue for long-term operating of the battery. In this section, we will present 
the latest developments in the Li–air and Zn–air batteries with ionic liquids as sol-
vent media.

4.1  Li–Air Batteries

Metallic lithium along has a theoretical capacity of 3860 mAh g−1. During the dis-
charge process, lithium is oxidized to  Li2O2 according to reactions shown below 
[69]. However, lithium superoxide  (LiO2) can also form, which undergoes a dispro-
portionation reaction to form  Li2O2.

Kuboki et al. [70] showed for the first time the use of ionic liquids in a lithium–air 
cell in 2005. Four different hydrophobic ionic liquids, namely 1-ethyl-3-methylimi-
dazolium bis(pentafluoroethyl)amide ([EMIm]BETA), [EMIm]TFSA, 1-methyl-
3-octylimidazolium bis(trifluoromethylsulfonyl)amide ([OMIm]TFSA) and  [BMIm]
PF6, were tested as electrolytes and compared with organic electrolytes like EC/PC. 
Porous carbon electrodes were used as cathodes. Using the organic electrolyte, at a 
discharge rate of 0.1 mA cm−2 in air, a capacity of 2430 mAh g−1 was achieved. It 
was found that at lower discharge rates, there is the evaporation of the PC electro-
lyte and formation of LiOH at the anode that leads to a lower capacity. The stabil-
ity of lithium was tested in various ionic liquids. It was found that lithium is most 
stable in  [BMIm]PF6 and the stability of lithium decreases in the order [EMIm]
TFSA < [EMIm]BETA < [OMIm]TFSA. The Li–air cell showed a discharge capac-
ity of 640 mAh g−1 at a discharge rate of 0.01 mA cm−2 with [OMIm]TFSA and 
considerably improved to 1790 and 5360  mAh  g−1 on using [EMIm]BETA and 
[EMIm]TFSA electrolytes, respectively. Furthermore, the authors showed that the 

Li+ + O2 + e
−
→ LiO2

2LiO2 → Li2O2 + O2

LiO2 + Li+ + e
− = Li2O2

Li2O2 + 2Li+ + 2e− = 2Li2O
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batteries ran 56 days in air and the humidity and long discharge time did not signifi-
cantly affect the discharge behavior [70].

Mizuno  et  al. [71] used N-methyl-N-propylpiperidinium 
bis(trifluoromethylsulfonyl)amide  ([PP13]TFSA) as an electrolyte for Li-O2 bat-
tery. It was found that the employed electrolyte is stable in the presence of lithium 
metal as well as against  O2 radicals. However, a reversible capacity of less than 
150 mAh g−1 was achieved with a carbon electrode containing  MnO2 as catalyst. 
Moreover, only 60% of the initial capacity could be retained after 40 cycles at 60 °C. 
In a later study, Nakamoto et al. [72] compared four different ionic liquids, namely 
 [PP13]TFSA, N-methoxyethyl-N-methylpiperidinium  bis(trifluoromethylsulfonyl)
amide  ([PP1201]TFSA), N,N-diethyl-N-methyl-N-(2-methoxyethyl)ammonium 
bis(trifluoromethylsulfonyl)amide ([DEME]TFSA) and  [Py1,4]TFSA, with the same 
anion and different cations for  O2 radical stability. Among the ionic liquids,  [PP1201]
TFSA showed the lowest stability, whereas other ILs showed a high oxygen radi-
cal stability. From NMR studies the authors claimed that the rate limiting step was 
the generation of  LiOx compounds. Furthermore, the battery performance improved 
using [DEME]TFSA electrolyte as the rate of formation of  LiOx compounds was the 
highest.

In 2013, Soavi  et  al. [73] studied the performance of a lithium-oxygen battery 
with a catalyst-free porous carbon cathode in LiTFSA-[BMP]TFSA (1:9  molar 
ratio). Interestingly, the authors observed a reduced recharge potential of 
3.4 V vs. Li/Li+, which might be useful in avoiding secondary reactions. Further-
more, a capacity of 2500 mAh g−1 was achieved at 60 °C and on continuous cycling 
to a discharge limit of 200  mAh  g−1 led to a stable cycling with an efficiency of 
about 80%. In comparison, Garsuch et al. [74] observed very poor cell performance 
with a  MnO2-based carbon cathode and 10% LiTFSA-[Py1,4]TFSA electrolyte. A 
capacity of only 60 mAh g−1 was found with 58% efficiency. LiTFSA-[Py1,4]TFSA 
was tested for a Li–air battery system with a catalyst-free carbonaceous electrode 
[75]. It was observed that the discharge and charge voltages corresponding to the 
formation and dissolution of  Li2O2 differed only by 0.6 V. From SEM and TEM, it 
was found that  Li2O2 nanoparticles of about 200 nm in size were formed after fully 
discharging, returning back to the initial state upon charging that might have led 
to a low cell polarization. A capacity of 4500 mAh g−1 was achieved with respect 
to carbon loading. However, XPS results showed the presence of some remaining 
 Li2O2 even after charging suggesting that some side reactions occurred during the 
charge–discharge processes.

Recently, Das et al. [76] re-evaluated various ionic liquids by changing the anion 
and cation of the ILs for use as electrolytes in a Li-O2 battery. Differential electro-
chemical mass spectrometry (DEMS) was used to measure the gas output during the 
discharge and charge processes. They showed that the TFSA anion was much more 
stable than the FSA anion. Furthermore,  [Py1,4]TFSA and  [Py1,3]TFSA showed a 
better rechargeability below 4.2 V than  [Py1,4]FSA and  [PP13]TFSA. Moreover, ILs 
with imidazolium and quaternary ammonium cations were less stable for battery 
applications. From XRD, it was found that the discharge products  (Li2O2 and LiF) 
were formed in all the IL-based electrolytes except for those with the FSA ion. Fur-
thermore, it was observed that on charging/discharging of the cell, the amount of the 
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electrochemical degradation reactions increases. Finally, the authors concluded that 
although  [Py1,4]TFSA is the best candidate among the seven ionic liquids tested for 
Li-O2 battery, a suitable electrolyte is far from reality and more fundamental work in 
developing new types of ILs is necessary [76].

Another important aspect of a Li–air battery is the formation of dendrite-free 
lithium and a stable SEI layer during the charging/discharging processes. It has been 
suggested that during lithium deposition, cracks are formed when the deposition 
process is not uniform. As the lithium ion diffusion through these cracks is easy, 
it results in the growth of dendritic lithium [61]. Aurbach et al. [77] indicated that 
lithium metal is thermodynamically unstable in organic solvents. Various strategies 
have been developed to overcome the formation of dendritic lithium and to form 
a stable SEI layer. In 2004, Howlett  et  al. [78] reported that lithium deposition at 
current densities of 1.75 mA cm−2 in  [Py1,4]TFSA does not lead to the formation 
of dendrites. Also, an average cycling efficiency of > 99% could be achieved at a 
current density of 1.0 mA cm−2. In a later study, the SEI layer formed during the 
lithium deposition was characterized [79]. IR and Raman spectroscopy revealed that 
the bulk of the electrolyte remains unchanged, whereas the surface species of the 
lithium changes significantly. Furthermore, a clear indication of TFSA decomposi-
tion on lithium was obtained. XPS showed that the decomposed products (such as 
 Li2CO3, LiOH and  Li2O2) can be found on the lithium surface.

From a fundamental point of view, the electrodeposition of lithium was studied 
on Au(111) using cyclic voltammetry (CV) and in situ scanning tunneling micros-
copy (STM) from  [Py1,4]TFSA containing 0.5 M LiTFSA [80]. In situ STM revealed 
that the underpotential deposition (UPD) of lithium begins at electrode potentials 
of more than 1  V positive to the potential for the bulk deposition and follows a 
layer-by-layer growth mechanism with the formation of at least two monolayers. 
The sequence of the in situ STM images of the lithium UPD process on Au(111) in 
 [Py1,4]TFSA containing 0.5 M LiTFSA is presented in Fig. 5. At OCP (− 0.2 V vs. 
Pt) a defect rich surface pattern typical for the Au(111) structure in the pure  [Py1,4]
TFSA is obtained (Fig. 5a). The defects are one monolayer deep and the step heights 
between the terraces is 250 ± 30 pm. At − 0.8 V vs. Pt the holes on the Au(111) 
surface start to disappear and a monolayer growth of lithium is observed (Fig. 5b). 
If the electrode potential is decreased to − 0.9 V, the gold surface is completely cov-
ered by the first lithium monolayer and a growth of a second layer (islands indicated 
by arrows) occurs (Fig.  5c). With time the islands grow and merge laterally until 
an almost complete second monolayer of lithium is formed (Fig. 5d). After about 
20  min, the complete second monolayer is clearly seen on the surface (Fig.  5e). 
These results suggest that UPD processes of lithium in ionic liquids are different 
compared to organic electrolytes.

In 2011, Stark  et  al. [81] reported that dendritic-free lithium can be elec-
trodeposited from two ionic liquids, [EMIm]Cl-AlCl3 and trimethylbutylammo-
nium bis(trifluoromethylsulfonyl)amide  ([N1114]TFSA), containing both LiTFSA 
and NaTFSA. It was found that Na ions in the electrolyte were essential to form 
a dendrite-free lithium, which also improved the coulombic efficiency. Vinylene 
carbonate (VC) was added to  [N1114]TFSA to form a stable SEI layer. Sano et  al. 
[82] applied [EMIm]FSA and  [PP13]TFSA with and without VC to study the lithium 
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deposition/stripping processes on nickel electrodes using in situ optical microscopy. 
It was found that a non-uniform dendritic deposit of lithium forms in [EMIm]FSA 
both with and without VC. However, in the case of  [PP13]TFSA, dendritic particles 
were obtained in  [PP13]TFSA without VC, whereas a uniform dendrite-free lithium 
deposit was found in  [PP13]TFSA containing VC. It was suggested that a uniform 
film consisting of decomposed VC is formed on the surface in the case of  [PP13]
TFSA, which suppresses the dendritic growth of lithium. In a different study with 
 [Py1,4]FSA containing LiFSA, Bhatt  et  al. [83] did not find the formation of den-
dritic lithium after cycling. The lithium electrode was cycled in the FSA containing 
IL for 800 cycles with various current densities of 0.1, 10, and 100 mA cm−2. From 
EIS measurements, the authors found that at low current densities there is a pitting 
corrosion, which is filled up during subsequent cycling. However, at higher current 
densities, the pits are not filled. In spite of this pitting corrosion, after cycling, SEM 
did not show any evidence for the formation of dendrites.

Lithium containing solvate ionic liquids of [Li(L)n][X] with ligands 
L = 1,2-dimethoxyethane (G1, monoglyme) or 1-methoxy-2-(2-methoxyethyl)ether 
(G2, diglyme) and different anions (X = Br, I or TFSA) have been tested as elec-
trolytes for lithium electrodeposition [84]. The formation of an SEI during electro-
deposition of lithium was studied by electrochemical quartz crystal microbalance 
(EQCM) and Auger electron spectroscopy. It was found that a solvate ionic liquid 
with the TFSA anion is a well suited electrolyte for Li–air batteries. In comparison 

Fig. 5  In situ STM images of the Au(111) surface in 0.5  M  LiTFSA-[Py1,4]TFSA at a −  0.2  V, b 
− 0.8 V and c, d − 0.9 V vs. Pt. Resolution of the images is 300 nm × 300 nm. Insets show zoom in (150 
nm × 150 nm) area of the corresponding images. Adapted from Gasparotto et al., Phys. Chem. Chem. 
Phys., 2009 [80] with permission from the PCCP Owner Societies
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to the TFSA anion, halide anions resulted in a lower coulombic efficiency for lith-
ium deposition/stripping due to the formation of an unstable SEI layer as well as 
a dendritic lithium deposit. Furthermore, copper, platinum, and titanium working 
electrodes were tested for the lithium deposition/stripping. It was found that copper 
and platinum give the best efficiencies.

Grande et al. [85] studied lithium deposition/stripping from  [Py1,4]TFSA and  [Py1,4]
FSA and their mixtures containing LiTFSA on both lithium and nickel substrates. In 
comparison to many other reports, it was observed that dendritic lithium was formed 
on nickel during deposition in  [Py1,4]TFSA, whereas on using  [Py1,4]FSA, no den-
drites were obtained, which indicated that SEI layer formation is crucial and different 
on various substrates. By measuring the interfacial resistance at different temperatures 
of 20, 40, and 60 °C, it was found that the mixtures of ionic liquid with a higher FSA 
content (7:3  molar ratios of  FSA:TFSA) gave a quicker and more stable interfacial 
resistance at 20 and 40  °C. Finally, with the mixed ionic liquid no dendrites were 
formed on the nickel substrate after deposition at 0.1 mA cm−2 for 10 h. However, 
the lithium deposits on nickel were not uniform. Therefore, an alternative efficiency 
estimation method was applied. A symmetrical cell was made of two 50-μm-thick Li 
electrodes (~ 10.32 mAh cm−2 each) and, prior to cycling, 90% of the Li was stripped 
from one or two electrodes, so that only 1 mAh cm−2 remained on the nickel current 
collector [85]. The modified nickel electrode was then cycled in the mixture of FSA/
TFSA electrolyte. On deposition/stripping on this modified electrode, interestingly, 
fiber-like lithium deposits were achieved. Furthermore, no dendrites were seen, which, 
as the authors claimed, was due to the formation of a stable SEI layer.

4.2  Zn–Air Batteries

Like Li–air batteries, Zn is also a potential and safe anode for use in metal–air bat-
teries. Compared to Li, the energy density of Zn is about ten times lower, giving a 
value of 1300 Wh kg−1. However, as Zn is easier to handle and it is more or less 
abundant, it has a lot of potential as an energy storage device. Aqueous electrolytes 
such as KOH have been predominantly used for Zn–air batteries. The anodic and 
cathodic reactions in aqueous electrolyte are shown below [86].

Anode: Zn + 4OH−
→ Zn(OH)2−

4
+ 2e− 

Zn(OH)2−
4

→ ZnO + H2O + 2OH−.

Cathode: O2 + 2H2O + 4e− → 4OH−.

Overall: 2Zn + O2 = 2ZnO.

However, there are certain critical issues using aqueous electrolytes, such as elec-
trode corrosion, electrolyte drying out, formation of dendritic zinc, and air cathode 
flooding. Therefore, a lot of interest is being generated for using non-aqueous elec-
trolytes, especially ionic liquids.

In 2012, Simons et al. [87] studied the zinc electrodeposition/dissolution process 
in 1-ethyl-3-methylimidazolium dicyanamide ([EMIm]DCA) ionic liquid with dif-
ferent Zn salts (Zn(DCA)2, Zn(SO4),  ZnCl2 and zinc acetate) in the presence and 
absence of water in the IL. It was observed that the deposition potential of Zn varies 
considerably depending on the Zn salt and the lowest reduction potential was found 
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on using Zn(DCA)2, whereas a reduction potential of − 2.4 V vs. Fc/Fc+ was needed 
to reduce Zn from Zn acetate. Furthermore, with a higher concentration of water 
(3 wt%), a uniform Zn deposition was achieved with Zn(DCA)2, whereas with lower 
water concentration, a porous structure was observed.

Xu et al. [88] studied the Zn/Zn(II) redox reactions in four ionic liquids having 
different cation and anion species ([EMIm]TFSA,  [Py1,4]TFSA, 1-butyl-1-meth-
ylpyrrolidinium dicyanamide  ([Py1,4]DCA) and 1-methyl-1-pentylpyrrolidinium 
bis(trifluoromethylsulfonyl)amide  ([Py1,5]TFSA)). It was found that the kinetic 
behavior of the Zn species is controlled by the anion of the IL. Among the various 
ILs tested, a small overpotential for the Zn redox process was obtained on using 
[EMIm]DCA. It was proposed that in ILs with TFSA, a single-step two-electron 
transfer process occurs according to the equation below.

However, in the case of ILs with DCA, it was suggested that the reaction takes 
place in two steps with one-electron transfer in each step as shown below [88].

Electrodeposition of zinc was also investigated from zinc triflate (Zn(TfO)2) in 
 [Py1,4]TfO and [EMIm]TfO and from ILs-water mixtures at various temperatures 
[89]. The morphology of the obtained Zn deposits was different in the two ionic 
liquids. Dense, uniform, and well-adhering silvery zinc was electrodeposited from 
[EMIm]TfO, whereas on using  [Py1,4]TfO, less adhering and dark grey zinc deposits 
were obtained on gold. Furthermore, both temperature and water have a significant 
effect on the deposition process and the morphology of Zn electrodeposits. XRD 
reveals that in the pure ILs both Zn and Zn–Au alloys were observed, while in the 
presence of water only Zn was formed. In situ STM was applied to a detail study of 
Zn electrodeposition on Au(111) at room temperature from [EMIm]TfO containing 
0.2  M  Zn(TfO)2 [90]. It was found that the structure of the Au(111)/[EMIm]TfO 
interface is very complex and the addition of Zn(TfO)2 changes the interfacial struc-
ture significantly. Thus, at the OCP (+ 0.8 V vs. Zn), the Au(111) surface was very 
rough in the pure [EMIm]TfO, while in the presence of Zn(TfO)2, a typical terraces-
like Au(111) surface was probed. In situ STM images in Fig. 6 represent an under-
potential deposition of Zn on Au(111) in [EMIm]TfO containing 0.2 M Zn(TfO)2. 
The first monoatomically high Zn islands appears on Au(111) at +  0.3  V  vs.  Zn 
(Fig. 6a). These islands then slowly grow until a thin UPD layer is obtained at 0.0 V 
(Fig. 6b, c). Upon further reducing the electrode potential, a bulk deposition of Zn 
occurs. Furthermore, in situ STM revealed that the deposition of Zn is accompanied 
by the formation of Zn–Au alloys [90].

As the zinc speciation governs the deposition/stripping processes, the solvation 
of zinc ions in  [Py1,4]TfO and [EMIm]TfO in the presence and absence of water and 
the interaction of [EMIm]TfO with water were evaluated using infrared and Raman 
spectroscopy [91]. It was found that in the presence of water the bulk interaction net-
works between [EMIm] cations and TfO anions are interrupted by association with 

Zn2+ + 2e− = Zn

Zn(DCA)(x−2)−
x

+ e
− = Zn(DCA)(x−1)−

x

Zn(DCA)(x−1)−
x

+ e
− = Zn + x(DCA)−
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water molecules and the structure is changed from ionic-liquid-like to water-like 
solutions by increasing the water content. Raman spectroscopy showed that in pure 
[EMIm]TfO, Zn coordinates with TfO anions with an average coordination number 
of 3.8, indicating the formation of [Zn(TfO)4]2− and [Zn(TfO)3]− complexes. How-
ever, on addition of water, the coordination number changes, as water interacts pref-
erentially with the zinc ions leading to the formation of aqueous zinc species. In the 
case of  [Py1,4]TfO, the average coordination number was 4.5 indicating the presence 
of a mixture of [Zn(TfO)4]2− and [Zn(TfO)5]3− complexes.

In 2015, the Zn deposition/stripping processes were investigated in  [Py1,4]TfO 
containing 0.2  M  Zn(TfO)2 on a modified zinc/polystyrene composite electrode 
[92]. A brass substrate covered by polystyrene (PS) spheres was used to produce 
a zinc composite electrode. First, the PS spheres (600  nm) were self-assembled 
to form a hexagonal closed-packed structure on the brass substrate. Zn was then 
electrochemically deposited on PS/brass to get a macroporous zinc structure. The 
obtained structure was further used as a working electrode to study the Zn depo-
sition/stripping processes in  [Py1,4]TfO containing 0.2  M  Zn(TfO)2. The revers-
ibility of the zinc macroporous electrode was investigated by galvanostatic deposi-
tion/stripping and potentiostatic deposition/stripping cycles. For this purpose, after 
cycling, the working electrode was rinsed in isopropanol and THF to remove the 
electrolyte and the PS spheres, respectively. The morphology of the resulted 3DOM 
Zn deposit was subsequently analyzed by SEM. It was observed that the 3DOM 
structure retains its integrity after ten deposition/stripping cycles over 6 h between 
− 1.6 and + 0.4 V vs. Zn. The coulombic efficiency was found to be between 60 and 
80%. A slightly modified 3DOM structure was obtained on cycling for over 50 h at 
a current of ± 100 µA. However, at certain sites, the 3DOM structure changed into 
less ordered zinc nanoparticles [92]. Figure 7 shows SEM images of the macropo-
rous zinc structure before cycling and after 100 potentiostatic zinc deposition/strip-
ping cycles in  [Py1,4]TfO containing 0.2 M Zn(TfO)2 at room temperature. The dep-
osition/stripping cycles were performed by applying a constant reduction potential 
of − 1.6 V vs. Zn for 15 min, immediately followed by an oxidation potential of 
+ 0.4 V for 15 min. As can be seen in Fig. 7b, after 100 cycles, a dendritic growth 

Fig. 6  In situ STM images of the Au(111) surface in 0.2  M  Zn(TfO)2-[EMIm]TfO at a  +  0.3  V, 
b + 0.1 V and c 0.0 V vs. Zn. Resolution of the images is 400 nm × 400 nm. Reproduced from Liu et al., 
J. Solid State Electrochem., 2014  [90] with permission from Springer Nature
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of Zn does not occur and the macroporous structure prevails. These results suggest 
that macroporous zinc can be used as an anode material in rechargeable zinc-based 
batteries.

In situ AFM has also been used to study the electrodeposition of Zn on Pt in 
[BMIm]TfO containing Zn(TfO)2 [93]. The measurements revealed that initially 
hexagonal Zn islands appear on the surface. With time, these islands grow and 
merge forming Zn domains with co-aligned platelets, which by further growing lead 
to the formation of a dense thick zinc film.

The electrodeposition of Zn was investigated on gold in 1-ethyl-3-methylimi-
dazolium acetate ([EMIm]OAc) containing various concentrations of Zn acetate 
(Zn(OAc)2) at 100 °C [94]. It was found that a minimum concentration of 4 M is 
required to obtain bulk zinc deposition, probably due to the presence of reduc-
ible species in solution. Raman spectroscopy revealed that the speciation of Zn 
changes with concentration. At lower concentration of 0.2–2 M, [Zn(OAc)6]4− and 
[Zn(OAc)5]3− complexes are present in the solution. On increasing the concentration 
to 4 M, a mixture of both Zn(OAc)2 and Zn(OAc)+ complexes are formed. XRD pat-
terns indicate the formation of Zn and Zn–Au alloys.

Quaternary alkoxy-ammonium bis(trifluoromethylsulfonyl)amide ionic liquids 
were used as electrolytes for zinc cycling [95]. It was shown that these ionic liq-
uids are well suited for Zn deposition/stripping. Furthermore, it was found that the 
addition of water reduces the activation barrier required to deposit Zn and assists in 
stable charge/discharge cycling. With an optimum water concentration of 2.5 wt%, 
the authors showed a stable cycling of Zn for 750  cycles at a current density 
of 0.1 mA cm−2.

Similar to the Li–air battery, the formation of dendrite-free zinc is another impor-
tant aspect of Zn–air batteries. Although the formation of dendritic zinc is usually 
limited in ionic liquids, needle-shaped and dendrite structures of zinc have been 
observed [93]. Liu et al. [96, 97] demonstrated two different approaches to avoid the 
formation of dendritic zinc and to obtain a stable Zn cycling. In the first approach, 
nickel triflate (Ni(TfO)2) was used as an additive in [EMIm]TfO containing 
0.1 M Zn(TfO)2. A thin film of a Zn–Ni alloy formed on the surface together with 

Fig. 7  SEM images of the macroporous Zn a before cycling and b after 100 deposition/stripping cycles 
at constant potentials of − 1.6 V/ + 0.4 V vs. Zn in  [Py1,4]TfO containing 0.2 M Zn(TfO)2 at room tem-
perature
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the formation of a stable SEI layer, which affect the zinc nucleation and growth. 
It was shown using in  situ AFM that the addition of 0.015 M Ni(TfO)2 alters the 
interfacial structure significantly leading to the formation of a dendrite-free Zn 
deposit with a nanocrystalline structure [96]. In the second approach, two Zn precur-
sors (ZnO and Zn(TfO)2) were dissolved in a protic ionic liquid 1-ethylimidazolium 
trifluoromethylsulfonate ([EIm]TfO) [97]. From Raman and NMR spectroscopy, 
a deprotonation reaction was shown and the formation of cationic ([Zn(EIm)2]2+) 
and anionic ([Zn(TfO)4]2−) species was demonstrated when both ZnO and Zn(TfO)2 
were added to the IL. It was suggested that a synergetic effect of both cationic and 
anionic complexes prevents the dendritic growth of Zn. Compact, homogeneous 
and dendrite-free Zn deposits were obtained in [EIm]TfO containing both precur-
sors, while dendritic Zn deposits were formed in [EIm]TfO containing either ZnO 
or Zn(TfO)2.

Besides the Zn anode, the air cathode is another important issue in Zn–air bat-
tery, where a four-electron transfer process takes place. The three-phase boundary 
between the liquid electrolyte, air and the solid catalyst needs to ensure an efficient 
reduction process. In non-aqueous electrolytes, the oxygen reduction reaction (ORR) 
and oxygen evolution reaction (OER) are complicated. In 2014, Kar et al. [69] sum-
marized the various experimental results for ORR/OER processes in ionic liquids. In 
ILs, the first step for the ORR process is the formation of superoxide (O2

·−) according 
to the following equation:

In the case of protic ILs, the superoxide then reacts with the protons via a proto-
nation reaction to form perhydroxyl radicals (HO2

·), which is then reduced to peroxi-
date  (HO2

−), finally forming hydrogen peroxide as shown by the equations below.

The formation of peroxide to water is dependent on the metal catalyst used. Pt has 
been shown to be the best catalyst for the reduction process of  H2O2 to water accord-
ing to the equation below.

However, in the case of aprotic ionic liquids, things become more complicated. 
Switzer et al. [98] showed the possibility of a four-electron transfer process using 
an aprotic ionic liquid (1-butyl-2,3-dimethylimidazolium trifluoromethanesulfonate) 
mixed with protic species. Pozo-Gonzalo  et  al. [99] found that ionic liquids with 
phosphonium ions mixed with protic species act as good electrolytes for ORR reac-
tions. Using such ionic liquids with different anions, the authors showed that the 
superoxide is stable and does not undergo a disproportionation reaction, thereby 
promoting further reduction steps to take place. However, in the case of the air cath-
ode, studies with IL electrolytes are still at its infancy especially for aprotic ILs. The 

O2 + e
−
→ O⋅−

2
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2
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2
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kinetics of the ORR and OER reactions are slow compared to aqueous systems and 
radical modifications in the ILs might be required for commercial applications.

5  Al–Air, Al–Ion and Al–S Batteries

Aluminum is the third most abundant element in the earth’s crust. Among other 
metals, it has the highest volumetric capacity of 8040 mAh cm−3 [100]. A recent 
overview by Elia et al. [100] summarizes the various Al batteries and discusses the 
use of various electrolytes.

5.1  Al‑Ion Battery

Over the last three decades, various ionic liquids have been developed for Al elec-
trodeposition at room temperature. Among them, the most common is  AlCl3 in 
[EMIm]Cl and  [Py1,4]Cl (chloroaluminate ILs). Depending on the IL:AlCl3 ratio, 
the electrolyte is either basic or acidic. When the ratio of  AlCl3:[EMIm]Cl is less 
than 1, there is a coexistence of  AlCl4− and  Cl−, making the electrolyte basic. On 
increasing the ratio above 1, there is a formation of  Al2Cl7− and larger complexes 
making the electrolyte acidic [101]. It was shown that the deposition of Al from 
 [Py1,4]Cl leads to the formation of nanocrystalline Al and the Al morphology and 
grain size can be altered by using a mixture of  [Py1,4]Cl and [EMIm]Cl with  AlCl3 
[102]. It was observed that below 70:30 vol% of  [Py1,4]Cl:[EMIm]Cl, a microcrys-
talline Al is obtained and above this ratio, a nanocrystalline Al is deposited indicat-
ing that the cation plays an important role on Al crystal size.

In 2011, Jayaprakash et al. [103] used the [EMIm]Cl:AlCl3 mixture as electrolyte 
for an Al–ion battery with a  V2O5 nanowires cathode and an Al metal anode. The 
open circuit voltage of the battery was found to be 1.8 V. On cycling in the potential 
window between 0.02 and 2.5 V, the authors found cathodic and anodic processes, 
which were attributed to the insertion and deinsertion of  Al3+ ions. On passing a 
constant current of 125 mA g−1, a capacity of 305 mAh g−1 was achieved, which 
decreased to 273 mAh g−1 after 20 cycles. Although, this is much lower than the 
theoretical capacity for  V2O5, which was found to be 442 mAh g−1, the cell showed 
a promising first step for the development of Al-ion batteries. In 2013, Reed and 
Menke [104] studied an electrochemical cell based on [EMIm]Cl:AlCl3,  V2O5 cath-
ode and Al anode. The electrochemical behavior of the cells was found to be inde-
pendent of the  V2O5 and dependent entirely on the stainless-steel current collector. It 
was shown that the charge/discharge of the cell was from the stainless-steel collector 
leading to the formation of  FeCl2 and  CrCl2. Wang et al. [105] analyzed the  V2O5 
nanowire cathode system with the same ionic liquid electrolyte on a nickel foam 
current collector. It was found that the charge/discharge process is due to the  Al3+ 
insertion and deinsertion process with an initial discharge capacity of 239 mAh g−1. 
The possibility of using  VO2 as cathode with an Al anode was shown in [106]. Dur-
ing the discharge process, the following reactions occur at the anode and cathode.
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Anode: xAl = xAl3+ + 3xe−.

Cathode: VO2 + xAl3+ + 3xe− = Al
x
VO2.

Using [EMIm]Cl:AlCl3 as electrolyte, an initial capacity of 165  mAh  g−1 was 
achieved, which decreased to 116  mAh  g−1 after 100  cycles, thus showing good 
progress in development of Al–ion batteries. In 2015, Lin  et  al. [107] showed an 
Al–ion battery using an Al anode and a three-dimensional graphite foam cathode with 
[EMIm]Cl:AlCl3. The setup was based on the first Al-ion battery system shown by 
Gifford and Palmisano in 1988 [108] using  AlCl3: 1,2-dimethyl-3-propylimidazolium 
chloride. With the ionic liquid electrolyte, Lin et al. [107] found that the Al/graphite 
cell shows a good stability with a high coulombic efficiency of > 98% at high cur-
rent densities of 66 mA g−1. A capacity of 70 mAh g−1 could be achieved. The bat-
tery was also tested at quite high current densities of 4–5 A g−1 for 7500 charge/dis-
charge cycles, which gave a discharge capacity of 60 mAh g−1. This meant that the 3D 
graphite cathode was a suitable electrode for withstanding such high current densities 
and could accommodate the insertion and deinsertion of  Al3+. These results show that 
chloroaluminate ionic liquids are in principle suitable electrolytes for Al-ion batteries. 
However, the main disadvantages of these electrolytes are their low electrochemical 
window and corrosive nature. Therefore, the development of a new generation of Al 
containing electrolytes might be beneficial for industrial applications.

In 2006, it was reported that Al can be electrodeposited in  [Py1,4]TFSA, [EMIm]
TFSA and trihexyl-tetradecyl-phosphonium bis(trifluoromethylsulfonyl)amide 
 ([Py14,6,6,6]TFSA) containing  AlCl3 [109]. Depending on the ratio of  AlCl3:IL, 
a biphasic liquid was formed and Al was electrodeposited only from the upper 
phase. Interestingly, it was found that the cation of the IL significantly influences the 
deposit morphology. Microcrystalline Al could be deposited from [EMIm]TFSA, 
whereas nanocrystalline Al was formed from  [Py1,4]TFSA. Compared to chloride 
and other halide ILs, the TFSA ionic liquids showed a large electrochemical win-
dow, which is advantageous for an Al battery system.

Wang et al. [110] used  AlCl3:[BMIm]TfO as electrolyte for an Al-ion battery and 
tested it with a  V2O5 nanowire cathode. It was shown that the concentration of  AlCl3 
in [BMIm]TfO influences the cyclability and storage capacity and the best discharge 
capacity is obtained with 0.5 M AlCl3 in the IL. Compared to the chloride ILs, the 
capacity was found to be low and an initial capacity of 87 mAh g−1 was recorded, 
which decreased to 40 mAh g−1 after 20 cycles. Besides the use of vanadium pen-
taoxide cathodes, other cathodes such as fluorinated graphite [111],  Mo6S8 [112] and 
 Ni2S2/graphene composite [113] have also been considered with ionic liquid as elec-
trolytes. Fluorinated graphite was cycled in  AlCl3:[BMIm]Br, which gave a capacity 
of 250 mAh g−1. However, the low coulombic efficiency of 75% limits its practi-
cal application [111]. In the case of  Mo6S8, the first discharge capacity obtained in 
 AlCl3:[BMIm]Cl at 50 °C was 148 mAh g−1 [112]. Ex situ XRD showed that during 
discharge,  Al2Mo6S8 is formed, which gives a theoretical capacity of 193 mAh g−1. 
However, during charging, a capacity of 85 mAh g−1 was obtained, which indicates 
that some  Al3+ ions remain trapped in the sulfide electrode. Cycling over 50 cycles 
gave a reversible capacity of about 80 mAh g−1. In comparison, the  Ni2S2/graphene 
composite gave a first discharge capacity of 350  mAh  g−1 at a current density of 
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100 mA g−1 using  AlCl3:[EMIm]Cl as electrolyte. However, the discharge capacity 
dropped to 60 mAh g−1 after 20 cycles and then remained stable for 100 cycles. This 
shows that metalsulfide cathodes are well suited for an Al-ion battery but need to be 
modified in order to improve the insertion/deinsertion process of  Al3+ ions.

5.2  Al–Air Battery

Very little work has been done on using Al–air batteries in ionic liquid systems. 
In 2014, Gelman et al. [114] first showed the possibility of an Al–air battery with 
a 1-ethyl-3-methylimidazolium oligo-fluoro-hydrogenate (EMIm(HF)2.3F) ionic 
liquid electrolyte. At a discharge current density of  1.5  mA  cm−2, a discharge 
capacity of 140 mAh g−1 was observed. It was shown that  Al2O3 forms at the air 
cathode. However, the reversibility of an Al–air battery was not tested. In another 
study, Revel  et  al. [115] used the standard  AlCl3:[EMIm]Cl mixture as electro-
lyte for an Al–air battery. On discharging at different current densities from 100 to 
600 µA cm−2, a capacity between 50 and 125 mAh g−1 was obtained.

5.3  Al–S Battery

Aluminum–sulfur batteries with an Al anode, a composite sulfur cathode and an 
ionic liquid electrolyte  AlCl3:[EMIm]Cl was demonstrated by Cohn et al. [116]. The 
best discharge capacity of 1400 mAh g−1 at a current density of 30 mA g−1 for the 
first discharge cycle was achieved with [EMIm]Cl:AlCl3 molar ratios of 1:1.3 and 
1:1.15. Unfortunately, the capacity dropped to almost zero with consecutive charge/
discharge cycles. Gao  et  al. [117] showed a stable cycling capability of an Al–S 
battery with an activated carbon cloth/sulfur cathode and an Al anode. The elec-
trolyte was [EMIm]Cl:AlCl3 in the ratio of 1:1.3. On cycling, a maximum capac-
ity of 1320 mAh g−1 was achieved at a current density of 50 mA g−1. A reversible 
capacity of 1000 mAh g−1 was obtained for 20 cycles. Furthermore, it was shown 
that high loading of sulfur (> 1 mg cm−2) lead to lower sulfur utilization and higher 
capacity loss. The discharged product analyzed using XPS showed that not all sul-
fur was converted to  Al2S3. The presence of some partially reduced sulfur was also 
observed.

6  Conclusions

In the last two decades, a lot of research was done on different types of metal–ion 
and metal–air batteries. The development of safer batteries has directed the focus 
more towards using ionic liquids as safe and stable electrolytes and the use of ionic 
liquids as perspective electrolytes for the electrochemical synthesis of various elec-
trode materials for battery applications. Although the electrochemical synthesis of 
battery electrodes from ionic liquids for Li-ion and Na-ion batteries remains elu-
sive for commercial application at present, potential exists for high-energy metal–air 
batteries. The major impediment for the metal–air battery system remains in the 
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air cathode with an appropriate IL electrolyte. From a prospective, one can envis-
age ionic liquids being used as safe electrolytes for Li-ion and Na-ion batteries for 
energy storage. Furthermore, the electrochemical synthesis of battery electrodes in 
ionic liquids with novel architecture such as 3DOM structure, nanowires/nanotubes 
might be a simple and viable technique. The current results show that the use of ILs 
both as safe electrolyte components in batteries and as solvent media for the electro-
chemical synthesis of electrode materials opens great promises for large scale com-
mercial usage of such batteries.
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Abstract Ionic liquids can form biphasic solvent systems with many organic sol-

vents and water, and these solvent systems can be used in liquid–liquid separations

and countercurrent chromatography. The wide range of ionic liquids that can by

synthesised, with specifically tailored properties, represents a new philosophy for

the separation of organic, inorganic and bio-based materials. A customised coun-

tercurrent chromatograph has been designed and constructed specifically to allow

the more viscous character of ionic liquid-based solvent systems to be used in a

wide variety of separations (including transition metal salts, arenes, alkenes, alka-

nes, bio-oils and sugars).
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DRX Distribution ratio (of component X)

DMSO Dimethyl sulfoxide

DPS Dense phase stationary (in biphasic solvent systems)

GC Gas chromatography

HEMWat Hexane, Ethyl ethanoate, Methanol, Water

HPCCC High-performance countercurrent chromatography

HPLC High performance liquid chromatography

HPLLC High performance liquid–liquid chromatography

HSCCC High-speed countercurrent chromatography

IL Ionic liquid

ILLC Ionic liquid–liquid chromatography

LLC Liquid–liquid chromatography

LPS Light phase stationary (in biphasic solvent systems)

MP Mobile phase

NTf2 Bis{(trifluoromethyl)sulfonyl}amide or [N(SO2CF3)2]-

OTf Trifluoromethanesulfonate or [SO3CF3]-

PEG Polyethylene glycol

SP Stationary phase

Sf Stationary phase retention factor

[P6 6 6 14]? Trihexyltetradecylphosphonium cation

VOCs Volatile organic compounds

1 Introduction

Over the last two decades, there have been considerable advances in the science of

liquid–liquid chromatography (LLC) [1, 2] and its variant, countercurrent

chromatography (CCC), with the latter considered to be a continuous, automated

form of liquid–liquid separation [3]. These techniques are based on the ability of

solutes to distribute themselves between two mutually immiscible phases: a mobile

liquid phase (MP) and a stationary liquid phase (SP) [4]. LLC sits at the interface of

three areas of research: chemical engineering [5], solvent engineering [6, 7] and

chromatographic science [1]. In this chapter, we use the term solvent engineering in

the sense of design, production and use of a solvent (or solvent system) to give

enhanced control, performance, yield and/or selectivity in physical, chemical or

biochemical reactions, processes and separations. The evolution of CCC instru-

mentation, in large part carried out by Ito [8], has allowed higher stationary phase

retention, which in turn generates better resolution, faster separations and

continuous processes with industrial applicability [9].

The use of large amounts of mixed organic solvents in LLC is usually associated

with difficulties in the recycling of solvents [10] and the release of volatile organic

compounds (VOCs) [11]. The option of solvent recycling [12] allows the reuse of

the column effluent, but the full separation of effluents into single solvent

components is a cumbersome and expensive process due to the similarity in boiling
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points of individual components (with potential azeotrope formation in some cases)

[13, 14]. However, in spite of these limitations, industrial processes based on LLC

have been described [9, 15, 16]. In order to expand the range of stationary and

mobile phases available in CCC and related technologies and to make use of the

unique and greater dissolution capabilities of ionic liquids [17], ionic liquids have

been examined as new and alternative solvents in CCC.

Ionic liquids have been described as ‘‘designer solvents’’, as they can be

engineered to solve specific problems, such as the dissolution of a large range of

materials, replace toxic and volatile solvents, produce multiphasic solvent systems

to enhance separation efficiency or allow simplified separations [19]. Their use in

chromatographic separations has greatly increased since their first use in 1999 [20],

and the growth in the number of publications is shown in Fig. 1.

In this chapter, we demonstrate that a combination of solvent engineering and

chromatographic and analytical techniques can be used to enable a diverse range of

separations, including inorganic, organic, biochemical and petrochemical applica-

tions [21].

2 Introduction to Countercurrent Chromatography

Since 1970 [22], several variants of CCC have been developed [1]. These include

high-performance countercurrent chromatography (HPCCC) [23], high-speed

countercurrent chromatography (HSCCC), and centrifugal partition chromatogra-

phy (CPC). Among the different types of CCC centrifuge systems developed

[24, 25], Ito’s J-type centrifuge (Fig. 2) [26] has gained a prominent position due to

its suitability for scale-up [27]. In the J-type centrifuge, the coils are connected to

the chassis by means of non-rotating flying leads. This is achieved through planetary

motion of a coiled pipe, as shown in Fig. 2 [8, 25]. The result is that the head and

tail connections of the flying leads flex, but do not exhibit any overall rotation. In

the related technique of CPC, a series of linked chambers is rotated around a sun-

type axis, and the fluids are pumped through the system of chambers through a pair
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Fig. 1 The number of journal articles based on a Web of Science [18] search of the terms ‘‘ionic liquid’’
and ‘‘chromatography’’ for the time period 1995–2016
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of rotating seals, as shown in Fig. 3. In general, CPC systems are preferred for

larger scale separations ([100 g), and the J-type centrifuge HPCCC systems are

used for smaller scale separations (\100 g), although it must be noted that both

instrument designs are capable of successfully operating outside these regions.

In HPCCC, also known as hydrodynamic CCC, the stationary phase is retained

within a helical coil wound around a drum, while the mobile phase is pumped into

one end of the coil. A combination of hydrostatic and hydrodynamic forces is

produced as the drum rotates in both planetary and solar motion around a central

shaft (Fig. 2). The phases are forced towards opposite ends of the coil [28]; the

mobile phase is pumped into the end of the coil, whereas the stationary phase

Fig. 2 Schematic of the J-type synchronous planetary motion centrifuge used in countercurrent
chromatography [8]. Granted with the permission from Wiley

Fig. 3 A schematic of a centrifugal partition chromatography (CPC) rotor (top) containing a mobile
phase (yellow) and stationary phase (blue) in ascending mode, showing the flow of the light phase
(ascending) through the dense phase; a section of a CPC rotor plate showing the chambers (lower left) and
the chambers in a CPC rotor during operation with a biphasic solvent system (lower right)
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accumulates. The design of the J-type centrifuge [29] produces zones of ballistic

mixing and zones of settling as the mobile phase passes through the stationary

phase. Compounds carried in the mobile phase elute in order of their distribution

ratio (DR) of the compound between the mobile phase and stationary phase. The DR

of a compound can be defined as:

DR ¼ SP½ �= MP½ � ð1Þ

where [MP] and [SP] are the concentrations of the solute in the MP and SP,

respectively [1].

The volumes of the stationary phases used in CCC (and related technologies) enable

separations on a much larger scale than is feasible in gas chromatography (GC) or

high-performance liquid chromatography (HPLC). Also, in CCC, less solvent is

required for a given separation than is required for a similar scale preparative HPLC

separation. The performance of the separations in CCC is therefore determined largely

by the difference in the partition coefficients of the solutes dissolved in the two liquid

phases. It is by careful design of the solvent system that the desired distribution ratios

of the solutes can be achieved (see Section 3).

The conventional biphasic solvent systems used in CCC are based on molecular

solvents. The most commonly used solvents are mixtures of water, methanol, ethyl

ethanoate and hexane [4], and combinations of these are sometimes referred to as the

Arizona liquid system [30], or more recently as the ‘‘HEMWat’’ system [31]. Other

solvents include butanol, butanenitrile, N,N-dimethylformamide, dimethyl sulfoxide

(DMSO), dichloromethane, ethanenitrile, toluene and trichloromethane, which are

known to be both toxic and volatile [32–35]. In addition, it can be difficult to completely

remove dipolar aprotic solvents from the isolated product of a CCC separation. The

process of solvent selection involves testing the DRs of the solutes being separated,

between a large number of solvent systems, and selecting the best overall solvent system.

This process can be greatly simplified by the use of automation [6].

3 Ionic Liquids in Chromatography

Some of the conventional problems encountered with specialised chromatographic

techniques, such as CCC and CPC, originate as a result of the restricted set of

solvents which can be utilised as mobile phases. The recent developments in the

field of ionic liquids offer opportunities to vastly expand the range of available

solvents and provide the ability to tune the solvent properties [21]. In this section,

we consider specifically the implications that arise when the application of ionic

liquids to chromatography is taken into account.

3.1 Introduction to Ionic Liquids

Ionic liquids were originally defined as salts that are liquid at or below 100 �C [19],

composed entirely of ions. More recently, a simpler and more fundamental

definition is being used, ‘‘an ionic liquid is a liquid containing only ions, derived
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from a solid which melts before its decomposition temperature’’. This removes the

artificial imposition of a melting point upon the definition [36].

Ionic liquids have unique properties that can help overcome some of the

problems associated with the use of conventional organic solvents (see Section 2).

For example, many ionic liquids have no measurable vapour pressure at ambient

temperatures and pressures [37], resulting in their non-flammability. In addition,

they are usually thermally and chemically stable, which can make them inherently

safe and environmentally friendly [19]. By simply varying the anion and cation

combination,[106 possible simple ionic liquids,[1012 binary mixtures and[1018

ternary mixtures can be produced [38, 39]. Ionic liquids can be excellent solvents,

being capable of dissolving many inorganic, organic, biochemical and petrochem-

ical materials, sometimes with a remarkably high capacity, thus opening new

potential routes for the separation and purification of such compounds, which are

difficult to separate by classical methodologies.

The properties of ionic liquids can be adjusted by the choice of the appropriate

anion and cation, allowing them to be optimised for specific applications. For

example, ionic liquids can be contacted with a second immiscible phase, which

could be a molecular solvent, or an aqueous salt solution, or even a second ionic

liquid [40]. This gives rise to a huge number of potential biphasic solvent systems

that can be optimised for any given separation, generating a wide range of

distribution ratios of solutes; the latter in turn can improve separation performance

[41, 42]. We term here the use of ionic liquid-based solvent systems, and their use in

CCC, as ionic liquid–liquid chromatography (ILLC).

3.2 The Use of Ionic Liquids in Chromatography

The use ionic liquids in chromatography has been growing steadily since 1999, with

a total of 2647 publications by the end of 2016, based on a Web of Science search of

the terms ‘‘ionic liquid’’ and ‘‘chromatography’’ [18]. As can be seen in Fig. 1, ionic

liquids have been found to provide new avenues of investigation in chromatographic

science.

In 1999, Anderson and co-workers reported the first use of ionic liquids in GC,

utilising their negligible vapour pressure at ambient pressures [37]. These authors

used [C4mim][PF6] or [C4mim]Cl as stationary phases coated on the surface of

fused silica capillaries. This design allowed the separation of a wide range of

organic molecules (alkanes, chloroalkanes, alcohols, amines, aromatics and

carboxylic acids) according to their polarity and proton-donor or -acceptor

characteristics [20]. Only 7 years later, a full review of applications of ionic

liquids in analytical chemistry was published [43].

In 2002, the first use of ionic liquids in capillary electrophoresis was reported to

separate Sildenafil and its metabolite UK-103,320 [44]. In the same year, using a

stacked disk CPC instrument, a number of salts (referred to as chiral selectors, but

could also be described as chiral ionic liquids) were utilised for the enantiomeric

separation of N-substituted amino acids [45]. More general information on chiral

separations using CCC, including those involving ionic chiral selectors, has been

reviewed by Ito et al. [46]. It is interesting to note that many of the chiral separations
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using CCC were carried out on model compounds, which are usually racemic

dinitrobenzyl derivatives of amino acids. Very little research exists on the chiral

separation of other racemates using ionic liquid-containing solvent systems [47].

In the field of liquid chromatography, the determination of ionic liquid cations by

reversed-phase HPLC [48] was reported in 2003, and the first use of ionic liquids as

additives to the mobile phase in HPLC was reported in 2004 [49]. The use of ionic

liquids as stationary phases in LLC or CCC was detailed by Berthod et al. [16] who

measured the partitioning of 38 aromatic compounds in the biphasic ionic liquid

solvent system: [C4mim][PF6]/water. These authors found that ‘‘the viscosity of

pure RTILs [room-temperature ionic liquids] is too high for direct use as a liquid

phase in countercurrent chromatography (CCC)’’. A measure of progress in the use

of ionic liquids in chromatography is that, for example, Supelco now sells a wide

range of capillary GC columns which employ ionic liquids as the stationary phase

[50].

Recently, over 40 reviews have been published describing the use of ionic liquids

in analytical and chromatographic science, as summarised in Table 1.

3.3 The Use of Ionic Liquids in Countercurrent Chromatography

The aim of the research into ILLC is to develop a technology that is capable of

separating mixtures of most soluble organic compounds [97], with a similar goal for

inorganic compounds [98], using the methodologies based on the principles of CCC

[21]. Due to the very large number of ionic liquids that can be used as stationary

phases and mobile phases [99], a wide range of separations should be achievable.

With more than one million possible ionic liquids [19, 38], the number of possible

phases that can be generated is immense. In conventional LLC or CCC, only about a

dozen different molecular solvents are commonly used, and these are usually based

on mixtures of three to five (or more) solvents in order to generate useable biphasic

solvent systems [100].

Berthod et al. carried out the initial testing of diluted ionic liquids in CCC

instruments between 2003 and 2009 [16, 24, 101, 102]. This research group noted

and reported that the use of ionic liquids in CCC had a number of drawbacks, such

as ‘‘UV absorbance limiting the use of the convenient UV detector’’, ‘‘non-volatility

precluding the use of the evaporative light-scattering detector for continuous

detection’’ and ‘‘high viscosity producing pressure build-up’’ [101]. Berthod et al.

went on to conclude that CCC was unsuitable at that time, as the instrumentation

available ‘‘was not able to cope with the high back-pressures generated by the large

viscosities of many ionic liquids’’ [101].

The UV–Vis absorbance of ionic liquids can be problematic and interfere with

detection of the analyte. The absorbance depends on the structure of the ionic liquid

being used, and the absorbance of both the anion and cation must be separately

taken into account. For example, imidazolium cation ionic liquids absorb light

strongly at wavelengths below 260 nm. However, ammonium and phosphonium

cation ionic liquids can be used over the whole 200- to 800-nm range of modern

UV–Vis spectrophotometers. Anions (such as chloride) can also be used over the
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Table 1 A list of selected reviews published on use of ionic liquids in analytical and chromatographic

science

Chromatographic area of research Year References

General reviews on the use of ionic liquids in chromatography 2005 [51]

2005 [52]

2006 [53]

2007 [54]

2007 [55]

2007 [56]

2008 [24]

2008 [57]

2009 [58]

2010 [59]

2011 [60]

2012 [61]

2014 [62]

2016 [63]

The use of ionic liquids in capillary electrophoresis and related technology 2004 [64]

2006 [65]

2008 [66]

2009 [67]

2013 [68]

2014 [69]

2016 [63]

The use of chiral ionic liquids in chromatography 2005 [70]

2008 [71]

2008 [72]

2012 [73]

2014 [74]

The use of ionic liquids in CCC 2008 [24]

2013 [75]

The use of ionic liquids in GC 2009 [76]

2009 [77]

2011 [78]

2014 [79]

2014 [80]

2016 [81]

2016 [82]

The use of ionic liquids in HPLC 2006 [83]

2009 [84]

2011 [85]

2012 [86]

2012 [87]

2015 [88]

123

Top Curr Chem (Z) (2017) 375:74

Reprinted from the journal92



full 200- to 800-nm range, but anions such as triflate or bis{(trifluoromethyl)sul-

fonyl}amide absorb light at wavelengths below 250 nm. Coloured impurities in the

ionic liquid can also affect the performance of the UV–Vis detector, but these can be

removed by filtering the ionic liquid through charcoal [103]. A second problem with

UV–Vis detectors is that small bubbles of stationary phase can be present in the

mobile phase as it elutes from the coil, and these bubbles produce spikes in the

chromatogram. Careful orientation or design of the UV–Vis flow cell can help

minimise this problem.

The non-volatility of ionic liquids can be problematic for the use of evaporative

light scattering detectors (ELSDs) [101]. Provided that the mobile phase contains

very low concentrations of ionic liquids, as is the case with many solvent systems,

this detector may be used, but factors such as unintended bleeding of the stationary

phase into the mobile phase eluting from the coil make the use of ESLDs unviable.

Alternatively, two types of detectors that could be used are refractive index and

conductivity detectors, although none has been tested at the time of writing.

To overcome the greater viscosity of ionic liquid solvent systems, the CCC

instrumentation requires careful design and construction of the fluid flow paths to

prevent excessive pressure build-up, particularly at high flow rates. For ILLC, the

machine, based on a J-type centrifuge, must withstand high working pressures (at

least 50 bar) for extended periods of time. This requires that the coils be made from

either stainless steel or, in the case of highly corrosive materials, titanium. The

centrifuge must also be capable of running at elevated temperatures (up to 50 �C),

which, through a reduction of viscosity, can dramatically improve the ILLC

separation performance [21, 97, 98, 104]. Based on these requirements, AECS-

QuikPrep Ltd. (London, UK) produce CCC instruments suitable for use with ionic

liquid solvent systems [104].

It is not usually possible to use a neat ionic liquid in CCC because the addition of

a second immiscible solvent often dilutes the ionic liquid as a result of mutual

solubility effects described in Section 3.4 [105]. Berthod et al. [101] explicitly state:

‘‘Mutual solubility with other solvents is a critical issue, because the viscosity of

[room-temperature ionic liquids] is too high to be of practical use in CCC’’. For

example, the ionic liquid [C4mim][PF6] has a viscosity of 312 cP [16, 106] when

pure, which is far too high to be reliably pumped by an HPLC pump. Berthod et al.

Table 1 continued

Chromatographic area of research Year References

Chromatographic measurement of ionic liquid properties 2004 [89]

The use of ionic liquids in liquid chromatography 2007 [90]

2014 [91]

2015 [92]

2015 [93]

The use of ionic liquids in micellar chromatography 2012 [94]

The use of ionic liquids in supercritical fluid chromatography 2009 [95]

The use of ionic liquids in hydrophilic interaction chromatography 2016 [96]
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found that the phase [C4mim][PF6]/water (1.8% v/v water) had a viscosity of

approximately 30–40 cP at 20 �C, but this was ‘‘too viscous, for easy CCC use’’

[16, 106]. The addition of ethanenitrile (20–40% w/w) to the [C4mim][PF6]/water

solvent system was required to obtain successful operation of the CCC instrument

[101]. Unfortunately, also in 2003, Rogers and coworkers [107] found that the ionic

liquid [C4mim][PF6] can undergo hydrolysis. Thus, the [PF6]- anion can hydrolyse

to give a mixture of aqueous phosphate (or phosphoric acid) and hydrofluoric acid,

which is highly toxic and corrosive [107]. This problem is solved by using the

bis{(trifluoromethyl)sulfonyl}amide [NTf2]- anion as a direct replacement for the

[PF6]- anion. Not only is the [NTf2]- anion hydrolytically stable, but ionic liquids

derived from it tend to have low viscosities [108].

For the separation of polar and/or strongly hydrogen bonding molecules, such as

saccharides or proteins, aqueous biphasic solvents (ABS) [109] have been

successfully used in CCC [110, 111]. These are usually based on concentrated

aqueous inorganic salt solutions, combined with a second aqueous phase, saturated

with an organic solvent [such as ethanol or polyethylene glycol (PEG)] [112, 113],

which employ the mismatch between kosmotropic and chaotropic interactions

(increasing or decreasing, respectively, the structuring of water) to produce biphasic

solvent systems [114, 115]. For example, they have been used in the CPC separation

of saccharides using the ethanol/DMSO/aqueous ammonium sulfate (300 g l-1)

(0.8:0.1:1.8, v/v/v) solvent system [116]. Berthod et al. found that chaotropic

chloride ionic liquids (such as [C4mim]Cl) are immiscible with many kosmotropic

concentrated salt solutions and that these solvent systems can be used in a CCC

machine [117]. The ABS system [C4mim]Cl/aqueous 2.5 M K2[HPO4], first

described by Berthod et al., has been used for the purification of the anti-cancer drug

lentinan [42]. Here, the ionic liquid-based ABS solvent system [C4mim]Cl/aqueous

2.5 M K2[HPO4] has a much greater solute capacity (approx. tenfold greater) than

the previously used PEG-based ABS solvent system (PEG 1000/K2[HPO4]/

K[H2PO4]/water (0.5:1.25:1.25:7.0, mol/mol/mol)) [113]. The ionic liquid ABS

solvent system allows for much larger amount of lentinan to be separated by

boosting the space–time yield of the chromatographic apparatus. Finally, a related

approach for separating polar compounds in CCC involves the use of deep eutectic

solvent systems (such as mixtures of choline chloride/glucose) [118].

Since the initial work of Berthod et al. in ILLC, there have been a number of

papers describing the use of ionic liquids in CCC. These include the analysis of

mycotoxins [119] and chlorophenols in red wines [120], the potential use of aqueous

biphasic solvent systems containing ionic liquids in the separation of caffeine from

xanthine and nicotine [121] and in the separation of neomangiferin and mangiferin

from Rhizoma anemarrhenae, all using the hydrolytically unstable [C4mim][PF6]

[107] as an additive to aqueous ethyl ethanoate [122].

3.4 Phase Behaviour of Ionic Liquids

Two immiscible liquids are present when there is a visible barrier between two

phases. However, immiscibility is not the same as insolubility, as shown in Fig. 4.

For the purpose of CCC separations, the phases chosen (either ionic liquid–organic
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solvent, ionic liquid–water, or mixtures of ionic liquids) should be immiscible, but

they will possess a degree of solubility in each other.

Ionic liquid-molecular solvent biphasic systems are very useful in chromatog-

raphy, as they allow for easy analyte isolation and solvent recovery. There is usually

very little ionic liquid contained in the molecular solvent phase, and so the

molecular solvent usually is employed as the mobile phase. Solvent recovery

usually involves distillation of the volatile solvent from the ionic liquid phase and

the analyte-containing mobile phase, which can then be directly reused [123]. Also,

ionic liquid solvent systems usually contain just two or three components rather that

four or five, as is the case with molecular solvents. This makes solvent recovery

much more straightforward [6] due to the lower number of volatile components that

need separating. Solutes that remain dissolved in an ionic liquid phase after the

volatile solvent recovery step can be removed by a number of techniques, such as

solvent extraction, precipitation with an antisolvent or filtration of a solution of the

ionic liquid through silica or charcoal, or a combination of these methods [103].

3.4.1 Ionic Liquid-Organic Solvent

The miscibility of ionic liquid–organic solvent mixtures is an important property in

chromatography and influences the analyte distribution ratios. Many solvents can

form biphasic mixtures with ionic liquids, where the solvent is soluble in the ionic

liquid phase, whereas the ionic liquid is poorly soluble in the solvent phase. Eight

examples of the mutual solubilities of ionic liquids with an organic solvent (hexane)

are shown in Table 2. The eight ionic liquids tested were [cholinium][NTf2],

[Cnpy][NTf2] (n = 2, py = pyridinium), [Cnmim][NTf2] (n = 2, 4, 6, 10, or 12)

and [P6 6 6 14][NTf2]. The ionic liquid phases contain significant amounts of

hexane, but the organic phase (hexane) does not contain the ionic liquid [124, 125].

The effect of dissolving a molecular solvent in an ionic liquid dramatically

reduces the ionic phase’s viscosity [105, 126] to the point that it can effectively be

pumped with an HPLC pump. This has enabled viscous hydrophobic ionic liquids,

Fig. 4 The effect of mixing two immiscible liquids. Each liquid phase is partially soluble in the opposite
immiscible liquid phase

123

Top Curr Chem (Z) (2017) 375:74

Reprinted from the journal 95



such as [P6 6 6 14]Cl (viscosity = 2729.1 cP at 25 �C), to be used in separations of

metal salts, as discussed later in this chapter [127].

An important factor to be considered in the selection of ionic liquids used in CCC

is the rate of exchange of solutes between the two liquid phases, which depends in

part on the viscosity of the phases used in CCC. This experimental observation is

valid irrespective of the nature of the two phases employed. The higher viscosities

of ionic liquid phases can reduce the equilibration rate of the solutes between the

two liquid phases and can result in the problem of band-spreading [128]. This can be

partially offset by running the separation at higher temperatures or by diluting the

ionic liquid phase. However, the viscosities of ionic liquids are highly dependent on

the nature of both the anion and the cation. One approach to reducing the viscosity

of the ionic phase is to use fluorinated anions, such as [OTf]- (trifluoromethane-

sulfonate) or [SO3CF3] or [NTf2]-. Also, using cations containing asymmetrical,

delocalised charge centres can lower the viscosity.

The chemical structure and spatial charge distribution of ionic liquids can be

varied in order to alter their phase behaviour in biphasic solvent systems. An

example is the solubility and distribution ratio of benzene in the hexane-

[Cnmim][NTf2] (n = 2, 4, 6, 10 or 12) biphasic solvent systems [124] (Fig. 5).

The solubility of benzene increases from 23 mol% in the [C2mim][NTf2] phase to

complete miscibility with [C12mim][NTf2]. The three-phase diagrams clearly show

the dramatic effect of how changes in the cation give rise to very large variations in

the phase behaviour. Also, the ionic liquids used are not measurably soluble in the

hexane phase. This property can be used to completely separate benzene from

hexane, using a hexane mobile phase in liquid–liquid extractions [124, 125].

The type of the cation used in four [NTf2]- anion ionic liquids has also been

shown to affect the distribution ratio of benzene [125] and, more generally, aromatic

compounds [129]. In Fig. 6, the biphasic hexane/[cation][NTf2] solvent systems

(where cation = [C2mim]?, [C2py]?, (2-hydroxyethyl)trimethylammonium, or

[P6 6 6 14]?) show a remarkable difference in their phase behaviour, with the

Table 2 Composition of the biphasic ionic liquid/hexane solvent systems, showing the solubility of

hexane in the ionic phase [124, 125] at 25 �C

Ionic liquida Ionic phase composition (mol%) Organic phase

composition/mol%

Ionic liquid Hexane Hexane

[cholinium][NTf2] 98.5 1.5 [99.9

[Cnpy][NTf2] 95 5 [99.9

[C2mim][NTf2] 96 4 [99.9

[C4mim][NTf2] 91 9 [99.9

[C8mim][NTf2] 70 30 [99.9

[C10mim][NTf2] 58 42 [99.9

[C12mim][NTf2] 44 (79, 87)b 56 (21, 13)b [99.9

[P6 6 6 14][NTf2] 9 (30, 37)b 91 (70, 63)b [99.0

a See Abbreviation List for details
b Ionic phase composition is given in mol%, followed in parenthesis by vol% and wt%, respectively
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solute distribution ratios of benzene in the solvent systems at 40 �C being 1.20,

1.24, 0.69, and 0.94, respectively [125]. This information is useful in ionic liquid–

liquid chromatography and demonstrates how the design of an ionic liquid affects

the distribution ratios of solutes. A number of reviews [115, 130–133] and further

information on the liquid–liquid equilibria of ionic liquids have been published

elsewhere.

3.4.2 Ionic Liquid–Water Systems

Mixtures composed of an organic polymer, such as PEG, and an inorganic salt, such

as sodium or potassium hydrogen phosphate (K2[HPO4]), are able to separate into

Fig. 5 The effect of the variation in the length of the alkyl chain of 1-alkyl-3-methylimidazolium
bis{(trifluoromethyl)sulfonyl}amide [Cnmim][NTf2], where n = 2, 4, 8, 10 or 12, on the phase equilibria
of benzene dissolved in a hexane/[Cnmim][NTf2] ionic liquid solvent system [124]
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two layers, as first described by Albertson [134]. Such mixtures are known as

aqueous biphasic systems, as both layers are aqueous solutions of different

compositions: the upper layer contains most of the PEG, whereas the lower layer

contains most of the inorganic salt. Aqueous biphasic systems have proven to be

useful in CCC for the purification of biological materials [121, 135–137].

Using ternary mass or molar phase diagrams, Berthod and coworkers studied the

putative formation of ionic liquid-based aqueous biphasic systems by mixing

[C4mim]Cl with aqueous solutions of inorganic salts (K2[HPO4], K3[PO4], Na2[-

HPO4], Na[H2PO4], Na2[CO3] or bases (NaOH and KOH) [21, 22, 24]. In addition,

these researchers found out that the [C4mim]Cl/K2[HPO4]/water system was much

easier to retain in the CCC columns than the similar aqueous biphasic system

containing PEG 1000. However, the significant polarity difference between PEG 1000

and [C4mim]Cl aqueous biphasic systems is responsible for the different behaviour of

the two selected systems towards protein separation using CCC variants.

There have been a number of other studies on the phase behavior of ionic liquids

in aqueous biphasic solvent systems. These include the study on [C4py]Br/H2O/

Na2SO4 at various temperatures by Li and coworkers [138] and that on choline-

amino acid ionic liquids/K2CO3/H2O by Li and coworkers [139], as well as the

analysis on an extensive range of these ionic liquid-based aqueous biphasic solvent

systems by Sen and Chakraborty [140].

Fig. 6 The effect of the cation on the phase equilibria of benzene dissolved in a hexane/[cation][NTf2] ionic
liquid solvent system [125]. Cation: a 1-ethyl-3-methylimidazolium ([C2mim]?), b 1-ethylpyridinium
([C2py]?), c (2-hydroxyethyl)trimethylammonium, d trihexyltetradecylphosphonium
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As hydrophobic ionic liquids can easily form biphasic systems with water, they

are possible alternatives in CCC to the existing [C4mim]Cl/inorganic salt aqueous

biphasic systems. Most hydrophobic ionic liquids are very poorly soluble in water

phases, but water has appreciable solubility in the ionic liquid phase. Thus, if the

mobile phase in CCC is water, then product isolation is simply a matter of

evaporating the water phase [40, 124, 125, 129, 141–144].

3.4.3 Ionic Liquid–Ionic Liquid

The first examples of ionic liquids which were shown to be mutually immiscible

with each other were published in 2006 [40]. Similarly, tetraphasic solvent

systems can be constructed, as shown in Fig. 7 [40]. Mutually immiscible ionic

liquid systems can be produced by mixing very hydrophilic ionic liquids with

very hydrophobic ones, such as with [P6 6 6 14]Cl and [C2mim]Cl (Fig. 7 right

image).

The mutual miscibility of two ionic liquids, namely [C2mim][NTf2] and

[P6 6 6 14][NTf2], at different temperatures is shown in Fig. 8 [40]. This biphasic

solvent system becomes completely miscible as the temperature rises. In

contrast, in the cases of [Cnmim]Cl (n = 1 or 2)/[P6 6 6 14]Cl, the mutual

solubility decreases with increasing temperature (see Fig. 9) [40]. It is also

possible to construct a ternary phase diagram for three ionic liquids, as shown in

Fig. 10.

Fig. 7 A picture of a four-phase solvent system (left and centre) composed of (top to bottom) hexane,
trihexyltetradecylphosphonium bis{(trifluoromethyl)sulfonyl}amide ([P6 6 6 14][NTf2]), water and
1-ethyl-3-methylimidazium bis{(trifluoromethyl)sulfonyl}amide ([C2mim][NTf2]), using eosin Y as a
luminescent dye which is soluble in the two ionic liquid-containing phases. The central photograph is of a
system illuminated with 254-nm UV light. Also shown is a two-phase solvent system (right) of
[P6 6 6 14]Cl (upper phase) and [C2mim] Cl (lower phase) with cobalt(II) Cl as the blue chromophore. In
the two blue phases, the complex is tetracobaltate(II) [40]

123

Top Curr Chem (Z) (2017) 375:74

Reprinted from the journal 99



3.5 Solvent Engineering and Ionic Liquid–Liquid Chromatography

The inherent tunability of ionic liquids imparts control over their physicochemical

properties, such as viscosity, hydrophobicity, hydrophilicity, density, surface and

interfacial tensions and corrosivity. Moreover, and of vital importance, the

distribution ratios of a solute between an ionic liquid phase and a second phase

(which may be either water, an organic solvent or another ionic liquid) can be

controlled by the design of the ionic liquid. For example, if a solute in a biphasic

hexane–ionic liquid solvent system is not soluble enough in the ionic liquid phase,

then the solvent engineering approach is to redesign the ionic liquid cation to have

longer alkyl chains. Alternatively, the anion can be redesigned and replaced with a

Fig. 8 The phase diagram of two ionic liquids at varying temperatures [40, 141]
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Fig. 9 The solubility of [C1mim]Cl (red line) and [C2mim]Cl (blue line) in the immiscible [P6 6 6 14]Cl
phase at various temperatures [40]
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larger (usually with longer alkyl chains) and/or the use of a more charge delocalised

anion. As will be demonstrated later, this versatility allows a general purpose

methodology for a very large number of separations to be developed, including

separations that were previously thought to be too difficult to implement.

4 Ionic Liquid Solvent Systems and Instrumentation in Countercurrent
Chromatography

4.1 Introduction

In order to carry out CCC with ionic liquids, the instrument must be designed to

cope with much higher backpressures than those that are encountered with many

molecular solvents. In addition, the viscosity of ionic liquids in a CCC machine has

received little attention in the literature. In this section, the instrument design, the

solvent systems and their viscosities are described.

4.2 Instrument Design

The Quattro IL-PrepTM ILLC instrument AECS-QuikPrep Ltd, London, UK

contains two pairs of stainless steel tubing coils mounted on each of the two weight-

and dynamically matched bobbins. The coils are held in place by aircraft-quality

adhesive. Stainless steel is used for the coil tubing rather than the more conventional

PTFE tubing [145, 146]. This change was implemented in order to allow the

instrument to operate at up to 70 bar backpressure.

The coils (see Fig. 11) are connected to the pumps and detector using

poly(1,1,2,2-tetrafluoroethylene) (PTFE) flying leads with an internal diameter

(ID) of 0.8 mm (coils 1 and 2) and 0.5 mm (coils 3 and 4) and an external diameter

(ED) of 1.6 mm (all coils). It was found that the 0.5-mm ID tubing had a greater

Fig. 10 The ternary phase diagram of a mixture of three ionic liquids: [C2mim][NTf2], [C4mim][NTf2],
and [P6 6 6 14][NTf2] at 25 �C (solid circle) and 40 �C (open circle) [141]
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service lifetime. The sample injection loops range in size from 0.5 to 10 cm3 and are

made from 0.8-mm ID stainless steel or 1.6-mm ID PTFE tubing. Further details and

dimensions of the four coils are given in Table 3.

The J-type multilayer coil planet centrifuge (where the coils are rotated in

planetary motion around a central axis) [145] has a revolution radius of 13 cm and

produces a synchronous planetary motion of the coil holder. The b-value (the ratio

of the planetary radius to the ratio of sun radius) of the pipes in the coil varies from

0.60 at the internal layer to 0.90 at the external layer [25]. The IL-Prep system is

equipped with two HPLC pumps (0–40 cm3 min-1), a UV–Vis detector with four

simultaneous channels (190–800 nm), a data station and a fraction collector. The

rotation speed of the IL-PrepTM instrument can be varied between 0 and 865 rpm,

and the temperature of the coils can be controlled between 20 and 50 �C. The

instrument, pumps and tubing can be operated at up to 70 bar pressure, and it has

been tested by running for 48 h continuously at the maximum operating pressure,

temperature and rotor speed [104].

The ILPrepTM instrument can be operated in two modes. In dense phase as the

stationary phase (DPS) mode, the mobile phase is pumped from the tail to the head

of the coil; in light phase as the stationary phase (LPS) mode, the mobile phase is

pumped from the head to the tail of the coil. The configuration is represented

schematically in Fig. 12. The two immiscible phases are held in a large measuring

cylinder, the two phases being pumped separately into the coils. When the solvent

phases are not being collected, they are returned to the measuring cylinder via a

return or recirculation pipe. This arrangement allows the contents of the coil to be

calculated from the variation in the levels of the two phases in the measuring

cylinder. Also, to assist in the calculation of the phase contents of the coil, the dead

volume of the piping must be known (in the present case 4.0).

Fig. 11 The internal view of the four coils in the planetary centrifuge of the Quattro IL-PrepTM ILLC
instrument. ILLC Ionic liquid–liquid chromatography
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4.3 Solvent Selection

There is a huge number of possible ionic liquid phases, and their selection must be

made by considering their reactivity (or, perhaps, their lack of it), cost, viscosity,

density, solvent behaviour and interfacial tension, among others. This requires both

experience and a database of ionic liquid properties [147–149]. For the separations

discussed here (Table 4), the biphasic combinations of ionic liquids and molecular

solvents were chosen based on previous research into ionic liquid phase behaviour and

solvent extraction studies (also see Section 3.4) [40, 42, 124, 125, 129, 141–143, 149].

One of the simple ways to find and select biphasic system consisting of ionic liquids

and other solvents is demonstrated in Fig. 13. Here, a qualitative water and organic

solvent miscibility guide for commonly used ionic liquid forming anions and cations is

shown. In general, ionic liquids made from anions and cations on the left are

hydrophilic and more soluble in polar solvents. Ionic liquids made from anions and

cations on the right of the chart shown in Fig. 13 are generally hydrophobic and

soluble in most organic solvents, except some alkanes; ionic liquids made from ions on

the left of the chart are immiscible with most organic solvents less polar than butanol.

Another way of looking at this (in the lower part of Fig. 13) is that hydrocarbons are

immiscible with most ionic liquids, but solvents like butanol are only immiscible with

Table 3 Details of the J-type centrifuge coils installed within the IL-Prep ILLC instrument

Coil number Bore ID (mm) Length

(L) (m)

Number of turns Capacity

(Vc/cm3)

L/ID ratio Flow velocity

(mm s-1)a

1 1.0 13.35 26 12 13,350 12.73

2 2.1 36.02 76 133 17,152 2.887

3 1.0 39.89 78 34 39,890 12.73

4 3.7 23.83 52 236 6441 0.930

ID, internal diameter
a The flow velocity is defined as the speed of movement of a single phase of fluid along the length of the

coil at an applied fluid flow rate of 1.0 cm3 min-1

Fig. 12 The configuration of the IL-PrepTM instrument
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ionic liquids on the far left of the chart [150]. The hydrophobicity, or hydrophilicity, of

ionic liquids can also be calculated using COSMO-RS software [149].

It is a requirement that the combination of ionic liquids and molecular solvents

used in ILLC forms a biphasic mixture and that there is a significant density

difference between these two immiscible phases (preferably [0.10 g cm-3). For

example, [C10mim][OTf] cannot be used effectively in combination with water

because the two phases (water and water saturated ionic liquid) have similar

densities and do not separate from each other easily. However, [C6mim][OTf] and

[C8mim][OTf] can be used in combination with water because the ionic liquids are

significantly more dense than water. A second factor to consider in ILLC solvent

selection is viscosity. An extensive list of ionic liquid viscosities can be found in the

literature [41], but these data can only be used as a rough guide to determine which

ionic liquids are suitable. As mentioned earlier in this chapter, the viscosity of the

ionic phase in a biphasic mixture of a molecular liquid with an ionic liquid is

dramatically reduced [105]. This reduction in viscosity of the ionic phase can be

estimated using Eyring’s absolute rate theory [151].

Ionic liquid selection involves finding or synthesising an ionic liquid that does

not irreversibly react with the solutes being separated, but does have a high enough

solubility for those solutes. Generally, an ionic liquid with coordinating anions, such

as halides, short chain carboxylates or short chain sulfonates, are selected for polar

or strongly hydrogen-bonding solutes. Ionic liquids with weakly coordinating

anions, such as [OTf]- or [NTf2]-, are selected for solutes of low or no polarity.

Next, an ionic liquid-immiscible solvent (usually water for polar solutes or a

hydrocarbon for non-polar solutes), which also exhibits high solute solubility, is

selected. The distribution ratios of the solutes between the two immiscible phases

must then be measured (e.g. by electronic absorption or nuclear magnetic resonance

spectroscopy). Finally, the ionic liquid is either redesigned, or a co-solvent is added

to both phases, to adjust the distribution ratios so that they lie in the range of

0.25–4.0. It should be noted that addition of a co-solvent (or second molecular

solvent) to an ionic liquid–molecular solvent biphasic mixture will significantly

affect the distribution ratios of the solutes, as well as significantly reduce the

Table 4 Phase combinations used for ionic liquid–liquid chromatography separations

Stationary phasea Mobile phase Separations Mode

[C12mim][NTf2] (A) Hexane Alkene/oxygenated sesquiterpenes DPS

[C10mim][OTf] (B) Hexane Alkane/aromatics DPS

[C4mim]Cl (C) 3.0 M K2[HPO4] Glucose/sucrose LPS

[P6 6 6 14]Cl/ethyl ethanoate (D) Water Co(II), Ni(II), Cu(II) dichlorides LPS

3.0 M K2[HPO4] (E) [C4mim]Cl Lentinan DPS

DPS, Dense phase stationary (in biphasic solvent systems); LPS, light phase stationary (in biphasic

solvent systems)
a Uppercase letters A-E in parenthesis are also used in Table 5, to refer to the solvent system compo-

sition. See Abbreviation List for details
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viscosity of the mixture [101]. This is a very effective way of fine-tuning the solute

distribution ratios. Finally, a choice is made about which phase is to be used as the

mobile phase and stationary phase. Generally, the mobile phase that is chosen is that

from which it is easiest to remove the solute. Normally this means that the ionic

liquid should be used as the stationary phase, as in Table 4 (Stationary phase label

A–D). One exception to this is found in Table 4 (Stationary phase label E), where an

ionic liquid was chosen as the mobile phase, since the solute (lentinan) can be

precipitated from the ionic phase simply by adding ethanol.

Finally, some ionic liquid–molecular solvent combinations should be avoided

due to the formation of unbreakable emulsions. Ionic liquids can in some cases be

used to break (demulsify) emulsions [152], but surface active ionic liquids like

[C12mim]Cl [153], especially when combined with halogenated solvents (CH2Cl2 or

CHCl3), can produce emulsions which do not separate on the timescales

encountered in CCC.

Fig. 13 Qualitative water and hydrocarbon miscibility of commonly used ionic liquid-forming anions
and cations. Ionic liquids made from ions on the left (on both the upper and lower rows) are hydrophilic
and more soluble in polar solvents, and ionic liquids made from ions on the right are more hydrophobic
and hydrocarbon soluble. In order to form two-phase solvent systems for use in ionic liquid–liquid
chromatography (ILLC), solvents in the lower right part of this figure are more likely to form biphasic
mixtures
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4.4 Stationary Phase Retention Curves with Ionic Liquids

Obtaining a stationary phase retention curve is a prerequisite in all ILLC

separations. This is used to find the optimal flow rate for a given separation and

to determine the optimal rotation speed that is required. This is carried out in the

apparatus illustrated in Fig. 12, with recirculation of the fluids. The stationary phase

retention curves are a plot of the fraction of stationary phase that remains in a coil

with increasing flow rates of the mobile phase. The amount of stationary phase

remaining in the coil is calculated by measuring changes in the position of the

mobile phase–stationary phase boundary in a graduated measuring cylinder

(Fig. 12). The level of the interface between the two phases in the solvent reservoir

is used to calculate the percentage stationary phase retention (% Sf) using Eq. (1) for

the DPS mode and Eq. (2) for the LPS mode.

% Sf ¼ 100 � 1 � V�V0�DV½ � =Vcð Þ ð1Þ

for DPS

% Sf ¼ 100 � 1 � V0�V þ DV½ � =Vcð Þ ð2Þ

for LPS, where V = the observed volume (in cm3) of the dense phase up to the

interface between mobile and stationary phases in the measuring cylinder; V0

= observed volume (in cm3) of the dense phase up to the interface between the

mobile and stationary phases in the measuring cylinder at the start of the experi-

ment;Vc = volume of coil under test (in cm3) (see Table 3 for details). DV is

the dead volume, which is the volume of the pipework, connectors, UV–Vis

detector cell, connectors and valves (experimentally measured to be 4.0 cm3).

After setting the coil rotation rate (typically 300–865 rpm) and temperature (in

the range 20–50 �C), the mobile phase is pumped in a stepwise manner (between 0.5

and 32 cm3 min-1), into the rotating coil at increasing flow rates completely flushed

from the coil, or the measured coil inlet pressure exceeds 70 bar. The graph of flow

rate versus % Sf is then plotted to give the stationary phase retention curve. This was

carried out for the solvent systems in Tables 4 and 5.

For solvent system D (Tables 4, 5), the phase retention curves for all of the four

coils (Table 5) were measured and calculated using Eq. (2), at 865 rpm and 35 �C.

The flow rate versus stationary phase retention curves were determined and are

shown in Fig. 14. In addition, the coil inlet pressure was measured at each flow rate

with an analogue pressure gauge (0–140 bar) (shown in Fig. 15). With the solvent

system (D), it can be seen that much of the backpressure comes from the flying leads

and that the 0.5-mm-bore tubing generates much higher backpressures. Measure-

ments show that the pressure drop over the lengths of coil 2 and coil 4 is\1 bar at a

32 cm3 min-1 flow rate, so that the dashed lines in Fig. 15 show the pressure drop in

the piping and flying leads of the IL-PrepTM CCC system.

In Fig. 14, it can be seen that there are considerable differences between the

behaviour of the two liquid phases in the four coils (for solvent system D). The rate

of loss of the ionic liquid stationary phase is dependent on both the coil diameter

and length. For example, coils 1 and 3 have the same ID, but have completely
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different phase retention curves. This implies that the stationary phase is not evenly

distributed in the coil during operation and is concentrated at the head of the coil.

This observation would have to be accounted for in any computer modelling of the

ionic liquid solvent systems used in this study. For good separations, the instrument

should be operated at rotation speeds and flow rates that maximise the value of Sf.

Ideally, Sf values should be in the range of 60–95%. The best Sf values for D occur

in the plateau region shown in the Fig. 14 inset. For coils 1 and 3, both of 1-mm

bore (but different coil lengths), the best operating flow rates are at or below

0.5 cm3 min-1. However, these Sf values of 12% for coil 1 and 38% for coil 3 are

too low to give a reasonable separation. For coil 2 of 2.1-mm bore, the best

operating region is at 0.5–2.0 cm3 min-1 and for coil 4, 0.5–3.0 cm3 min-1. For the
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Fig. 14 The stationary phase retention curves within the four coils (see Table 3) for solvent system D
(see Tables 4, 5), at 35 �C and 865 rpm

Table 5 Solvent systems used in the generation of the stationary phase retention curves for the sepa-

rations described in Table 4

Label Stationary phase

(mol%)

Mobile phase

(mol%)

Solvent system Ratio of solvent system

components (v/v)

A [C12mim][NTf2]

(44%)/hexane (56%)

[99% hexane [C12mim][NTf2]/

hexane

1

3

B [C10mim][OTf]/

hexane

[99% hexane [C10mim][OTf]/

hexane

1

3

C [C4mim]Cl (16%)/

H2O (84%)

5.0 M K2[HPO4](aq) [C4mim]Cl/3.0 M

K2[HPO4]

1

1

D [P6 6 6 14]Cl/ethyl

ethanoate

92.5% water, 7.5%

ethyl ethanoate

[P6 6 6 14]Cl/ethyl

ethanoate/water

1

1

4

E 5.0 M K2[HPO4] (aq) [C4mim]Cl (16%)/

H2O (84%)

[C4mim]Cl/3.0 M

K2[HPO4]

1

1
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solvent system in coil 4, the separations can be run at very high flow rates, since the

value of Sf drops to 60% at 32 cm3 min-1, which is a useable value.

For the water/ethanol/ethyl ethanoate/hexane solvent systems, a straight line in

the graph of Sf versus
ffiffiffiffiffiffi

FR
p

occurs as the flow rate is increased, and therefore the

relationship Sf /
ffiffiffiffiffiffi

FR
p

holds [146]. This relationship can also be seen in PEG–

aqueous phosphate system shown in Fig. 16 [154]. The plot of the stationary phase

retention versus the square root of flow rate for the water/[P6 6 6 14]Cl/ethyl
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Fig. 15 The mobile phase operating pressures encountered during the experiment to determine the phase
retention curves in Fig. 14, for the water/[P6 6 6 14]Cl/ethyl ethanoate (4:1:1 v/v/v) solvent system with
water as the mobile phase at 35 �C. Error = ±1.4 bar. 0.8 mm FL, 0.5 mm FL Inner diameter of the
polytetrafluoroethylene flying leads, respectively

Fig. 16 The stationary phase retention for various polyethylene glycol (PEG) molecular weights plotted
against the square root of the mobile phase flow rate using column volumes of 92.3 cm3 (closed symbols)
and 167.2 cm3 (open symbols). Rotational speed: 600 rpm; mobile phase: K2[HPO4] (18% w/w);
stationary phase: PEG (18% w/w); direction: HEAD to TAIL. Solid lines: best fit linear regression [154]
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ethanoate (4:1:1 v/v/v) solvent system (Table 4) is shown in Fig. 17. For this ionic

liquid solvent system (Fig. 17), clearly the Sf /
ffiffiffiffiffiffi

FR
p

relationship does not describe

the stationary phase retention curve.

Inflection point is defined as a point at which a change in the direction of

curvature occurs. For all coils in Fig. 17, there is a common inflection point at

0.75 cm3 min-1. Additionally, there are inflection points at 3 cm3 min-1 (for coil

3), 5 cm3 min-1 (for coil 2) and 7 cm3 min-1 (for coil 4). Careful visual

observation of the fluid exiting the coils at these flow rates reveals that there is a

change from laminar flow to emulsion formation, which is most noticeable when

the flow rate is increased [146].

The Sf of biphasic systems in the J-type centrifuge has been modelled by Wood

et al. [25, 145, 155] and discussed by Berthod [156]. Generally high Sf values

favour better separations. Unlike in conventional chromatography, in CCC any

changes in the composition of one phase affects the composition and behaviour of

the other phase [156]. In the metal(II) chloride separations that use water/

[P6 6 6 14]Cl solvent systems, this can result in problems with the separation. For

example, a solvent system in which the mobile phase is the least dense phase

(normal phase CCC) will give good separations for small sample sizes (\0.5 g).

However, for higher sample loadings of dense metal salts, the density of the

mobile phase plus sample injected into the coil can exceed the density of the

stationary phase (termed: phase inversion), resulting in the stationary phase being

lost out of the end of the coil (termed: column bleed). To solve this problem, the

separation is run in LPS mode with the mobile phase as the denser phase. The

density of [P6 6 6 14]Cl is 0.882 g cm-3 [127], so any co-solvent used when

combined with the ionic liquid must have a density of significantly less than the

mobile phase density at the temperature of the separation (0.98 g cm-3 for water

at 50 �C).
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Fig. 17 The stationary phase retention within the four coils (Table 3) plotted against the square root of
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5 Ionic Liquid–Liquid Separations

A range of separations using ionic liquid-containing solvent systems, where the

ionic liquid is a major component of one of the phases, has been carried out. These

separations illustrate the versatility of the methodology, allowing many compounds

to be separated by a single technique, where the main variable is the structure and

composition of the solvent system rather than the apparatus. Provided that a

suitable two-phase solvent system can be designed and implemented, the number of

possible separations that can be achieved with this technique is enormous. Here we

show, as an illustration of the technique’s versatility, that ILLC can separate sugars,

inorganic transition metal salts and low polarity organic molecules.

5.1 Separation of Organic Compounds

For the separation of organic compounds, there are two types of solvent systems

which could be used: (1) ionic liquid/non-polar solvent or (2) ionic liquid/polar

solvent (commonly water). We present here examples of the separations of sugars,

aromatics from simulated petroleum feedstock and natural oils.

5.1.1 Separation of Saccharides

The separation of simple sugars has been studied by various chromatographic

techniques [157], but these are not widely used on an industrial scale [158]. There

are however many HPLC methodologies that can be used for the separation of

glucose and fructose from sucrose and other saccharides on an analytical scale

[159], with refractive index detection [160] or UV–Vis detection [161]. Preparative

HPLC separations of sugars are also possible [162], such as with the use of a PL-Hi-

Plex Ca 300 9 25 mm preparative HPLC column with water as the eluent [163],

but these suffer from the problem of small sample sizes (injection volume 30 ll)

[163]. Sugar separations using CCC has been achieved using aqueous biphasic

solvent systems, such as aqueous salt/ethanol systems, or the ethanenitrile/aqueous

1.0 M sodium chloride (5:4) system [164], but the systems were only tested on 2-mg

sample sizes.

The use of aqueous biphasic solvent systems based on chloride ionic liquids

[109] has been tested in CCC by Berthod [117]. Here, it was possible to use the

[C4mim]Cl/aqueous K2[HPO4] biphasic solvent systems in hydrostatic high-

performance centrifugal partition chromatography (HPCPC) and hydrodynamic

HPCCC instruments. However, with the J-type centrifuge with a volume of 53 cm3,

containing a 26-m Teflon� coil with an ID of 1.6 mm, operating at 500 or 900 rpm,

only low stationary phase retention values were obtained [117]. These were typically

\20%, and, in some cases, 0% at low flow rates [117]. The same biphasic system

used in the IL-Prep machine (at 865 rpm and 30, 40 and 45 �C) gave very

acceptable phase retention values of approximately 85% with a 2 cm3 min-1 flow

rate (Fig. 18). This is thought to be due to the use of a longer (36 m) and wider bore

(ID 2.1 mm) coil than the one described by Berthod [117] (see coil 2 in Table 3). As
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can be seen, the variation of temperature has little effect on the phase retention at a

flow rate of\15 cm3 min-1. However, higher temperatures allow higher stationary

phase retentions at faster flow rates, without exceeding the maximum operating

pressure of the stainless steel coils and flying leads. The maximum rated operating

pressure (70 bar) was exceeded at 30 and 40 �C, with a flow rate of 25 cm3 min-1.

At 45 �C, the pressure limit is reached at 30 cm3 min-1 flow rate.

The DRX of sucrose, fructose and glucose in the [C4mim]Cl/(3.0 M aqueous

K2[HPO4]; 1:1 v/v) two–phase solvent system was found to be 0.90, 0.22 and 0.26,

respectively by 1H nuclear magnetic resonance (NMR) analysis. From the DRX

values, the separation of glucose from fructose would not be possible because they

are too close to anticipate a reasonable separation; however, the separation of

glucose or fructose from sucrose would be achievable. Since all three sugars are

optically active, polarimetry can be used to quantitatively measure the concentration

of sugars in fractions collected in the ILLC separation. The separation of glucose

(0.5 g) from sucrose (0.5 g) (red line) and fructose (0.5 g) from sucrose (0.5 g)

(dark blue line) is shown in Fig. 19.

It can be clearly seen that complete separation of the two monosaccharides from

the disaccharide (sucrose) was achieved working at a preparative scale (1.0 g). This

separation is a proof-of-principle demonstration of the large increase of scale (from

2 to 1000 mg) that can be achieved with an ILLC system over previous CCC

separations of sugars with aqueous biphasic solvent systems [164]. In practice, the

separation of fructose or glucose from sucrose is achieved on an industrial scale

using crystallisation techniques, and chromatographic techniques are not econom-

ical [165]. From a more application-orientated viewpoint, this same ILLC solvent

system has been used successfully on high value saccharides, oligosaccharides and

polysaccharides, the details of which are available elsewhere [42].

5.1.2 Aromatic/Alkane Separations

The extraction of aromatics from petroleum was modelled by using a simulant

comprising of a solution of cumene (isopropylbenzene; 4 mol%) in hexane. A two-

phase system was produced consisting of [C10mim][OTf], mixed with hexane, with
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Fig. 18 The variation of percentage stationary phase retention with respect to flow rate for the
[C4mim]Cl/(K2[HPO4]–H2O; 3.0 M; 1:1) two-phase solvent system at 30 �C (blue line), 40 �C (red line)
and 45 �C (green line), on coil 2 (see Table 3 for details)
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the ionic liquid phase used as the stationary phase and the hexane used as the mobile

phase. Coil 4 was filled with the stationary phase, followed by the mobile phase

(hexane) at 2 cm3 min-1, with the coils rotating at 865 rpm, resulting in stationary

phase retention of 95%. The analyte was pumped into the coil, and aliquots (5 cm3)

were collected in the fraction collector. Offline analysis by 1H NMR spectroscopy of

the concentration of cumene in the collected fractions is shown in Fig. 20. As can be

seen, the aromatics were completely captured by the stationary ionic phase, until the

ionic liquid in the coil became saturated, and breakthrough of the cumene occurred

at 110 cm3. The stationary phase containing cumene was then back-flushed from the

coil with fresh stationary phase, resulting in a transfer of cumene from hexane to the

ionic phase. The cumene was then recovered by distillation from the ionic liquid,
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Fig. 19 The separation of glucose (red) and fructose (blue) (fractions 7–12) from sucrose (fractions
13–20) by ILLC using the [C4mim]Cl/(K2[HPO4]–H2O; 3.0 M; 1:1 v/v) two-phase solvent system at
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effecting a separation of cumene from hexane. This process has the potential to be

automated using simulated moving bed (SMB) technology [166, 167] and provides

a means for the complete separation of aromatics from alkanes.

5.1.3 Separation of Vetiver Oil

Vetiver oil is extracted from the roots ofChrysopogon zizanioides [168, 169] by steam

distillation [170], with a worldwide production of about two hundred and fifty tons per

year [171]. The oil is widely used in the fragrance industry and is comprised of over

three hundred compounds [172]. Constituents of interest to the fragrance industry

include polycyclic alkenes (such as a-cadinene and b-vetivenene, as in Fig. 21) and

polycyclic alcohols, such as khusimol [173]. Although separation into each individual

component is not practical, or even desired, a rough separation into two main classes of

15 carbon sesquiterpenes can be achieved using only one run of ILLC.

The separation was carried out using a solvent system based on the

[C12mim][NTf2]/hexane [124]. The ionic liquid is insoluble in the hexane phase

(less than 0.1 mol% and could not be detected by 1H NMR spectroscopy), however

hexane is soluble in the [C12mim][NTf2] phase (56 mol%, or 21 vol% or 13 wt%, as

determined by 1H NMR spectroscopy). The stationary phase retention curves of the

[C12mim][NTf2]/hexane solvent system (Table 4), using the ionic liquid phase as

the stationary phase and hexane as the mobile phase (using the DPS operating mode

as described in Table 4), were determined at a range of different rotation speeds,

and are shown in Fig. 22. For the best separations, the instrument should be

operated with high stationary phase retentions in the lightest green region or plateau

region (where Sf = 85–95%) on the graph. The lower rotation speeds reduce wear

on the instrument and reduce power consumption, while in this case giving rise to

good phase retention values at speeds as low as 300 rpm and flow rates at or below a
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GCMS identified alkenes in vetiver oil
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Fig. 21 Five literature examples of alkenes present in vetiver oil and five compounds found in tubes
6–29 in the ILLC separation of vetiver oil, identified by GC-MS software [173]
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2 cm3 min-1. These are very high stationary phase retention values, and hence there

exists the potential to carry out very fast separations at high flow rates.

It is noticeable that the stationary phase retention curves of this solvent system

are more complex than those encountered by He and Zhao [146]. The relationship

%Sf ¼ 100 þ k
ffiffiffiffiffiffi

FR
p

(where k = -2.20 � 0.13, R2 = 0.98) holds only for the

plateau region of the graph, and it was found that the Sf value was independent of

the rotation rate in rpm.

The vetiver oil (1.0 g) dissolved in mobile phase (4 cm3) was injected at

2 cm3 min-1 into Coil 2 (Sf = 95%) and 106 fractions (5.0 cm3) were collected. A

representative set of fractions were collected and analysed by GC–MS, and four of the

GC traces are shown in Fig. 23. The GC analysis of the fractions revealed that the

vetiver oil sample was composed of sesquiterpenes, which were separated into two

main classes [174, 175]. The fractions in the T6-T25 range contained sesquiterpene

alkenes with the formula C15H24 or C15H26 [175]. Examples include a-muurolene, b-

cadinene, humulene, b-vetivenene and d-selinene (Fig. 21). From fraction T26

onwards, the compounds isolated were mostly oxygenated hydrocarbons such as

ethers, epoxides and alcohols, eluting in order of increasing distribution ratio. The

chemical formula of these oxygenated products were C15H24O and C15H26O by GC-

MS analysis. This isocratic ILLC process can therefore be used to carry out a

sesquiterpene alkene from oxygenated sesquiterpene separation.

5.2 Separation of Transition Metal Salts

5.2.1 Previous Research

Aqueous copper(II), nickel(II) and cobalt(II) chloride can be separated from each

other using a diverse range of techniques. On the preparative scale, examples

Fig. 22 The variation of % stationary phase retention with respect to coil rotation rate and flow rate for
the hexane (mobile phase)/[C12mim][NTf2] (stationary phase) (3:1) biphasic solvent system at 30 �C on
coil 4 (Table 5)
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include a complex nine-stage process [176] involving a combination of solvent

extraction and electro-refining. Nickel(II) and cobalt(II) chloride have been

separated by a five-stage continuous process using the ionic liquid [P6 6 6 14]Cl

[177]. The chromatographic separation of these metal(II) salts has been carried out

using a number of techniques, including anion-exchange chromatography [178],

adsorption thin layer chromatography (TLC) of metal(II) chelates [179], TLC [180],

HPLC of diaminostilbene complexes [181], chromatographic separation of amino

acid chelates [182], micellar electrokinetic chromatography [183], a guar-based

chelating ion exchange resin chromatography [184], and a dibenzyl sulfoxide

solution supported on silica as a stationary phase [185].

The direct single-step preparative chromatographic separation of these metal(II)

salts, with high sample loadings, without losing any metal(II) salts and without

using metal(II) chelates or corrosive acids, would represent a significant improve-

ment on these many processes. Hence, based on knowledge of the speciation of

Ni(II), Co(II), and Cu(II) chloride ionic liquids and with the use of a hydrophobic

chloride ionic liquid, a biphasic solvent system based on water and [P6 6 6 14]Cl (a

hydrophobic ionic liquid) was tested and found to be suitable for ILLC separation.

5.2.2 Transition Metal Behaviour in the Water/[P6 6 6 14]Cl/Ethyl Ethanoate

Solvent System

When nickel(II), cobalt(II) or copper(II) chloride are dissolved in water, they form

the well known hydrated [M(H2O)6]Cl2 salts (where M = Co, Ni or Cu) [186]. If

this solution is mixed with a water-immiscible chloride salt such as the ionic liquid

[P6 6 6 14]Cl, a biphasic solution is formed (shown in Fig. 24) [40]. In the chloride

ionic liquid phase, the metals are presumed to exist as the tetrahedral [MCl4]2-

complexes (see Fig. 25) [187–189]. The three metals distribute themselves between

both phases, with the nickel(II) and cobalt(II) salts both preferring to dissolve

mostly in the aqueous phase, and the copper(II) salt preferring the ionic liquid
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Fig. 23 The gas chromatography (GC) response for selected fractions (T9, T19, T29 and T39, where T is
tube number) in the separation of vetiver oil with a hexane/[C12mim][NTf2] biphasic solvent system using
hexane as the mobile phase. Tube numbers 6 to 25 contain C15 hydrocarbon terpenes (alkenes) and tube
numbers[26 contain predominately oxygenated C15 terpenes. FID Flame ionisation detector
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phase. The distribution ratios of the metals between the water and the [P6 6 6 14]Cl/

ethyl ethanoate phases can be estimated from the graph of the metal(II) chloride

separation in Fig. 26, or can be derived by UV–Vis spectrophotometry of the

metal(II) chlorides dissolved in each of the two phases. These DRX are shown in

Table 6. The values calculated from the peak maximum heights differ slightly from

the values obtained from single metal(II) chloride salts obtained by UV–Vis

spectroscopy.

The mobile aqueous phase is composed of water saturated with ethyl ethanoate

(7.6 wt% at 30 �C and 7.2 wt% at 40 �C) [190]. The recovery of the metal halide

salts from this phase involves simply evaporation of the mobile phase. The ionic

liquid used in the stationary phase is [P6 6 6 14]Cl, which is a viscous, hydrophobic

ionic liquid. The viscosity of 98% pure [P6 6 6 14]Cl (with 115 ppm water content)

is 2161 cP at 298.15 K [191], which is too high to be pumped using standard HPLC

pumps. Hence, the [P6 6 6 14]Cl ionic liquid had to be diluted with a water

immiscible co-solvent, such as ethyl ethanoate. Other co-solvents tested include

dichloromethane, hexane, propanone, butan-1-ol, butanone and pentan-2-one, all of

which were also found to be effective co-solvents, with pentan-2-one giving the best

separations. Typically, the scale of the separations was 0.5–6.0 g (at approx.

0.6–7.0 M concentration dissolved in the mobile phase) on coil 2 and 1–10 g on coil

4 (see Table 3 for coil details).

Fig. 24 Solutions of nickel(II) (Ni2?) chloride (NiCl2, left), cobalt(II) (Co2?) chloride (CoCl2, centre)
and copper(II) (Cu2?) chloride (CuCl2, right) dissolved in a biphasic mixture of water/[P6 6 6 14]Cl/ethyl
ethanoate in the ratio of 4:1:1 v/v/v. The upper phase is the ionic liquid [P6 6 6 14]Cl and ethyl ethanoate
and the lower phase is water, saturated with ethyl ethanoate. In the aqueous phase, the metals exist as
octahedral [M(H2O)6]2? [186] (Fig. 25), and in the chloride ionic liquid phase, the tetrahedral [MCl4]2-

complex is formed (Fig. 25)

M

OH2

H2O OH2

OH2
H2O

OH2

2+

+ 4 Cl-
Cl

M
Cl

Cl
Cl

2-

+ 6 H2O

Aqueous Phase Ionic Liquid Phase

M = Co, Ni, Cu M = Co, Ni, Cu

Fig. 25 The equilibria between metal(II) chloride complexes (Co, Ni, or Cu) in the aqueous phase and in
the chloride ionic liquid phase
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5.2.3 Transition Metal Separation

To achieve an effective separation of the aqueous metal(II) chloride salts

[M(H2O)6]Cl2 (where M = Co, Ni or Cu), a biphasic solvent system (degassed)

consisting of [P6 6 6 14]Cl (250 cm3), ethyl ethanoate (250 cm3) and deionised

water (1000 cm3) was prepared. The ionic phase was found to contain the majority

of the ethyl ethanoate, and forms the upper liquid layer. The aqueous phase of water

(92.4–92.8 wt%) and ethyl ethanoate (7.2–7.6 wt%) was analysed by 1H NMR and

found not to contain the ionic liquid [P6 6 6 14]Cl (the concentration of [P6 6 6 14]Cl

in the mobile water phase was not detectable and estimated to be \ 0.5 mol%

concentration by this technique) [144].
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Fig. 26 The concentration of aqueous cobalt(II) (red line), nickel(II) (green line) and copper(II) (blue
line) at 30 �C (dotted lines) and 40 �C (solid lines) on coil 2, showing the normalised absorption of the
metal halide salts where aqueous NiCl2 = 100 (equal areas under each curve). Error = ± 2% in UV
absorption readings

Table 6 The distribution ratios calculated from the elution time of the metal(II) complexes described in

Section 5.2.3 and from UV–Vis spectrophotometry

Metal

complexes

Temperature

(�C)

Peak

maximum/

mina

Distribution ratio from

ILLC separation

Distribution ratio from UV–Vis

spectrophotometry

Ni 30 23.5 0.31 0.2

Co 30 29.5 0.62 0.6

Cu 30 56.8 2.22 2.2

Ni 40 20.8 0.16 0.2

Co 40 29.8 0.66 0.6

Cu 40 55.3 2.07 2.1

a Solvent front elution time occurred at 18 min
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The separation of the copper(II), nickel(II) and cobalt(II) aqueous complexes

dissolved in water was analysed by means of a UV–Vis detector situated before the

fraction collector. A mixture of metal halides (approx. 2.9 M of MCl2 in the

aqueous mobile phase, where M = Ni, Co or Cu) was prepared from NiCl2, CoCl2
and CuCl2 (a mixture of 0.50 g of each metal salt, dissolved in 5.0 cm3 of mobile

phase). The separation was performed on coil 2 at 30 and 40 �C, with a mobile

phase flow rate of 2.0 cm3 min-1. The raw data obtained from the UV–Vis detector

were somewhat noisy and contained a number of spurious peaks due to tiny bubbles

of stationary phase passing through the detector. The data were processed by

computer subtraction of the baseline signal (at 590 nm, where the three metal salts

do not absorb light) from the Ni(II) (390 nm), Co(II) (505 nm) and Cu(II) (790 nm)

signals. This had the effect of eliminating baseline drift, removing the artifacts due

to stationary phase bubbles passing through the detector cell and increasing the

signal-to-noise ratio. Next, the data were smoothed with a moving average filter

(taking the average over 42 s of data), the start of each metal peak was set to zero

and a linear baseline adjustment was made to each peak to adjust the end of the peak

to zero. The peak areas were normalised and equalised for each metal,

compensating for the different molar absorption coefficients, to give the curves

shown in Fig. 26. The separation of these three metal salts is visually demonstrated

in Fig. 27, where the three separated metal salts are clearly distinguishable in the

fraction collector.

At 30 �C, a partial separation was achieved with some of the cobalt(II) chloride

ending up mixed with the copper(II) and nickel(II) chloride eluents. At 40 �C the

separation performance improved (see Table 7; Fig. 26), and the separation time

was reduced from 68 to 61 min. In Table 7, the area of overlap of the peaks and the

percentage of pure unmixed metal chloride salt that can be obtained are shown.

These figures have been obtained on a non-optimised system and are illustrative of

the potential of this technique. The peak shape of the copper(II) complex in Fig. 26

is unusual and is showing anti-Langmuirian behaviour [192]. This is largely due to

the presence of nickel(II) and cobalt(II) complexes affecting the phase equilibria of

the copper(II) complexes, leading to the observed triangular peak shape.

Fig. 27 The separation of aqueous CoCl2 (pink/red), NiCl2 (dark green) and CuCl2 (light blue) by ILLC
as viewed in the fraction collector, showing tubes 13 (right) through to 24 (left) in sequence
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6 Conclusions

The use of ionic liquids in ILLC was originally thought to be too difficult to be of

use in conventional CCC equipment. With the focussed design of the equipment by

AECS-QuikPrep Ltd., this problem has now been solved. Currently there is very

little literature precedent for the use of ionic liquids in CCC or LLC, and so much of

this technology has had to be developed from first principles. This has required the

designing of ionic liquids and solvent systems which give acceptable distribution

ratios for the solutes being separated. The testing of these new solvent systems has

been carried out in a specially designed ILLC instrument which can handle higher

viscosity solvent systems than are usually found in CCC and LLC. Despite this,

ILLC has been shown to be a very versatile technology which allows a diverse range

of separations, including the direct separation of both organic and inorganic

systems. The instrumentation for ILLC separations is closely related to conventional

HPCCC/HSCCC equipment, but uses coils that are made from stainless steel (rather

than PTFE), and the bottlenecks in the solvent flow pathways have been removed.

Ionic liquids can be designed to suit a particular separation by modifying their

structure and therefore their properties. Factors such as viscosity, density, density

difference, interfacial tension and relative solubility of solutes can all be adjusted.

Thus, this technique allows the separation of practically any soluble mixture,

provided a suitable two-phase solvent system can be designed or found. One way of

regarding ILLC is as a method of using ‘‘designer solvents for designer

separations’’. Whilst still in its infancy, ILLC research should have significant

impact on separations which are currently either too difficult or too expensive to

Table 7 Percentage area of overlap of nickel(II)/cobalt(II) peaks and cobalt(II)/copper(II) peaks at 30

and 40 �C and the percentage integration of pure nickel(II), cobalt(II), and copper(II) chlorides eluted

(area of each peak that does not overlap)

Temperature

(�C)

% Area overlap

nickel(II)/cobalt(II)

% Area overlap

cobalt(II)/copper(II)

% Pure

nickel(II)

% Pure

cobalt(II)

% Pure

copper(II)

30 14.7 3.98 36 57 88

40 10.7 1.26 48 73 98

Table 8 The comparison of ionic liquid–liquid chromatography, high-performance liquid–liquid chro-

matography, high-performance liquid chromatography and gas chromatography systems

Characteristic ILLC HPLLC HPLC GC 

Rapid separations ████ ████ ████ ████
Small scale (<0.1 g) ████ ████ ████ ████
Preparative scale (>1 g) ████ ████ ████ ████
Large scale (>1 kg) ████ ████ ████ ████
Low solubility analytes ████ ████ ████ ████
Inorganic compounds ████ ████ ████ ████
Corrosive compounds ████ ████ ████ ████
Column lifetime ████ ████ ████ ████

Colour codes: red poor, yellow intermediate, and green good
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perform at scale. Compounds thought to be too insoluble or too immiscible with

biphasic solvent systems comprised of molecular solvents can now be separated by

ILLC. One such example is the separation of lentinan [42], where the scale of

separation was boosted by a factor of 100, from the tens of milligrams to the gram

scale, on a similar sized apparatus, by replacement of a water/PEG biphasic solvent

system with an ionic liquid/aqueous phosphate solvent system. With larger capacity

ILLC instruments and through the use of CPC instrument designs, much larger scale

separations could be achieved. In Table 8, the versatility and relative advantages of

ILLC (in comparison with conventional HPCCC, HPLC and GC) methodologies are

shown, and it is clear that ILLC offers major benefits.
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Abstract In the last two decades, while searching for interesting applications of

ionic liquids as potent solvents, their solvation properties and their general impact

on biomolecules, and in particular on proteins, gained interest. It turned out that

ionic liquids are excellent solvents for protein refolding and crystallization. Bio-

molecules showed increased solubilities and stabilities, both operational and ther-

mal, in ionic liquids, which also seem to prevent self-aggregation during

solubilization. Biomolecules can be immobilized, e.g. in highly viscous ionic liq-

uids, for particular biochemical processes and can be designed to some extent by the

proper choice of the ionic liquid cations and anions, which can be characterized by

the Hofmeister series.

Keywords Direct and reversed Hofmeister series � Ionic liquid � Crystallization �
Solubility � Extraction � Separation � Detection � Stabilization � Denaturation

1 Introduction

In contrast to common solvents, each ionic liquid intrinsically consists of two

species, cations and anions, which both interact with the solute, but often in a

completely different way. This offers the possibility to tune particular interactions

with the solute, e.g. hydrogen bonding to one of the species, usually the anions.

However, protic ionic liquid cations are also capable of forming strong hydrogen
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bonds [1, 2]. Cations or anions may possess long alkyl chains facilitating the

penetration of a hydrophobic solute surface.

In addition to the competition to dissolve these solutes, cations and anions also

interact quite strongly with each other via Coulomb forces due to their ionic nature.

The exchange of the cationic and/or the anionic species or their modification results

in drastic changes of the physico-chemical properties [3–5] such as the viscosity

from 20 mPa s to several thousands of mPa s. Even while keeping the cationic or

anionic species fixed and varying only the other, a large range of physico-chemical

properties may still be accessible. However, most ionic liquids share low vapor

pressures, low flammability, and significant thermal conductivity.

The interplay between ions gets even more complicated when mixing the ionic

liquid with other liquids. By far, the most frequently used co-solvent is water due to

its abundance, non-toxicity and biological relevance. However, depending on the

nature of the composing ions, one or two phase systems with water are formed.

Moreover, even one phase mixtures may be heterogeneous as ionic liquids are

known to form micelles [6–9] or microemulsions [8–11]. The present review

concentrates on the effects of the ionic liquid ions, whereas the consequences for

water play only a minor role here. Excellent reviews focussing on water are

Refs. [12–14].

2 From the Ionic Liquids Point of View

2.1 Polarity and Hydrophobicity

Chemical intuition tries to understand solvent effects and miscibility in terms of

solvent polarity. According to Reichardt, polarity is defined as the overall solvation

capability for molecules, including specific and non-specific interactions [15]. This

rather general definition is the reason why single parameter polarity scales are often

insufficient to map all interactions promoting or prohibiting solvation on a single

value. Consequently, some solvation aspects are described in one solvation scale

better than in the others [15, 16].

The non-specific electrostatic interactions in a liquid can be measured by

dielectric spectroscopy [17]. The static (low frequency) value of the generalized

dielectric constant R0ð0Þ measures the polarization of the liquid, i.e. the total dipole

moment per volume. From the amplitude of dielectric peaks it is possible to estimate

the molecular dipole moment of the corresponding species. Molecules with higher

dipole moments are believed to behave more polar. The high frequency limit of the

dielectric constant R0ðx ! 1Þ ¼ �ð1Þ depends on the refractive index of the

liquid and hence on the polarizability per volume. Altogether, polar liquids tend to

have higher dielectric constants R0ð0Þ than apolar liquids and the corresponding

values for ionic liquids are comparable to ethanol or acetone [18, 19]. Dielectric

constants of aqueous mixtures depends on the occupied volume of bulk water,

pressure-retarded osmosis water, and the ionic liquid [20].

The imaginary part of the dielectric spectrum of liquids with charged molecules

is dominated by the static conductivity rð0Þ and, therefore, always reported in
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publications concerning dielectric spectroscopy. Many ionic liquids have lower

conductivities than expected from their diffusion coefficients. However, this is

rather due to the collective interactions of all ionic liquid ions with the other ions

than to the existence of neutral ion pairs. For example, non-neutral ion aggregates

(see Fig. 1a) also reduce the number of charge carriers and consequently the

conductivity. These aggregates with more than two ions are already possible at

moderate concentrations for simple, atomic, and small inorganic ions [14]. For

example, at 1 mol L�1, 20–30% of the ions in an aqueous solution of K[SCN] form

cluster with an average size of two or three anions [14]. As ions tend to be less

homogeneously distributed in ionic liquid mixtures compared to these simple ions,

the concentration threshold is even lower in ionic liquids.

As depicted in Fig. 1a, clusters involving several contacts of cations are quite

common even for short alkyl chains [2, 14, 21]. The non-specific dispersion

interaction (gray area) between the alkyl chains is in this case stronger than the

Coulombic repulsion (denoted by the black arrow). Of course, strong Coulombic

attractions exist between cations and anions (also denoted by the corresponding

arrow). In aqueous mixtures, water interacts with the ions and hence decreases the

Coulomb attraction between the ions. However, this weakening does not necessitate

that water molecules become interstitial [22] but dielectric measurements revealed

that solvent assisted ion pairs (see Fig. 1b) are much more common than direct

contact ion pairs/aggregates [12, 17, 23, 24]. The ‘‘solvent assistance’’ was

explained by Robinson and Harned as ‘‘localized hydrolysis’’ � � � �Hdþ �
OHd� � � � � [12, 25].

Based on solvatochromic studies another single-value scale of the polarity are

EN
T -values by Reichardt and co-workers [15, 26], which also characterize ionic

liquids as polar as lower alcohols [15, 26–28]. A complementary polarity scale is

offered by the Kamlet–Taft parameters [29]: here, dipolarity parameter (pKT)

reflects the polarity of the solvent. It is measured by transition from ground to

excited state of various dyes. As these states are stabilized by solvent dipoles and

polarizabilities, the measured fluorescence shift should correlate with the solvent

polarity. However, pKT strongly depends on the nature of the dye and is, therefore,

Fig. 1 Ionic liquids in aqueous mixtures (cations in red, anions in blue, and water molecules in green):
a ion aggregates and b solvent shared ion pairs. The arrows indicate strong Coulomb interactions and the
gray area shows strong dispersion forces
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of reduced relevance. In addition to this non-specific interaction parameter, the

Kamlet–Taft scale also characterizes local, specific interactions as the Kamlet–Taft

parameter aKT and bKT reflect hydrogen bond donor and acceptor capabilities. The

hydrogen bond acidity (aKT) is mainly determined by the ionic liquid cations. Protic

cations like ethylammonium have higher aKT-values than aprotic cations like

imidazoliums indicating better hydrogen bond donor capabilities. The hydrogen

bond basicity (bKT) reflects the hydrogen bond acceptor capabilities. In particular,

acetate and chloride based compounds excel the other ionic liquids [29] and explain

to some extent the important role for cellulose treatment [30, 31].

Hydrophobicity is a more narrow concept of polarity [32] as it characterizes the

absence of favorable interaction of the solvent to water. It can be measured by the

partition coefficient logP in octanol/water mixtures. High logP values indicate

hydrophobic solvents. For example, hexane has a logP value of 3.5. However,

1-butyl-3-methylimidazolium acetate, nitrate and hexafluorophosphate have extre-

mely low logP values of -2.8, -2.9 and -2.4 indicating they are much more polar

than ethanol, which has logP ¼ �0:24. The logP value increases with increasing

cationic alkyl chain length as expected [33].

Although hydrophobic solvents are suggested to be more favorable for enzymatic

reactions [34], which was also reported by [35], protein stability may decrease with

rising hydrophobicity [33, 36]. Russell and co-workers [37] could not correlate logP

values with the enzyme activity and argued that the anion is responsible for the

reactivity, which points to nucleophilicity or hydrogen bond basicity [32].

2.2 Anionic Hydrogen Bonding and Cationic Surfactant Effects

1-butyl-3-methylimidazolium chloride [C4mim]Cl dissolves cellulose [38–40] since

chloride wins the hydrogen bonding competition for cellulose OH-groups versus the

intramolecular hydrogen bond network. In a molecular dynamics study of 1,3-

dimethylimidazolium chloride [C1mim]Cl, Youngs et al. also reported that

hydrogen bonds of chloride to the hydroxy groups of the carbohydrate dominated

the solvation interaction [41, 42]. Armstrong and co-workers showed that the high

hydrogen bond basicity is a key factor to dissolve complex polar biomolecules

[43, 44]. Since hydrogen bonding is the central topic of another chapter by Patricia

Hunt in this book, we will restrict our discussion to aqueous mixtures of ionic

liquids.

Hydrophilic ionic liquids usually consist of small anions, which can be easily

implemented in the three-dimensional water network of hydrogen bonds. However,

this effect of the ions is very local since femtosecond mid-IR pump-probe

spectroscopy showed that only the structure of water in direct contact with the ion is

influenced [45] and the effect on further solvation shells of the ion is negligible. We

showed [22] that hydrophilic anions act as mediator between the more hydrophobic

imidazoliums and water, which was confirmed by other authors [21, 46–49]. If the

hydrogen bonded anion-water network is very strong, cations are expelled to some

extent. Even at short alkyl chain lengths they may form clusters or structures similar

to micelles as sketched in Fig. 2, which are held together by significant dispersion

forces of the alkyl chains (gray area). Additionally, these aggregates also minimize
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the disturbance of the three dimensional water network because the multiple

hydration of single ionic liquid cations would do much more damage to the network

than the inclusion of one bigger aggregate. Such water network forces were reported

by several groups [12]. The segregation into polar and apolar domains for pure ionic

liquids [2, 50] and in aqueous mixtures [21] is accepted in the ionic liquid

community. Consequently, the cations may accumulate at the apolar domains of

proteins as well [51]. The longer the cationic alkyl chain gets, the stronger is the

respective surfactant effect, which affects the stability and activity of the proteins

[9, 33, 52].

2.3 Hofmeister Series

Concerning biomolecular solvation, the so-called Hofmeister series provides a new

scale to the solvation properties of ions. In 1888 Franz Hofmeister ranked several

inorganic ions for their effectiveness in egg white protein precipitation. Sharing the

same cation, the protein solubility increased in aqueous solutions in the following

manner [53, 54]:

SO2�
4 \HPO2�

4 \F�\CH3COO�\Cl�\Br�\NO�
3 \I�\ClO�

4 \SCN�

However, this ranking is also used to predict protein stability in aqueous electrolyte

solutions. Unfortunately, depending on the solvent conditions and the protein under

investigation, the ranking is partially or even completely reversed as one may easily

conduct from the plethora of rankings displayed in Ref. [55]. In order to bring some

light into this confusion, we start with the underlying definitions and concepts of the

Hofmeister series before jumping into its application in protein science (see

Sect. 3).

A tentative Hofmeister series based on the information of Refs. [54–59] is

depicted in Fig. 3 using the cation 1-butyl-3-methylimidazolium. At first sight, the

Kamlet–Taft dipolarity parameter pKT and hydrogen bond acidity or donor

Fig. 2 The sketch of an aqueous mixture of aprotic ionic liquids shows anion-water networks and
cationic micellar-like structures
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capability aKT show no trend in Fig. 3, which is not astonishing as the cation usually

plays the major role for these descriptors in case of ionic liquids. The decreasing

Kamlet–Taft hydrogen bond accepting capability bKT is also expected as

kosmotropes should be more interested in hydrogen bonding than chaotropes.

Interestingly, the static dielectric constant R0ð0Þ, as well as the Reichardt’s

polarity parameter EN
T (data not shown) do not systematically change from

kosmotropic to chaotropic anions. In contrast, the polarizability a increases

emphasizing the increasing importance of dispersion forces. Since the polarizability

correlates with the molecular volume V, the same trend is also observed for V.

2.3.1 Kosmotropic and Chaotropic Ions

Protein stability and solubility depends on its interface with the solvent. In addition

to particular interactions of single cations and anions with distinct amino acids at the

protein surface, the ionic impact on protein solubility is attributed to modifying the

water structure and hence the protein hydration. Ions, which strongly interact with

water, are called ‘‘kosmotropic’’ (Greek kosmos ¼ order) or ‘‘structure-making’’. In

contrast, if the interaction with water is weak, the ions act ‘‘chaotropic’’ (Greek

chaos ¼ disorder) or ‘‘structure-breaking’’ [60]. The basic characteristics of

kosmotropes and chaotropes are summarized in Table 1. The concept of structure-

making and breaking on larger dimensions was disproved by spectroscopy [45] and
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Fig. 3 Tentative Hofmeister series (kosmotropic anions on the left and chaotropic anions on the right)
including typical ionic liquid anions and their dependence on various physico-chemical descriptors
(normalized and constantly shifted values). Dashed and solid lines represent decreasing and increasing
trend, respectively
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thermodynamic considerations [61], which showed that the influence of a central ion

on the surrounding water structure is restricted to the first hydration shell and the

impact on further water shells is quite small. Nevertheless, even if the effect of the

ion is limited to its direct environment, the degree of hydration or hydrogen bonding

may have consequences for the solvent properties. Looking at Fig. 2 again, many

typical ionic liquid anions like tetrafluoroborate, triflate, or acetate show

kosmotropic behavior whereas imidazoliums act more and more chaotropic when

prolonging the alkyl side chains.

2.3.2 Law of Matching Water Affinities

Collins introduced the law of matching water affinities [62–64], which basically

states that kosmotropic cations form ion pairs with kosmotropic anions and

chaotropic cations with chaotropic anions, whereas ion pairs of mixed type do not

exist, as shown in Fig. 4. In this simple volcano plot, the difference of the hydration

energy of the anions and cations is correlated with the solution enthalpy of the ionic

liquid. Kosmotropic anions (blue boxes without a tail) should be better dissolved in

water than chaotropic cations (red pentagons with tail). As a result, DDHhyd ¼
DH�

hyd � DH�
hyd is quite negative and the dissociated pair can be found at the left part

of Fig. 4. The existing Coulombic interaction between these ions is not strong

enough to keep the ion pair configuration in water as visible by DHsolv\0. As a

Table 1 Characteristics of

kosmotropes and chaotropes

adapted from [57] and including

results from Fig. 3

Kosmotropes Chaotropes

Size Small Large

Hydration Strong Weak

Hydrogen bonds Many Few

Dispersion Weak Strong

Polarizability Low High

Charge density High Low

Fig. 4 Law of matching water
affinity by Collins adapted from
Ref. [62] applied to the case of
ionic liquids. DHsolv is the
enthalpy of solution and DDHhyd

the difference of the hydration
enthalpy of the anions and the
cations. Kosmotropic and
chaotropic ions are depicted
with and without an alkyl chain,
respectively. Ion pairs in
aqueous solution are only
expected above the dotted line
since their dissociation in water
is favorable at negative DHsolv
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consequence, the anion will hydrogen bond to water, expelling the cations from the

anion-water network. Kosmotropic cations and kosmotropic anions possess similar

hydration enthalpies and DDHhyd ’ 0. Their strong Coulombic interaction may

survive in water keeping the ions together [65]. However, the strongest interaction

between cations and anions exists if both are chaotropic. Here at DDHhyd ¼ 0, the

Coulombic interaction is accompanied by strong dispersion forces. The hydrophobic

tails also make these ions less attractive for water which will not penetrate the ion

pair. Combining a kosmotropic ion like Liþ with a chaotropic anion like octylsulfate

(DDHhyd [ 0) will also result in a weak ion pair dissociating in water. However, the

situation described here concerns the bulk phase of the solvent. Chaotropic ions

expelled from the hydrogen bond network may act as surfactants for the dissolved

protein.

2.3.3 Determination of Kosmotropic/Chaotropic Character

For simple classical ions, the kosmotropic or chaotropic character in aqueous

solution can be related to the relative viscosity

g
g0

¼ 1 þ A
ffiffiffi

c
p

þ B � c ð1Þ

describing the current viscosity g with a salt concentration of c with respect to the

pure solvent viscosity g0 [58, 62]. The Falkenhagen A-coefficients depend on the

electrostatics of the system and are usually small [54], whereas the B coefficients are

ion specific and called Jones–Dole coefficients. Because of their strong interaction,

kosmotropic ions hinder the motion of water and, therefore, increase the viscosity g
resulting in a positive B value. Chaotropic solutes should have negative B values.

Table 2 shows some Jones–Dole B values of cations and anions and their kos-

motropic/chaotropic assignment by Zhao [58]. Despite some minor issues con-

cerning the anions, the assignment is quite questionable for ionic liquid cations.

Many cations with long alkyl chain are claimed to be kosmotropic because of their

positive B values. Although the high viscosities may be partially due to hydrophobic

hydration [58] (and hence some interaction between the cation and water), much

more importantly the viscosity rises because of adding a more viscous ionic liquid to

the more fluid water. A significant source of the increased viscosity of ionic liquids

are the dispersion forces in the apolar domains. Quite intuitively, prolonging the

alkyl side chain should make the cation more hydrophobic and consequently less

interactive with water but maybe more interactive with hydrophobic protein sur-

faces [53]. However, since many authors use the kosmotropic/chaotropic assign-

ment based on B values, their cationic Hofmeister series shows a reversed effect

[54, 55, 57]. We will stick to the simple characterization in Table 1 (as also sug-

gested by Collins [62]) for further discussion here and concentrate on the effect of

the anions in order to avoid confusion.
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2.3.4 Impact of Ion Concentration

Regardless of the definition of kosmotropy/chaotropy, the Hofmeister ranking

characterizing the protein solubility faces another problem: in 1932, Green [66]

reported that the solubility of proteins in the presence of added salts, S, and without

salt, S0, followed the ionic strength I in a bell-shaped manner

log
S

S0

¼ 1

2

z1 � z2

ffiffi

I
p

1 þ A
ffiffi

I
p � Ks � I ð2Þ

with the ion valences z1 and z2 and a characteristic salt coefficient Ks. Although Ks

seems to increase with the ion volume [53] and hence chaotropic ions are expected

to decrease the protein solubility, an actual Hofmeister ranking of ions depends on

the ion concentration as the maximum solubility in a particular electrolyte shifts for

each investigated salt. Therefore, ions may switch their position in the Hofmeister

series when changing the salt concentration.

Table 2 Experimental Jones–Dole B-coefficients [58]

cation B [L mol−1] anion B [L mol−1]

N+
1111 0.123 SO−

4 0.206

N+
2222 0.385 HPO2−

4 0.382

N+
3333 0.916 H2PO−

4 0.340

N+
4444 1.275 F− 0.107

N+
5555 1.149 CH3COO− 0.246

0.144 Cl− -0.005

0.228 Br− -0.33

C py+4 0.396 BF−
4 -0.093

0.491 NO−
3 -0.043

C mim4 0.610 PF−
6 -0.210

Al3+ 0.744 I− -0.073

Mg2+ 0.385 SCN− 0.022

Li+ 0.146

Na+ 0.085

K+ -0.009

C mim2
+

+

C py+
2

C py+
1

The degree of gray shading imply a stronger chaotropic character based on the considerations by Zhao.

The values of the imidazoliums are calculated on the basis of an empirical equation instead of a

measurement
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3 Through the Eyes of the Protein

Despite all the issues concerning the ‘‘correct’’ ranking of the ions, the concept

of a Hofmeister series is often used in the literature and has proven to be

valuable to explain trends for the interaction with proteins [54, 55, 67, 68] in

various fields of applications as sketched in Fig. 5 and discussed in the

following sections. Wang and co-workers [70] pointed out that this particular

research field is quite young, but is attracting enormous interest in chemical,

food, and pharmaceutical industries. Although not taking into account all

publications concerning the interactions of ionic liquids with proteins they

concluded that the overwhelming number of publications (see Fig. 5) deal with

protein stability in the various ionic liquid environments. Ionic liquids are able

to promote or prevent denaturation (which may result in (un-)wanted fibrillation

of the protein). It is also possible to activate enzymes with ionic liquids for

particular reactions. Other scientific areas concern the solubility (which may be

used for the crystallization) and the separation of proteins (from extraction to

their detection). All these topics are discussed within the next sections with a

special emphasis on protein peculiarities and their impact on the Hofmeister

series.

3.1 Protein Solubility

The vast majority of protein solubility studies concerns aqueous solutions or water

mixtures with various co-solvents. Although it is possible to dissolve amino acids

[71, 72] and protein in pure ionic liquids [73, 74], aqueous mixtures are preferred

because of higher solubilities and/or increased stabilities of the biomolecule, as well

as reduced costs.

Fig. 5 Protein applications of ionic liquids and their percentage of publications in the last decade
(adapted from Refs. [69, 70])
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3.1.1 At the Protein Surface

Because of their different hydrophobic/hydrophilic/amphiphilic character, water and

ionic liquid ions interact with the non-polar, polar, and charged surface areas of

proteins in their own specific way resulting in an accumulation or depletion at these

different regions as depicted in Fig. 6. Several simulations show that the

concentration of cations exceeds that of anions at the protein surface irrespective

of the protein charge [51, 75, 77–80]. This can be rationalized by the hydrogen-

bonded network of the anions and water in the bulk phase (see Fig. 2 [51, 81]).

Since the cations are not able to contribute to this network in the same manner, they

are expelled and forced to the surface of the other hydrogen bond network violator,

i.e. the protein.

Another protein solvation aspect is the strong amphiphilic character of most ionic

liquid cations. Long alkyl chains attached to the ‘‘charge center’’ offer apolar

regions with increased dispersion interactions (gray areas in Fig. 6), which are of

significant importance [53, 82]. Here, hydrophobic solutes, like apolar amino acids,

may find a favorable interaction partner. Klähn and co-workers reported that the

alkyl chains prefer to point towards the non-polar protein surface in this case [83].

Water molecules arrange themselves in a quasi-crystalline structure (often termed

‘‘iceberg’’). As a result, this hydrophobic solvation decreases the water entropy at

the surface of the protein compared to bulk water [60]. However, ‘‘iceberg’’ models

have been questioned by several groups (see [13] for details).

Since the cations are also a charged species, they compete with the anions for

favorable solvation sites at the polar protein surface. The majority of cationic alkyl

chains now point away from the protein surface [83]. Of course, the negatively

charged amino acids attract more cations than anions, but they still are in

competition with water molecules (green triangles in Fig. 6), which may form

hydrogen bonds to the surface amino acids in contrast to the cations. The approach

of cations to the positively charged protein surface is not excluded per se since

cationic charge densities are low and is also enabled by the close-by anions at the

protein surface.

Fig. 6 Sketch of the interactions (dotted lines hydrogen bonding, gray areas dispersion, and arrows
strong Coulomb interaction) of the solvent species with the protein surface at higher ion concentrations
(adapted from [51, 75, 76])
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The (hydrophilic) anions seem to prefer the positively charged surface as they try

to establish hydrogen bonds to lysine, arginine, or histidine (if positively charged)

[44] and show strong Coulomb interaction with these amino acids due to their high

charge density. Overall, the Coulombic interaction of the anions with the protein is

stronger compared to the cations resulting in a longer residence time of that

molecule near the respective amino acids [75, 78]. The cations are quite mobile at

the non-polar and polar protein surface and only show increased residence times in

the proximity of glutamic and aspartic acid. This cationic mobility may be also a

reason that active protein sites are visited more by cations than anions [75].

Both cations and hydrophilic anions usually interact stronger with the protein

than water and hence remove water from the protein surface with increasing ionic

liquid concentration [71, 75]. Here, the impact of the anion seems to be more

important [71]. However, the water removal may have positive and/or negative

consequences for the protein solubility [84]. Hydrophobic ionic liquids may form

two phase systems with water resulting in less depletion of water molecules from

the protein surface and hence an increased protein solubility [85, 86].

3.1.2 Following the Hofmeister Series

In addition to these surface effects, the Hofmeister series discussed in the last

chapter concerns the impact of the ions on the bulk water structure that influences

the water structure at the protein surface. A significant correlation between water-

water hydrogen bonding and the experimental solubility data for hydrophobic

solutes was found in computer simulations [87] as expected by the Hofmeister

effect. Quite generally, the term ‘‘salting in’’ refers to the effect at moderate ion

concentrations up to 1 mol L�1 that increasing ionic strength of a solution enhances

the solubility of the proteins. Looking at the Hofmeister series, the protein solubility

increases with the chaotropic character of the anions [82, 88] and results in an

opposite ‘‘salting-out’’ effect for strong kosmotropic anions like phosphate and

sulfate [53, 82]. MD simulations [89] showed that the reduction of hydrophobic

interactions leads to salting-in and may be entropic and/or enthalpic whereas the

salting-out induced by kosmotropes is purely an enthalpic effect. However, one has

to keep in mind that ‘‘salting-in’’ and ‘‘salting-out’’ also depend on the nature of the

protein [60, 90, 91] since they are not homogeneous in charge, hydrophilicity/

hydrophobicity, as well as secondary and ternary structure [53]. Netz and co-

workers pointed out that the Hofmeister prediction is (more or less) valid for

negatively charged proteins whereas the reversed order may be more appropriate for

neutral or positively charged proteins [90, 91]. This reversed Hofmeister series

seems to be ‘‘the rule rather than the exception’’ for the small inorganic cations and

anions [91].

3.1.3 Protein Crystallization

However, high protein solubilities are not always desirable since (more or less)

controlled precipitation and protein crystallization in good quality are worthwhile
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for X-ray structure determinations [92]. Usually, at high ion concentrations, the

protein solubility drops significantly and the protein precipitates. This process can

be used for the separation of proteins to get purer crystals since the necessary salt

concentration depends on the nature of the protein. In particular, due to their

manifold and ‘‘tunability’’ ionic liquids attracted interest as co-solvents for protein

precipitation and crystallization since 1999 when Garlitz and co-workers reported

on lysozyme crystallization modified by ethylammonium nitrate [93]. Judge et al.

reported that various proteins (lysozyme, catalase, myoglobin, trypsin, glucose

isomerase, and xylanase) grow crystals of larger size with ionic liquids as co-

solvent, which provide a better X-ray diffraction resolution [92]. However, the

impact of ionic liquids on the crystallization process is more pronounced than for

precipitation [92, 94]. Several authors report on less crystal polymorphism and

improved tolerance to concomitant impurities during crystallization [94–99].

Peter Nockemann and co-workers noticed that increasing the concentration of

the ionic liquid (regardless of the Hofmeister character) results in a reduction of

crystal nucleation density and improved crystal quality [76]. Choline based ionic

liquids showed less efficiency than imidazolium based ionic liquids and

prolonging the cationic alkyl chain length in the imidazolium salts improved

the efficiency. However, the concentration dependence observed by Green [66]

and discussed in the Hofmeister Sect. 2.3.4 was also observed for ionic liquids

[76]. Electrostatic forces play the major role at low ion concentrations and the

specific impact of the ion correlates with their screening of the protein surface

charges to reduce the repulsion between like-charged biomolecular regions and

hence promotes protein aggregation. He also pointed out that the dehydration of

the anions is important for the binding to the protein surface, i.e. the anion-water

network in Fig. 2 has to be overcome making kosmotropic anions less effective.

Cations may have the opposite effect since the binding to non-polar residues

(cf. Fig. 6) counteracts the previously discussed effect and reduce the interfacial

tension promoting protein-solubility. As a result, ions, which bind to the protein

surface and screen the surface charges at low concentration promoting salting-out,

induce salting-in at higher concentrations by remaining hydrated at the protein

surface.

3.2 Separation of Proteins

The separation of target protein accounts for 50–80% of its total production costs

[100, 101] and the tunability of ionic liquids has been exploited in this context

[100–108]. Also, the recovery and purification of enzymes from bioreaction media

gained importance because of a increasing demand for biotechnologically manu-

factured fine chemicals and biomolecules [105].

In principle, the pure ionic liquid or its mixture with water may be used to

dissolve the proteins. However, in pure ionic liquids most proteins are dispersed, but

not homogeneously dissolved [102, 107, 109, 110]. Furthermore, pure ionic liquids

may denaturate the protein (which will be discussed in the next Sect. 3.3) as they

need water to maintain their natural structure and function.
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Aqueous mixtures of ionic liquids can also be decomposed in ‘‘hydrated ionic

liquids’’ (high ion concentrations) and electrolyte like solutions (low ion concen-

trations), which have different solvation properties for a particular protein.

Furthermore, these solutions may also change their solvation behavior as a function

of temperature offering a nice route to extraction and separation by precipitation

[107].

3.2.1 Two-Phase Systems

The largest area of ionic liquid application for extraction and separation of proteins

are two-phase systems: Of course, hydrophobic ionic liquids form two phases with

water. However, these hydrophobic ionic liquids are usually more expensive and

viscous than hydrophilic ionic liquids and may denature proteins [106]. Rogers and

co-workers [111] were the first to report on two-phase systems with hydrophilic

ionic liquids at certain concentrations overcoming the limitations mentioned above.

The aqueous phase usually contains K2HPO4. The kosmotropic anion interacts

stronger with water than the interaction between water molecules. The water-

hydrogen bond network is therefore enhanced resulting in a stronger expelling of the

cations (see Fig. 2). Various salts including K3PO4, K2CO3, K2SO4 , and others also

have been tested [112] but K2HPO4 combined a high solubility in water with an

excellent ability to promote phase separation with the ionic liquid. These two-phase

systems are distinguished by their protein selectivity, robustness, short processing

time, low energy consumption and easy scale up opportunities [108, 113]. Cation

[101] and anion [104] effects have been studied by the Coutinho group. As

expected, long alkyl chains attached to imidazoliums promote phase separation and

partitioning [100, 101]. Inserting double bonds, benzyl or hydroxyl groups leads to

less efficiency. Kragl and co-workers [105] reported a strong correlation between

the protein charge and the partition behavior and suggested that electrostatic

interactions at the protein surface with the cations are the major driving force of

protein partitioning in the two phases. The efficiency of the two phase system also

follows the Hofmeister series for the anions [104, 106].

The extraction efficiency seems to increase with increasing temperature

indicating an endothermic process [100]. The enthalpic DH0
ILphase and entropic

change DS0
ILphase associated with the protein partitioning measured by the Gibbs

energy DG0
ILphase is obtained from the partitioning coefficient K

DG0
ILphase ¼ �RT lnK ¼ DH0

ILphase � TDS0
ILphase ð3Þ

as a function of temperature. Both DH0
ILphase and DS0

ILphase are positive for the

transition of the protein bovine serum albumin from the K2HPO4 to the ionic liquid

rich phase. However, the overall DG0
ILphase is negative since TDS0

ILphase exceeds

DH0
ILphase. The importance of entropic effects indicate the major role of hydrophobic

interactions [100, 108].
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3.2.2 Protein Detection

However, ionic liquids are not only advantageous for extraction and separation, but also

for the detection of particular proteins. Traditional capillary electrophoresis for protein

separation results in broadened bands and low protein recovery. Dynamic coating of the

capillary with imidazolium-based ionic liquids suppress protein adsorption and

generates an anodic electroosmotic flow [114–116]. A recent review [117] summarizes

the current status of capillary electrophoresis. Furthermore, the vacuum stability of ionic

liquids and their solvation properties is also beneficial for ionic liquid matrices in matrix-

assisted laser desorption/ionization mass spectrometry (MALDI) [118]. Particularly,

ionic liquid matrices promote sample homogeneity, increase ion peak intensities, and

lower detection limits compared to conventional solid matrices [119].

3.3 Protein Stability

Proteins are a particularly heterogeneous class of biological macromolecules. For

their functioning, it is very important to maintain their secondary structure, i.e. a-

helices, b-sheets, and coil regions. These structural elements are held together via a

complex balance of hydrogen bonds, disulfide bridges, hydrophobic and ionic

interactions. In most of these interactions solvent molecules participate or compete

with the involved amino acids. Consequently, changing solvent conditions like

viscosity, pH value, buffer conditions, addition of (ionic) co-solvents, and

temperature has a severe impact on the secondary structure of the protein. The

influence of solvent viscosity differs from the other solvent conditions since higher

viscosities decelerate the overall dynamics of the solvent and the dissolved protein,

mimicking higher protein stability within the observed time window [16, 77, 120].

However, the viscosity g is a central solvent property.

3.3.1 Gibbs Free Energy of Unfolding

The pH value of the solvent and the presence of ions are important for the Coulomb

interactions of the solvent with the protein. The preferred protonation state of the

amino acids within the protein changes significantly with the pH and the buffer

conditions thereby changing the character of the local protein surface from polar to

charged or back (changing also the protein preference for solvent molecules

depicted in Fig. 6). As a function of ion concentration, these amino acids will have

stronger or weaker interactions with the solvent contributing to stabilization

enthalpy. The temperature, on the other hand, and the exchange of water, cations,

and anions at the surface of the protein govern the entropic contributions.

In fact, native protein structure is only marginally stable as visible by the slightly

positive Gibbs free energy of unfolding [68]

DGunfolding ¼ DHunfolding � T � DSunfolding ð4Þ

describing the transition from the native to an unfolded state. The low value of

DGunfolding is based on the mutual compensation of significant enthalphic
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(DHunfolding) and entropic (DSunfolding) contributions [68], which can be shifted by

adding co-solvents like ionic liquids. For example, choline dihydrogen phosphate

stabilizes cytochrome c [110, 121] and lysozyme [122] for months. Brogan and

Hallett [73] reported on the freeze-drying properties of 1-butyl-1-methylpyrroli-

dinium salts. Overall, the protein storage lifetime ranges from a few days to more

than a year depending on the nature of the protein and its environment

[110, 123, 124].

Ionic liquids may shift the subtle balance of DHunfolding and DSunfolding in one or

the other direction resulting in denaturing [56, 125–131] or refolding/stabilizing of

the protein [33, 109, 123, 126, 132–135]. In principle, the native protein structure

and the (partially) unfolded state of the protein are in a reversible equilibrium

(Fig. 7, [124, 134, 136]). This unfolding/refolding equilibrium is disturbed by an

irreversible protein aggregation followed by fibrillation which completely deacti-

vates the protein. The protein aggregation can be hindered by ionic liquid as co-

solvents [132, 137, 138] protecting the hydrophobic parts of the protein surface. The

cations seem to cover these hydrophobic areas and suppress interprotein

accumulation.

However, ionic liquids can also be applied to enhance the activity of the native

protein. This area of applications is reviewed elsewhere [16, 32, 57, 113] in more

detail and only briefly summarized here: they may chemically modify the protein or

stabilize a (genetic) protein modification or immobilize the protein at a surface for

chemical reactions [32]. Because of their tunable properties, particular ionic liquids

are capable to selectively solubilize reactions and/or products, which offers in two-

phase systems better product separation and improved recoverability of the

catalyzing protein (as discussed in the Sect. 3.2). Ionic liquids also influence the

enantioselectivity of reactions [55].

In contrast to classical polar organic solvents some polar ionic liquids seem to

activate particular proteins [32, 113, 120, 139], whereas the activity of another

enzymes is diminished [32, 37, 113, 140]. One has to bear in mind that reaction

Fig. 7 The protein activity depends on secondary structure. Ionic liquids may be used to activate
particular amino acids, to store proteins for longer time periods, to help refolding and to prevent
aggregation
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rates in different ionic liquids are usually compared at the same amount of water.

Under such conditions, solvents with higher polarity would have less water

associated with the protein probably reducing the reaction rate. On the other side,

the increased water content in the bulk phase reduces the viscosity and thereby

increases the protein mobility [141] and hence the activity. Depending on the

importance of these factors for the protein, the reaction rate increases or drops.

3.3.2 Computer Simulations

There are several experimental techniques to study the protein conformation like

UV-vis, fluorescence, IR, Raman, and NMR spectroscopy, circular dichroism,

tensiometry, small-angle neutron scattering, differential scanning calorimetry, and

microcalorimetry are listed in [69] and references therein. Since experiments

monitor only the overall effect of the ionic liquids on these topics of protein activity,

protein simulations are quite useful for the interpretation of the role of particular

cations and anions. The current state of the art was recently reviewed by Shaw

[142]. In principle, the protein stability can be followed in molecular dynamics

computer simulations in various ways:

1. Monitoring the van der Waals and Coulomb interactions

U ¼
X

i

X

j

4�ij
rij
rij

� �12

� rij
rij

� �6
 !

þ
X

i

X

j

qi � qj
4p�0rij

ð5Þ

between the protein and the solvent or within the protein. If the atom i is part of

a protein and the atom j belongs to a solvent molecule, the sum above represents

the protein–solvent interactions [75]. In this case, major contributions of the van

der Waals part commonly stem from the interaction of the amphiphilic ionic

liquid cations with the protein, whereas very strong Coulombic interactions

between the ionic liquid anion and positively charged amino acids can be found.

Steinhauser and co-workers [77] computed the van der Waals and Coulomb

interaction within the protein as a function of the mole fraction of water in the

aqueous 1-ethyl-3-methylimidazolium triflate mixture. With increasing water

content, the Coulomb interaction rises whereas the van der Waals interaction

decreases, which was explained by a transition from dipolar screening to charge

screening and its consequences on the solvation structure. Dipolar screening

describes the reduction of Coulomb attraction and repulsion by interstitial water

molecules, which is quite effective due to the high dielectric constant of water.

The ionic liquid ions screen the protein surface charge since these interactions

are usually stronger than the attraction or repulsion between neighboring amino

acids. Interestingly, the most unfavorable U was found at a mole fraction xH2O

of 0.93, which also coincides with the lowest conservation of secondary

structure.

2. Programs like DSSP [143] assign secondary structure elements to each amino

acid based on the current protein coordinates from the trajectory. This way, the

extension or shrinking of a-helices and b-strands can be followed during
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simulations and compared to the native protein structure. Over the complete

trajectory averaged stability values were compared for several mole fractions in

Ref. [77] also detecting the lowest protein stability at xH2O ¼ 0:93, which

indicates that the stability of ubiquitin and the zinc finger is not a monotonic

function of the solvent viscosity.

3. The transient root-mean-square deviation RMSDðtÞ of a protein is defined as

RMSDtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

i

�

rref
i � riðtÞ

�2

N

v

u

u

t ð6Þ

using the current coordinates of the ith protein atom riðtÞ and those values of a

reference state rref
i , which is usually the protein in its native configuration. If

the RMSDðtÞ is monitored for longer time periods one should also consider the

protein rotation before applying Eq. 6.

Growing RMSDðtÞ indicate that the protein moves away from its native state. It

is also possible to compute RMSDðtÞ for particular secondary structure

elements of a protein. Thus, the stability of particular a-helices and b-sheets can

be characterized. For example, the increase of RMSDðtÞ of a-helices in serine

protease cutinase when adding [C4mim][PF6] or [C4mim][NO3] was interpreted

by Soares et al. [81] as an attack of the ions on the secondary structure. Klähn

and co-workers [79] also detected by RMSD less stable a-helices compared to

b-sheets with the same ionic liquids but in the lipase Candida antarctica B.

4. The radius of gyration RgðtÞ is also an indicator: since unfolding goes along

with an increase of the protein volume, the loss of secondary structure leads to

an increase of the radius of gyration

RgðtÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

i miðriðtÞ � rCMtÞÞ2

M

s

ð7Þ

as the protein loses its compactness and increase the average distance of the

protein atom i to the proteins center-of-mass rCMðtÞ. The sum of each atomic

mass mi is the mass of the protein M. Klähn [79] observed that the radius of

gyration, the RMSD and the stability of a-helices and b-sheets followed the

same trend for the investigated ionic liquids.

5. The effect of (partial) unfolding is even more prominent in the solvent

accessible surface since coil regions are much more accessible by the solvent

molecules than a-helices and b-strands. In Ref. [79] changes of the solvent

accessible surface area coincide with the stability criteria mentioned above.

However, for the zinc finger in [77] the correlation between the surface

accessible area and the protein stability is detectable but not very pronounced.

All these methods aim for the (more or less) collective effect of the solvent at a

mesoscopic level. The next section deals with the impact of the ionic liquid ions at

the molecular level.
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3.3.3 The Impact of the Ionic Liquid Ions

Weingärtner et al. [136] ranked typical ionic liquid ions in a Hofmeister series for

the ribonuclease A stability in the following order:

Nþ
1111jjcholþ [Nþ

2222 ’ C2mimþ ’ guaþ [C4C1pyþ [C4mimþ ’ Nþ
3333 [C6mimþ ’ Nþ

4444

with cholþ and guaþ being choline and guadinium respectively and

SO2�
4 [H2PO�

4[CH3COO�[Cl�jjEtSO�
4[BF�

4[OTf�[SCN�’ N(CN)�2 � NTf�2

Ions on the left side of || stabilize ribonuclease, whereas the others destabilize the

protein. This finding corresponds to classical Hofmeister behavior that kosmotropic

ions increase and chaotropic ions decrease the protein stability [82, 144]. However,

other authors argued that proteins are more stable in hydrophobic ionic liquids

[75, 79, 109, 124, 145] since they keep the protein water layer intact [79, 81, 120].

The supporters of the direct Hofmeister series displayed above argue that the protein

solubility in hydrophobic ionic liquids is very low and the observed stabilization of

protein refers to finely dispersed proteins in a heterogeneous solvent [136].

The central role of the anions was pointed out by several computational studies

[77–79, 81]. Although the concentration of cations seems to be usually higher than

that of the anions [51, 77–79], the mean residence time of the anion at the surface

[77] is much longer due to the strong Coulomb and hydrogen bonding interaction

sketched in Fig. 6. The affinity trends to particular functional groups were analyzed

for classical inorganic anions in Ref. [91] and is tabulated in Table 3. Although

typical ionic liquid ions were not investigated in [91] the trends should still hold.

This may have positive and/or negative consequences for the unfolding/refolding

equilibrium. Klähn et al. [79] pointed out that the interaction of cations and anions

with a positively charged protein surface is enhanced during the unfolding process

as sketched in Fig. 8a. They assume that the ionic liquid ions prefer to approach the

protein surface pairwise due to their strong cation-anion network. The Coulomb

repulsion of the cation with the protein surface is overcompensated by the attraction

of the anion to the surface (left picture of Fig. 8a). As a consequence, the positively

charged amino acid moves towards the anion starting the unfolding process depicted

in the right figure of Fig. 8a). Although the repulsion to the cation gets stronger, the

increased attraction to the anion promotes this step. However, as discussed for

Fig. 2, neutral cation-anion clusters are not favorable, in particular for hydrophilic

anions which prefer hydrogen bonding to water [22, 46]. Consequently, the ‘‘anion

Table 3 Ion specific affinities for surfaces with different functional groups [91]

Functional group Anion binding affinity Cation binding affinity

Hydrophobic CH3 Reversed Hofmeister Direct Hofmeister

Polar OH� Direct Hofmeister Inconclusive

Polar COOH Direct Hofmeister Direct Hofmeister

Charged COO� Direct Hofmeister Reversed Hofmeister

123

Top Curr Chem (Z) (2017) 375:25

Reprinted from the journal 145



clusters’’ possess less mass than an ion pair. If the anion is attracted to the protein

surface, it will move towards the surface (see Fig. 8b). On the other hand, the

positively charged amino acid moves not very much towards the solvent phase in

contrast to Fig. 8a.

Strong interaction between the anion and the positively charged amino acids may

also lead to refolding as depicted in Fig. 9 and suggested by Summers and Flowers

[132]. Because of the strong interaction of an anion with several positively charged

amino acids, these amino acids are forced into a more compact structure facilitating

the building of hydrogen bonds necessary for the secondary structure elements, i.e.

a-helices and b-strands. The structure compressing in case of apolar amino acids

can be promoted by the apolar regions of the amphiphilic cations. However, more

computational studies investigating various ionic liquid ions and their interaction on

particular amino acids including the consequences on the secondary structure are

necessary to finalize the picture of the ionic liquid impact on the protein structure.

3.3.4 Thermodynamics of the Hofmeister Series

Ebbinghaus and co-workers reported that the protein stability is also a function of

the ion concentration [68]: At low ion concentration (cIL\0:5 mol L�1) almost all

aqueous ionic liquid mixtures denature proteins. At higher ionic liquid concentra-

tion above 1 mol L�1 ion-specific effect becomes dominant and the Hofmeister

series more meaningful [68]. Therefore, the concentration behavior of stabilizing

Fig. 8 a Unfolding mechanism proposed by Ref. [79], b alternative interpretation of the strong
interaction of the anion with the protein surface
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and destabilizing ionic liquids is different as measured by the salt-induced shift of

the protein melting temperature DTm. At cIL ¼ 0 mol L�1 the shift starts at

DTm ¼ 0 K. Adding small amounts of the ionic liquid destabilize the protein

resulting in negative DTm-values for all ionic liquids. However, in stabilizing ionic

liquids DTm increases with increasing concentration reaching values of more than 20

K for choline dihydrogenphosphate at cIL ¼ 4 mol L�1 [68]. In destabilizing ionic

liquids, DTm always decreases with increasing ion concentration reaching values of

DTm ¼ �25K for ½C2mim�[SCN] at cIL ¼ 1:5 mol L�1. Interestingly, DTm directly

correlates with DDGunfolding defined by

DDGunfolding ¼ DGIL
unfolding � DGbuffer

unfolding ð8Þ

¼ DDHunfolding � T � DDSunfolding ð9Þ

Both contributions in Eq. 9 are very ion specific and follow the direct Hofmeister

series or its reversed order as visible in Table 4. For example, DDSunfolding follows

the direct Hofmeister series for the cations whereas the reversed ranking is observed

for DDHunfolding.

This has several consequences:

• based on the sign of DDSunfolding the mechanism to stabilize the protein may be

primarily enthalpic or entropic.

• because of the common enthalpy-entropy compensation at room temperature,

varying the temperature changes the stabilizing/denaturing property of the ionic

co-solvent. In other words, the Hofmeister series is temperature dependent.

• since the enthalpic and entropic contribution depend on the pH of the solution

and protein charge, isoelectric point, and hydrophobicity, sometimes the overall

impact of the ions neither follow the direct nor the reversed Hofmeister series.

However, stabilizing enthalpic contribution (DDHunfolding [ 0) and the counteract-

ing entropic contribution (T � DDSunfolding [ 0) tend to rise with increasing

Fig. 9 Adapted refolding mechanism of Ref. [132]. Blue, red, green, and orange areas reflect negatively
charged, positively charged, polar and non-polar amino acid sequences. The arrows denote strong
Coulomb interaction and the gray shaded area strong dispersion

123

Top Curr Chem (Z) (2017) 375:25

Reprinted from the journal 147



hydrophobicity of the ionic liquid cation. If the water entropy is reduced by the

hydrophobic co-solute, the entropy decrease due to unfolding and hence solvation of

hydrophobic protein residues becomes less important and is, therefore, promoted by

the hydrophobic co-solute as visible in Fig. 10.

4 Conclusion

Many appealing solvation properties of ionic liquids and their tunability by proper

choice of the cation and anion combination have been investigated in various areas

of biochemistry in the past two decades. The findings for the protein solubility,

crystallization, separation, and stability are often mapped on the Hofmeister series

or its reversed order.

Table 4 Trends of the

generalized Hofmeister behavior

[68, 91] at salt concentrations of

1 mol L�1

Cations

Protein surface � Reversed Hofmeister

Protein surface � Direct Hofmeister

DTm Reversed Hofmeister

DDGunfolding Reversed Hofmeister

DDHunfolding Reversed Hofmeister

T � DDSunfolding Direct Hofmeister

Anions

Protein surface � Reversed Hofmeister

Protein surface � Direct Hofmeister

DTm Direct Hofmeister

DDGunfolding Direct Hofmeister

DDHunfolding Inconclusive

T � DDSunfolding Inconclusive

Fig. 10 Hydrophobic solvation of hydrophobic co-solutes reduces the water entropy and promotes
unfolding since the penalty due to the solvation of the hydrophobic residues is less severe. This figure is
adapted from [68]
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Unfortunately, the involved interactions and effects compensate each other to a

large extent. Consequently, the overall effect of a particular ionic liquid on a protein

cannot be predicted and necessitates further investigation from experimenter and

computational scientist. In particular, it would be useful to apply a reasonable set of

the very same ionic liquids to several areas of protein research depicted in Fig. 5. So

far, the comparison and the deeper understanding of the underlying mechanisms is

hampered by the fact that majority of publications use very special ionic liquids or

reaction conditions, which do not allow for generalizations.
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79. Klähn M, Lim GS, Wu P (2011) Phys Chem Chem Phys 13:18647

80. Lesch V, Heuer A, Tatsis VA, Holm C, Smiatek J (2015) Phys Chem Chem Phys 17:26049
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Abstract During the last years ionic liquids (ILs) were increasingly used and

investigated as reaction media, hydrogen sources, catalysts, templating agents and

stabilizers for the synthesis of (monometallic and bimetallic) metal nanoparticles

(M-NPs). Especially ILs with 1,3-dialkyl-imidazolium cations featured prominently

in the formation and stabilization of M-NPs. This chapter summarizes studies which

focused on the interdependencies of the IL with the metal nanoparticle and tried to

elucidate, for example, influences of the IL-cation, -anion and alkyl chain length.

Qualitatively, the size of M-NPs was found to increase with the size of the IL-anion.

The influence of the size of imidazolium-cation is less clear. The M-NP size was

both found to increase and to decrease with increasing chain lengths of the 1,3-

dialkyl-imidazolium cation. It is evident from such reports on cation and anion

effects of ILs that the interaction between an IL and a (growing) metal nanoparticle

is far from understood. Factors like IL-viscosity, hydrogen-bonding capability and

the relative ratio of polar and non-polar domains of ILs may also influence the

stability of nanoparticles in ionic liquids and an improved understanding of the IL-

nanoparticle interaction would be needed for a more rational design of nanomate-

rials in ILs. Furthermore, thiol-, ether-, carboxylic acid-, amino- and hydroxyl-

functionalized ILs add to the complexity by acting also as coordinating capping

ligands. In addition imidazolium cations are precursors to N-heterocyclic carbenes,

NHCs which form from imidazolium-based ionic liquids by in situ deprotonation at

the acidic C2-H ring position as intermediate species during the nanoparticle
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seeding and growth process or as surface coordinating ligand for the stabilization of

the metal nanoparticle.

Keywords Ionic liquids � Metal nanoparticles � Cation and anion effects � Alkyl
chain effects � Stabilization

1 Introduction

Already in the nineteenth century the first research efforts were seen on the

synthesis of nanoparticles and the study of their properties [1–6]. Michael Faraday

found in 1857 that nano-alloys can be synthesized by chemical reduction of noble-

metal compounds and placed solutions of metal salt precursors with Au, Pt and Ag

in a reducing atmosphere of ‘‘sulphured hydrogen’’ [7]. Over the last decades the

evolvement of imaging methods like electron and scanning microscopies together

with the application oriented interest in their properties has led to an exponential

growth of metal nanoparticle (M-NP) research [8–10]. M-NPs have become

significant for applications in medicine [11, 12], optics [13, 14], electronics [15],

luminescence [16] and catalysis [17–19].

The synthesis of metal nanoparticles can be commonly carried out by chemical

reduction [20–22], electrochemical reduction [23] and thermal decomposition [24]

also induced by microwave heating [25–27]. Through the synthetic methodology, it

is possible to vary the morphology, size and size distribution of M-NPs. Strong

reducing agents such as sodium hydride seldom control the size and shape of M-NPs

but mild reducing agents such as sodium citrate and ascorbic acid [28] which

simultaneously act as coordinating capping ligands can control the size and shape of

metal NPs. The size of metal nanoparticles could also be controlled by varying the

concentration of metal salt precursors, reducing agents, pH, and temperature [28].

Depending on the application, e.g., in catalysis a small nanoparticle size of for

example less than 5 nm may be desirable. At the same time, agglomeration of such

small nanoparticles in the process of Ostwald-ripening needs to be avoided (Fig. 1).

To avoid agglomeration the nanoparticles have to be stabilized sterically or

electrostatically (see also Sect. 4). For this, M-NPs are typically surrounded by

coordinating (capping) ligands, by surfactants (electrostatic stabilization) or organic

polymers (steric stabilization) (Fig. 2) [30]. Examples for common capping ligands

are thiols, organic acids, alcohols or amines. Protic ligands like thiols and organic

acids become deprotonated upon surface coordination and bind to the surface metal

atoms as thiolates and carboxylates. In turn, the metal surface layer can be assumed

to become cationic [31, 32]. The mean size of dodecanethiolate-stabilized Au

nanoclusters can be finely adjusted by the Au:dodecanethiolate ratio and the

temperature and rate at which the reduction is conducted to vary between diameters

of 1.5 and 5.2 nm (*110–4800 Au atoms/core) [31]. Phosphine-stabilized gold

nanoparticles can be easily prepared from HAuCl4 trihydrate and sodium

borohydride in the presence of triphenylphosphine in a water/toluene mixture

where tetraoctylammonium bromide transferred the reactants into the organic phase.

The biphasic synthesis can be carried out quickly under ambient conditions, permits
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Fig. 2 Examples of typical classic stabilizers for metal nanoparticles

Fig. 1 Schematic presentation of (metal) nanoparticle growth and stabilization [29]
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the use of a variety of phosphines as passivating ligands, and provides control over

particle core size to produce 1.5-nm nanoparticles [33]. Phosphine-stabilized

nanoparticles are precursors to other functionalized nanoparticle building blocks

where nearly any functional group can be introduced into the ligand shell, and the

metal core size can be tuned from 1.4 to 10 nm in diameter through ligand exchange

reactions [34]. Further, non-agglomerated Ru- and Pt-NPs with a diameter of

2 ± 1 nm were prepared in ethylene glycol with acetate as coordination and

stabilizing ligand [35], small Ru-NPs with a diameter of 2–3 nm were stabilized

with alkylamines and alkylthiols [36].

Examples for surfactants used in the stabilization of metal nanoparticles are

sodium dodecylsulfate (SDS) for Pd-NPs [37], gemini surfactants (cf. Figure 2) for

Au-NPs, Ag-NPs, Au/Ag-alloy-NPs, Pd-NPs and Pt-NPs [38–42] or cetyltrimethy-

lammonium bromide (CTAB) [42].

Examples for stabilizing polymers (cf. Figure 2) are poly(ethylene glycol),

poly(acrylonitrile) and poly(vinylpyrrolidone). Poly(ethylene glycol) (PEG) can be

used to control the formation and stability of Ag-NPs [43]. With poly(acrylonitrile)

(PAN) it is possible to stabilize Pd-NPs with a nanoparticle diameter of 10–60 nm

[44] and poly(vinylpyrrolidone) (PVP) can be used as stabilizer for Ag-NP in hybrid

latex mini-emulsion at higher temperatures above 150 �C [45]. Gold and silver

nanoparticles can be prepared from HAuCl4 and AgNO3, respectively, by using

polysaccharides as reducing/stabilizing agents to obtain positively charged chitosan-

stabilized gold nanoparticles and negatively charged heparin-stabilized silver

nanoparticles inside the nanoscopic polysaccharide templates. The morphology and

size distribution of prepared gold and silver nanoparticles varied with the

concentration of both the polysaccharides and the precursor metal salts [46].

At the same time, the stabilization of M-NPs by the aforementioned coordinating

capping ligands, surfactants or polymers results in a change of the surface properties

and the surface accessibility of the nanoparticles particularly with regard to

applications in catalysis [47].

2 Ionic Liquids

An alternative way for stabilizing metal nanoparticles can be the use of ionic liquids

(ILs). By definition ionic liquids are molten organic or inorganic salts with a melting

point below 100 �C [48–51], for practical purposes ILs are preferably already liquid

at room temperature (RTILs). The low melting point of the ionic liquids is due to

their low lattice energy, which in turn is a consequence of having weakly

coordinating cations and anions. The weakly coordinating ion character derives

from having large and mostly only single-charged ions so that the charge is

delocalized over a large surface area. Consequently, the Coulomb attraction

between ions with an effectively low surface charge density is weak. Examples of

typical non-functionalized IL cations and anions are shown in Fig. 3. ILs have a

very low vapor pressure which makes them easy to handle solvents [52], albeit

problematic to recycle and purify by distillation. The thermal stability of typical ILs

usually extends to 200 �C and even above [53–57]. Further, their physical properties
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like high polarity, high charge density and high dielectric constant [58] together

with the formation of supramolecular mesoscopic networks [59] sets them apart

from conventional organic solvents.

The well-established and probably most studied ILs contain an imidazolium

cation (e.g. 1-ethyl-3-methylimidazolium [C2C1Im]? or 1-butyl-3-methylimida-

zolium [C4C1Im]?) [60] and weakly-coordinating anions (WCAs) such as

tetrafluoroborate [BF4]
-, hexafluorophosphate [PF6]

- and trifluoromethylsulfonate

(triflate) [CF3SO3]
- ([OTf]-) or bis(trifluoromethylsulfonyl)imide (triflimide)

[(CF3SO2)2N]
- ([NTf2]

-) [61, 62]. ILs with the 1-n-butyl-3-methylimidazolium

[C4C1Im]? cation and the relatively weakly coordinating anions tetrafluoroborate,

hexafluorophosphate and trifluoromethanesulfonate, are liquids over a large range of

temperatures (down to -80 �C), possess high thermal and chemical stability, a large

electrochemical window, high ion density, relatively low viscosity, and negligible

vapor pressure [63].

Variation of the side chain R, R1, R3 (cf. Figure 3) of the cation or variation of the

anion results in a change of the physicochemical properties of the IL like thermal

behavior, viscosity and density. The viscosity increases with the length of the side

chain of the imidazolium cation from [C2C1Im][(CF3SO2)2N] to [C8C1Im][(CF3-
SO2)2N] whereas the ionic conductivity decreases [64].

3 Metal Nanoparticles in Ionic Liquids

In the last years many different M-NPs (monometallic and bimetallic) in ILs were

obtained. The activities in this field have already been summarized in reviews which

provide an overview of available metal nanoparticles in ionic liquids with their

precursor, size and size dispersion. ‘‘A short review on stable metal nanoparticles

using ionic liquids, supported ionic liquids and poly(ionic liquids)’’ focused on

supported IL-like phases and on different types of poly(ionic liquids) [P(ILs)] and

Fig. 3 Typical cations and anions of common non-functionalized ILs
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polyelectrolytes as stabilizing agents for the synthesis of M-NPs. P(ILs) are an

emerging class of cationic polymers with a poly(vinyl) backbone, e.g., from the

polymerization of 1-vinyl-3-alkyl-imidazolium salts. P(ILs) possess properties of

polymers as well as ILs with tunable properties through the anion and varying

imidazolium alkyl chain length [8]. The main focus of the review ‘‘On the structural

and surface properties of transition-metal nanoparticles in ionic liquids’’ [65] is on

the different synthesis methods of transition-metal nanoparticles in ILs, the polar

and non-polar regions in the M-NP/IL dispersion and steric and electronic protective

layer formation against aggregation or agglomeration of the M-NPs. Further this

review discusses the use of stable transition-metal NPs in ILs as green catalysts for

several reactions and also as novel materials for chemical sensors. Particular

attention is also paid to the stabilization models proposed to explain the stability and

properties of the M-NP/IL dispersion [65]. The reviews entitled ‘‘naked metal

nanoparticles from metal carbonyls in ionic liquids: Easy synthesis and stabiliza-

tion’’ [47] and ‘‘synthesis and application of metal nanoparticle catalysts in ionic

liquid media using metal carbonyl complexes as precursors’’ [66] inter alia

summarize work on the synthesis of metal nanoparticles in ionic liquids from metal

carbonyls. Commercially available binary metal carbonyls Mx(CO)y are unique

precursors as they contain the metal atoms already in the zero-valent oxidation state

needed for M-NPs. Thus, no reduction process is necessary and the only side-

product CO is easily given off to the gas phase and removed from the reaction

mixture. The microwave induced thermal decomposition of metal carbonyls in ILs

provides an especially rapid and energy-saving procedure because of the ILs

significant absorption efficiency for microwave energy. Examples for the direct use

of M-NP/IL dispersions in hydrogenation catalysis of cyclohexene and benzene,

Fischer–Tropsch reaction, and dehydration catalysis are also given in these reviews

[47, 66]. The synthesis of metal nanoparticles from bulk metals, metal salts, metal

complexes and metal carbonyls in ILs was reviewed in [30, 67, 68]. The synthesis of

M-NPs in ILs can be carried out by chemical or electroreduction, thermolysis and

photochemical methods including decomposition by microwave or sono-/ultrasound

irradiation. Gas-phase syntheses can use sputtering, plasma/glow-discharge elec-

trolysis and physical vapor deposition or electron beam and c-irradiation. The in situ
deposition of the M-NPs on supports, such as graphene-type materials was also

addressed as was the use of M-NP/IL dispersions or on supports as catalysts for C–C

coupling or hydrogenation catalysis [30, 67, 68]. The minireview ‘‘ionic liquids for

the convenient synthesis of functional nanoparticles and other inorganic nanostruc-

tures’’ focusses on ionic liquids in the synthesis of crystalline nanoparticles at

ambient temperatures and self-assembled, highly organized hybrid nanostructures

[69].

The scope of this review here is the stabilization of metal nanoparticles in ionic

liquids and the elucidation of the different factors which play a role in the

stabilization and control the metal nanoparticle formation.

Briefly, metal nanoparticles of Rh, Pd, Pt, Ir, Fe, Ru, Co, Au, Ag, Cu and Ni were

obtained from RhCl3�3H2O, PdCl2, Pt2(dba)3 (dba = dibenzylidene acetone),

[Ir(COD)Cl]2, Fe2(CO)9, Ru(COD)(COT), Co2(CO)8, KAuCl4, AgBF4, Cu(NO3)2
and Ni(COD)2. Metal nanoparticles have been synthesized mostly in the ionic
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liquids [C4C1Im][PF6], [C4C1Im][BF4], [C4C1Im][CF3SO3], [C10C1Im][NTf2],

[C4C1Im][NTf2] by hydrogenation, chemical reduction and thermal decomposition.

Sizes of M-NPs in ILs were found from 2.3 nm (Rh) [70], 4.2 ± 0.8 nm (Pd) [71],

2.8–3.3 nm (Pt) [116], 2–3 nm (Ir) [76], 5.2 nm (Fe) [72], 2.6 ± 0.4 nm (Ru) [73],

14 nm (Co) [164], 2.6-200 nm (Au) [74], 3–5 nm (Ag) [75], 3.5–9.5 nm (Cu) [76]

and 5.1–5.9 nm for Ni [137]. Imidazolium ILs feature prominently in the formation

and stabilization of M-NPs [77]. Imidazolium ILs are air, water and electrochem-

ically stable with a wide liquidus range.

1-Alkyl-3-alkyl’-imidazolium ILs simultaneously act as reaction media, hydro-

gen sources, catalysts, templating agents and stabilizers for the synthesis of metal

nanoparticles. It should be clear, however, that there are ILs which (i) have a strong

influence on particle formation, (ii) which are good nucleation aids, but poor

stabilizers, (iii) which are good nucleation aids and good stabilizers, and (iv) are

none of this [78].

Examples of recent M-NP syntheses are given in Table 1. The examples show

that metal nanoparticle synthesis occurs often by reduction of metal salts with added

reducing agents such as H2 or NaBH4. Alternatively, the IL imidazolium cation with

its protic C2-H or salt anions such as acetate, acetylacetonate, 1-(dimethy-

lamino)propan-2-olate (-OCH(Me)CH2NMe2) or amidinate (MeC(NiPr)2
-) act as

internal or intramolecular reductants. The entries in Table 1 also show that

microwave induced heating features prominently because of the very high

absorption efficiency of ILs for microwave energy.

4 Stabilization of Metal Nanoparticles

Generally, the stabilization of M-NPs occurs through (I) electrostatic or (II) steric

stabilization or (III) a combination of both electrostatic and steric stabilization [91].

The effect of stabilizing agents for nanoparticles is to build up a repulsive force

between the particles [92], or at least to decrease any attractive van der Waals

forces. Stabilizing agents surround NPs to prevent the agglomeration. The

mechanism of stabilization has first been described in the Derjaguin–Landau–

Verwey–Overbeek theory [93, 94].

4.1 Derjaguin-Landau-Verwey-Overbeek theory (DLVO theory)—
Electrostatic Stabilization and Van Der Waals Interactions

The classic and most commonly used theory of a ‘‘mechanism of stabilization’’ was

put forward by Derjaguin and Landau in 1940 as a quantitative theory [95] and later

by Verwey and Overbeek in 1948 [96]. Both descriptions referred to colloidal

materials. This basic theory combines repulsive Coulomb and attractive van der

Waals (vdW) forces through the sum of an effective electrostatic term and a van der

Waals term for the stabilization of these materials. Van der Waals forces originate

from correlations between electron motions leading to non-spherical electron

distributions in two adjacent particles or molecules. VdW forces are short-range,

unidirectional and relatively weak compared to other intermolecular interactions.
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Table 1 Recent mono and bimetallic NP synthesis in imidazolium ILs

Ionic liquid Precursor Conditions,

reducing agent

NP with

particle

diameter

References

Monometallic

M-NPs

[C4C1Im][PF6] RhCl3�3H2O H2 Rh

3.5 nm

[79]

[C4C1Im][BF4] CoCl2�6H2O NaBH4

Ultrasound

Co

30 ± 5 nm

[80]

Cu[OCH(Me)CH2NMe2]2 Microwave heating,

intramolecular red. or

IL

Cu

3.3 ± 0.9 m

[81]

Cu(OAc)2�H2O Cu2O

nanocubes

43 ± 15 nm

Cu(I)-amidinate

Zn(II)-amidinate

[Cu{MeC(NiPr)2}]2

[Zn{MeC(NiPr)2}]

Microwave heating,

intramolecular red. or

IL

Cu

11 ± 6 nm

Zn

3 ± 1 nm

[82]

Ir4(CO)12 Microwave heating, Ir

1.0 ± 0.4 m

[83]

electron beam 2.7 ± 0.7 nm

[C4C1Im][NTf2] (NH4)6Mo7O24�4H2O NaBH4 Mo

10–50 nm

[84]

Bimetallic

M-NPs

[C4C1Im][BF4] Fe2(CO)9

Ru3(CO)12

Thermal decomposition FeRu

1.65 ± 0.3 nm

[85]

Cu(I)-amidinate

Zn(II)-amidinate

[Cu{MeC(NiPr)2}]2

[Zn{MeC(NiPr)2}]

Microwave heating,

intramolecular red. or

IL

b-CuZn

51 ± 29 nm

c-Cu3Zn

48 ± 12 nm

[82]

Ni(COD)2

Ga(C5Me5)

H2 NiGa

14 ± 5 nm

[86]

Triple-decker

ruthenocene,

Anionic ruthenocene

Microwave heating,

intramolecular red. or

IL

RuSn

4.3 ± 1.5 nm

[87]

[C4C1Im][NTf2] Co(acac)3

Pt(acac)2

Thermal decomposition,

intramolecular red. or

IL

CoPt-nanorods

8 nm

[88]

[Ru(COD)(COT)]

[CuMes]

H2 RuCu

1.9–2.8 nm

[89]

[C4C1Im][PF6] HAuCl4

K2PdCl4

NaHB4

H2

PdAu

5.3 ± 3.0 nm

[90]
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Electrostatic and van der Waals interactions are present in nearly all colloidal and

nanoparticular systems [97]. DLVO theory assumes flat surfaces of the particles and

a homogeneous charge density, even upon approach of the particles. The

concentration of the counter-ions, which cause the electric potential, is taken as

constant. DLVO theory treats anions as ideal point charges. The influence of the

solvent is considered only through its dielectric constant. DLVO theory is

fundamental for colloids and predicts very well the stability of lyophobic colloids

[98].

Ionic components as in surfactants or ionic liquids will generate an ionic double

or Debye layer around the NPs (Fig. 3) resulting in electrostatic repulsion between

equally surrounded NPs which will prevent the aggregation of the NPs in the

dispersion. The effectiveness of such an electrostatic stabilization depends on

parameters like pH, temperature, and concentration [92, 99]. Electrostatic repulsion

is an important contribution for the stabilization of NPs using ionic compounds. The

outer part of the ionic double layer may be formed by the bulky and less surface-

coordinating alkyl ammonium, sulfonium, phosphonium, and imidazolium moieties

which then add a steric stabilization (see below) [8].

For metal nanoparticles the anion of an original metal salt precursor has to be

taken into account as electrostatic stabilizer. Small halide anions come closest to the

‘‘DLVO-type’’ point charge electrostatic stabilizers. DLVO theory predicts that the

anion charges should be the primary source of stabilization for the unsaturated,

electrophilic and possibly positively charged metal nanoparticles [100, 101]. The

metal nanoparticles and their anion layer on the surface form then an overall

negatively charged particle and are subject to Coulomb repulsion within the DLVO

theory [47].

The stability of a colloid increases with the thickness of the Debye layer, which is

the sum of the layers of counter-ions surrounding the particle. A thicker Debye layer

stabilizes the particles by increasing the distance between them and reducing their

van der Waals attraction. Also, the stability of colloids increases with the dielectric

constant of the medium [102].

Limits of the DLVO theory are that it can only be applied to dilute systems

(\5 9 10-2 mol/L) and cannot be applied to multiply charged ions or to sterically

stabilized systems [103]. DLVO theory needs to be extended for effects such as

hydrogen bonding, the hydrophobicity and steric interactions.

4.2 Steric Stabilization

Another important contribution in preventing aggregation of metal NPs is steric

stabilization. Coordinating capping ligands like thiols, carboxylates, alcohols, long-

alkyl-chain surfactants or polymers/oligomers act more or less through this type of

stabilization [8].

When two nanoparticles enclosed by polymers or surrounded by long alkyl

chains of ligands adsorbed on their surface approach each other, the polymer or

alkyl chain layers will be compressed which results in a strong repulsion which is

termed steric stabilization [104]. Steric repulsion derives from combination of

entropic and osmotic contributions. The entropic part stems from a volume
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restriction effect that decreases the number of possible configurations in the

compressed region. The osmotic effect is due to an increase in concentration of the

adsorbed polymers or ligand in the region between the two nanoparticles surfaces as

they approach closer. Steric interactions in colloidal dispersions in molecular

solvents have been extensively studied [104–108].

4.3 Combination of Both Electrostatic and Steric Stabilization

Compounds which stabilize both through electrostatic and steric effects are, for

example, surfactants with long alkyl chains, such as cetyltrimethylammonium

bromide (CTAB) or its gemini derivatives (cf. Fig. 2) [38–42], polymers containing

ionic charges such as carboxyl-terminated poly(ethylene glycol) [93] or ionic

liquids (see below). From theoretical and experimental studies, it became evident

that the effectiveness of electrostatic stabilization increases with increasing particle

size, whereas the effectiveness of steric stabilization increases with decreasing

particle size [109]. The combination of electrostatic and steric stabilization is also

referred to as electrosteric stabilization.

5 Stabilization of Metal Nanoparticles in Ionic Liquids

5.1 Electrostatic and Steric 5 Electrosteric Stabilization

ILs offer an interesting potential for stabilizing materials in the synthetic process.

Their low interface energy is favorable for stabilizing small particles. ILs consist of

cations and anions, which can act as electrostatic stabilizing agents. The IL ions or

ion clusters are attracted to the nanoparticle surface by electrostatic forces [110].

The nature of the immediate ion layer around metal nanoparticles in ILs is still a

matter of debate. DLVO theory predicts that the anion charges should be the

primary source of stabilization for the unsaturated, electrophilic and probably

positively charged metal nanoparticles [100, 101]. The metal nanoparticles and their

anion layer on the surface would then form an overall negatively charged particle

and are subject to Coulomb repulsion within the DLVO theory [47]. On the other

hand, there are statements that the ionic liquid cations are attracted to the surface of

a negatively charged nanoparticle to form a positive ion layer, and then counter-

anions form a second layer on the nanoparticle surface by electrostatic attraction

[111–113].

Palladium nanoparticles, which were grown onto multiwalled carbon nanotubes

modified with imidazolium groups were claimed to be stabilized by the electrostatic

interaction occurring between the imidazolium cations and the nanoparticle surface

due to a coordination involving the imidazolium cation [114]. Upon exchange of the

imidazolium counter-anion from Br- and [SbF6]
- to [NTf2]

- no change in the

material structure was noticed, i.e. no separation of the nanoparticles from the

multiwalled carbon nanotubes [114]. Also, results from an X-ray photoelectron

spectroscopy (XPS) investigation of functionalized imidazolium ILs with gold or

platinum nanoparticles were seen to support this cationic coordination mode. Three
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possible interactions, involving either the functional group and/or the imidazolium

ring were proposed (Fig. 4) [115].

On the other hand, an XPS and an extended X-ray fine structure spectroscopy

study (EXAFS) of iridium or platinum nanoparticles in the imidazolium ILs

[C4C1Im][BF4], [C4C1Im][PF6] and [C4C1Im][OTf] showed interactions of the ionic

liquid with the metal surface and the formation of an ionic liquid protective layer

surrounding the metal particles [116, 117]. With small-angle X-ray scattering

(SAXS) a variation in the protective layer length, from 2.8 to 4 nm, was evidenced

depending on the type of anion. Moreover, the XPS analyses proved that the

interaction between the metal surface and the IL occurs through F-, when the anion

is [BF4]
- of [PF6]

- or through O with the triflate, [CF3SO3]
- anion [116, 117].

Consequently, one would assume that the ionic multilayer is composed of anions

located immediately adjacent to the nanoparticle surface (Fig. 5) [166].

Density functional theory (DFT) binding energy (BE) calculations in a gas phase

model favor interactions of Aun clusters (n = 1, 2, 3, 6, 19, 20) between IL anions,

such as [BF4]
-, instead of imidazolium cations. This suggests an Au���F interaction

and anionic Aun stabilization in fluorous IL-anions [119]. Free imidazole bases (e.g.

1-methylimidazole) show similar binding energies. The Cl- anions have the highest

binding energy and can therefore be expected to bind to the NP if present in the

solution. At the same time no significant binding of the [C4C1Im]? or [HC1Im]?

imidazolium cations was found. These findings support the model of preferred

interaction between anions and Au-NPs, but also confirm the importance to consider

a possible presence of Cl- anions in the ionic liquid solution [74, 119].

The DFT study used the binding energy (BE) of different IL-ions, free bases and

the Cl- anion to gold clusters of various sizes as a relative measure for the

interaction strength. The BE is defined as the difference of the relaxed energies of

the gas phase anions and the Aun clusters to the energy of their adduct (Eq. 1)

[74, 119].

BE ¼ E substrate, i:e:; anion, free base or cationð Þ þ E Mnwith M ¼ Au, Pdð Þ
� E substrate adduct to Mnð Þ:

ð1Þ

Figure 6 shows the Aun–IL anion binding configurations and the variation of the

BE with cluster size n. Figure 7 illustrates other substrate–Aun binding configu-

rations and the variation of the BE with cluster size n for [BF4]
- in comparison with

other common substrate ligands. The BE of [C4C1Im]? is very weak and not

included here [74, 119]. The BE of [C4C1Im]? is only 0.35 eV towards Au6 or

Fig. 4 Schematic proposed
stabilization possibilities
between metal nanoparticles and
functionalized imidazolium
cations [115]
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0.43 eV towards Au19 while the BE of [BF4]
- towards Au6 and Au19 is 1.08 and

1.2 eV, respectively (1 eV = 23.06 kcal/mol). The BE comparison with chloride,

citrate, PH3 and H2O illustrates the critical influence of the ionic charge and electron

delocalization from the ligand to Aun (Fig. 7). The softer the anion or ligand, that is,

the more charge transfer or electron delocalization (according to Pearson’s hard-soft

concept and the nephelauxetic series) [120] to Aun is possible, the better the

stabilizing effect. H2O as a hard and neutral ligand offers the least stabilization,

hence, reduction of gold salts by SnCl2 in water led immediately to the red purple

solution (known as the Purple of Cassius). Remarkably, the relatively soft chloride

anion shows the largest BE in agreement with the strong covalent binding of

chloride ions to the Au(111) surface found in recent DFT simulations [121].

Fig. 5 Schematic depiction of proposed interactions between immediate IL anions, shown here for
[BF4]

- anions and the metal nanoparticle surface with the IL-cations forming the second shell of the ionic
double layer around a metal nanoparticle [118]
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A later combined DFT/vibrational spectroscopy approach found that palladium

nanoparticles interact more strongly with the [BF4]
- anions than with the 1,3-

dimethylimidazolium ([C1C1Im]?) and 1-ethyl-3-methylimidazolium ([C2C1Im]?)

cations of the considered ILs. This suggested an important role of the anions in Pd-

NP formation and stabilization in ILs. At the same time, the binding between

isolated Pd atoms and the C atoms of the 1,3-dimethylimidazolium cation is

stronger than Pd–[BF4]
- binding [122].

A similar DFT binding energy (BE) calculation with the 1-(20-hydroxylethyl)-3-
methylimidazolium cation [HOC2C1Im]? and a Pd5 cluster pointed to the

interaction of Pd5 lying above the plane of the imidazolium ring and being in

short contacts with C4 and C5 atoms of the imidazolium moiety and the oxygen

atom of the hydroxyl group [123]. Yet, even with the added interaction of the

functional hydroxyl group the binding energy is ca. 11 kcal/mol smaller than the BE

of [BF4]
- anion to the Pd5 cluster, suggesting a less important role of the cations

with respect to stabilization of Pd-NPs relative to the role of the anions. This is in

agreement with the above BE results, obtained earlier, for the Aun clusters [119].

Fig. 6 Relaxed configurations of Au6 bound to a Cl-, b [OTf]-, c [BF4]
- and d [PF6]

-. The bond
lengths are given in Å. e Binding energy. All the anions show a similar behavior in their BE: The BE to a
single gold atom n = 1 is quite low and more than doubles for Au2 (n = 2), therefrom is stays rather
invariant with increasing the cluster size to n = 20, i.e., the BE is already saturated for Au2. The chloride
anion shows the largest BE of all anions and can be expected to bind to the clusters if it is present in the
dispersion. Reprinted with permission from the author of Ref. [119]. Copyright Wiley–VCH 2009
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The order of the calculated BEs was obtained for interaction energies between a Pd5
cluster and the anions was [CF3CO2]

- (*47 kcal/mol)[ [BF4]
-

(*41 kcal/mol)[ [OTf]- (*34 kcal/mol)[ [PF6]
- (*31 kcal/mol) % [NTf2]

-

(*31 kcal/mol) [124].

For further examples of cation and anion effects on the formation of metal

nanoparticles in ILs, see also the separate section on ‘‘cation and anion effects’’

below.

The IL-cations with alkyl chains can further contribute to the steric stabilization

of nanoparticles. If the ionic liquid cation contains a long alkyl side chain, e.g., from

imidazolium- or pyrazolium-based cations, the cations on or near the nanoparticle

surface can provide steric forces by stretching out their bulky side-chains, thus

hindering the nanoparticles from approaching each other (cf. Figure 5) [125]. ILs

can also be designed with functional coordinating groups primarily in the alkyl

chains of the cations, which thereby act as coordinating capping ligands (see Sect. 6

with Fig. 12 below) [126].

As noted above for stabilizing ionic components the cations and anions of ionic

liquids, possibly as charged ion clusters, will surround the nanoparticle surface to

build an electric double-layer, thus providing an electrostatic force to keep the

nanoparticles apart from each other [65]. The role of electrostatics in stabilizing the

nanoparticles in ionic liquids has been well recognized [115, 127–133].

The interaction energies of ILs with different cations and anions to Ru-NPs were

compared by titration calorimetry and by molecular simulation. Structural

information from the molecular simulation suggests that the charged parts of both

the IL cation and the anion are in contact with the surface of the nanoparticle, with

only small charge separation at the interface. The results of this study suggest an IL-

dependent balance between electrostatic, van der Waals, and H-bond forces for the

stabilization of metal nanoparticles [128].

Fig. 7 a Binding energies (BE) and Au-atom addition energies depending on the cluster size. b–
f Relaxed configurations of Au6 bound to b Cl-, c citrate- (C6H7O7

-), d PH3, e BF4
- and (f) H2O.

g Relaxed configuration of Au7. The bond lengths are in Å [74]. Reproduced from Ref. [74] with
permission, copyright 2010 The Royal Society of Chemistry
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For nanoparticles in ionic liquids, steric stabilization can emerge from bulky

groups in the IL cation (or anion) and/or from the addition of macromolecules, both

of which hinder nanoparticles from contacting each other and from aggregation

[125]. When only small amounts of polymer are added to the nanoparticle–ionic

liquid dispersion, the nanoparticle surfaces are partially covered by polymers and

polymer coils extend from one particle surface to another particle. Thereby, the

polymers chains can function as bridges between nanoparticles. As an excess of

polymer is added, the polymers can fully cover the nanoparticle surface to form an

adsorbed polymer layer [134]. Then steric repulsion and stabilization arises from the

adsorbed polymer layers of neighboring nanoparticles as noted above. Block

copolymers have been utilized to stabilize nanoparticle dispersion [105]. PEO–

PPO–PEO block copolymer Pluronic P123 (EO20PO70EO20) formed a lamellar

lyotropic liquid crystal structure in pyrrolidinium nitrate ([Pyrr][NO3]) ionic liquid

at the 58–82 wt% polymer concentration range. Gold nanoparticles were prepared

by reducing HAuCl4 in this lyotropic liquid crystal [135].

Various and also yet unknown factors influence the stability of nanoparticles in

ionic liquids and lead to nanoparticle size [136–139] and/or morphology [140–145]

changes during synthesis. Smaller diameter and narrower distributions of synthe-

sized nickel metal and zinc oxide nanoparticles were prepared in ionic liquids with

longer side chains [137, 141]. Larger size or varied morphologies of synthesized

nanoparticles can be caused by conglomeration of unstable primary nanoparticles,

which may result from smaller ionic liquid anions exhibiting stronger cation–anion

Coulomb attraction [145], or less coordinating anions of ionic liquids [116, 144] or

higher temperature decreasing the viscosity of the ionic liquid and increasing the

diffusive velocities of the nanoparticles [146, 147]. An improved understanding of

the stability of nanoparticle dispersions in ionic liquids is still needed to assist

efforts directed toward the synthesis of nanoparticles with controlled size and

morphology in ionic liquids [125].

5.2 Hydrogen Bonding Interactions

Imidazolium cations through their imidazolium-C–H groups can form hydrogen

bonds to the fluorine or oxygen atoms of the IL anions [148–150] that induce

structural directionality (IL effect). This is different from tetraalkylammonium ILs

that, by contrast, display charge-ordered structures. The ILs act as stabilizing media,

but importantly also display self-organization on the nanomolecular scale. The

imidazolium ILs form extended hydrogen-bond networks at the liquid state and

therefore are by definition ‘‘supramolecular’’ fluids. This structural organization of

ILs can be used as ‘‘entropic drivers’’ (the so-called ‘‘IL effect’’) for the

spontaneous, well-defined and extended ordering of nanoscale structures. The

properties of especially the imidazolium-based ILs are based on their formation of

aggregates rather than on their isolated cations and anions [151, 152]. The structures

of 1,3-dialkylimidazolium salts form an extended network of cations and anions

connected together by hydrogen bonds in the condensed phase, which is maintained

to a great extent in the gas phase [152].
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Thus, hydrogen bond interactions are present in imidazolium-based ionic liquid

nanoparticle dispersions in addition to electrostatic, van der Waals and steric

interactions [153, 154]. Metal nanoparticles can possess hydroxido and/or oxido

ligands on their surface, which can also hydrogen bond with ionic liquids [155].

Such metal-surface bound oxygen species can be derived from crystal water of the

metal salt precursor (cf. Table 1), from difficult to remove residual water in the IL

or from gaseous dioxygen (as impurity even when working under inert gas). The IL-

cation–anion hydrogen bond and NP–IL hydrogen bond compete with each other

and contribute to nanoparticle stabilization in ionic liquids, as shown in Fig. 8

[156, 157].

The interaction energies of ILs with an additional alkyl group in the C-2 position

of the imidazolium cation ([C4C1C1Im][NTf2] with 1-butyl-2,3-dimethylimida-

zolium) and a N-butyl-N-methylpyrrolidinium cation ([C4C1Pyrr][NTf2]) to Ru-NPs

were compared to other [CnC1Im]?-ILs by titration calorimetry and by molecular

simulation. Ionic liquids with cations which are less likely to form hydrogen bonds

such as [C4C1C1Im]? or [C4C1Pyrr]
? also interact less favorably with Ru-NPs

[113].

Qualitative direct comparison (for the same IL-anion) of an IL with the

[C4C1Im]?-cation which has hydrogen-bonding possibility and a cation with no

significant H-bond formation reveals the former to be better stabilizers for Au- or

Cu-NPs whereas in the latter ILs fast particle growth and agglomeration was

observed [156]. The stable time of the colloidal dispersion in [C4C1Im][N(CN)2]

and trihexyltetradecylphosphonium dicyanamide [P66614][N(CN)2] was 3 days

versus 1 day. In [C4C1Im][BF4] or [C4C1Im][NTf2] Au-NPs were stable for 1 week

while in N-butyl-N-methyl-pyrrolidinium, [C4C1Pyr][NTf2] or in N-butyl-pyri-

dinium[C4Py][NTf2] fast precipitation occurred due to fast particle growth and

agglomeration [156].

Fig. 8 Hydrogen bonds formed between the surface hydroxyl-groups of metal nanoparticles and ions of
ionic liquids and between cations and anions of ionic liquids
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5.3 Influence of Polar and Non-Polar Domains in ILs

The segregation of hydrophilic or hydrophobic regions, polar and non-polar

domains in imidazolium-based ILs is an important physicochemical property which

effects their solvation and interaction with dissolved species (Fig. 9) [158–160].

Expectedly polar substrates, like metal salts are preferentially dissolved in polar

domains and non-polar compounds like organometallic precursors in non-polar IL

regions [159, 161]. Consequently, the nature of the metal precursor—ionic or

neutral for instance—is also a key determinant of the size and shape of the prepared

metal NPs as the polarity and the volume of these IL nanoregions may modulate

this. The nanoparticle growth process is probably controlled by the local

concentration of the precursor and possibly limited to the size and shape of the

IL polar or non-polar domains (Fig. 9) [65].

5.4 Cation and Anion Effects

Nanoparticle preparation in ILs is often accompanied by heating to over 100 �C or

even 200 �C. Changing the anions or the cations can have a strong influence on the

thermal behavior, density, viscosity (see below), or conductivity [160]. For

example, the simple sum of the cationic and anionic self-diffusion coefficients

(Dcation ? Danion) for selected room temperature ILs follows the (anion) order

[C4C1Im][NTf2][ [C4C1Im][CF3CO2][ [C4C1Im][OTf][ [C4C1Im][BF4][ [C4-

C1Im][(F5C2SO2)2N][ [C4C1Im][PF6] at 30 �C. This order of the diffusion

coefficients is as expected the reverse of the order of the viscosity (see below).

The degree of ionic association can be estimated from the ratio of the molar

conductivity obtained from the impedance measurement (Kimp) and the molar

conductivity calculated from the ionic diffusivity (KNMR). For the anions at the

given [C4C1Im]? cation the degree of association increases according to

[PF6]
-\ [BF4]

-\ [(F5C2SO2)2N]
-\ [NTf2]

-\ [OTf]-\ [CF3CO2]
-. In the

order from [PF6]
- to [NTf2]

- electronegative fluorine atom and electron-

withdrawing perfluorosulfonyl groups contribute to the distribution of the anionic

Fig. 9 Simulation study of two imidazolium-based hexafluorophosphate ILs (each box contains 700
ions) showing polar (red) and non-polar (green) domains for a 1-ethyl-3-methylimidazolium, [C2C1Im]?

and b 1-methyl-3-n-octylimidazolium [C8C1Im]?. Reprinted with permission from Ref. [162]. Copyright
2006 American Chemical Society
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charge. Also, the surface coverage of the anion backbone by fluorine atoms may be

a significant factor for only weak interactions with the [C4C1Im]? cation. Whereas,

the relatively higher anionic charge localization in [OTf]- (=[CF3SO3]
- and

[CF3CO2]
-) leads to their stronger interaction with the [C4C1Im]? cation [160]. The

interaction energies of ILs with [C4C1Im]? and the anions [NTf2]
- or [PF6]

- were

compared by titration calorimetry and by molecular simulation to Ru-NPs. No

significant differentiating effect of the two anions was observed. Structural

information from the molecular simulation suggests that the charged parts of both

the IL cation and the anion are in contact with the surface of the nanoparticle, with

only small charge separation at the interface [128]. The relative order of anion

stabilities for ILs with the [C1C4Im]? cation was observed as [NTf2]
-[ [-

PF6]
-[ [BF4]

- � Cl- [163].

The size of M-NPs was found to increase with the molecular volume of the anion

of the IL. Metal nanoparticles synthesized in [C4C1Im]? ILs increased in size with

the size of the IL-anion from small [BF4]
- over [OTf]- to the large [NTf2]

- anion

[20, 164, 165]. The IL-anion molecular volume was taken as the size of the IL-

anion. The effect was shown for Rh- [164], Ag- [20] and W-NPs [165]. Figure 10

depicts the correlation between the nanoparticle size of W- and Rh-NPs and the

molecular volume of the anion.

The influence of the anion to metal nanoparticles was also observed by several

other research groups [116, 167–170]. 1-n-Butyl-methyl-imidazolium salts

[C4C1Im]? with weakly coordinating perfluorinated counter anions ([BF4]
-,

[PF6]
- or [NTf2]

-) were qualitatively found to be better stabilizers compared to

ILs with anions of higher coordination strength (dicyanamide, [N(CN)2]
-). In the

former ILs Au- or Cu-NPs were stable colloidal dispersions, that is, without

precipitation or aggregation for 1 week to several weeks. In [C4C1Im][N(CN)2] Au-

NPs were stable for only 3 days due to fast particle growth and agglomeration [156].

The IL-anion had an effect on the dissolution and reaction rate when fabricating

copper nanoparticles from Cu flakes (of 1–5 lm) in ILs [171]. When [C4C1-

Im][BF4], [C4C1Im][PF6] and [C2C1Im][BF4] were used, it took a relatively long

Fig. 10 Correlation between nanoparticle size of W- and Rh-NPs from TEM measurements and the IL
anion molecular volume with standard deviation (1r) as error bars [164, 165]. Left part is reproduced
from Ref. [165] with permission, copyright 2008 The Royal Society of Chemistry; right part is adapted
from Ref. [164] with permission, copyright 2009 Elsevier B.V.
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time, of 24 h to obtain the copper nanoparticles while in [C4C1Im][NO3]

dissociation of Cu flakes to Cu nanoparticles took place in about 5 min. It was

suggested that the favorable interaction between free nitrate anion of [C4C1-

Im][NO3] and the Cu metal surface caused the flakes to dissociate in the ionic

liquid, forming as much smaller nanoparticles than in the other ILs. From TEM the

average diameter of the obtained Cu-NPs in [C4C1Im][NO3] was 10 nm [171] while

the size range in [C4C1Im][BF4] was 50–100 nm [172] or 20–200 nm [124] and in

[C4C1Im][PF6] and [C2C1Im][BF4] it was 80–100 nm [172]. Overall, these results

suggested that the pristine micro-sized copper flakes were already clusters of

primary nanoparticles, which were dis-agglomerated to nanoparticles by introduc-

tion in ILs to a different extent.

Decomposition of Pd(OAc)2 in a series of hydroxyl-functionalized ionic liquids

(ILs) with the 1-(20-hydroxylethyl)-3-methylimidazolium cation [HOC2C1Im]? and

the anions [BF4]
-, [PF6]

-, [OTf]- [CF3CO2]
- ([ATf]-) or [NTf2]

- gave Pd-NPs

with slightly different medium diameters from 2.3 ± 0.4 nm in [HOC2C1Im][ATf]

or 2.4 ± 0.5 nm in [HOC2C1Im][OTf] to 4.0 ± 0.6 nm in [HOC2C1Im][BF4] [124].

Noteworthy from comparison with the non-functionalized IL, [C4C1Im][NTf2]

(medium diameter 6.2 ± 1.1 nm) significantly smaller nanoparticles were obtained.

More importantly, the ease of formation of the Pd-NPs in the [HOC2C1Im]?-based

ILs followed the order [NTf2]
-, [PF6]

-[ [BF4]
-[ [OTf]-[ [ATf]- based on the

residual unreacted amount of Pd(OAc)2 in the dispersion. This order does not relate

to the stability towards aggregation. For this, it could only be noted that in

[HOC2C1Im][PF6] a series of larger Pd-NPs over 8 nm (compared to the average

3.1 ± 0.7 nm) were also present and the Pd-NPs were least stable in this [PF6]
- IL.

From the ratio of metallic Pd to PdO observed in the XPS the relative resistance of

the Pd-NPs towards oxidation may be determined. The ability of the [HOC2C1Im]?-

ILs to prevent the Pd NPs from undergoing oxidation follows the trend [NTf2]
-[ [-

PF6]
-[ [ATf]-[ [OTf]-[ [BF4]

-. For example, only 12.6% of PdO was present

in the NPs isolated with the [NTf2]
--anion whereas nearly half the Pd amount was

oxidized to PdO in the case of the [BF4]
--anion. Studies for [PF6]

- and [NTf2]
-

showed that these are the least nucleophilic anions [173] and also the most

hydrophobic ones in the series while [BF4]
- is the least hydrophobic/most

hydrophilic one of the anions used in this comparison. Therefore, the oxidation-

protecting effect may be accounted for by the fact that water and oxygen are

repelled most by the [PF6]
- and [NTf2]

- anions [124].

Strong anion effects were seen on gold nanoparticle formation in ionic liquids of

[C2C1Im]? with ethyl sulfate ([EtSO4]
-), [OTf]- and methanesulfonate ([CH3-

SO3]
-) anions [78]. Face-centered cubic gold nanoparticles were grown by

reduction of HAuCl4�3H2O with glycerol at temperatures between 120 and 180 �C.
The [CH3SO3]

- anion yielded nanoparticles with diameters between 5 and 7 nm,

which increasingly aggregate at higher reaction temperatures but the primary

particle size is not affected. Thus, the [CH3SO3]
- anion or more accurate the anion-

cation ([C2C1Im]?) combination under the given reaction conditions is able to

efficiently trap very small gold nanoparticles. High temperatures like 180 �C do not

lead to a further growth of the particles, but rather to a controlled aggregation. From

[OTf]- also small 5–7 nm particles formed, but only at low temperatures whereas
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above ca. 160 �C, large, ill-defined and aggregated particles were obtained.

Apparently the [OTf]- anion is only partially able to stabilize small gold particles

and above a certain reaction temperature the stabilization exerted by the IL is

broken and led to larger aggregates. With the [EtSO4]
- anion polydisperse samples

formed at all temperatures except 160 �C. In the temperature window around

160 �C individual, controlled ca. 15–20 nm particles were grown from [C2C1-

Im][EtSO4] [78].

It is evident from many reports on cation and anion effects of ILs that the

interaction between an IL and a (growing) nanocrystal is far from understood but

that a detailed understanding of the IL–nanoparticle interaction, of the thermody-

namics and kinetics, and of the initial nucleation process would be needed for a

more rational design of nanomaterials in ILs [78].

5.5 Alkyl Chain Effects

The interaction energies of ILs with different alkyl chain lengths ([CnC1Im][NTf2]

(n = 2, 4, 6, 8, 10)), an additional alkyl group in the C-2 position of the

imidazolium cation ([C4C1C1Im][NTf2] with 1-butyl-2,3-dimethylimidazolium) and

a N-butyl-N-methylpyrrolidinium cation ([C4C1Pyrro][NTf2]) to Ru-NPs were

compared by titration calorimetry and by molecular simulation. The interaction

energy of [CnC1Im][NTf2] (n = 6, 8, 10) with Ru-NPs is larger than that of

[C4C1Im][NTf2] indicating that longer alkyl side chains enhance the interactions

with Ru-NPs. Here [C2C1Im][NTf2] also has stronger interactions with the

nanoparticles, but this deviation was explained by the cation not having a

significant nonpolar moiety. Structural information from the molecular simulation

suggests that the alkyl chains tend to point away from the surface but are still within

interaction range [128].

Trends for the influence of the alkyl chain length were invoked by many other

research groups [174–177] such that the alkyl chain length has an influence of the

particle size of M-NPs [21, 174]. In the well-designed series of mono- and di-

cationic imidazolium ILs with different alkyl chain length and [NTf2]
- as anion

(Fig. 11) Ni-NPs were synthesized by spontaneous decomposition of [bis(1,5-

cyclooctadiene)nickel(0)], Ni(COD)2. Well dispersed Ni-NPs with a small mean

size and narrow size distribution could be obtained. The Ni-NP size increased with

increasing chain lengths from 2.4 ± 0.8 nm in [C12C1Im][NTf2] over 2.9 ± 0.4 nm

in [C18C1Im][NTf2], 4.0 ± 0.5 nm in [C12C12Im][NTf2] about equal to

4.4 ± 0.7 nm in [C12C1C12Im][NTf2], 5.4 ± 1.6 nm in [C12Im-l-C6-ImC12][NTf2],

(200 nanoparticle were measured in the first four cases, 50 NPs in the last case).

When an ethereal oxygen donor atom was introduced in the functional IL [C12Im-l-
C2OC2-ImC12][NTf2] the particle size decreased to 3.4 ± 0.2 nm (based on 200

NPs). In addition, formation of regularly interspaced NP arrays was also observed in

such long chain ILs [174].

For Au-NPs in imidazolium-based ILs the particles diameter increases from 0.75

to 3.5 nm diameter for [C2C1Im]?, [C4C1Im]? and [C8C1Im]? cations and [BF4]
-

as counter ion [178, 179]. Further, decomposition of Ni(COD)2 in [CnC1Im][NTf2]

ILs gave Ni-NPs with an average diameter from 2.4 to 5.4 nm [174] or 4.9 to
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5.9 nm [180] with conflicting trends such that the particle diameter increased or

decreased with the cation size.

When interpreting such trends with seemingly small differences in nanoparticle

size, the standard deviation r of the size distribution must be considered, however.

The, at first sight, slightly larger nanoparticle size may still well be within 1r or

certainly within 3r of the average diameter of another size.

In another study, nickel nanoparticles were obtained by decomposition of

Ni(COD)2, again with different nanoparticle diameter, depending on the chain

length of the imidazolium cation with [NTf2]
- as anion. The results were

5.9 ± 1.4 nm for [C4C1Im]?, 5.6 ± 1.3 nm for [C8C1Im]?, 4.9 ± 0.9 nm for

[C10C1Im]?, 5.1 ± 0.9 nm for [C14C1Im]? and 5.5 ± 1.1 nm for [C16C1Im]?.

While it may appear that an increase of the alkyl chain (from n-butyl to n-

hexadecyl) induces the formation of nanoparticles with a smaller diameter and size-

distribution, all distributions are strongly overlapped within their 1r regions

already. The differences in diameter and size distribution are relatively small and

could be a TEM artefact (sample preparation and/or particle counting, for instance)

as the authors admit themselves [180].

Table 2 illustrates that a change in imidazolium cation or rather in 1-n-alkyl

chain length does not give a clear trend in the size of the Ni-NPs synthesized by

nickel(II)-bis(amidinate) or Ni(COD)2 precursor decomposition through microwave

assisted heating. The size distributions overlap considerably already within the 1r
standard deviation. Only in the case of the Ni(COD)2 precursor there is an indication

of Ni-NP size increase from n-butyl over n-octyl to n-dodecyl which is reverse from

the aforementioned trend [181].

In terms of stabilization, short alkyl-chain-methyl-imidazolium salts [C4C1Im]?

with weakly coordinating perfluorinated counter anions ([BF4]
-, [PF6]

- or [NTf2]
-)

Fig. 11 Series of ionic liquid cations with increasing chain length and [NTf2]
- as the common anion

used in the comparative synthesis of Ni-NPs from Ni(COD)2 to elucidate the chain-length effect on the
metal nanoparticle size [174]
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were qualitatively found to be better stabilizers compared to ILs with cations

bearing long alkyl chains (trihexyltetradecylphosphonium [P66614]
?, 1-octyl-3-

methylimidazolium [C8C1Im]?) and anions of higher coordination strength

(dicyanamide, [N(CN)2]
-) (see above). In [C4C1Im]? with [BF4]

-, [PF6]
- or

[NTf2]
- anions Au- or Cu-NPs were stable colloidal dispersions, that is, without

precipitation or aggregation for 1 week to several weeks. In [C4C1Im][N(CN)2] Au-

NPs were stable for 3 days. In comparison in [C8C1Im][PF6] or in [P66614][N(CN)2]

fast precipitation or stability for only 1 day, respectively, was observed due to fast

particle growth and agglomeration [156].

5.6 Viscosity

Viscosity of the reaction medium can be expected to have a crucial influence on the

growth and agglomeration of nanoparticles. Unfortunately, differences in viscosity

cannot be treated separately from concomitant changes in alkyl chain length or

anion. Thus, viscosity dependence for nanoparticle size and size distribution appears

to be seldom addressed [64].

For example, for [C4C1Im]?-ILs the viscosity at 30 �C follows the anion order

[PF6]
-[ [(F5C2SO2)2N]

-[ [BF4]
-[ [OTf]-[ [CF3CO2]

-[ [NTf2]
-, which is

as expected opposite to the order of the diffusion coefficients (see above).

For the [CnC1Im][BF4] (n = 2, 4, 6) [182], [CnC1Im][PF6] (n = 4–9) and

[CnC1Im][NTf2] (n = 2–10) series the viscosity increases with increasing the

number n of carbon atoms in the linear alkyl chain in the imidazolium cation.

However, the trends are quite different. An almost linear dependence of the

viscosity as a function of the alkyl chain length group is observed for the [NTf2]
-

ILs while the dependence for the [PF6]
- ILs is more like an exponential increase

with a local maximum at n = 7. Also, the [CnC1Im][PF6] ionic liquids are much

more viscous than their [NTf2]
- analogs [183].

Table 2 Ni-NP diameter and

distribution from different

precursors and in different ILs

a 1.0 wt. % Ni-NP/IL

dispersions obtained by

microwave-assisted heating with

100 W for 10 min at 220 �C
b The size distribution was

calculated from a manual

diameter determination over a

minimum of 50 isolated

particles
c Average diameter and

standard deviation

Ni-precursora,

IL

TEM Ø (1r) [nm]bc

[Ni(AMD)2]

[C4C1Im][BF4] 5 (±2)

[C12C1MIm][BF4] 7 (±2)

[C4C1Im][PF6] 7 (±4)

[C8C1Im][PF6] 7 (±1)

[C12C1Im][PF6] 9 (±3)

[C4C1Im][NTf2] 10 (±2)

[C8C1Im][NTf2] 10 (±3)

[C12C1Im][NTf2] 10 (±4)

Ni(COD)2

[C4C1Im][PF6] 8 (±3)

[C8C1Im][PF6] 10 (±2)

[C12C1Im][PF6] 15 (±2)
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6 Influence of Functional ILs to Metal Nanoparticles

Functionalized imidazolium ILs can be used to modify the surface of metal NPs

[184, 185], in particular to provide stable dispersion of NPs in water [113, 186],

which is important to many applications [187]. Thiol- [184, 188, 189], ether- [113],

carboxylic acid- [115], amino- [190] and hydroxyl-functionalized imidazolium ILs

are available (Fig. 12), for example, to prepare aqueous dispersions of noble metal

NPs.

From comparison of the decomposition of Pd(OAc)2 in a series of hydroxyl-

functionalized ionic liquids (ILs) with the 1-(20-hydroxylethyl)-3-methylimida-

zolium cation [HOC2C1Im or HOEMIm]? and the anions [BF4]
-, [PF6]

-, [OTf]-,

[CF3CO2]
- or [NTf2]

- and the non-functionalized IL, [C4C1Im][NTf2] it appeared

that the hydroxyl group accelerated the formation of the NPs, and also helped to

protect the NPs from oxidation once formed. Significantly smaller Pd-NPs were

obtained in the [HOEMIm or HOC2C1Im]?-ILs with average diameters from

2.3 ± 0.4 nm in the [CF3CO2]
- salt to 4.0 ± 0.6 nm in the [BF4]

- analog while in

non-functionalized [C4C1Im][NTf2] the average diameter was 6.2 ± 1.1 nm [124].

An X-ray photoelectron spectroscopic study of purified aminoethyl-methylim-

idazolium bromide, [H2NC2C1Im or AEMIm]Br-stabilized Au-NPs suggested that

both the imidazolium ring and the functional amino group were involved in the

interaction with the NP surface (cf. Figure 4) [115]. A shift in binding energies in

the peaks of the carbon and nitrogen atoms in the imidazolium ring and amino N

atom and a change in the width of the N1 s peak were observed. The XPS results

were interpreted as either an electrostatic interaction between the imidazolium

cation and the negatively charged metal surface, an interaction between the amino

group and surface metal atom or the simultaneous coordination of the imidazolium

cation and the functional group with the metal NPs. The electrostatic imidazolium-

metal interaction would change the positive charge density of the imidazole ring.

Amino group coordination to the metal NPs surface would induce a shift in N atom

binding energies in the peak of the amino group and a change in the width of the

N1 s peak [115].

Comparison between the closely related di-cationic ILs [C12Im-l-C6-ImC12][-

NTf2], and [C12Im-l-C2OC2-ImC12][NTf2] (cf. Figure 11) revealed a significant

decrease in Ni-NP size (obtained from spontaneous decomposition of Ni(COD)2)

from 5.4 ± 1.6 nm to 3.4 ± 0.2 nm when an ethereal oxygen donor atom was

introduced. This indicates a better templating and stabilization effect due to

coordination of the negatively polarized O-atom on the metal surface [174].

The synthesis of Co-NPs and Mn-NPs by microwave-heating induced decom-

position of the metal carbonyls Co2(CO)8 and Mn2(CO)10, respectively, yields

smaller and better separated particles in the functionalized IL 1-(3-carboxyethyl)-3-

methyl-imidazolium tetrafluoroborate [CEMIm or HO2CC2C1Im][BF4] (1.6 ± 0.3

and 4.3 ± 1.0 nm, respectively) than in the non-functionalized IL [C4C1Im][BF4].

The particles are stable in the absence of capping ligands (surfactants) for more than

6 months although some variation in particle size could be observed by TEM

(Fig. 13) [191].
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Fig. 12 Examples of functionalized imidazolium ILs. Graphical collection reprinted with permission
from the author of Ref. [30]. Copyright Wiley-VCH 2013
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A special type of functionalized ILs are gemini imidazolium amphiphiles (cf.

Figure 12) [192]. Gemini-type ILs based on imidazolium salts are investigated as

simultaneous nanoparticle stabilizers, surfactants and transfer agents into organic

media. Au-NPs with imidazolium ligands of the gemini-ILs 1�2Br to 4�2Br (cf.

Figure 12) that are stable in dispersion and where the IL plays a triple role: phase

transfer of the gold precursor salt H[AuCl4] from an aqueous phase to toluene

during the synthesis, stabilization of the gold colloid, and binding agent for an

ibuprofenate guest. The bis-imidazolium IL ions around the gold nanoparticles do

not exchange with thiolate ligands. When both species are present the gold surface

prefers the IL cation and anion to thioether ligands. The long alkyl chains in 3�2Br
(cf. Figure 12) could incorporate ibuprofenate, a model for carboxylate-containing

anionic drugs, and release it at a slower rate [192].

7 N-Heterocyclic Carbene Formation During Metal Nanoparticle
Synthesis in Imidazolium ILs

During the last 20 years N-heterocyclic carbenes (NHCs) established themselves as

a leading class of ligands in molecular organometallic chemistry [193]. NHCs are

neutral electron-rich r-donor ligands, which often form very strong metal ligand r-
bonds. These properties would also be very attractive for the stabilization and

reactivity modulation of metal NPs [194–197]. NHCs have been proven to bind

efficiently to the surfaces of Ru- [198–201], Ag- [202], Au- [202–205], Pd-

[205, 206] and Pt-NPs [207]. Furthermore, there is evidence that NHCs could be

intermediate species, by in situ deprotonation of the imidazolium cation at the acidic

C2-H position when NPs are formed and stabilized in imidazolium-based ionic

liquids for Au-NPs [208], Pd-NPs [208, 209], Rh-NPs [210], Ir-NPs [210, 211] and

Ni-NPs [212].

NHC-stabilization of Au- and Pd-NPs was promoted by deprotonation of the

bis(N,N’-n-hexyl)imidazolium cation [C6C6Im]? prior to reduction. This was

achieved by treating the imidazolium salt [C6C6Im]? n[MCl4]
n- with sodium

Fig. 13 TEM-images of Co-NPs in [CEMIm or HO2CC2C1Im][BF4] (cf. Figure 12) a 6 weeks after
synthesis; b 6 months after synthesis; c Co-NPs from Co2(CO)8 in [BMIm][BF4]. Reprinted with
permission. Copyright the Royal Society of Chemistry, 2011 [191]
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hydride in 1: 1 dichloromethane–toluene, before adding sodium borohydride to

reduce the tetrachloridoaurate(III) (n = 1) and dibromidodichloridopalladate(II)

(n = 2) metal precursor. The 1H NMR spectrum of the Au-NPs revealed the

disappearance of the acidic imidazolium C2 proton resonance, while broadening

and splitting was observed for the other peaks, which is typical of NP-coordinated

ligands. 13C NMR also failed to locate a peak for C2, which is probably due to

anisotropy resulting from the NHC to Au-NP surface coordination. Conversely, the

C2 1H peak was observed for the Pd-NPs produced without prior imidazolium

deprotonation. TEM analysis gave slightly larger sizes of 2.7 ± 0.9 nm for the

NHC-capped Pd-NPs than for the imidazolium halide surfactant stabilized Pd-NPs

with 1.8 ± 0.4 nm [208].

The Pd-NHC complex (C4C1Im-NHC)Pd(PPh3)X (X = Br, Cl) formed from

[Pd(Ar)Br(PPh3)2] and [PdCl2(PPh3)2] in [C4C1Im][BF4] when aqueous Na2CO3

was added for imidazolium deprotonation [209].

NHC complexes of rhodium and iridium were obtained in neat [C4C1Im][NTf2]

from metal complexes with basic anionic ligands, [M(COD)(PPh3)X], X = OEt,

MeCO2, which reacted with the imidazolium cation under deprotonation giving the

M-NHC moiety and the free protonated base HOEt, MeCO2H [210].

The synthesis of Ir nanoparticles by reduction of [(COD)Ir(CH3CN)2]BF4 with

H2 or D2 in the presence of Proton Sponge (PSTM) in acetone with set but variable

amounts of [C4C1Im][NTf2] gave evidence for the formation of at least transiently

surface-ligand-coordinated NHCs. When using D2 deuterium incorporation was

apparent from 2H NMR spectroscopy at the imidazolium C2-H, C4-H, C5-H, and

butyl –(CH2CH2)C8–H(CH3) positions of the [C4C1Im]? cation. Conversely, 1H

NMR spectra showed a decreased intensity of the 2-, 4-, 5-, and 8-H hydrogens in

the [C4C1Im]? cation. Without the presence of Ir-NPs no D incorporation into the

imidazolium cation occured. A sequence of N-heterocyclic carbene formation by

oxidative addition of the imidazolium cation, followed by H/D scrambling atop the

nanoparticle surface, then reductive elimination of a imidazolium-C-D bond is

suggested [211].

During the auto-decomposition of Ni(COD)2 in imidazolium ILs the formation of

bis(imidazolylidene)nickel complexes [(NHC)2NiH]
? was detected by mass

spectrometry [212].

8 Conclusion

In the last years many different M-NPs (monometallic and bimetallic) in ILs were

obtained. Especially ILs with imidazolium cations feature prominently in the

formation and stabilization of M-NPs. Such imidazolium ILs simultaneously act as

reaction media, hydrogen sources, catalysts, templating agents and stabilizers for

the synthesis of metal nanoparticles.

Various and also yet unknown factors influence the stability of nanoparticles in

ionic liquids and lead to nanoparticle size and/or morphology changes during

synthesis. An improved understanding of the stability of nanoparticle dispersions in
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ionic liquids is still needed to assist efforts directed toward the synthesis of

nanoparticles with controlled size and morphology in ionic liquids.

An influence of the anion to metal nanoparticles was also observed by several

other research groups. Qualitatively, the size of M-NPs was found to increase with

the molecular volume of the anion of the IL. Also, an influence of the imidazolium

alkyl-chain length on the particle size of M-NPs is often invoked, yet the unclear

direction. It is both found that the NP size increased with increasing chain lengths

whereas in other studies an increase of the alkyl chain gave nanoparticles with a

smaller diameter and size-distribution.

It is evident from many reports on cation and anion effects of ILs that the

interaction between an IL and a (growing) nanocrystal is far from understood but

that a detailed understanding of the IL–nanoparticle interaction would be needed for

a more rational design of nanomaterials in ILs.

Furthermore, thiol-, ether-, carboxylic acid-, amino- and hydroxyl-functionalized

ILs can be used to coordinate to the surface of metal NPs akin to the action of

coordinating capping ligands. Also, for imidazolium-based ionic liquids there is

evidence that N-heterocyclic carbenes, NHCs could be formed by in situ

deprotonation of the imidazolium cation at the acidic C2-H position, at least as

intermediate species, during the nanoparticle seeding and growth process.
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Abstract Until very recently, the term Lewis acidic ionic liquids (ILs) was nearly

synonymous with halometallate ILs, with a strong focus on chloroaluminate(III)

systems. The first part of this review covers the historical context in which these

were developed, speciation of a range of halometallate ionic liquids, attempts to

quantify their Lewis acidity, and selected recent applications: in industrial alkyla-

tion processes, in supported systems (SILPs/SCILLs) and in inorganic synthesis. In

the last decade, interesting alternatives to halometallate ILs have emerged, which

can be divided into two sub-sections: (1) liquid coordination complexes (LCCs),

still based on halometallate species, but less expensive and more diverse than

halometallate ionic liquids, and (2) ILs with main-group Lewis acidic cations. The

two following sections cover these new liquid Lewis acids, also highlighting spe-

ciation studies, Lewis acidity measurements, and applications.

Keywords Lewis acidity � Halometallate ionic liquids � Liquid coordination

complexes � Solvate ionic liquids � Borenium cations

1 Introduction

The development and applications of Lewis acids hold an important place in

chemical research. In industrial processes, heterogeneous Lewis acids are dominant,

from simple metal halides to metal oxides with Lewis acidic sites (alumina,
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zirconia, titania) [1, 2]. Lewis acids, such as BF3 or AlCl3, are also combined with

Brønsted acids to yield Brønsted superacidic catalysts. In organic synthesis, a wide

variety of Lewis acids are used, both in stoichiometric and catalytic quantities, with

acidic metal centers varying from alkali metals (Li, Na), through to group 13

elements (AlIII, GaIII, InIII), to ZnII, SnII and SnIV, HfIV and lanthanides [3]. In

addition to simple halides, metal triflates and bistriflamides are also used, as well as

organometallic Lewis acids, with an increasing focus on water-stable Lewis acids

[4]. Elaborate chiral ligands are used for asymmetric reactions [5]. In main-group

chemistry, frustrated Lewis pairs, which are combinations of Lewis acids and bases

prevented from forming an adduct by steric hindrance [6], have recently opened up

the field of metal-free catalysis and small molecule activation [7]. In this context,

the archetypical Lewis acid is B(C6F5)3, though a plethora of charge-neutral and

cationic Lewis acids, based predominantly on boron, but also on phosphorus, silicon

and main-group metals, have been synthesized [8–10].

Against this backdrop, the chemistry of Lewis acidic ionic liquids appears

structurally monotonous, with a strong focus on halometallate Lewis acidic

anions—in particular chloroaluminate(III) ILs. These were the first group of ionic

liquids to capture the attention of chemists across disciplines, and remained the

center of research efforts until ca. 2000 [11, 12]. Afterwards, the spotlight has

shifted to ‘air- and water-stable’ systems [13], but research on Lewis acidic

halometallate ILs has been under continuous development, which was reviewed in

2014 by Estager et al. [14]. Recent years have been marked by: (1) the maturing of

chloroaluminate(III) ILs in catalysis, expressed in engineering advances and the

announcement of several full-scale industrial processes, (2) the development of new

ionic liquid-like systems, based on metal chloride eutectics (liquid coordination

complexes), and (3) the naissance of ILs with Lewis acidic cations, with hopefully a

lot of inspiring chemistry still to come. All three families of Lewis acidic ionic

liquids will be discussed, including the historical context, speciation studies,

quantification of acidity, and examples of applications. Abbreviations used

throughout the text are listed in Table 1.

2 Chlorometallate Ionic Liquids

2.1 Historical Context

The study of modern ionic liquids originated from high-temperature inorganic

molten salts (studied as heat transfer fluids and electrolytes), which lead to lower

melting organic salts, especially chloroaluminate(III) ILs (Fig. 1, left), based on

[AlCl4]- and [Al2Cl7]- anions [15]. In parallel, mechanistic studies on AlCl3-

promoted Friedel–Crafts chemistry revealed [AlCl4]- and [Al2Cl7]- anions to

balance the charge of the intermediate, a protonated toluenium cation [12, 16]. This

naturally led to studies of Friedel–Crafts chemistry in the [C2mim]Cl–AlCl3 system

[17], which may be considered the starting point of Lewis acid catalysis in

chlorometallate ILs, with over 400 citations to date.
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Boon’s work was preceded—by over a decade—by Parshall, who in 1972 used

organic molten salts, [N2222][SnCl3] and [N2222][GeCl3], as solvents for PtCl2 [19].

They also acted as Lewis acidic co-catalysts in hydrogenation and other Pt-

catalyzed reactions, through the formation of Pt active species, such as

[Pt(SnCl3)5]3-. It was a visionary paper, but initially went almost unnoticed, and

was only sparsely cited until its re-discovery in the community around 2000. This

possibly asserted the dominance of chloroaluminate(III) ILs as the archetypical

Lewis acidic ionic liquids.

Table 1 Abbreviations used in this work (where n = alkyl chain length)

Notation Full name

[Cnmim]? 1-Alkyl-3-methylimidazolium cation

[Pnnnn]
? Tetraalkylphosphonium cation

[Nnnnn]
? Tetraalkylammonium cation

MXm Metal halide

[OTf]- Triflate anion

[NTf2]- Bis(trifluoromethanesulfonyl)imide anion, [N(SO2CF3)2]-

[BETI]- Bis(trifluoroethanesulfonyl)imide anion, [N(SO2C2F5)2]-

Gn Glycol ether (glyme), with n ? 1 oxygens in its structure

RON Research octane number

SILP Supported ionic liquid phase

SCILL Solid catalyst with ionic liquid layer

TEPO Triethylphosphine oxide

Fig. 1 Left Comparison of phase diagrams of NaCl–AlCl3 and 1-ethyl-3-methylimidazolium chloride-
AlCl3 [15]. Right Concentration of anionic species in the [C2mim]Cl–AlCl3 system, at 200 �C, calculated
from a thermodynamic model. (From [14], adapted from [18])
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2.2 Speciation

Halometallate ILs are synthesized by the reaction of a metal halide with an organic

halide salt, at various molar ratios (Eq. 1) [14]. The composition of the ionic liquid

is typically reported as the molar ratio of metal halide, vMXm (see Eq. 2 and Fig. 1).

cation½ �X þ nMXm ! cation½ � MnXn�mþ1½ � ð1Þ

vMXm ¼ n MXmð Þ=R nð Þ ð2Þ

The range of vMXm values that yield homogenous ILs varies, depending on the

metal and the halide. Within this range, different halometallate anions may be

formed, depending on the composition. More often than not, several anions in a

dynamic equilibrium with each other are present.

2.2.1 Chloroaluminate(III) Ionic Liquids

Complex anionic speciation of halometallate ionic liquids is reflected in the

exemplary phase diagram for chloroaluminate(III) ILs (Fig. 1). It is the speciation

that dictates their physical properties and chemical behavior, including Lewis

acidity. Organic cations are considered to affect physical properties of halometallate

ILs, such as viscosity, density, or melting points, but typically have little influence

on the anionic speciation, and thus on Lewis acidity [14]. Anionic speciation in

chloroaluminate(III) systems was confirmed using multiple direct techniques, such

as 27Al NMR spectroscopy [20], Raman spectroscopy [21], and supporting

techniques, such as phase diagrams [22]. In-depth discussion of these techniques

is beyond the scope of this work, but extensive primary literature exists, as well as

older reviews [11, 23] and a recent review by our group [14].

Concentration of anionic chlorometallate(III) species as a function of compo-

sition, calculated from a thermodynamic model for [C2mim]Cl–AlCl3 (Fig. 1,

right), is concurrent with phase diagram for the same system (Fig. 1, left). For the

vAlCl3 = 0.50 composition (equimolar), there is only one anion present, [AlCl4]-;

the peritectic point in the phase diagram (Fig. 1, left) indicates the formation of a

compound, [C2mim][AlCl4]. For all other compositions, multiple equilibrated

species are present. With excess of [C2mim]Cl (vAlCl3\ 0.50), free chloride is in

equilibrium with [AlCl4]-. For an excess of AlCl3, up to vAlCl3 = 0.67 (2:1 ratio),

dinuclear [Al2Cl7]- and monomeric [AlCl4]- are equilibrated. In both cases, this is

reflected in the formation of very low-melting, eutectic compositions. Finally, for

large excess of AlCl3 (vAlCl3[ 0.67), oligomeric anions were postulated (Fig. 1,

right), but these exist in equilibrium with solid aluminium(III) chloride. Therefore,

homogenous ionic liquids are only formed for compositions vAlCl3 B 0.67, and the

slightest excess of AlCl3 added above this ratio results in cloudiness of otherwise

clear liquid. The main anionic equilibrium in chloroaluminate(III) ILs is shown in

Eq. 3.
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2 AlCl4½ �� � Al2Cl7½ ��þ Cl� ð3Þ

There is a crucial link between speciation and Lewis acidity. The four chloride

ligands around the aluminium center in [AlCl4]- effectively prevent other ligands

from coordinating to form five- and six-coordinate complexes, and thus render the

anion neutral. In the vast majority of Lewis acid-catalyzed reactions, ILs with this

anion have no activity. Halide anions are Lewis basic [24, 25], therefore the

vAlCl3\ 0.50 compositions are Lewis basic. The dimeric [Al2Cl7]- anion is Lewis

acidic [26, 27], however, it is worth noting that also here the chloride species pose

enough steric hindrance to prevent the formation of higher coordination. However,

it is a ‘latent’ Lewis acid [28] due to an easily broken chloride bridge, which reacts

with a base following Scheme 1.

There are many applications of chloroaluminate(III) ILs, such as electrode

positions, which are not directly related to their Lewis acidity. The primary use of

chloroaluminates(III) as Lewis acids is in catalysis; they are used directly as Lewis

acidic catalysis (for example Diels–Alder reactions), or they react with residual

water/protic additives to generate a Brønsted superacid (carbocationic reactions,

e.g., isomerization) [11, 14]. Chloroaluminates(III) have also been used as solvents

and Lewis acidic co-catalysts in reactions catalyzed by transition metal complexes

[29]. A more recent addition to Lewis acidic applications of chloroaluminate(III)

ILs is the area of inorganic synthesis, where they were used in multiple roles of

solvent, reactant, and base scavenger [30].

Although they are the most common family of halometallate ionic liquids, the

speciation of chloroaluminate(III) ILs can never be considered as the ‘benchmark’;

numerous studies have explicitly shown that anionic speciation is unique for each

metal, and must be investigated for every system anew, before we can understand its

chemistry [14].

For known chlorometallate ILs, dominant species as a function of composition

are listed in Table 2 [14]. The common denominator is that at low (basic) metal

chloride loadings, the anionic species are a mixture of free chloride and saturated

chlorometallate anions. As metal chloride loading increases, at a certain vMXm value

there is no free chloride anions, as they are bound to the metal, forming

coordinatively saturated (neutral) halometallate complex—typically this is associ-

ated with the compound formation point in a phase diagram. Upon further

increasing of metal chloride content, there are three scenarios possible: (1)

oligomeric (‘latent’ Lewis acidic) chlorometallate anions are formed, (2)

Scheme 1 Reaction of the Lewis acidic anion [Al2Cl7]-, with a base L
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monomeric, coordinatively unsaturated (Lewis acidic) chlorometallate species exist,

and (3) excess metal chloride precipitates.

It is crucial to note that, for asserting correct assignment of species present in

each composition, a range of techniques should be used, preferably applied directly

to neat ionic liquid: multinuclear NMR spectroscopy, IR, and Raman spectro-

scopies, XPS. In addition to these, phase diagrams are indispensable.

2.2.2 Chlorogallate(III) Ionic Liquids

Gallium follows aluminium in Group 13 of the periodic table, and indeed follows a

very similar speciation pattern. However, whereas AlCl3 precipitates from

vAlCl3[ 0.67 compositions, chlorogallate(III) ILs remain homogenous at least up

to vGaCl3 = 0.75, and even beyond this composition, forming very reactive and

strongly Lewis acidic anions, such as [Ga3Cl10]- [53–55]. Despite high catalytic

activity, far fewer catalytic applications are described when compared to

chloroaluminates(III); most likely due to the higher price of GaCl3 vs. AlCl3.

Nevertheless, they have been used in acetalization of aldehydes [60], oligomeriza-

tion of 1-decene [61], alkylation of isobutane with butane [53], and Bayer–Villiger

oxidation with H2O2 [62]. In general, enhanced moisture stability compared to

chloroaluminates(III) was noted, which led to some advantages, such as: good

recyclability in refinery alkylation [53], decreased isomerization in oligomerization

of 1-decene [61], and the relative stability of the active intermediate, [GaCl3OH]-,

in Bayer–Villiger oxidation [62].

2.2.3 Chloroindate(III) Ionic Liquids

Also belonging to Group 13, chloroindate(III) anions are not capable of formation of

oligomeric species, but InCl3 precipitates readily at vInCl3[ 0.50. However, in

contrast to smaller icosagens, indium(III) can accommodate up to six chlorides,

forming a compound at vInCl3 = 0.25, with [InCl6]3- (Eq. 4) [55–57]. At

vInCl3 = 0.33, some quantities of [InCl5]2- may be forming, although this is not

explicitly proven, and the equilibrium in Eq. 4, may be very strongly shifted to the

right.

cation½ �Cl þ 3InCl3 ! cation½ �3 InCl6½ � ð4Þ

4Cl� þ 2InCl3 ! 2 InCl5½ �2� � InCl6½ �3�þ InCl4½ �� ð5Þ

Finally, like other icosagenes, chloroindate(III) ILs at vInCl3 = 0.50 form

[InCl4]-. However, this composition is not neutral—[InCl4]- is coordinatively

unsaturated, and reacts with a base as a mild Lewis acid (Eq. 6).

InCl4½ ��þ 2L ! InCl4L2½ �� ð6Þ

Chloroindate(III) ionic liquids are hydrolytically stable [63] and mildly Lewis

acidic [27], which contrasts with systems based on lighter icosagenes, and opens up

new application routes, such as: transesterification (biodiesel synthesis) [64],
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alkylation of phenols or catechols with alcohols [63], as well as for the protection of

alcohols, followed by their conversion to acetates and trimethylsilyl ethers [65].

Noteworthy, in some instances compositions with excess of InCl3 are used

(vInCl3[ 0.50), even though they form a suspension/paste, rather than the ionic

liquid [66].

2.2.4 Chloroferrate(III) Ionic Liquids

Ionic liquids based on iron(III) chloride form neutral [FeCl4]- at vFeCl3 = 0.50, and

both [FeCl4]- and the Lewis acidic [Fe2Cl7]- can be detected at vFeCl3 = 0.60

[37, 38]. However, analogy with chloroaluminate(III) systems proves to be

deceitful, as FeCl3 has been reported to precipitate at vFeCl3[ 0.60 compositions

[67]. Consequently, attaining homogenous ILs at vFeCl3 = 0.67 is impossible.

Catalytic applications of chloroferrates(III) were reviewed in 2011 by Bica and

co-workers [68]. Their mild Lewis acidity is combined with interesting physical

properties: thermomorphic behavior with water (thermally induced demixing)

[39, 69] and paramagnetic behavior [70, 71], which were both suggested as routes

for facile separation and recycling. Notably, despite their rather hydrophobic nature,

chloroferrates(III) hydrolyze slowly in the presence of moisture [69].

2.2.5 Chlorozincate(III) Ionic Liquids

These ionic liquids are typically more viscous and higher melting than other

halometallates, as chlorozincate(II) form doubly negatively charged anions

[25, 33, 48, 72, 73]. A neutral compound is formed at vZnCl2 = 0.33, with the

[ZnCl4]2- anion (Eq. 7), and all vZnCl2[ 0.33 compositions are Lewis acidic.

Several oligomeric chlorozincate(II) anions exist: [Zn2Cl6]2-, [Zn3Cl8]2- and

[Zn4Cl10]2- have all been postulated. Reaction of a base with an oligomeric

chlorozincate anion, which is a ‘latent’ Lewis acid, can be envisaged as shown in

Eq. 8.

cation½ �Cl þ 2ZnCl2 ! cation½ �2 ZnCl4½ � ð7Þ

Zn2Cl6½ �2�þ 2L ! ZnCl4½ �2�þ ZnCl2L2½ � ð8Þ

It is important to note that, based on early mass spectrometry studies, some

authors postulated that chlorozincate(II) ILs adopt speciation analogous to that of

chloroaluminate(III) ILs, i.e., to form [ZnCl3]- and [Zn2Cl5]- anions. This

assumption is still very prevalent in the literature, however, there are a number of

arguments against it:

• tricoordinate zinc complexes are very few and only found in extremely sterically

hindered environments; otherwise, tetracoordinate geometry is strongly

preferred;

• not a single crystal structure exists with [ZnCl3]- or [Zn2Cl5]- anions, in

contrast to plethora of structures with tetracoordinate chlorozincate(II) anions;
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• physical properties of chlorozincate ILs (high viscosity) are consistent with

doubly charged anions;

• all spectroscopic techniques applied directly to the liquid phase (XPS, EXAFS,

Raman spectroscopy) support the existence of zinc(II) in tetracoordinate

environment;

• MS is a gas-phase technique, which may give erroneous results for the

speciation of liquid with dense network of Coulombic and hydrogen bonding

interactions.

In terms of catalysis, chlorozincate(II) ILs are appreciated for their low cost and

stability against moisture, which leads to robust and recyclable catalysts [74, 75].

They find uses where stronger acids would either hydrolyze, or destroy the

reactants, such as O-acylation of cellulose [76]. In an interesting recent application,

chlorozincate(II) ionic liquids diluted with [C4mim][BF4] were used as a liquid

support and co-catalyst in chemoselective reduction of heteroarenes, promoted by

Rh nanoparticles [77].

2.2.6 Chlorostannate(II) Ionic Liquids

Anionic speciation of chlorostannate(II) ILs is worth contrasting with chlorozin-

cates(II); chlorostannates(II) do form tricoordinate [SnCl3]- and [Sn2Cl5]- anions

(Eqs. 9, 10), with a free electron pair occupying the fourth coordination position

around the tin(II) atom in pseudo-tetrahedral trigonal pyramidal geometry (Fig. 2)

Fig. 2 Crystal structure of [C2mim][SnCl3], showing the hydrogen-bonding interactions of the 1-ethyl-3-
methylimidazolium cation and the [SnCl3]- anion [58]
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[58]. In addition, although known in crystalline state, chlorostannate(II) ILs do not

form [SnCl4]2- in the liquid state.

cation½ �Cl þ SnCl2 ! cation½ � SnCl3½ � ð9Þ

cation½ �Cl þ 2SnCl2 ! cation½ � Sn2Cl5½ � ð10Þ

Chlorostannate(II) anions are amphoteric, which is expressed in moderately high

donor and acceptor properties of chlorostannate(II) ionic liquids [24]. In 1972,

Parshall used chlorostannate(II) ILs (then called fused salts) as solvents for PdCl2,

and Lewis basic co-catalysts for hydrogenation, isomerization, hydroformylation

and carboalkoxyaltion of olefins [19]. The mechanism of a similar process, PtII-

promoted hydroformylation in chlorostannate ILs, was studied over thirty years later

by van Eldik and co-workers, who explicitly shown the [SnCl3]- coordinating to the

platinum center in the active form of the catalyst [78]. On the other side of the

spectrum, Abbott and co-workers used chlorostannate(II) ILs as Lewis acidic

catalysts for Diels–Alder reaction, in which they were less active than chlorozin-

cate(II) analogues [75]. Zhang and co-workers used them for the preparation of

highly isotactic and optically pure L-lactide, remarking on their low price, good

moisture stability and tunability of the acidity by altering the vSnCl2 value [79].

However, it must be noted that chlorostannate(II) anions are not entirely

stable towards atmospheric oxygen, and upon prolonged exposure oxidize to

[SnCl6]2-, especially in the presence of free chlorides [19, 58].

2.3 Acidity Measurements

The strength of interaction of a Lewis acid–base pair depends on the size, shape and

relative energies of the LUMO of the acid and the HOMO of the base, in addition to

steric effects from both components [80]. Consequently, the strength of a Lewis acid

depends on the base it is interacting with. This is in contrast to Brønsted acids,

which are always quantified with respect to the same species: the proton. As such,

there is no absolute, direct method of quantifying the strength of a Lewis acid.

Rather, there is a number of established Lewis acidity scales, whereby a basic probe

molecule or ion is used, and the strength interaction between the probe and the acid

is quantified by: (1) computational calculations [81, 82], (2) a physical measurement

[83–85], or (3) by reaction rate of a model reaction catalyzed by the studied acid

[86, 87]. Discussed below are selected methods used for quantifying Lewis acidity

in ionic liquids.

2.3.1 Gutmann Acceptor Number: NMR Spectroscopic Method

The Gutmann AN approach, initially developed to study donor/acceptor properties

of solvents and then expanded to liquid acids [84, 88], has been the first method

used to quantify Lewis acidity of ILs [26, 89]. In the Gutmann Acceptor Number

(AN) method, triethylphosphine oxide (TEPO) is used as the 31P NMR spectro-

scopic probe. Advantages of TEPO include good sensitivity of the 31P nucleus
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(naturally 100% abundant, spin 1/2, highly sensitive to its environment), relative

stability towards strong acids, low steric hindrance and good solubility in a wide

variety of solvents [90]. Coordination of the phosphine oxide to a Lewis acid

induces change in the 31P NMR chemical shift. The scale was arbitrarily defined

based upon the 31P NMR chemical shift of the probe molecule in hexane (AN = 0)

and SbCl5 in 1,2-dichloroethane (AN = 100) [91]. To eliminate the influence of

concentration, 31P NMR spectra of TEPO at several small concentrations are

recorded, and the chemical shift is extrapolated to infinite dilution (dinf), which is

then normalized with respect to infinite dilution of TEPO in hexane (Ddinf). AN

values are calculated from Eq. 11.

AN ¼ 2:348 � Ddinf ð11Þ

Beckett et al. proposed a modified method, in which a constant mass of TEPO is

dissolved in a constant volume of sample, without extrapolating to infinite dilution

[85]. The Gutmann–Beckett method gained popularity for the study of molecular

Lewis acids; however, it was observed that for complex equilibria found in Lewis

acidic ILs, even small changes in concentration affect the chemical shift, therefore

extrapolating to infinite dilution is recommended for the highest reproducibility

[27]. Although TEPO decomposition was never reported for ILs, some extremely

strong Lewis acids have been known to decompose it [92].

The scale is very versatile, it was used to study not only strong Lewis acids, but

to distinguish between subtle differences in acceptor properties of ILs cations

[24, 93].

Gutmann AN was firstly used by Osteryoung and co-workers, to quantify the

acidity of chloroaluminate(III) ILs [26]. AN = 98.2 was recorded for a Lewis basic

system (vAlCl3 = 0.45) and AN = 103.2 was reported for the most Lewis acidic one

(vAlCl3 = 0.67). For different cations the discrepancy between two systems at the

same composition (vAlCl3 = 0.55) was marginal, AN = 98.2 and 98.6 recorded for

[C4py]? and [C2mim]?, respectively. Compared to hexane (AN = 0) and water

(AN = 54.8), all compositions appeared to be strong acids, which is clearly false. It

was demonstrated that, due to high oxophilicity of aluminium, ligand displacement

took place (Eq. 12).

AlCl4½ ��þTEPO ! AlCl3 TEPOð Þ½ � þ Cl� ð12Þ

In their subsequent work, Osteryoung and co-workers were able to fit equations

to 31P NMR chemical shifts recorded for TEPO in chloroaluminate(III) ILs (for

vAlCl3 B 0.50), and relate them to the concentration of [AlCl4]- and [Al2Cl7]- [94].

This was possible for neat chloroaluminate ionic liquids, and for those where acidity

was buffered with alkali metal salts (Eq. 13).

Al2Cl7½ ��þ MClðsÞ ! 2 AlCl4½ ��þMþ M ¼ Li; Na; Kð Þ ð13Þ

In studying systems other than chloroaluminate(III), we found a very good

agreement between AN values and speciation proposed for the given metallate

[27, 58, 72]. To summarize these research efforts, AN values for five [C8mim]Cl–
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MClx systems (M = AlIII, GaIII, InIII, ZnII and SnII) are plotted, as a function of

composition, in two graphs constituting Fig. 3. The [C8mim]Cl–AlCl3 system, in

agreement with the literature, gave consistently high values across the composi-

tional range. In [C8mim]Cl–GaCl3, AN = ca. 22 were recorded for basic

compositions (vGaCl3\ 0.50), with an increase to ca. 95 for acidic ones

(vGaCl3\ 0.50), and a further increase to AN = ca. 107 for vGaCl3 = 0.67. These

values can be assigned to consecutively dominant anions: [GaCl4]-, [Ga2Cl7]- and

[Ga3Cl10]- (Table 2). Chloroindate(III) systems were reported to be mild Lewis

acids, containing only monomeric anions: [InCl6]3-, [InCl5]2- and [InCl4]-

(Eq. 5)—indeed, AN values increase stepwise to plateau at AN = ca. 57 for

vInCl3 C 0.50 (Fig. 3). Chlorostannates(II) were reported to contain [SnCl3]-,

equilibrated with [Sn2Cl5]- at vSnCl2[ 0.50 (Eqs. 9, 10), which is in agreement

with one sharp change in Lewis acidity, from AN = ca. 18 at vSnCl2\ 0.50 to

AN = ca. 76 for vSnCl2[ 0.50 (Fig. 3) [58]. In contrast, the [C8mim]Cl-ZnCl2
system was reported to contain multiple equilibrated anions, with Lewis acidic

dimer, [Zn2Cl6]2-, occurring for vZnCl2[ 0.33—again, in agreement with the

measured AN values (Fig. 3) [72]. For a handy reference, all measured AN values

are listed in Table 3.

From the comparison in Fig. 3, it transpires that chlorometallate ILs cover a wide

range of Lewis acidities, from very mild to Lewis superacids (AN[ 100), giving

great promise for tunability in catalytic applications. At the same time, as already

discussed, different probe molecules may give different orders of acidity [95],

especially when acids with different nucleophilic centers are compared [96–98].

Aside from studying per se Lewis acidic ionic liquids, the AN approach was used

to study donor/acceptor properties of non-halometallate ILs as solvents, in the spirit

of Gutmann’s original work [24, 93, 99]. Although this is outside the scope of this

review, it is worthy of note that AN values for such ionic liquids have been

quantified using other spectroscopic techniques, such as Raman spectroscopy

[100, 101], which could be of great use for studying halometallate ILs with

paramagnetic nuclei.

Fig. 3 AN values for five [C8mim]Cl-MClx systems (M = Al, Ga, In, Zn and SnII), plotted as a function
of composition. Data adapted from [27, 58, 72]
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Owing to their negligible vapor pressure, ILs give the unique opportunity of

studying liquid matter via X-ray photoelectron spectroscopy (XPS), which is a high-

vacuum technique. Licence and co-workers studied a range of chlorometallate

systems as a function of their composition, and derived solvent properties from XPS

spectra [25]. For chlorozincate(II) systems, a correlation between Zn 2p3/2 binding

energies and AN values was observed, which opens up another strategy of

quantifying Lewis acidity in ILs.

2.3.2 Adapted Solid-State Methods: FT-IR Spectroscopy

Lewis acidity in solid acids is commonly quantified employing vibrational

spectroscopy and N-donor probes (pyridine, acetonitrile), typically used in near-

stoichiometric quantities with respect to acidic sites. It is a very simple and time-

efficient measurement, in which also paramagnetic ILs may be studied in contrast to

NMR methods. A further advantage over the AN approach is the ability to

distinguish between pyridine coordinating to Brønsted and Lewis acids, with

vibrations for py-H and py-L.A. seen at ca. 1550 and 1450 cm-1 respectively [102].

Acetonitrile is sensitive only to Lewis acids, but not to Brønsted acids. A

disadvantage, in the context of halometallate ionic liquids, is the need for high

quantity of the probe (typically used at 0.33 mol ratio with respect to the metal

Table 3 AN values for five

[C8mim]Cl-MClx systems

(M = Al, Ga, In, Zn and SnII),

as a function of composition

[27, 58, 72]

vMClx AN values for [C8mim]Cl-MClx, where M =

Al Ga In Zn SnII

0.00 19.86 19.86 19.86 19.86 19.86

0.10 20.14 17.29

0.20 32.53 20.50 18.19

0.25 18.97

0.30 22.51 17.59

0.33 93.19 21.65 49.25 25.63 18.10

0.40 92.35 23.22 51.22 63.09 19.83

0.45 23.01

0.46 64.01

0.48 65.24

0.50 91.81 45.85 57.11 67.26 42.89

0.52 91.85

0.55 92.19 95.30 70.55 75.45

0.60 93.30 95.09 56.53 70.86 75.66

0.63 77.91

0.67 95.95 99.54 58.36 72.49 76.14

0.70 106.71 73.57

0.75 107.47 83.50

1.00 85.60 75.90 74.30 66.00 75.20
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center), which may disrupt equilibria in the liquid, as well as low sensitivity and

resolution, compared to NMR spectroscopic probes.

In their seminal work, Kou et al. used both pyridine and acetonitrile as FT-IR

spectroscopic probes to study Lewis acidity of a range of chlorometallate ILs

[103]. The [C4mim]Cl–MClx series was studied, with Lewis acidity ranked as:

CuI\ FeIII\Zn\Al, based on pyridine characteristic band vibration in acidic

composition (Table 4). Studying the [C4mim]Cl-MCl3 system in several compo-

sitions, a py-L.A. band at 1448 cm-1 was assigned to [AlCl4]-, and 1454 cm-1 to

[Al2Cl7]-. AcCN-L.A. band was detected for vAlCl3 C 0.55. A study on

chlorozincate(II) ILs, within a broad compositional range (vZnCl2 = 0.25 - 0.75),

revealed acidic band appearing for all vZnCl2 C 0.33 compositions (Table 4), in

agreement with Eq. 8 (but in contradiction to the speciation proposed in the same

paper) [104]. Numerous papers followed afterwards, studying chlorometallates

with different cations and varying combinations of metal chlorides and vMClx

values [105, 106]. Typically, a good agreement between the catalytic activity and

py-L.A. vibrational frequency is reported, but—depending on the cation and the

paper—the reports deviate ±2 cm-1 from exemplary data in Table 4, which

indeed gives a very low resolution. In general, the authors using this approach are

less concerned with physical and inorganic chemistry of the studied systems, but

more focused on the catalytic performance of the studied ionic liquids.

Isobutene alkylation with 2-butene (refinery alkylation), catalyzed by chloroa-

luminate(III) ILs, is known to be enhanced by amount of CuCl and water (or protic

additives). Several publications report on the use of pyridine as the IR probe to gain

insight into Brønsted/Lewis acidity of this complex system [108–110]. In particular,

Liu and co-workers combined 27Al NMR and IR spectroscopies to firstly identify

Brønsted and Lewis acidic species in the system (Fig. 4) [109], and recently—to

quantify them using pyridine titration method [110]. This distinction between

Brønsted and Lewis species appears to be the key advantage of the IR spectroscopic

approach.

Table 4 Py-L.A. vibrations chlorometallate ionic liquids, as a function of composition [103, 104, 107]

vMClx Py-L.A. stretching frequencies (cm-1) for chlorometallate ILs, where M =

Al CuI Fe Zn SnII SnII

0.00 1438 1439

0.33 1438, 1448 1439(sh), 1450

0.40 1438, 1448

0.50 1438, 1448 1439(sh), 1450

0.55 1448

0.60 1449, 1454(sh)

0.67 1450(sh), 1454 1444 1446 1450 1449 1449

0.75 1450, 1454(sh)
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2.3.3 Activity in Catalytic Process

In his seminal work, Olah and co-workers used Fridel–Crafts chemistry to measure

the strength of Lewis acids [86]. Beckett et al. used epoxide polymerization rate,

which correlated well with AN values measured by Gutmann–Beckett method for

boron Lewis acids [111]. Hilt and Nödling used Diels–Alder reaction rates to rank

Lewis acidity of silyl triflates, which correlated with the Dd(2H) values of

deuterated quinolizidine-Lewis Acid adducts [112]. Finally, Kobayashi et al. studied

both reaction rate and selectivity of the addition of a silyl enolate to an aldehyde and

an aldimine, to form a complex classification of metal halides [87].

In ionic liquids, there were a number of publications where several Lewis acids

were tested in a reaction, and ranked according to their strength [113]. Nevertheless,

none of the above-cited standard reactions were adopted as the standard method. In

the recent years, Diels–Alder has been gaining increasing popularity as the

benchmark reaction of choice [75, 114–117].

2.4 Selected Applications

Chlorometallate ionic liquids are used in a plethora of applications, not all of them

directly related to their Lewis acidity (viz. electrochemistry). Here, three selected

examples of applications of chlorometallate ILs as Lewis acids are presented: recent

industrial applications, the development of supported ILs, and inorganic synthesis

with Lewis acidic ionic liquids.

2.4.1 Refinery Alkylation with Chloroaluminate(III) Ionic Liquids

The review on industrial applications of ionic liquids by Seddon and Plechkova

listed explicitly two industrial applications of Lewis acidic ILs: Difasol by IFP and

Ionikylation by PetroChina—both using chloroaluminate(III) systems [118]. The

Fig. 4 Left FT-IR spectra of neat pyridine compared to 10% pyridine in wet [HN222]Cl-AlCl3
(vAlCl3 = 0.64), and 10% pyridine in high-vacuum dried [HN222]Cl-AlCl3 (vAlCl3 = 0.64). Right Acidic
species in the catalytic system, with assigned 27Al NMR chemical shifts. Adapted from [109]
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interest of other major oil companies in this chemistry (BP, Exxon Mobil, Chevron)

was inferred from a rich patent portfolio, owned by each company.

Currently, refinery alkylation catalyzed with chloroaluminate(III) ILs appears to

be the center of attention of the many petrochemical companies. Firstly, in 2006

PetroChina reported retrofitting a 65 kt/y H2SO4 alkylation unit for use with a

mixed chlorometallate (AlIII/CuI) ionic liquid in the Ionikylation process [119]. In

2013, a 100 kt/y plant was announced to operate successfully, a very similar

catalytic system [composite ionic liquid alkylation (CILA)], with involvement from

PetroChina, Shell, Deyang and National Science Foundation of China [120, 121]. In

2016 Chevron Phillips, who have been developing their ISOALKYL ionic liquid

alkylation technology over the past 20 years, committed to converting a 4500 barrel

per day HF alkylation unit with to the ISOALKYL technology, and has licensed the

process through Honeywell UOP [122]. Plans to retrofit the alkylation unit (Fig. 5)

in Utah, USA were to commence in 2017, pending planning permission [123]. This

new technology set to reduce catalyst consumption and tackle the safety concerns

associated with HF, in particular with its transport in bulk [124], as regeneration of

the CIL catalyst can be performed on site. The ionic liquid process also has the

advantage of being able to utilize more varied feedstocks than the liquid acid

alkylation process and typically gives less conjunct polymers than liquid acid

alkylations [125].

These industrial implementations of chloroaluminate(III) ILs in refinery alky-

lation have been underpinned by decades of research, some of them already

highlighted in the discussion on quantifying acidity via FT-IR spectroscopy

(Sect. 2.3.2). Refinery alkylates for use in high octane fuels had been produced on

an industrial scale using either H2SO4 or HF as the acid catalyst [124], with

aluminium(III) chloride described as too acidic and thus inducing side reactions,

such as cracking [126]. However, Chauvin and co-workers reported the successful

use of chloroaluminate ILs as catalysts for isobutane–butene alkylations, which was

then expanded upon by Jess et al. [108, 127–129]. Tuneable acidity of the ionic

liquid was found to play a crucial role: high vAlCl3 values led to cracking (like neat

AlCl3), whilst low acidity caused polyalkylations [130]. In addition to acidity

control, it is very likely that charge stabilization of the transition-state charged

intermediates, which occurs in ILs but not with AlCl3, contributes strongly to

curtailing side reactions [131].

Fig. 5 IONALKYLATION plant scheme showing retrofit strategy [125]
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Protic additives increased selectivity to the desired product up to a certain

loading, but caused polyalkylation when that loading was exceeded (viz. speciation

insight in Sect. 2.3.2) [128]. Addition of aromatic compounds also increased

selectivity to the desired product, decreasing simultaneously light and heavy ends,

which was attributed to an interaction between the Lewis acid and the p system of

the aromatic ring [132]. Finally, studying metal halide additives, Liu and co-

workers reported CuCl to increase the selectivity RON of the product

[120, 133, 134]. Initially, it was attributed to the presence of a heterometallic

chlorometallate anion, [AlCl4CuCl]-, which was suggested to be the origin of the

peak at ca. 97 ppm in the 27Al NMR spectrum, and was observed in FAB-MS.

However, other authors argued that the peak at ca. 97 ppm originates from a

hydrolysis product, [Al2Cl6OH]-, which was confirmed by the drying of the sample

under high vacuum, upon which the signal disappeared [109]. The same group

proposed that CuI substitutes the proton in the [HN222]? cation, generating HCl

(Scheme 2). This also found spectroscopic confirmation in increased intensity of the

py-H band in the FT-IR spectrum of CuCl-containing ionic liquid (viz. Sect. 2.3.2)

[108].

Alkylation catalyzed with Lewis acidic ILs is currently of great interest, both

commercially and scientifically, and more exciting new developments on both

fronts can be expected.

2.4.2 SILP and SCILL

Homogenous and heterogenous catalysis both have their advantages and disadvan-

tages, the former benefiting from good phase contact, no mass transfer limitation

and control over catalytic species, and the latter from easy catalyst separation and

low cost (with their disadvantages being the reverse) [135]. The strategy of

depositing a thin layer of an ionic liquid on a solid support has been used to harvest

benefits of both heterogenous and homogenous catalysis, with two core approaches

being: supported ionic liquid phase (SILP) and more recently proposed solid

catalyst with an ionic liquid layer (SCILL). The older SILP concept was shortly

reviewed in 2006 [136], with broader reviews on both SILP and SCILL published in

2014 [137] and 2015 [138].

Both concepts utilize a typically highly porous support (silica, activated carbon,

carbon nanotubes), which is coated with a small quantity of an ionic liquid, forming

a thin layer. The IL may be either covalently tethered to the support material,

usually by way of the cation, or simply adsorbed onto the surface. Covalently bound

Scheme 2 Proposed mechanism for the generation of a Brønsted acid from protic chloroaluminate (III)
ionic liquid and copper (I) chloride [108]
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systems were reviewed in detail in 2016 [139]. In SILPs, the ionic liquid is either

catalytically active, or has a catalyst dissolved in it in the form of coordination

complex (Fig. 6, left). In SCILL, in contrast, the solid support is either catalytically

active or has a solid catalyst deposited on the surface (viz. Pd/C), with the IL acting

as a co-catalyst, stabilizing reactive species and/or altering the availability of

reactants at catalytic sites (Fig. 6, right).

Initially, SILP systems did not utilize Lewis acidic ILs; notably, they are not even

mentioned in the 2006 review on SILPs [136]. Wasserscheid and Haumann

pioneered [C2mim][Al2Cl7]-containing SILPs as catalysts for the alkylation of

cumene [140, 141]. The time required to reach 80% conversion was six times

shorter with SILP, compared to the liquid–liquid biphasic reaction using the same

ionic liquid. The catalyst could be recycled four times without the loss of activity.

An increasing number of publications on chloroaluminate(III) SCILLs followed,

predominantly testing known chemistry in the new engineering setting, and often

reporting beneficial/synergistic effect of the support [138].

Chlorostannate(IV) ILs tethered to a silica support were used in Barbier–Prins

condensation of paraformaldehyde and isobutene [142]. The SILP catalyst afforded

the desired product (3-methy-3-buten-1-ol) with lower yield but higher selectivity

compared to SnCl4, and in contrast to SnCl4—no leaching of tin was observed when

SILP was used. Chlorostannate(II) and chlorozincate(II) ILs, supported on alumina,

were used for gas sweetening (desulfurization) in the continuous mode [143].

Chrobok and co-workers used chloroaluminate(III) and chlorogallate(III) ILs,

covalently tethered onto multimodal porous silica, in solventless Diels–Alder

reaction [116]. Catalytic performance of Lewis acidic chloroaluminate(III) and

chlorogallate(III) systems were equally good, but the chlorogallate(III) system was

selected for the recycling studies due to higher moisture stability.

SCILL systems were introduced in 2012 by Wasserscheid and co-workers. The

first example was the [C4mim]Cl–AlCl3 (vAlCl3 = 0.67) ionic liquid on Pt/silica for

the isomerization of n-octane in a slurry-phase reaction, under H2 pressure [144].

High selectivity was observed due to Pt centers catalyzing hydrogenation of

undesired olefinic by-products, whereas enhanced reaction rate was attributed to

increased Brønsted acidity in this unique Pt/H2/[C4mim]Cl–AlCl3 (vAlCl3 = 0.67)

Fig. 6 Pictorial representation of SILP and SCILL concepts. Modified from [138]
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system. Very recently, SCILLs with Lewis acidic ionic liquids were used for arene

hydrogenation, and also in this case activity enhancement was observed [145], in

analogy to earlier-reported homogenous study [131].

The study on SILP/SCILL materials with Lewis acidic systems is still in its

infancy, and from the several papers published—it appears to be an interesting

direction, opening up opportunities for ambitious fundamental studies on the nature

of these complex catalytic systems.

2.4.3 Inorganic Synthesis

Ionic liquids in inorganic synthesis are typically used in a dual role of solvents and

templating agents, often at relatively high temperatures (negligible boiling point

results in low autogenic pressures). Developed initially by Morris and co-workers,

this synthetic procedure is called ionothermal synthesis, in analogy to solvothermal

synthesis in molecular solvents [146, 147]. Lewis acidic ILs, in particular

haloaluminates, have been extensively used in ionothermal synthesis, the research

direction led by Ruck and co-workers. In a recent review, the role of Lewis acidic

systems in the synthesis of polycations of heavy main-group elements, such as Te,

Bi, Sb–Se and Bi–Te, is extensively discussed [30]. Ionic liquids with Lewis acidic

anions of a general formula [M2X7]- act as solvents and scavengers for bases.

Scavenging halides increases the solubility of certain precursors, e.g., enables

dissociation of BiX3 to [BiX2]? and X-, whereas scavenging water provides (to an

extent) a self-drying reaction environment.

Altering the halide (Cl or Br) and the vAlX3 value of haloaluminate(III) ILs, as

well as the reaction temperature, was used to fine-tune the structure of the final

product, as exemplified in Fig. 7 [30].

From the viewpoint of this review, particularly interesting is the manipulation of

the composition (vAlCl3) at different stages of synthesis. As shown in Fig. 7,

typically a large excess of AlX3 is used during the reaction, above the formation of

homogenous ionic liquid at room temperature (Fig. 1). This affords very weakly

coordinating [Al2X7]- anions, which are beneficial during the synthesis, but hinder

the subsequent crystallization. This was addressed by Groh et al. by the addition of

NaCl after the reaction, which shifts the equilibrium in Eq. 3 towards tetrahedral

[AlX4]-, thus leading to crystallization [148]. The role of chloroaluminate(III)

anions was studied computationally by Kirchner and co-workers [149]. A molecular

precursor, Te4Br2, was studied in [C2mim]Cl and [C2mim]Cl-AlCl3,

(vAlCl3 = 0.57). Only in the latter system did dissociation of the precursor occur,

proceeding through bromide abstraction by the Lewis acidic aluminium(III) center,

yielding a cationic [Te4Br]? species, and the [AlCl3Br]- anion.

This area of inorganic chemistry is very prolific, and under constant develop-

ment. The research started from accessing simple bismuth [150] and tellurium [151]

polycations, developed into the synthesis of cluster compounds, such as SnII[SnII-

Cl][W3Cl13] [152], to recently reported clusters with metal inclusions, such as

[Pt@Bi10][AlBr4]2[Al2Br7]2 (Fig. 8) or [Pd@Bi10][AlBr4] [153]. It is apparent that

a plethora of synthetic opportunities await here, possibly using non-haloalumi-

nate(III) ILs to open up another dimension of study.
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Fig. 7 Structural diversity of antimony-selenium heteropolycations accessible in haloaluminate(III) ILs
under various reaction conditions [30]

Fig. 8 Left The crystal structure of [Pt@Bi10][AlBr4]2[Al2Br7]2, where blue polyhedra are the
[Pt@Bi10]4? cations, and grey tetrahedra are bromoaluminate anions: [AlBr4]- with white outlines,
[Al2Br7]- with black outlines; right the structure of the arachno polycation, [Pt@Bi10]4?. The ellipsoids
are at 90% probability level [153]
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3 Liquid Coordination Complexes (LCCs)

3.1 Historical Context

Combinations of a metal halide, in most cases is aluminium(III) chloride, and an

aprotic organic donor, such as THF, acetonitrile or dimethylformamide, are used as

Lewis acidic reagents in organic chemistry. The Lewis basic donor is used to

modify the Lewis acidity/reactivity of the metal halide [154–156]. Typically,

reactions are performed in solutions, and ratios of metal halide to donor vary in a

wide range. Speciation and physical properties of neat reagents are never the focus

of such studies, but in isolated cases they have been mentioned to be liquids rather

than solids.

In coordination chemistry, adducts of aluminium halides with organic donor

molecules have been demonstrated to crystallize as either neutral molecular

complexes, such as [AlCl3(THF)] and [AlCl3(THF)2], or ionic species, e.g.,

[Al2Cl2(THF)4][AlCl4]—with symmetric or asymmetric splitting of the ‘Al2Cl6’

unit taking place depending on the concentration and reaction conditions [157, 158].

Experience with halometallate ILs allowed for observation of these low melting

metal–ligand combinations in a new light, and rather than seeing an ‘oil’ that failed

to crystallize, an opportunity to develop a new generation of Lewis acidic liquids

was spotted. Herein, such materials are referred to as liquid coordination complexes

(LCCs). Much like halometallate ILs evolved from molten salts, LCCs were

developed as a less expensive and easier to synthesize alternative to chlorometallate

ionic liquid [159, 160].

3.2 Speciation

In 2007, Abbott and co-workers reported that urea formed ambient-temperature

eutectics with SnCl2 and FeCl3 [159]. ZnCl2 was reported to form eutectics with

urea (at eutectic point vZnCl2 = 0.22, or 78% urea—see Fig. 9), acetamide

(vZnCl2 = 0.20), ethylene glycol (vZnCl2 = 0.20) and hexanediol (vZnCl2 = 0.25).

The Lewis acidity of these liquids has never been studied, but it is unlikely for them

to be of significant Lewis acidity, considering the excess of basic urea (ca. 4:1).

Subsequently, eutectic mixtures of AlCl3 and urea, acetamide or N,N-dimethy-

lurea were reported (0.50 B vAlCl3 B 0.60) [161]. Swadźba-Kwaśny and co-

workers described a range of L-MCl3 combinations, where M = Al or Ga, and

L = acetamide (AcA), urea (Ur), thiourea (SUr), trioctylphosphine (P888) or

trioctylphosphine oxide (P888O), with varying metal chloride proportions

(0.50 B vAlCl3 B 0.60 and 0.50 B vGaCl3 B 0.75) [160]. Liu and co-workers

studied combinations of AlCl3 with acetamide, N-methylacetamide and N,N-

dimethylacetamide (0.51 B vAlCl3 B 0.60) [162]. Finally, Dai and co-workers

reported on mixtures of AlCl3 and 4-propylpyridne (0.52 B vAlCl3 B 0.60) [163]

and dipropylsulphide (up to vAlCl3 = 0.51) [164].
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Speciation studies on AlCl3 and GaCl3 combined with above-listed O-, P- and S-

donors, based on 27Al NMR and Raman spectroscopy, revealed equilibrated neutral,

cationic and anionic complexes of aluminium (Fig. 10) [160].

Naturally, speciation of LCCs as a function of vMCl3 was different from that

determined for chloroaluminate(III) and chlorogallate(III) ILs (Table 2). For

vMCl3 = 0.50, all mixtures contained only monomeric complexes: [MCl2L2]?,

[MCl3L] and [MCl4]- (Eq. 14), whereas at vMCl3 = 0.60, there were dimeric, Lewis

acidic species prevalent: [M2Cl6L] and [M2Cl7]-, in addition to mononuclear

cation, [MCl2L2]? (Eq. 15).

2L þ 2MCl3 ! 2 MCl3L½ �� MCl2L2½ � MCl4½ � ð14Þ

2L þ 3MCl3 ! MCl3L½ � þ M2Cl6L½ �� MCl2L2½ � M2Cl7½ � ð15Þ

For higher metal chloride loadings (vMCl3[ 0.60), AlCl3 was found to

precipitate, whereas GaCl3-LCCs remained liquid until vMCl3 = 0.75, suggesting

the formation of oligomeric, highly Lewis acidic complexes (Eq. 16) [160]. This is

in agreement with findings for chlorometallate ILs, where only mono- and dinuclear

chloroaluminate(III) anions are stable, but chlorogallate(III) anions have the ability

to form higher oligomers (viz. Table 2).

2L þ 4MCl3 ! 2 Ga2Cl6L½ �� GaCl2L2½ � Ga3Cl10½ � ð16Þ

Further refinement upon this speciation was proposed by Liu and co-workers,

who studied the amide-AlCl3 combinations [162]. All three ligands: AcA, NMA and

DMA have the potential to act as O-donors and N-donors. It has been demonstrated

that acetamide coordinated exclusively through the oxygen atom, with a small

contribution from Al–N coordination mode in NMA, and a larger Al–N contribution

in DMA. LCCs containing methylated acetamides had a higher proportion of

Fig. 9 Phase diagram urea–ZnCl2 system as a function of composition [159]
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[AlCl4]- than acetamide in the same composition, which the authors interpreted as

the formation of [AlCl2(g2-L)]? in the former case, shifting equilibrium in Eq. 16 to

the right.

Mixtures of 4-propylpyridne and AlCl3, liquid at 0.52 B vAlCl3 B 0.60, were

investigated using a combination of multiple techniques: 27Al NMR and FT-IR

spectroscopy, mass spectrometry, TGA, DSC and viscometry, followed by

comprehensive electrochemical study [163]. 27Al NMR spectra were compared to

these of an archetypical chloroaluminate(III) IL, [C2mim]Cl-AlCl3 (Fig. 11).

The existence of an ionic compound, [AlCl2(4-proylpyridine)2][AlCl4], at

vAlCl3 = 0.50, is postulated based on 27Al NMR spectroscopy and mass spectrom-

etry. For vAlCl3 = 0.52, no [Al2Cl7]- was observed in mass spectra—in accordance

Fig. 10 27Al NMR spectra of AcA-AlCl3 vAlCl3 = 0.50 and 0.60 (left), and L-AlCl3 vAlCl3 = 0.50
(right) [160]
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to earlier reports of Abbott and co-workers [161]. This might be disputed due to

problems with using mass spectrometry for speciation of chlorometallate ILs in

general [14, 72]. However, the conclusion is supported by Endres and co-workers,

who studied a similar system, 1-butylpyrolidine and AlCl3 (liquid for

0.47 B vAlCl3 B 0.55), using more reliable in this context vibrational spectroscopy,

and also have seen no evidence for the Lewis acidic [Al2Cl7]- anion [165].

Based on very interesting changes in conductivity found from their electro-

chemical studies, Dai and co-workers suggest the presence of equilibria found in

Eqs. 17 and 18 [163].

2AlCl3 � AlCl2½ �þþ AlCl4½ �� ð17Þ

AlCl2½ �þþ AlCl2 4 � C3pyð Þ2

� �þ
� 2 AlCl2 4 � C3pyð Þ½ �þ ð18Þ

Should such species exist, this liquid should be extremely Lewis acidic due to the

presence of a dicoordinate cation, [AlCl2]?. However, such cation has never been

reported in the literature, and there is no direct, spectroscopic evidence for its

existence presented in the paper. Chemical shifts in 27Al NMR spectroscopy depend

strongly on coordination number and geometry around the studied nuclei. In

general, tetracoordinate complexes of Al(III) give signals around 100 ppm,

pentacoordinate around 50 pm and hexacoordinate around 0 ppm [166]. 27Al

NMR spectra of the 4-C3py-AlCl3 system feature two signals at 103 and 107 ppm,

assigned to tetracoordinate [AlCl4]- and [AlCl2(4-C3py)2]?, respectively. The same

range of chemical shifts is recorded by Endres and co-workers [165]. There was no

indication of an extremely deshielded 27Al NMR signal that would suggest the

presence of the previously unreported [AlCl2]?.

Fig. 11 Comparison of 27Al NMR spectra. Left ionic liquid, [C2mim]Cl-AlCl3, and an LCC, 4-C3py-
AlCl3, at two molar ratios of aluminium(III) chloride: vAlCl3 = 0.50 and 0.56. Right 1-C4py-AlCl3, at
three molar ratios of aluminium(III) chloride: vAlCl3 = 0.50, 0.54 and 0.56. Left Adapted from [163].
Right Adapted from [165]
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3.3 Acidity Measurements

There is relatively little information published with regards to quantified Lewis

acidity of LCCs. Coleman et al. reported AN = 103 for DMA-GaCl3,

vGaCl3 = 0.60, and AN = 96–103 (several signals for the probe were recorded)

for DMA-AlCl3, vAlCl3 = 0.60. These are slightly higher than acceptor numbers

recorded for the corresponding chlorometallate ILs (AN = 93–95) [27]. Yet

unpublished data recorded by our group indicate that, in many cases, multiple

signals are recorded for TEPO dissolved in LCCs, therefore it requires a careful

consideration how these could be presented in a meaningful manner.

3.4 Applications

In analogy to halometallate ionic liquids, there are two major strands emerging in

the newly developing LCC research: electrochemistry (led by Abbott, Dai, Endres)

and Lewis acidic catalysis (Swadźba-Kwaśny, Liu). The focus of this review is on

the latter strand of work.

The first catalytic studies using LCCs were on carbocationic reactions. Abbott

reported the acetylation of ferrocene with acetic anhydride, promoted by Ur–AlCl3
and AcA–AlCl3 (both vAlCl3 = 0.60), which led to a mixture of mono- and

diacetylated products [161]. Interestingly, both systems gave significantly different

results, with markedly higher conversion to diacetlyated product for AcA–AlCl3
(both vAlCl3 = 0.60), which indicates higher Lewis acidity of the later.

Swadźba-Kwaśny and co-workers used a range of LCCs based on AlCl3 and

GaCl3 for the oligomerization of 1-decene to polyalphaolefins (PAOs) [167]. Low-

viscosity polyalphaolefins (PAO4 and PAO6 lubricant base oil grades) were

obtained, with all quantified physical parameters aligned with the industrial

requirements for the commercial products. Changing metal and ligand, distribution

of oligomers could be tuned within a wide range (Fig. 12). Particularly significant

was the stark contrast between distribution of oligomers achieved with acetamide

(AcA), and structurally very similar dimethylacetamide (DMA), which highlights

the influence of speciation of LCCs on their catalytic performance (viz. research of

Liu and co-workers, discussed in Sect. 3.2) [162].

L-GaCl3 LCCs were used to catalyze Friedel–Crafts alkylation of benzene with

1-decene [168]. Although higher reaction rates were achieved with L = Ur or

DMA, lipophilic ligands (L = P888 or P888O) enabled easy phase separation from

the product. Working at lower conversions (ca. 50%) gave very high selectivities to

the desired 2-phenyldecane (up to 50%).

Liu and co-workers used amide-AlCl3 systems to catalyze refinery alkylation of

isobutene with 2-butene to high-octane fuels [169]. Compared to chloroalumi-

nate(III) ILs, LCCs gave less polyalkylates and better selectivity, at the same

composition (vAlCl3 = 0.60). In analogy to the PetroChina process, the addition of

CuCl increased RON, up to a maximum value of RON 98.40.

Finally, an LCC, Ur-AlCl3 vAlCl3 = 0.60, and a chloroaluminate(III) ionic liquid,

[C4mim]Cl-AlCl3 vAlCl3 = 0.67, were supported on Pd/C to form SCILL, and used

as co-catalysts for the hydrogenation of toluene [145]. Both catalysts saw an
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increased rate of hydrogenation compared to the uncoated catalyst. Interestingly, at

lower temperatures (\60 �C) the IL was a more effective co-catalyst, whereas at

elevated temperatures ([60 �C) the LCCs co-catalyst performed better. This was

attributed to significant changes in speciation of LCC as a function of temperature,

already demonstrated by variable temperature 27Al NMR spectroscopy [160, 162].

4 Ionic Liquids with Lewis Acidic Cations

Lewis acidic species are characterized by the local electron density deficiency.

Lewis acidity is therefore enhanced by the positive change on the Lewis acidic

center. This has been exploited in main-group chemistry, with increasing interest in

borocation, phosphorus cations, and other positively charged species as strong

Lewis acids. It is therefore ironic that, in the field of ILs (which lends itself to

manipulation of ionic species), the overwhelming majority of Lewis acids are Lewis

acidic at the anion! Only very recently, a handful of ILs bearing Lewis acidic

cations were reported, but the field is already expected to grow rapidly. Structurally,

these newly reported examples can be divided into two categories: solvate ionic

liquids and borenium ionic liquids.

4.1 Solvate Ionic Liquids

4.1.1 Historical Context

It has been demonstrated that certain complexes of lithium have very low melting

points; for example, whereas [Li(G1)][NTf2] and [Li(G2)][NTf2] are solids,

Fig. 12 Distributions of 1-decene oligomers, produced in L-MCl3-catalyzed oligomerizations (120 �C,
1.707 mmol of LCC), where M = Al or Ga, and L = P888O, P888, C7CN (octanenitrile), SUr, Ur, AcA
or DMA [167]
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[Li(G3)][NTf2] is liquid at room temperature [170]. In 2010, Watanabe and co-

workers reported liquid complexes of glymes (Gn) and lithium salts, designed in

analogy to crown ether complexes of alkali metals, to be ionic liquids [171].

Equimolar mixtures of Li[NTf2] and triglyme, G3, or tetraglyme, G4 (Fig. 13),

formed liquid materials of high thermal stability, high conductivity

(0.6–1.6 mS cm-1 at 30 �C) and low viscosity (68.0–156.0 mPa s) [171].

Following Angell’s categorization of ionic liquids, [12] these were classified as

solvate ILs, because the cation was solvated by a neutral glyme [173]. In subsequent

years, the studies were expanded, predominantly by Watanabe and co-workers, to

include Group 1 and 2 metal salts [174], with various non-coordinating anions,

primarily [NTf2]-, [OTf]- and [BETI]- [175], and a range of glymes [176]—all

with the outlook to produce electrolytes for metal-ion batteries. Kitada et al. studied

the electrochemistry of concentrated solutions of AlCl3 in glymes, which were

shown to contain [AlGn]3? cations and [AlCl4]- anions [177, 178]. Just recently,

the Lewis acidity of solvate ILs was investigated, with only lithium cations covered

to date [114, 179].

4.1.2 Speciation

Like other families of Lewis acidic liquids discussed in this work, solvate ILs are

characterized by complex dynamic equilibria. The main one is the competition

between the cation–anion interaction and the ligand–cation interaction (Eq. 19)

[175].

M A½ � þ Gn� M Gnð Þ½ � A½ � ð19Þ

If the equilibrium is shifted to the left, the liquid behaves like a solution of a salt

in molecular solvent; upon shifting to the right, it has properties of ionic liquid. In

IL, the glyme is coordinated in a multi-dentate mode to the metal center, and

therefore: (1) has negligible or significantly lowered vapor pressure [173], (2) is not

corrosive to polysulfide electrodes, in contrast to free glyme [180]. Basic anions are

more likely to closely associate with the alkali metal center, thus causing the release

of free glyme, whereas [NTf2]-, [ONf]- and [PF6]- generate ILs [181]. In addition,

a good cavity size match is important: Li? matches with G3 or G4, Na? with G4 and

G5 and K? with G5 [174, 181, 182]. Ligands with lower hapticity, such as THF or

G2 do form [Li(THF)4]? or [Li(G2)2]?, but overall Li?-ligand binding energy is

obviously weaker, thus concentrated electrolyte solutions are formed [176].

Fig. 13 The structure of components of two solvate ionic liquids: [Li(G3)][NTf2] and [Li(G4)][NTf2]
[172]
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Details of coordination depend on metal–glyme–anion combination. For

example, molecular dynamics simulations of equimolar mixtures of G3 or G4 with

Li[NTf2] revealed that the first shell of lithium in [Li(G3)][NTf2] contained 4

oxygen atoms from G3 and 1 oxygen from the sulfonyl group of the anion, whereas

the first shell of lithium in [Li(G4)][NTf2] contained 4.5 oxygens from G4, and 0.5

oxygen from [NTf2]- (Fig. 14) [172].

4.1.3 Acidity Measurements

In contrast to earlier-discussed ILs, Lewis acidity of solvate ILs has been probed by

Kamlet–Taft parameters. The Kamlet–Taft method uses solvachromatic dyes to

determine three independent parameters of a liquid polarity: hydrogen bond donor

ability (a), hydrogen bond acceptor ability (b), and dipolarity/polarizability (p*)—

the last one interpreted as the sum of all interactive forces between molecules which

do not result in a chemical change [183]. Kamlet–Taft measurements arise from

changes to spectroscopic shifts (UV/Vis) from a solvochromatic probe molecule

dissolved in the solvent. The approach, well-established for molecular liquids for

Fig. 14 Optimized structures and coordination numbers of [Li(G3)][NTf2] (left) and [Li(G4)][NTf2]
(right). Structures: Li purple, O red, C silver, N blue, S yellow, F light blue (H atoms omitted for clarity)
[172, 173]
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which it accurately describes solvent polarizability parameters, has been popularly

used also in ionic liquids. Holzweber, Linert and co-workers challenged the validity

of the Kamlet-Taft in ILs, arguing that cations and anions affect each other donor/

acceptor abilities, and thus interaction with the dyes, possibly rendering the numbers

meaningless [99]. However, with the aid of computational chemistry it is viable to

elucidate the contribution of each ionic liquid component on the a, b and p* values

[179]. N.B., strongly Lewis acidic ILs, e.g., chloroaluminate(III) systems, can

promote decomposition of the dye, preventing meaningful UV–Vis measurements

[184].

Kamlet–Taft parameters are not typically employed to report on Lewis acidity;

rather, the a parameter is associated with hydrogen bond donor strength/Brønsted

acidity. However, Henderson and co-workers demonstrated that, in the absence of

acidic protons, a can be interpreted as the measure of Lewis acidity [179].

Moreover, in their original paper, Kamlet and Taft introduced a variety of equations

for comparison of their data to allow conversion between the p*, b and a parameters

and the Gutmann acceptor number (see Sect. 2.3.1), allowing for specific data

comparisons [183].

The values of a, b and p* parameters, measured by Henderson and co-workers

for [Li(G3)][NTf2], [Li(G4)][NTf2] and the glymes, are listed along polarity and AN

values (Table 5) [179]. The a parameters for solvate ILs were much higher than the

value recorded for [C4mim][NTf2], 1.3 vs. 0.6. In the absence of strong hydrogen

bond donors, this high value was attributed to Lewis acidity of the lithium center,

which was supported by a computational model. It was suggested that the

interaction of the probe (a model base) with Li? occurs by replacing the weakly

coordinated anion (viz. Fig. 14) in the axial position.

Almost in parallel, Warr and co-workers published an extensive study on

Kamlet–Taft parameters for a wide range of solvate ILs [187]. Corroborating with

Henderson and co-workers, they note striking increase in a values for solvate ILs,

compared to pure glymes. Moreover, higher a values are obtained for ‘good ionic

liquids’ with weakly coordinating anions, than for ‘poor ILs’ with more basic anions

(Fig. 15)—this corroborates with Henderson’s postulate that the base

Table 5 Polarity (EN
T), Kamlet–Taft parameters (a, b and p*) and acceptor numbers (AN) for solvate

ILs: [Li(G3)][NTf2] and [Li(G4)][NTf2], compared to neat glymes, G3 and G4, and a benchmark IL,

[C4mim][NTf2]. Adapted from [114, 179, 185, 186]

Solvent ET
N a b p* AN

[Li(G3)][NTf2] 1.03 1.32 0.41 0.94 26.5

[Li(G4)][NTf2] 1.03 1.35 0.37 0.90 26.5

G3 0.30 0.01 0.96 0.65 0.23

G4 0.28 0.05 0.96 0.67 0.23

[C4mim][NTf2] 0.59 0.59 0.29 0.96 11.9

[C4mim][NTf2] 0.55 0.61 0.24 0.98 3.10
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replaces/competes with the anion in coordinating to the lithium center, and possibly

points towards future direction in design of Lewis acidic ILs with alkali metal

cations.

Henderson and co-workers measured also acceptor numbers for [Li(G3)][NTf2]

and [Li(G4)][NTf2] [114, 179]. AN values were estimated at AN = 26.5 for both

systems, compared to AN = ca. 0.2 for the glymes, and AN = 11.9 and 3.10 (two

signals recorded) for a benchmark ionic liquid, [C4mim][NTf2] [114]. Comparing

these data (Table 5), it is clear that Lewis acidity of the solvate ILs is higher than

the benchmark ionic liquid. However, comparison with the literature data is more

difficult, as the authors used an alternative methodology: AN values were recorded

not for neat ILs, but for solutions in d6-benzene, and a large molar ratio of TEPO to

IL (1:3) was employed. For comparison, Schmeisser et al. reported AN values for

several [Cnmim][NTf2] ionic liquids, tested neat, and they were within the range of

AN = 25.0–27.4 [24]. AN values measured for chlorometallate ILs are also higher,

reaching up to AN = 105 for strongly Lewis acidic compositions (Fig. 3). Possibly,

studied neat, AN values for solvate ILs would have been higher.

4.1.4 Applications

To date, a single application as a Lewis acidic catalyst was reported by Henderson

and co-workers, with [Li(G3)][NTf2] and [Li(G4)][NTf2] used as solvents and

catalysts for Diels–Alder [4 ? 2] and for [2 ? 2] cycloadditions. They performed

better, and were safer and easier to use, than the benchmark 5 M ether solution of

lithium perchlorate (Fig. 16) [114]. This result is in agreement with the studied on

Lewis acidity of solvate ILs: lower hapticity ligands, such as diethyl ether, make

‘poor ILs’ [176], therefore have lower a values, which corresponds to a lower Lewis

acidity [187].

Fig. 15 The a values of equimolar mixtures of Li[A] salts and glymes (Gn) or glycols (En). The control
values are pure Gn or En [187]
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4.2 Borenium ILs (Group 13 Lewis Acids)

4.2.1 Historical Context

Tricoordinate, molecular boron compounds (boranes, boron halides) are commonly

used Lewis acids, their acidity derived from the empty p-orbital situated on boron.

Lewis acidity depends on substituents; for example, in boron halides it increases in

the order BF3\BCl3\BBr3\BI3, which is related to decreasing p-back

donation from halide to p-orbital on the boron, as atomic size of the halide

increases [3]. Another strategy to increase electrophilicity relies on introducing a

positive charge on the boron center. Tricoordinate borenium cations are stronger

Lewis acids compared to structurally similar boranes, having both a net positive

charge and a formally vacant p-orbital [28].

Synthetic strategies leading to borocations include using aromatic donors to

disperse and stabilize charge, and introducing weakly coordination anions, such as

[Al2Cl7]- or [NTf2]- (viz. examples in Schemes 3 and 4)—which lends itself to be

translated to IL realm. However, despite increasing interest in these strong Lewis

acids in main-group and organic community [28, 188, 189], their uses in ILs are

both very recent and very rare [115, 190].

Fig. 16 Comparison of the structure of solvate ILs, [Li(G3)][NTf2] and [Li(G4)][NTf2], and a simplified
structure of 5 M LPDE [114]

Scheme 3 Synthesis of a borenium ionic liquid via chloride abstraction [191]
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4.2.2 Speciation

In 2015, Swadźba-Kwaśny and co-workers reported on a range of Lewis acidic ILs

synthesized from tetracoordinate boron adducts, [BCl3L], and one or two moles of

MCl3 (M = Al or Ga) [190]. Synthetic procedure was analogous to that of

Ryschkevitsch and Wiggins (Scheme 3) [191], albeit the second step (metal

chloride addition) was carried out solventless. Ligands (L) included pyridine (py),

3-picoline (3pic), 4-picoline (4pic), 1-methylimidazol (mim), trioctylphosphine

(P888) and trioctylphosphine oxide (P888O).

Upon the addition of MCl3 (M = Al, Ga), the 11B NMR signal shifted from 5 to

10 ppm (characteristic of four-coordinate boron) to 30–50 ppm, which suggested

the formation of a tricoordinate species. In addition to the main broad signal, a sharp

peak/shoulder, appearing consistently at 45 ± 1 ppm suggested the presence of

molecular BCl3, due to ligand transfer to the metal center (Eq. 20). The percentage

of ligand transfer was relatively small, with the exception of P888O systems,

especially combined with AlCl3. In this case, where virtually all ligand was

transferred to the metal center—thus making an LCC, P888O–MCl3, with dissolved

BCl3, rather than a borenium IL.

BCl2L½ � MCl4½ ��BCl3 þ MCl3L½ ��BCl3 þ 0:5 MCl2L2½ � MCl4½ � ð20Þ

In summary, ILs of nominal general formulas [BCl2L][MCl4] and [BCl2L][M2-

Cl7] were formed for L = phosphine or aromatic amine, and M = Al or Ga. All

these contained some equilibrated BCl3 (Eq. 20), therefore notation L-BCl3-nMCl3
was adopted, to avoid oversimplification.

4.2.3 Acidity Measurements

In 11B NMR spectra of borenium ILs, signals from cations with [MCl4]-

counterions were more shielded than those from cations with [M2Cl7]- counterions

(Fig. 17, left) [190]. This indicates stronger cation–anion interaction for mononu-

clear [MCl4]-, compared to dinuclear [M2Cl7]-, and is in agreement with

observations for halometallate ILs [14, 58], and with studies on borenium cations

in solutions [28].

Scheme 4 Synthesis of a borenium salt via protonation with a strong Brønsted acid [192]
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AN values were measured for all ILs of a general formula L-BCl3-nMCl3, where

L = N-donor. All ILs were found to be Lewis superacids (AN [100), with some

systems reaching AN[180—the highest values reported in the literature [190]. ILs

with [MCl4]- anions had lower acidities than these with oligomeric anions, in

particular [Al2Cl7]- and [Ga3Cl10]- (Fig. 17, right), indicating that non-coordinating

oligonuclear anions result in the existence of ‘naked’, very acidic borenium cations.

Finally, it was shown that AN values recorded for neat IL were higher than those

recorded for a solution of this liquid in a molecular solvent.

4.2.4 Applications

A single application of borenium ILs has been reported to date: as Lewis acidic

catalysts in Diels–Alder cycloaddition [115]. Their catalytic performance was

correlated with AN values through a sigmoidal curve (Fig. 18), i.e., there was a cut-

Fig. 17 Left 11B NMR spectra (128.37 MHz, 27 �C, neat liquid with d6-DMSO lock) of borenium ILs
(composition given on each spectrum); right AN values measured for borenium ILs of a general formula
L-BCl3-nMCl3, for four different ligands (L), two metals (M) and n = 1–3. Adapted from [190]

No Catalyst AN αEA, %
5 [BCl2(P888)][Al2Cl7] 98 21
6 [BCl2(4pic)][GaCl4] 121 18
7 [BCl2(4pic)][AlCl4] 124 23
8 [BCl2(4pic)][Ga2Cl7] 140 90
9 [BCl2(dma)][Al2Cl7] 163 98
10 [BCl2(dma)][Ga2Cl7] 163 97
11 [BCl2(4pic)][Al2Cl7] 170 100
12 [BCl2(mim)][Ga2Cl7] 172 100
13 [BCl2(mim)][Al2Cl7] 174 98

Fig. 18 Left Conversions in Diels–Alder cycloaddition of cyclopentadiene to ethyl acrylate, catalyzed by
0.10 mol% of borenium ILs vs. AN values of the catalysts; right tabulated data listing the formula of each
IL catalyst, their corresponding ANs and conversions in Diels–Alder reaction. Adapted from [115]
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off point for which a sudden increase in conversion was noted, which is

characteristic of Lewis acid-catalyzed reactions [85]. Using ILs with the higher

ANs, full conversions were achieved within 5 min at 0.1 mol% of catalyst loading,

which surpassed all Lewis acidic ILs previously studied in this reaction (viz.

Sect. 2.3.3) [75, 114–117].

Considering the immense catalytic potential of such strong acids, new

developments in this area are to be expected, particularly in generating ILs with

non-coordinating, non-halometallate anions, thereby eliminating the equilibrium

presented in Eq. 20.

5 Conclusions

All Lewis acidic ILs discussed in this chapter are characterized by complex

speciation, which relates directly to their Lewis acidity and catalytic potential.

Therefore, speciation studies—preferably using several in situ techniques—are

indispensable to understanding and optimizing the catalytic system. Furthermore,

quantifying the Lewis acidity of ILs is a very challenging task. Like in all Lewis

acids, the measurement is probe-dependent, therefore order of strength on Lewis

acidity scale may alter, depending on the probe used and the methodology adopted.

After being overshadowed by ‘air- and water-stable ILs’, we are witnessing the

renaissance of interest in Lewis acidic halometallate ILs, from industrial processes

to exciting inorganic synthesis. Liquid coordination complexes (LCCs), which to an

extent evolved from halometallate ILs, are of increasing interest. They are expected

to gain significantly more attention in the future, due to their higher tunability and

lower price.

Finally, the first examples of ILs based on cationic main-group Lewis acids were

developed in recent years. This is an entirely new direction of research into Lewis

acidic ILs, and the one that potentially can bring the most innovation in the

upcoming decade—but also the most synthetic challenges.
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Abstract Hydrogen bonding (H-bonding) is an important and very general

phenomenon. H-bonding is part of the basis of life in DNA, key in controlling

the properties of water and ice, and critical to modern applications such as

crystal engineering, catalysis applications, pharmaceutical and agrochemical

development. H-bonding also plays a significant role for many ionic liquids (IL),

determining the secondary structuring and affecting key physical parameters. ILs

exhibit a particularly diverse and wide range of traditional as well as non-

standard forms of H-bonding, in particular the doubly ionic H-bond is important.

Understanding the fundamental nature of the H-bonds that form within ILs is

critical, and one way of accessing this information, that cannot be recovered by

any other computational method, is through quantum chemical electronic

structure calculations. However, an appropriate method and basis set must be

employed, and a robust procedure for determining key structures is essential.

Modern generalised solvation models have recently been extended to ILs,

bringing both advantages and disadvantages. QC can provide a range of infor-

mation on geometry, IR and Raman spectra, NMR spectra and at a more fun-

damental level through analysis of the electronic structure.
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1 Introduction

Hydrogen bonding (H-bonding) is an important and very general phenomenon.

H-bonding is part of the basis of life in DNA, key to the environment in controlling

the properties of water and ice, and critical to modern applications such as crystal

engineering, catalysis applications, pharmaceutical and agrochemical development.

H-bonding also plays a significant role for many ionic liquids (IL) in determining

the secondary structuring and in affecting key physical parameters. ILs are being

explored for an astonishingly wide range of applications; highlights include making

industrial processes more sustainable, nanomaterial synthesis, solubilising metal

oxides, extracting metals from ore, clean metal electrodeposition, electrolytes for

batteries, biocatalysis, biomass processing, pharmaceutical and agrochemical active

formulation and delivery, energetic materials, engineering fluids (lubricants, heat

transfer agents) and fuels. Understanding the fundamental nature of the H-bonds

that form within ILs is very important, and one way of accessing this information is

through quantum chemical electronic structure (QC) calculations.

The first part of this review briefly introduces ILs and the basic concept of a

H-bond. The unusual nature and wide variety of H-bonds found within ILs is

emphasised and a new class of H-bond, the doubly ionic H-bond, found

predominantly in ILs is introduced. QC calculations are a key route to understand-

ing the H-bonds that form within ILs, and the importance of QC calculations in

providing a benchmark for a ‘‘pure’’ H-bond free of external influences is discussed.

In interpreting the results and in evaluating the quality of a QC study some

knowledge of the relative accuracy and utility of different QC methods is required,

even for those just reading the literature and not themselves carrying out

calculations. Unfortunately the literature is littered with reports of poor quality

QC calculations that are substandard in terms of the methods or procedures used.

The second part of this review provides an assessment of the quality of different QC

approaches, suggestions are made for the minimum appropriate level of QC

calculation, and for the best general methodologies to employ when studying

H-bonding in ILs. QC calculations are not the only computational methods used to

study ILs; classical and ab initio molecular dynamics (MD) are also employed

(more so than QC methods). It is important to be aware of the differences, and to

have knowledge of the strengths and weaknesses of these other computational

methods relative to QC techniques. Information from QC calculations, such as

partial charges, is often used as input for MD methods; therefore, an appreciation of

the limitations of both QC and MD in regard to the generation and use of partial

charges is highly relevant.

To the uninitiated, establishing the correct method and basis sets, and the correct

procedures to employ can be daunting. How QC calculations are carried out, the

procedures used to establish key structures and an understanding of the interactions

between ions is not straightforward. The correct approach for a robust study is

outlined and how to identify poor procedures will be discussed. The properties that

can be obtained from QC calculations and methods for interrogating the electronic

structure are identified. Most QC calculations to date have been carried out on
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isolated ions, ion pairs and very rarely on ion pair dimers or larger clusters.

However, the recent development of parameters for ILs has made the use of

polarizable continuum models (PCM) possible. A broad stroke description of PCM

is provided, followed by a discussion of the parameters required to model ILs using

PCM. The review closes with a discussion of potential issues around using a PCM

methodology.

2 H-bonds and ILs

Ionic liquids (ILs) are liquids formed from structurally and chemically diverse ions.

IL ions tend to be less symmetrical, larger and more diffuse than the ions found in

traditional solid salts. H-bonding plays a key role in determining the chemical and

physical properties of a significant number of ILs [1]. The range and versatility of

ILs is in part due to the diverse range of H-bonding interactions that can occur

within different ILs (Fig. 1). This extends from IL that barely exhibit H-bonding

(and resemble more closely molten salts) to ILs that are formed by the transfer of a

proton and exist in equilibrium with their neutral conjoiners (protic ILs).

H-bonding plays a crucial role in many of the ILs being developed for practical

applications. H-bonding is key in the ability of ILs to dissolve materials that are

Fig. 1 Selected H-bonding interactions
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insoluble in any other medium and for the ability of ILs to act as extraction and

separation media [2–4]. For example, ILs are being used in analytical chemistry [5],

in pharmaceutical applications [5, 6], in the pretreatment and dissolution of biomass

components [7] and in solubilising metal oxides [8, 9]. Many reactions can be

influenced by the presence of a H-bond to stabilise a key transition state. This

includes biological processes, e.g. enzymic catalysis and protein stabilisation

[10–12], or materials applications, e.g. proton transfer in fuel cell technologies

[13, 14]. The H-bonding ability of an IL is crucial for any process that includes

liquids or materials that can undertake H-bonding and in particular for any

H-bonding solutes, e.g. industrial chemical reactions, solvating spectroscopic probe

dyes, solvating agrochemical or pharmaceutical actives, ILs acting as electrolytes,

or when the IL has small amounts of impurities or absorbed water.

H-bonding is important for supramolecular aggregation, self-assembly of

biological molecules, microscopic ordering, the generation of nanoscale domains,

formation of micelles and for the development of structured liquid crystal phases in

crystal engineering [15–22]. Changing the H-bonding can also disrupt many of these

interactions. The viscosity of an IL is heavily dependent on the H-bonding within

the IL [23–25], and many potential applications in materials and engineering such as

heat transfer liquids, lubricants, fuels and electrolytes depend crucially on the

fluidity of the IL. In all of these applications the ability of the IL to undertake

H-bonding is crucial; H-bonding plays an important but very complex role. As a

result of the range of cations and anions possible, ILs can display a large range of

H-bonding capability, and thus the character of the H-bonding is very system

dependent [1].

Traditionally H-bonds have been defined as forming between a H-bond donor

functionality (such as O–H) and a H-bond acceptor, typically with a lone pair of

electrons (such as N). The H-bond forms between the small positive partial charge

on the H atom and partial negative charge on the electron donor, Od��Hd � � �Nd�.

Early understanding of the H-bond focused on a single, primarily linear interaction

and was considered to be essentially ionic. This view of H-bonding has now been

left in the past and the identification of many new types of H-bond has led to a

continuous development and blurring of the characteristics ascribed to the H-bond

[26–29]. Establishing a universally accepted general definition for the H-bond is

particularly challenging as opinions can differ widely. Nevertheless, general

principles can be established, and IUPAC has supplied a definition with an

accompanying technical report [30, 31].

It is essential to initiate any discussion on H-bonding with a description of the

parameters to be employed in identifying the H-bond. We will employ the definition

that a H-bonding interaction X�H � � �Y occurs if X–H acts as a proton donor to Y,

where H is explicitly involved in the interaction. Nevertheless, H-bonding is not an

on–off phenomenon but is a graduated scale which makes quantifying and clearly

demarking H-bonding difficult. The low strength of (most) H-bonds in ILs makes

them dynamic, able to form and break at room temperature. The characteristics and

features of H-bonding in ILs cover an extremely wide and diverse range, and are not

well understood [1, 32].
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The commonly recognised ionic H-bond is one between a neutral molecule and a

charged ion. However, the H-bond in an IL is between two ions, and this doubly

ionic H-bond has not been recognised in the H-bonding community for the unique

(type) but very common (in ILs) case it really constitutes. The characteristics of

H-bonds within ILs represent a new area of development for H-bonding which

currently requires further exploration [1]. The established guidelines for H-bonding

have been developed primarily on the basis of traditional H-bonds, without

reference to the possibility of a large range of multiple and strong doubly ionic

H-bonds as found in ILs. An understanding of the doubly ionic H-bond requires

reassessment of these boundaries. Many specialised definitions, based on particular

properties, have been developed for the more traditional H-bond. For example,

geometric distances and angles, IR spectroscopy, NMR, association energy and

topological analysis of the electron density [33]. Extreme care should be taken

before simply applying these definitions outside of the assigned region of

applicability (traditional H-bonds) and to the doubly ionic H-bonds found in ILs

[26]. Moreover, the H-bonding in ILs is not static but fluctuates and has dynamic

character; this aspect of H-bonding in ILs is only just being probed.

When IL cations contain H atoms and IL anions contain atoms with lone pairs,

there is the potential to form H-bonds. In typical aprotic ILs (e.g. in 1-alkyl-2-

methylimidazolium-based cations [CnC1im]?) the primary H-bond donor is a (non-

traditional) C–H unit. Formation of the H-bond is facilitated by the positive charge

on the cation. Protic ILs are formed by proton transfer from a Brønsted acid to a

Brønsted base. In protic ILs the cation becomes the primary H-bond donor, and the

H atom is covalently bound to the heavy atom carrying the formal charge, typically

N or P. If complete proton transfer is not effected, the precursor to the ‘‘anion’’ is a

neutral acid which can also form H-bonds with fully formed anions. In addition,

anions carrying a H atom can undergo H-bonding to form anion–anion H-bonds

[34]. Moreover, there is also potential for alkyl groups (in the cation or anion) to be

functionalized. Typical functionalities can include groups that can form strong

H-bonds such as alcohols, amines and carboxylic acids. Cations with H-bond

acceptor functional groups can also H-bond together; however, in this case the

substituents are often shielded from the cation charge and behave more like

traditional H-bonds. There has also been recent debate on smaller systems where the

H atom in question is much closer to the charged centres, where ‘‘anti-electrostatic’’

H-bonds are suggested to form between two like charged ions [35–37]. Deep

eutectic solvents (DES) are also relevant; these are formed from IL ions but also

contain a neutral H-bond donor and/or H-bond acceptor molecule (e.g. urea) in

varying molar ratios. Thus, in ILs, most H-bond acceptors are halogen, oxygen or

nitrogen atoms and most H-bond donors are –NH, –CH or –OH groups.

Networks of H-bonds form within ILs; unlike in liquids such as water, these are

not one donor–one acceptor-type H-bonds but rather exhibit bifurcated (or

trifurcated) and chelating H-bonds (Fig. 2). With multiple donor and acceptor sites

available H-bond networking is extensive, and it can also be highly disordered, with

many ‘‘vacant’’ H-bonding sites. Mixtures of two or more ILs, or mixtures of ILs

with traditional solvents (such as methanol) can also introduce a more diverse range

of H-bonding interactions. This is particularly true of DES [38]. The characteristics
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of mixtures can be heavily influenced by the H-bonding interactions that take place.

For example water is a ubiquitous contaminant of ILs and is capable of forming

H-bonds with the IL ions; the physical properties of the resultant liquid change with

the proportion of water present. Thus, the H-bonding within ILs exhibits a large

range of distinctive features.

This review focuses on the QC study of H-bonding within ILs. The experimental

characterization of H-bonding in ILs is a significant task and not covered here.

Typically fully liquid (or even solid state) systems are studied and an ‘‘average’’ of

all the different types and forms of H-bond is probed; studies often include a range

of techniques, e.g. neutron scattering, NMR, IR, Raman, optical Kerr effect

spectroscopy, or UV–vis [2, 39–43]. However, in some cases, such as in gas-phase

or cryogenic ion studies, individual H-bonds can be explored [44, 45].

3 Quantum Chemical Computational Modeling of H-bonds Within ILs

Ab initio QC calculations offer one way to investigate H-bonding within ILs. The

computational study of traditional H-bonds through ab initio gas-phase methods is

well developed and provides structural, electronic, vibrational and NMR properties.

Gas-phase, or more accurately isolated molecule, calculations on ion pairs or small

clusters generate very accurate association energies, electron density maps and

molecular orbitals (MOs). Further analysis can be carried out on the orbital make-up

(NBO [46, 47]) on the electron density (AIM [48], NCIPlot [49]) and on the

electrostatic potential. With the advent of the SMD descriptors for ILs [50], the

effects of a generalised solvent environment on the H-bond can also be explored.

The energy associated with internal molecular rearrangements such as relative

cation–anion positioning and torsional rotation in alkyl chains can also be obtained.

Other computational methods such as classical MD and ab initio MD provide
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complementary information and have been extensively applied to ILs providing

important contributions [51–55]. The focus here will be on the use of QC methods

for investigating ILs and in particular H-bonding within ILs.

QC calculations provide a benchmark for a ‘‘pure’’ H-bond free of external

influences (such as crystal packing or solvation effects). QC methods also offer a

uniform mechanism for comparing H-bonds and can be used as a reference for

evaluating the impact of local environmental effects (such as solvation). The

fundamental isolated gas-phase doubly ionic H-bond is of substantial interest and

should not be overlooked in the desire to mimic the liquid environment. Modern

experimental techniques are capable of studying cold (mass) composition-selected

clusters and analysing the H-bonding through IR and Raman spectra [45, 56]. The

relevance of isolated ion pairs or small clusters is also evident when the mass

spectra of selected clusters are analysed [57], or when small isolated clusters or ion

pairs (dilute IL) are examined within a low dielectric solvent medium [43, 58–60].

An understanding of the ‘‘pure’’ tightly associated ion pair of an IL can offer a

starting point and significant insight into the more dynamic, multiple and looser

interactions within the bulk liquid state an IL. In this context, QC ion pair studies

can be considered to provide a lower bound for bond lengths because the isolated

ion pairs will be contracted due to a maximised Coulombic attraction. Simple ion

pair studies can also offer insight into the effects at the liquid–gas interface where

H-bonding is not saturated.

4 Quantum Chemical Methods

In interpreting the results and in evaluating the quality of a QC study some

knowledge of the relative accuracy and utility of different QC methods is required.

In carrying out simple calculations to evaluate a system, to the uninitiated,

establishing the correct method and basis sets to employ can be problematic.

Moreover, results can be sensitive to the computational method and basis set,

making it important to use a method for which the errors are reasonable and well

known. This section includes a brief discussion of QC methods and their limitations,

providing some assessment of the quality of different approaches. A suggestion is

made for the best general methodologies to employ when carrying out QC

calculations on ILs. A recent detailed and higher-level review of the various

quantum chemical approaches to studying ILs (in general) has recently been

published [61].

To obtain the best energies (those converging towards an ideal ‘‘real’’ value),

higher-level methods should be employed; these methods require very good and

thus extended basis sets. Small molecules can be treated with very high levels of

theory (CISD, CASSCF/MP2, CPMCSCF). However, there is a substantial increase

in computational resource as the method/basis set improves and large polarizable

ions, such as those found in ILs, are not easily accessible. Nevertheless, it is well

established that the geometry ‘‘converges’’ more rapidly than the energy and little

advantage will be obtained in going beyond B3LYP/6-311?G(d,p) unless there are

strong dispersion or correlation effects in which case a dispersion-corrected
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functional or MP2-level calculation will be suitable. An often used compromise is to

compute (optimise) the geometry at a lower level such as B3LYP-D3BJ/6-

311?G(d,p) and then carry out a (single point) energy calculation at this geometry

but now employing a higher-level method such as CCSD(T)/aug-cc-pVTZ.

Dispersion is an important consideration for ILs; ILs contain highly polarisable

species and negative ions which can undergo closed shell interactions. Alkyl–alkyl

associations, weak H-bonding, p-stacking, and anion–p interactions are all

important. Thus for ILs, B3LYP-D3BJ (or an alternative dispersion-corrected

functional) is the minimum good level that should be employed. Standard (hybrid)

density functional theory (DFT) methods can under bind stable minima up to

&30 kJ/mol (&5% of the interaction energy) [62]. Dispersion effects can be

significant, changing the relative geometry and orientation of the constituent ions

within an IL; thus to obtain accurate results geometries must be computed with a

dispersion-corrected method, and this is particularly important for the top

conformers of imidazolium-based ILs [63, 64]. It is no surprise that when

comparing across a range of typical IL anions, the dispersion contributions increase

for more diffuse molecular anions; corrections are in the range of 15–25 kJ/mol

[65]. Early studies on simple ion pairs were unable to evaluate the effects of p-

stacking; however, a recent study on [C1C4im]2Cl2 ion pair dimers has established

the importance of including dispersion corrections to correctly recover p-interac-

tions and the relative energy ordering between p-stacked and non-p-stacked

structures [63]. More concerning is a result from the same study which showed that

different dispersion corrections can shift relative energies in opposing directions

[63]. In addition, as the size of the alkyl groups on the ions increases, or as the

number of ion pairs considered increases, dispersion contributions will increase.

Recent studies employing dispersion-corrected functionals indicate that there may

be some overenhancement of dispersion effects [66, 67]. The best approach

therefore is to test a small number of different functionals and dispersion corrections

and to be aware of the errors involved.

One need not be particularly attached to the B3LYP functional or the dispersion

corrections of Grimme; there are a variety of exchange potential-incorporating

functionals of similar accuracy, revPBE-D3, M06-2X or xB97X-D [68, 69]. These

dispersion-corrected functionals not only differ in the form of the DFT functional

(PBE, M06, B97, B3LYP) but also in the methodology of the dispersion correction.

D, D2, D3 and the more recent implementation D3BJ provide increasingly complex

and more accurate ad hoc corrections based on the known functional form for

classical dispersion [69–71]. The M06 suite of functionals are highly parametrised

using a wide range of data including specifically noncovalent interactions such as

H-bonding, charge-transfer complexes, dipole interaction complexes, weak inter-

action complexes and p–p stacking. The xB97X-D functionals are range-separated

functionals where the self-interaction error (which is largest at long range) is

corrected by including more exact HF exchange at long range; x is the range

parameter controlling the switchover point [72, 73]. Thus, in a robust study all of

these functionals will be tested on a limited set of structures; if the results are all

very similar, one functional can then be selected to carry out all subsequent

calculations with reasonable confidence.
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Typically Pople basis sets [such as 6-311?G(d,p)] are less robust than Dunning-

Huzinaga basis sets (such as aug-cc-pVTZ), but cost substantially less in time and

resource. Generally employing a basis set beyond aug-cc-pVTZ is prohibitively

expensive. Where there are polarizable anions a flexible basis set is needed; this is

achieved by increasing the number and reducing the contraction of basis functions,

and is indicated by the 311 in Pople and VTZ in Dunning-Huzinaga basis sets. For

diffuse anions and aromatic cations diffuse functions are required; this is indicated

by the ‘‘?’’ in Pople or the ‘‘aug’’ in Dunning-Huzinaga basis sets, these recover the

movement of the loosely bound electron, well away from the atomic core. However,

diffuse functions can make optimisation difficult, moreover diffuse functions can

introduce spurious errors into population analysis. Where there is H-bonding diffuse

and polarization functions are required in the basis set. Polarisation functions are

indicated by the (d,p) in Pople and the ‘‘p’’ in Dunning-Huzinaga basis sets; these

allow the sAO electron of H and the lone pairs of the H-bond acceptor to polarize

towards each other, thus forming the H-bond. Basis sets must be balanced; having a

very good basis set on one atom and a poor basis set on other atoms introduces

errors which should be avoided. In general, for main group elements in the first and

second row of the periodic table there is little advantage, and some disadvantage, in

adding f-functions (e.g. in having (2df,p) in Pople notation) as the basis set becomes

unbalanced. Those who specialise in H-bonding (as opposed to ILs) typically

employ methods such as MP2/aug-cc-pVDZ and e.g. M06-2X/6-31?G(d,p) for

larger systems where MP2 methods are too expensive [74]. As a baseline the

minimum level for computationally studying normal H-bonding is B3LYP/6-

31?G(d,p), where both the polarization and diffuse functions are important [75].

Population analysis methods tend to work best with medium-level basis sets;

population analysis undertaken with highly extended basis sets or basis sets with

more than one diffuse function per atom should be checked carefully. Too many

diffuse functions cause small overlapping contributions that create instabilities and

impact badly on the partition of the electron density. Large basis sets are required to

obtain accurate energies; however, they can perform poorly when employed for

population analysis. The self-interaction error of DFT methods generates overde-

localisation; in ILs this appears as a delocalisation of the MOs of the cation onto the

anion, effectively transferring charge from the anion to the cation. The self-

interaction error can be alleviated by including some HF exchange. Hybrid density

functionals with a larger ([30%) HF exchange have been recommended [62].

Very recently a substantial study, focused specifically on non-covalent interac-

tions, was carried out over a number of geometry and energy-based data sets. Non-

equilibrium geometries, system size and computational time were explicitly

evaluated. The functionals B3LYP-D3, M06-2X and xB97X-D all performed well

[68]. Detailed evaluations of methods and basis sets have been undertaken for a

range of ILs and have shown the expected trend of accuracy for ion pair association

energies; DFT methods not including HF exchange or dispersion perform poorly

(&15–30 kJ/mol), hybrid-DFT methods that include some HF exchange are better

(&15–20 kJ/mol) and methods that include HF exchange and dispersion corrections

reach qualitative accuracy (&5–10 kJ/mol). These data have been evaluated for

frozen geometries optimised at the B3LYP/6-31?G(d) or MP2/6-31?G(d,p) level
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[76, 77]. A more definitive analysis would optimise each structure at the level to be

tested.

For ILs, which have large ions and where dispersion plays an important role,

B3LYP-D3 (or an alternative dispersion-corrected functional such as M06-2X or

xB97X-D) is the minimum good level that should be employed. On balance

considering the performance (accuracy and time) for pure ionic liquids, H-bonding,

and the ability to accurately model interactions with neutral solutes, or mixtures

with molecular solvents, M06-2X may be, by a slight margin, the better choice.

Because calculations must include aromatic p-density, anions and H-bonding a large

basis set, which includes polarisation (to model electron movement particularly for

the H atoms) and diffuse functions (to model anions correctly and to recover longer

range H-bonding interactions properly) the minimum basis set is 6-311?G(d,p). At

the quantitative level geometries should be optimised at the MP2/aug-cc-pVTZ

level, but this can be very expensive. To carry out calculations at higher levels is

extremely expensive; however, a single point energy at the CCSD(T)/aug-cc-pVTZ

level is desirable. More usually computational limitations may require that

CCSD(T)/aug-cc-pVDZ be employed and then there is a balance between the

MP2/aug-cc-pVTZ calculation with the low method but better basis set and the

CCSD(T)/aug-cc-pVDZ calculation with the better method but lower basis set.

To accurately assess the energy of a normal H-bond, it has been thought that

basis set superposition error (BSSE) corrections must be applied; however, more

recently the use of BSSE corrections has been questioned [78]. In general, for a high

level of accuracy zero point energy (ZPE) corrections should be applied. For IL ion

pairs BSSE and ZPE often lead to sizable absolute corrections, and this is

particularly true when employing the MP2 method with a double-zeta basis set.

When comparing different IL conformers the difference in BSSE and ZPE between

the conformers is much less [63].

For ab initio methods computational resources are a major limiting factor [79].

These methods are expensive particularly when applied to larger clusters; however,

there are schemes which can simplify the computational cost. Recently a number of

techniques have been applied to recover the local environmental effects within the

context of ab initio methods [80–82]. However, these methods are relatively new

and, while they offer promising advances, they are not well tested.

5 Comparison with Other Computational Methods

Ab initio MD computes the wavefunction but within a periodically repeating

boundary that mimics the liquid environment. Thus, ab initio MD includes some

wavefunction and density information and some dynamics information and is a

particularly powerful tool in this respect. The electron density can polarise and bond

making and breaking can be studied; these are particularly important in terms of the

dynamic nature of H-bonding. Ab initio MD can also provide highly relevant

information on the two-dimensional space of H-bond distances (anion-H vs cation-

H) [83].
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From a QC perspective the disadvantage of ab initio MD is that the electronic

structure cannot be computed to a high level (and typically is evaluated without HF

exchange). While periodic codes have started to include HF exchange, these

calculations are extremely expensive, and many codes simply do not have MP2

methods implemented. Many earlier simulation studies on ILs, state-of-the-art at the

time, use non-hybrid functionals and do not include a dispersion correction,

particularly ab initio MD studies. As a result of the expense ab initio MD studies are

generally limited to a small number of ion pairs and the simulation ‘‘box’’ is

necessarily small. This means there can be ‘‘image’’ effects as a molecule in one box

is able to interact with its image in the next box. Simulations of this size cannot

adequately recover nanoscale structuring, and they cannot be run for long enough to

ensure phase space has been completely sampled, a particular issue for ILs which

are very viscous. This also means that the initial state (derived from a classical MD

simulation) may have a larger than expected impact on the ab initio simulation. The

combined (electronic ? periodic) nature of ab initio MD offers significant

advantages, but also generates disadvantages. Thus, the best approach is to be

aware of the limitations and errors inherent in each method and, where possible,

combine information from a range of techniques.

The evolution of more accurate approaches which include hybrid functionals and

dispersion corrections does not render earlier studies obsolete, rather the inherent

small errors must be recognised when interpreting data. Earlier studies provide a

valuable reference point, because we can now evaluate the effects of dispersion and/

or HF exchange on the structures and dynamics within ILs. For strong H-bonds the

ionic or covalent components will dominate the dispersion and exchange, and

traditional ab initio methods (and even classical MD) will describe the H-bonding

well; however, when H-bonds are weak or when accurate energies are required

calculations must employ MP2 or the latest dispersion-corrected DFT methods, with

a functional that includes a significant proportion of exchange.

Our purpose is not to discuss classical methods in any detail; however, an

appreciation of the limitations and additional information classical simulation can

provide is useful to place QC methods in context. Classical MD simulations recover

bulk properties and macroscopic quantities such as diffusion coefficients, conduc-

tivity, viscosity and melting point. The animated trajectories obtained from MD also

provide a visual interpretation of the motions occurring within the liquid, and these

can be surprisingly informative. The distribution of different structures within the

liquid environment is recovered. Classical MD methods capture long-range

structuring within the liquids and model the nano-structured domains that exist

within ILs. Classical MD also allows us to examine a key aspect of H-bonding—the

dynamics. The mechanism, rate of bond breaking and reforming and the lifetime of

a H-bond all contribute to our understanding of H-bonding within ILs.

The disadvantage of classical MD methods is that the potential needs to be

carefully constructed to recover key chemistry, and this is particularly difficult in

the case of H-bonding [54]. The problems with generating a good H-bonding water

potential have shown that creating a good all round classical potential is extremely

difficult [84–86]. MD simulations are only as good as the potential employed and

thus can return artificial data [87]. The focus in creating MD potentials to study ILs
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has typically been to generate good structural averages and macroscopic properties,

and not to accurately capture the H-bonding.

The first problem is that many classical MD simulations are based on a ‘‘static’’

electronic distribution of fixed atomic charges. While the H-bonding in IL is

dominated by the ionic component, for an accurate description covalent and

polarization contributions need to be recovered. Static point charges cannot

represent local polarization or electron transfer within a liquid. For example,

asymmetric H-bonding in clusters of [N2111][NO3] observed at the QC level has not

been reproduced in MD simulations, and this was ascribed to the highly symmetric

force field employed for the NO3
- anion which could not adequately reproduce the

polarization occurring when only two of the O atoms within NO3
- formed a

H-bond. Thus, the use of symmetric force fields can be expected to overstructure an

IL [88]. This is a severe and critical limiting factor when studying H-bonding.

Potential functions and charges are fit to reproduce macroscopic thermodynamic

parameters and not local interactions, and this means that atomic charges can vary

substantially between models [89]. As ILs are composed of ions, the precise charge

on an ion is important. This may not be such a problem at ‘‘long range’’ where the

electrostatic potential is accurately represented; however, at H-bonding distances,

the impact of local charges is significant particularly when the H-bonding is

predominantly ionic. The local ‘‘charge’’ on an atom shifts dynamically, and the

ability of an ‘‘average’’ charge to recover key features will depend on the full range

of charge oscillations and on their frequency. Small rapid oscillations are likely well

recovered by an average quantity; however, slower large oscillations are much less

likely to be well represented by an average charge. It has been shown that the partial

charges employed for an IL potential can strongly influence the H-bonding within

the resulting simulation [87].

There has been recent debate within the community regarding the extent to which

charge transfer should be accommodated within the potential [90]. Charge transfer

occurs via the overlap of orbitals (which decay exponentially), and this is a close-

range phenomenon and relative to the liquid environment is overestimated by gas-

phase QC calculations. Moreover in a liquid environment as the H-bonding changes,

the amount of charge transfer will change also. Thus, it is inappropriate to use the

charge transfer predicted by the tightly bound gas-phase ion pairs for liquid-phase

simulations. A slightly reduced charge on of all the ions can potentially recover

some of the average effects [90]. The development of polarisable force fields able to

recover the ‘‘sloshing’’ of charge within an ion is highly desirable, particularly if

H-bonding is to be well described. It is clear that the MD representation of

H-bonding in ILs needs to be improved; however, the mechanism by which this can

best be achieved is less clear [90, 91].

Each computational method has strengths and weaknesses and it is the combined

information from these methods which has the greatest power to offer understanding

and insight. Even within each methodology there is a trade-off between complexity

of the method and computation expense, e.g. the complexity of the potential vs

duration of the trajectory in MD methods or the amount of exchange and correlation

included in ab initio methods. Ab initio and MD methods are most informative

when they are applied to exactly the same IL, and the information obtained from
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each can be overlapped to check each against the other; used in combination both

methodologies can extend our understanding.

6 Procedures for Carrying Out Calculations

The appropriate method and basis set to select when studying ILs have been

discussed. How the relevant ion pair structures (for in-depth analysis) are arrived at

is important. In traditional QC studies one finds the lowest energy structure and

ignores higher energy conformers. This is not an appropriate procedure when there

are a range of different structures with very similar energies; all the low energy

structures should be interrogated. IL cation–anion pairs almost always exhibit a

range of low energy structures. In each case the ion pair conformers exhibit very

different H-bonding motifs. It is unfortunate that many studies compute and analyse

only a single conformer.

Putting together the lowest energy structures computed for the individual isolated

cation and anion (separately) will not necessarily lead to the lowest energy ion pair

[92]. This has been shown to be the case for clusters as small as the [C1C1im]Cl ion

pair dimers [63]. Simply placing the anion close to the C2–H group of the

imidazolium cation and optimising a single structure will not necessarily lead to the

lowest energy structure, or provide any indication that there are a significant number

of other potential structures with similar energies. A good study will need to sample

a full range of both low and high energy structures to obtain a balanced picture of

the H-bonding and conformers available. In terms of ILs it is known that the anion

can occupy different positions and orientations around the cation. For example, the

energy difference between the front (C2–H-based interaction) and top conformers

(anion above the ring) of the imidazolium ILs can be less than 5 kJ/mol [92].

Rotation of the alkyl chain can also lead to multiple minima, some of which will be

stabilized more by the presence of the anion than others [92–94]. For example, the

all-trans alkyl chain of [C4C1im]? is not the most stable in the ion pair [C4C1im]Cl

or within a larger cluster [92]. Thus, the energy associated with internal molecular

rearrangements such as torsional rotation in alkyl chains should be ascertained. The

position of the alkyl chains effects which H atoms are accessible and most

favourable for H-bonding.

Because 5–10 kJ/mol is the ‘‘ballpark’’ level of accuracy for DFT methods, it is

essential that all structures within 10 kJ/mol of the lowest energy conformer are

considered. Such structures are more properly thought of as being essentially

degenerate. Moreover, the energy ordering of structures can change depending on

the particular method employed [92]. In a liquid environment a range of low energy

conformers will be sampled, and thus it is important to consider more than the

lowest energy structure when attempting to model a liquid IL. Slightly higher

energy conformers could be stabilized by other surrounding molecules in the liquid

phase thus making an apparently higher energy structure in reality a favoured

conformer within the liquid phase. If the study is to offer insight into a liquid

environment, it is very important to consider a range of local conformers. Recently

it has been established that high energy IL ion pairs (35–60 kJ/mol) can be
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stabilized in systems as small as ion pair dimers [63]. This makes it even more

important to sample a good range of structures when considering only the ion pairs.

It is well established in the study of ion or molecular solvation that each solvent

molecule added to a solvation shell increases the number of possible structural isomers;

moreover, the isomers can be close in energy, separated by small thermally accessible

barriers [28]. Sampling of clusters can be minimized when there is a strong energy sink,

one cluster size or conformer that is significantly more stable than others. However, for

ILs, this will almost certainly not be the case; there will be a large range of low energy

structures with substantial geometric and H-bonding differences. ILs in this context are

reminiscent of strongly H-bonding liquids, amorphous solids or glassy systems. The

very large number of possible conformers means that qualitative sampling, ideally of

relevant conformers, is generally imposed. The caveat that must always be applied is that

the most stable or the most relevant cluster may have been missed. Hence, it is important

to explain in detail the robust processes for structural sampling.

The study of ion pairs probes detailed intermolecular interactions and for the

study of IL provides information that is best used in association with additional data

on longer-range properties (experimental or computational). Clusters can be built up

starting from ion pair dimers (two cations, two anions) to ion pair trimers and so on.

Cluster calculations at the ab initio level allow for some of the longer-range effects

and larger system interactions to be recovered. The more molecules that are present,

the larger the calculation and in many cases the method and basis set must be

reduced to make the calculations tractable. Thus as one aspect of the computation is

improved, another must be downgraded.

Properties such as charge polarization and vibrational modes are highly

dependent on the specific arrangement of ions, and examining a single conformer

or cluster motif cannot give a balanced picture. Thus, it is very important that a

suitable range of low energy cluster conformers are sampled. A minimum number

of different clusters to sample would be in the range of 20–30 structures. How large

should a cluster be? The size of cluster is more likely to be determined by the

maximum computational resources available. There is some evidence that clusters

of eight ion pairs may be sufficient to recover key features of the electronic

character of the liquid environment [80, 95]. However, along with larger clusters,

and increased numbers of cluster conformers comes an overload of information

which can be difficult to process and pull into a cohesive model or description.

7 Properties and Bonding Analysis

Calculations can be used to obtain structural, energetic, spectroscopic and bonding

information. Structural information such as bond distances and angles comes from

optimised geometries. These will be free of the strong crystal packing effects due to

the ionic nature of the solids. The vibrational analysis provides information on

intensity enhancement and the H-bonding red shift [23, 92]. Vibrations can be

animated and the individual atomic motions viewed. Vibrational data can be linked

to experimental spectra (IR and Raman). However, for ion pairs and small clusters

spectroscopic matrix isolation studies offer the best experimental technique for
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direct comparison with computed vibrations [45, 56, 96]. The computation of NMR

spectra is also possible [81, 97, 98]. Accurate calculations on electronic excitations

are more difficult, but can be linked to experimental UV–vis spectra [99].

Ab initio calculations provide the means for obtaining significant fundamental

insight into H-bonds through analysis of the local electrostatic potentials (ESPs),

electronic wavefunction and density [89]. The local ESP at particular atoms can be

computed, as can the ESP at a given iso-surface defined around the outside of the

molecule [99]. Population analysis methods deliver partial charges and dipole

moments. Molecular orbitals can be depicted and interpreted [100]. Changes in the

electron density q(r) on forming a H-bond, as well as the gradient and Laplacian of

q(r) can be examined to characterize the formed H-bond [1]. Information on

bonding and delocalisation, is readily obtained.

Each method provides a new dimension for examining the H-bond, and we obtain

a rich resource of information that can be combined to obtain a fuller picture. Such

methods can also be more or less sensitive to the computational method and basis

set used to derive the geometry, electron density or energy, and so it is important to

ascertain an estimate of the variation and/or error introduced by the method and

basis set [101]. Thus, the best ab-initio studies will not just examine the relevant

H-bond distances but will also consider other H-bonding characteristics such as IR-

vibrations, electron density distributions and orbital descriptors.

Two methods in particular stand out in the study of H-bonds—the quantum theory

of atoms in molecules (AIM) method of Bader [48] and the natural bond orbital (NBO)

analysis of Weinhold [46, 102]. The proper interpretation of NBO results has recently

been under debate [37, 47, 103, 104]. Different population analysis methods are based

on different computed properties, e.g. AIM (density), ELF [kinetic energy density and

q(r) gradient], NBO (wavefunction) and CHelpG (ESP) are popular choices [27].

Partial charge methods recover different information (and give different results for the

same IL systems) [89, 101]. Thus, although the outputs of these methods are all called

‘‘charges’’ they reflect different properties, particularly in the case of density versus

ESP-based methods. Comparing different structures via the same methodology is

appropriate. A quantitative comparison between different methods to identify a ‘‘true’’

method will not be sensible; however, a qualitative comparison does provide better

overall understanding. Establishing correlations between the charges from one of

these methods and another property is very useful; in this case a ‘‘best method’’ for one

particular correlation may be established. However, this does not mean that the

method is the best for evaluating another property or chemical descriptor. Each of

these methods provides a new dimension for examining the H-bond, and a rich

resource of information is obtained that can be combined to form a better overall

picture of H-bonding.

8 Generalised Solvation

Ab initio calculations can employ a generalised solvation model (particularly

polarizable continuum models, PCM) to recover average solvation effects

[105, 106]. These models surround a molecule with a solvent cavity placing
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charges (or a continuous charge density) on the surface of the cavity to mimic the

charge stabilisation of the solvent environment; the charges are modulated by the

dielectric of the proposed solvent (Fig. 3). Inside the cavity the molecule still

experiences a vacuum dielectric. Qualitatively, the molecule is not surrounded by

solvent molecules, but the effect of the solvent environment is represented through

an accumulation of opposing charge gathered on the cavity boundary. PCM methods

have been traditionally developed for application to neutral organic solvents, but

now extend to conducting solvents [107].

PCM models have proven extremely effective particularly for organic chemistry.

However, there are known weaknesses and problems, even for organic molecules

[108]. The definition of the cavity is crucial and commonly based on scaled atomic

radii, which can vary with implementation [109]. Issues arise due to the use of

neutral atom radii for charged ions, a rapid change of the dielectric at the cavity

boundary and ‘‘escaped’’ charge from the exponential decay of the charge density

beyond the cavity boundary (a particular issue for anions). The radii of ions have

been found to be sensitive to the dielectric applied, making cations larger and anions

smaller [110]. There are additional complications in applying such methods to ions,

either as a solute or solvent, because of the stronger interactions. An error is

introduced when the continuum model is applied too close to the ions, e.g. it has

been shown that screening of (small monoatomic) ions in aqueous solution is only

correct beyond 7 Å [111]. One could expect this distance to be much larger for ILs.

Cavity shape can also have a strong impact, particularly where there are diverse

conformers.

A key input into PCM solvation models is the dielectric constant. The polarity of

an IL is difficult to pin down; on the one hand ILs are made up of oppositely

charged ions and can be expected to be extremely polar. On the other hand each ion

is immediately surrounded by ions of the opposite charge which shield the central

ion; moreover, these surrounding ions are well distributed, reducing polarization of

the central ion in any one specific direction. Ions further away are also well

shielded, reducing long-range Coulombic forces. Although formed from ions, ILs

are typically thought to have a static permittivity (dielectric constant) close to that of

alcohols (IL e\ 30, ethanol e = 25) and much less than that of water (e = 78) [2].

Fig. 3 Representation of
generalised solvation model
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The interpretation of measurements of the static dielectric is not straightforward,

and spectroscopic probe methods typically characterise ILs as having a higher

dielectric than data extrapolated from dielectric relaxation spectra [112–114].

Values obtained from experimental dielectric relaxation spectra place the static

dielectric permittivities of common ILs close to e & 12–17 [115].

The (conductor-like) COSMO-RS method has been employed successfully with

ILs for some time and has recently been reviewed [116]. A number of early studies

have also employed a traditional solvent such as ethanol or methanol to mimic the

dielectric environment of an IL [42, 117]. The SMD method of Truhlar is based on

PCM and has recently been extended to ILs solvents [50]. The SMD method

computes a solute–solvent interaction but also includes terms due to cavitation,

dispersion, repulsion and structure effects. The SMD method therefore requires

additional data as well as the static or zero-frequency dielectric constant (e), data

include; the dynamic or optical dielectric constant [which is defined in this context

as the square of the index of refraction (n2)], the H-bond acidity (a), the H-bond

basicity (b), the surface tension (c), the fraction of non-H-atoms that are aromatic

carbon atoms (u) and the fraction of non-H-atoms that are electronegative halogen

atoms (w). u and w are easily determined as they depend only on the chemical

formula of the IL. Kamlet-Taft measurements of a and b are also available for a

large number of ILs [112]. However, where values are not available these can be

readily estimated by computational methods [99]. The surface tension and refractive

index for many ILs can be found on the IUPAC ionic liquids database project (IL

Thermo) or from a literature search. Truhlar et al. have suggested the use of generic

values as a compromise when specific data are not available [50]. A generalised

solvation model specific to ILs offers the opportunity to distinguish explicit from

generalised solvation effects, and an opportunity to examine (at an ab initio level)

the effect of solvating one IL ion pair as solute within different ILs.

IL ions are expected to be less strongly associated in a polar dielectric medium

where the surrounding charge stabilises the ions. There may be a stronger

‘‘external’’ impact on the X � � �Y association coordinate, and thus the doubly ionic

H-bond. In this case, H-bond distances may not be a good measure of H-bond

strength. For example, both neutral and ionic H-bonds have shown the same

increase in bond distance with increasing polarity of a solvent medium (the solvent

medium was expected to impact the ionic H-bond more strongly than the neutral

H-bond) [74]. How doubly ionic H-bonds respond to a similar change in

environment has not yet been fully explored [117]. In the gas phase an ion pair is

closely associated and there is significant electron transfer reducing the charge on

the individual ions; the neutral state is more highly favoured. In a more polar

environment an ion pair will be less closely associated, electron transfer will be

reduced and the individual ions will be stabilised in a more highly charged state.

The change in stabilisation/destabilisation on going from a ‘‘neutral’’ to a

‘‘polarized’’ state will effect the H-bonding proton position, and all of the X–H,

X � � �Y and X–Y distances. The impact of the environment will be particularly

important for (protic) systems with a low barrier to proton transfer [117, 118].

Generalised solvent-based methods cannot account for specific solute–solvent

interactions, such as H-bonding. To recover these a supermolecular or cluster-based
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approach has often been followed for more traditional solute–solvent systems. For

solutes that undertake normal H-bonding a combination of explicit solvent

molecules and a surrounding continuum solvent description provides improvements

over both explicitly solvated gas-phase clusters and isolated solute continuum

solvation [75]. The solute and first solvation shell of solvent molecules are placed

within the cavity. Placing a small cluster in a cavity has the associated issues of

which cluster geometry to employ and problems associated with the definition of the

solvent cavity. As the cavity surface is defined from the overlap of the atomic radii,

what happens if there are ‘‘holes’’ where the spheres of different ions do not

completely overlap within the confines of the cluster? This is a particular problem if

reaction paths are explored within a PCM model.

Different cluster geometries may result in significantly different shapes and sizes

of cluster cavity. How many solvent molecules should be included? Where the first

solvation shell is well defined these methods can work well; however, many ions do

not have strongly bound solvation shells and the number of ions in the first solvation

shall can vary. Thus, the number and geometry of the solvent molecules around the

solute become key parameters, as does the number of clusters sampled (e.g. from a

MD trajectory). Cluster models have been tested for more traditional solute–solvent

systems [119], and applied to small ions in solvents such as methanol [120].

However, in most cases the solvent molecules have been small, such as water or

methanol. IL ions are large and full solvation will require a large number of these

ions.

Because ILs consist of two components, the question then arises as to the

treatment of the ions: should they be placed in a cavity individually, as a combined

ion pair or as a small neutral or charged cluster? Ion pairs placed within a cavity will

experience a strongly anisotropic polarisation due to the single explicit counter ion

vs the remaining implicit counter ions. Within an explicit liquid environment each

ion will be surrounded by other associating ions providing a more isotropic

distribution of charge. While H-bonding solute molecules can be ‘‘saturated’’ by

solvent molecules, as with other extended H-bond networking solvents, when more

IL ions are added, increasing numbers of unsaturated H-bonds are introduced.

Because IL ions undertake a large number and type of H-bonds this could be an

issue with cluster/continuum solvation models applied to ILs. Weak H-bonding ILs

may not be as strongly affected as protic ILs. A balance needs to be reached

between the additional accuracy of including specific explicit H-bonds and the

errors associated with an uneven description of the H-bonding and polarisation.

If placed within a cavity as an ion pair, explicit H-bonding is retained for one

H-bond, but a generalised environment is presented for the other H-bonds; this

unequal treatment of the H-bonding may lead to artefacts. However, without the

explicit presence of at least one H-bond there is no charge transfer, and the ions (and

the surrounding cavity surface) are ‘‘over charged’’. Nevertheless, in the gas phase

charge transfer is overemphasised as neutralisation of the total charge is favoured.

Explicit solvation of the component ions in [C1C1im][MeSO4] has been shown to

result in a reduced total ionic charge when compared to the gas phase [121]. As the

amount of charge transferred within ILs is small 0.1–0.2 e, these effects might be

considered as relatively minor.
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9 Conclusions

We have seen that H-bonding plays a critical role in ILs, and that ILs exhibit a

particularly diverse and wide range of traditional and non-standard forms of

H-bonding, in particular the doubly ionic H-bond is important. QC calculations

offer one way to investigate H-bonding within ILs, providing information on

geometry, IR and Raman spectra and through analysis of the electronic structure.

ILs are not easy systems to study using QC techniques; however, information and

insight can be obtained that cannot be recovered by any other computational

method. An appropriate method of calculation combined with a robust procedure for

determining key structures is required. Moreover, an appreciation of the limitations

and advantages of QC techniques is important, even for those just reading the

literature and not carrying out calculations. It is a combination of data and

information, from a range of computational and experimental methods, which has

the greatest power to offer understanding and insight.
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40. Fumino K, Peppel T, Geppert-Rybczyńska M, Zaitsau DH, Lehmann JK, Verevkin SP, Köckerling
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relations in ionic liquids (ILs) and their mixtures with molecular liquids. It turns out
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1 Introduction

Ionic liquids (ILs) are a class of compounds composed solely of ionic species with

melting point below 100 �C. Interest in these materials arises from their appealing

chemical and physical properties as well as the possibility of identifying

applications where they can act as environmentally responsible replacements for

polluting compounds. Their applications include fields such as synthesis [1–3],

catalysis [4, 5], separation [6], electrochemistry [7–9], and materials science

[10, 11]. It is now well accepted that many of their peculiar and specific properties

stem from the complex organization that characterizes their structure at mesoscopic

level.

Mesoscopic order in ILs has been the focus of a large number of studies [12–64],

reflecting the impact that this feature plays in the understanding and potential

optimization of bulk properties of ILs and their mixtures. A wide variety of physical

parameters and chemical factors have been found to affect the morphology of ILs at

mesoscopic scales. While complete understanding of the mesoscopic organization in

ILs and their mixtures is a necessary step to achieve thorough control over these

designer solvents, several aspects of their morphology are yet to be fully

understood. Since the experimental proof of the existence of mesoscopic order in

bulk ILs, which was provided 10 years ago [12], several of its aspects have been

explored, and the efficient and intelligent combination of experimental and

computational techniques [24] now provides a powerful tool for further investiga-

tion of this exciting issue.

We aim herein to re-present selected published results and describe new

observations related to the high level of structural complexity that lies behind the

nanoscale correlations in ILs and their mixtures with molecular liquids. Due to the

intricate interplay between coulombic and dispersive interactions in these systems,

they are characterized by mutual organization of different moieties (e.g., side alkyl

tails, charged polar heads, hydrogen-bonding interacting sites, etc.), which leads to a

highly hierarchical construction on both spatial (from ångström to several

nanometer) and temporal (from fraction of picosecond to hundreds of nanosecond)

scales.

2 Effect of cation symmetry

Among the chemical manipulations that can be envisaged to affect the chemical and

physical properties of imidazolium salts, one of the interesting ones is preparation of

symmetrically substituted imidazolium salts, i.e., imidazolium salts bearing two

identical alkyl chains at 1 and 3 position of the ring. Such salts have been widely

explored over recent years using both experimental and computational tools

[65–72]. Structural studies have highlighted the fact that, similarly to asymmetric

1-alkyl-3-methylimidazolium salts, symmetric dialkyl salts are also characterized

by a distinct degree of polar–apolar alternation that manifests itself in X-ray

diffraction patterns as a low-Q peak whose position depends on the chain length.
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Exploration of diffraction features by probing samples with different degrees of

symmetry and chain lengths is useful to rationalize the nature of the structural

organization in these systems and to understand better the role of symmetry in

determining their mesoscopic structure. Inspection of the small- and wide-angle

X-ray scattering (SWAXS) patterns shown in Fig. 1 for a range of ILs is useful to

demonstrate the information available from such datasets. In particular, this

figure shows datasets for [NTf2]
--based ILs, where [NTf2]

- refers to the

bis(trifluoromethylsulfonyl)amide anion, with the following cations: [C4C1im]

(black symbols), [C4C4im] (green symbols), [C7C1im] (blue symbols), [C8C1im]

(red symbols), and [C8C8im] (wine symbols); all samples were measured at ambient

temperature, where they are liquid. The generic formula [CxCyim] corresponds to an

imidazolium cation bearing two chains at 1 and 3 position with x and y carbon

atoms, respectively. Inspection of Fig. 1 shows some general trends: (a) symmetric

cations (e.g., [C4C4im] and [C8C8im]) are characterized by higher amplitude of their

low-Q peak than their asymmetric equivalents ([C4C1im] and [C8C1im], respec-

tively); (b) on the other hand, comparison between [C8C8im] and [C8C1im] indicates

that the low-Q peak falls at lower Q values for asymmetric than symmetric cations.

This is presumably related to the constrained conformation that is found in the

symmetric cations due to the segregated alkyl tails (see, e.g., Fig. 4 in Bernardes

et al. [72]), which shortens the extent of the apolar domains with respect to the case

of asymmetric cations. This difference implies that the characteristic size of polar–

apolar alternation, D, will be larger in the case of asymmetric cations for given

value of the longest side chain (e.g., D[C8C1im] = 18.6 Å[D[C8C8im] = 16.7 Å);

(c) while densities measured in salts that bear the same total number of methylene/

methyl group are approximately the same (e.g., [C4C4im] and [C7C1im], see

references [67, 68], which bear a total of eight between methylene and methyl

groups), indicating that there are no major structural reorganization effects at

macroscopic level, the mesoscopic organization of this kind of ILs differs

substantially. It is evident that the mesoscopic characteristic sizes are distinctly

different for [C4C4im][NTf2] and [C7C1im][NTf2], which show a low-Q peak

Fig. 1 Small- and wide-angle
X-ray scattering patterns for a
series of ILs with asymmetric
and symmetric cations at
ambient temperature (see text
for details)
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centered at 0.58 and 0.37 Å-1, respectively (corresponding to size of 10.8 and

17.0 Å, respectively). It is the longest chain that determines the characteristic size of

the polar–apolar alternation, and as mentioned above in point (b), there are

nonnegligible differences in this size between symmetric and asymmetric cations

for given longest side chain.

3 Effect of pressure

Pressure has rarely been exploited as a tool to affect the mesoscopic order in ILs,

although high-pressure (HP) studies have been used to determine the phase diagram

and conformational equilibrium in ILs and their mixtures [73]. This physical

parameter can play an efficient role in accessing thermodynamic phases as well as

conformational states that are otherwise difficult to reach at ambient pressure; For

example, this parameter has been used to access crystallization of ILs that do not show

this transition at ambient-pressure conditions (APC) (e.g., in the case of [C4-

mim][BF4]) or to detect crystalline phases that are difficult to find at APC. Only

recently has the role of HP in determining the mesoscopic organization in ILs been

assessed. The first paper in this respect was the experimental study by Yoshimura

et al., who used the small-angle X-ray scattering (SAXS) technique to observe the

peculiar disappearance of the low-Q peak for [C8mim][BF4] [74]. This is an interesting

result: Crystallization or entrance into a glassy region upon HP application had been

successfully probed. However, the fact that liquid samples are affected byHP in a way

that reduces their degree of mesoscopic order was rather unexpected, and as such is

presently being studied using various complementary techniques. Driven by the

experimental SAXS data from Yoshimura, we simulated the same IL at different

thermodynamic conditions (constant T = 320 K and different pressures in the range

between ambient and 10 katm) [58]. Our study covered the pressure range where the

major changes were detected experimentally and successfully reproduced these

features; namely, we observed that application of HP led to progressive and smooth

disappearance of the low-Q peak. The characteristic alternation of polar and apolar

domains, for which the low-Q peak is a hallmark, was disrupted by application of HP.

Figure 2 shows the simulated SAXS patterns at two extreme pressure states (ambient

pressure and 10 katm) for [C8mim][BF4]. The same figure shows SAXS patterns for

Fig. 2 Calculated small-angle
X-ray diffraction patterns for
[C8mim][BF4] (red lines) and
[C2mim][BF4] (blue lines) at
1 atm and 10 katm (dashed and
continuous lines, respectively) at
320 K
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[C2mim][BF4] in the same states, simulated using a method similar to that developed

for [C8mim][BF4] [58]. In the latter case, as the side ethyl chain is short, no low-Q peak

is found even at ambient pressure, in agreement with experimental results [75, 55].

Investigating the morphology of [C2mim][BF4] as a function of pressure changes can

be a reliable way to monitor the effect of pressure on coulombic interactions in ILs, to

distinguish them from the role of pressure in affecting structural features correlated to

dispersive interactions. Molecular dynamics (MD) simulations on the effects of high

pressure on the structural organization of aprotic (e.g., dialkylimidazolium) ILs are

rare, and only a few studies have focused on the mesoscopic organization in these

systems to date. Having validated ourMD simulations by confirming the disappearing

of the low-Q peak for [C8mim][BF4] upon increasing pressure and its absence for

[C2mim][BF4], we now compare typical pair distribution functions (pdfs). In

particular, Fig. 3 shows a comparison of correlations between charged moieties,

namely cation–cation, anion–anion, and cation–anion, where ‘‘cation’’ corresponds to

the geometrical center of the imidazolium ring and ‘‘anion’’ corresponds to the boron

position. Analogously to the observation made for the case of [C8mim][BF4],

[C2mim][BF4] is not characterized by major changes in interionic correlations upon

application of HP conditions. Only anion–anion correlations show some effect with

increasing pressure, but these occur over a scale of a few ångströms and presumably

are not related to the mesoscopic change leading to the disappearance of the low-

Q peak in the case of [C8mim][BF4]. On the other hand, the change in pressure has

drastic effects on the distance probability distribution (dpd) for the ring nitrogen and

terminal methyl group (hereinafter denoted as CT) in [C8mim][BF4]. The same dpd

does not show appreciable changes in the case of [C2mim][BF4] (Fig. 4). While the

dpd remains essentially unaffected by pressure in the latter case, we already reported

the fact that, in the former case, substantial folding of the octyl chain is observed,

leading to shortening of the end-to-end distance for this chainwith increasing pressure.

Similarly to results reported byKashyap et al. for pyrrolidinium ILs [76], in the case of

[C8mim][BF4], a characteristic change in the N-CT distance is found [58]. The effect

of pressure on [C8mim][BF4] drives the long, flexible side chain to curl, in a

characteristic scorpion-like fashion [77], in an attempt to minimize the molar volume

of the cation. The present results indicate that, when the side chain is short, the

response to increased pressure is minimal and no major structural readaptation is

observed at mesoscopic level.

4 Effect of ether chains

The role of amphiphilicity in determining the polar–apolar alternation in the

mesoscale of bulk ILs has been assessed in recent years through a series of

experimental and computational studies. Being composed of a charged polar part

(e.g., the imidazolium ring) and a distinctly apolar moiety such as the alkyl tail,

whose length can be easily varied, which are covalently bound, ILs are

characterized by an inherent amphiphilicity that is combined with their liquid state

at ambient conditions. This leads to a typical organization where polar and apolar

moieties tend to occupy volumes avoiding each other. The strong coulombic forces
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will lead to a well-defined three-dimensional charged network, where the apolar

moieties will tend to segregate into nanoscale domains. Such organization

introduces a characteristic spatial length that appears in diffraction experiments in

the small-angle part of the pattern. Aiming to confirm this structural model driven

by polar–apolar alternation, we studied a series of samples where methylene units

were replaced by an oxygen atom, leading to ether-like side chains. Such side chains

are characterized by a distribution of local charges that is distinctly different from

that observed in simple alkyl tails. The oxygen moieties can potentially interact with

cation heads, thus removing the fully apolar character of alkyl side chains. Such

interaction will then remove the driving force for mutually excluding segregation of

tails with respect to polar heads and, as a consequence, to the disappearance of the

low-Q peak. Figure 5 shows SAXS data for a series of imidazolium ILs with either

alkyl or ether chain [78]. In this set of samples, it is clear that, while the

[C6mim][NTf2] IL shows the typical low-Q peak centered at ca. 4 nm-1, indicating

spatial heterogeneity with size on the order of 15 Å, the IL bearing the ether side

chain is featureless in the same Q range. Simple replacement of a methylene unit by

an oxygen atom should not deliver such major changes in the X-ray diffraction

pattern, as the two moieties (CH2 and O) are isoelectronic. On the other hand, this

example, as well as those for related systems [30, 38, 77, 79], shows that

replacement of the apolar side chain with a polar, e.g., ether, moiety induces a

drastic change in the mesoscopic organization of the IL, as the typical polar–apolar

Fig. 4 Distance distribution
functions for [C8mim][BF4] (red
lines) and [C2mim][BF4] (blue
lines) at 1 atm and 10 katm
(dashed and continuous lines,
respectively) at 320 K for the
nitrogen–terminal methyl group
(CT) vector

Fig. 5 Small- and wide-angle
X-ray scattering data for
1-hexyl-3-methyl-imidazolium
bistriflamide ([C6mim][NTf2],
continuous red line) and
1-methoxyethoxymethyl-3-
methylimidazolium bistriflamide
([C1OC2OC1mim][NTf2],
dashed black line) at ambient
conditions Adapted from
Russina et al. [78] with
permission from The Royal
Society of Chemistry
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mutual segregation no longer takes place and instead a more homogeneous

structural organization is found. Figure 6 shows a further series of examples

including the dataset from Fig. 5, supporting this experimental evidence. In

particular, a comparison is shown between SWAXS data from 1-alkyl-3-

methylimidazolium ([NTf2], where alkyl = propyl, butyl, and hexyl) and the

equivalent salts bearing one (or two) oxygen atom(s) replacing one (or two)

methylene unit(s) (see figure caption for description). The scenario depicted in the

previously mentioned works is supported, in agreement with the computational

findings of Shimizu et al. [77]. Again, while with increasing alkyl chain length,

distinct development of a low-Q peak occurs, indicating the development of polar–

apolar differentiation, when the tail is polar, the enhanced interactions with other

polar moieties in the system (e.g., with the imidazolium ring, through either intra- or

intermolecular interactions) will remove the distinction between anion/cation head

and tail, leading to a much more mesoscopically homogeneous system.

5 Effect of fluorination

Recently, some of us introduced the concept of triphilicity to account for the

structural properties of complex ILs bearing, together with the conventional side

alkyl tail, also a fluorinated side chain [80]. Previously, related observations were

reported for the case of protic ILs bearing fluorinated tails with melting point above

room conditions by Greaves et al. [81]. The simultaneous coexistence of two

different kinds of incompatible and apolar moieties (e.g., alkyl and perfluoroalkyl)

can be expected to lead to a further level of structural complexity in the mesoscopic

organization of ILs in bulk state. This kind of ILs have been explored in the past by

means of MD [82–86], and the effect of fluorinated tails on the specific density,

diffusive and structural behavior assessed. In our recent paper, we explored a series

of aprotic ILs bearing a short side alkyl tail (typically an ethyl or methyl group) in

the cation and a longer (butyl) perfluorinated side chain in the anion [80]. These ILs,

Fig. 6 Small- and wide-angle X-ray scattering data for: left 1-alkyl-3-methyl-imidazolium bistriflamide
(alkyl = propyl, butyl, and hexyl) and right isoelectronic salts (with the same chain lengths) bearing one
or two oxygen atoms replacing methylene units, at ambient conditions

123

Top Curr Chem (Z) (2017) 375:58

Reprinted from the journal254



based on the {(trifluoromethyl)sulfonyl} {(nonafluorobutyl)sulfonyl} amide anion

(hereinafter denoted as [IM14]) [87], are presently attracting great attention: due to

their strongly asymmetric geometry, they show a very wide liquid-state range, with

low tendency to crystallize. Moreover, the existence of medium-length fluorinated

tails can lead to formation of fluorous domains, where fluorinated compounds might

easily dissolve in a nanostructured environment that might allow development of

separation and/or reactive processes with high potential impact. While the

compounds investigated in references [81] and [85] are protic and as such

characterized by an extended and quite rigid hydrogen-bonding (HB) network that

most likely adds a further driving force for mutual exclusion of fluorinated and alkyl

tails, the ILs reported by Russina et al. [80] tend to behave as ‘‘good ILs,’’ as

indicated by the Walden plot (of experimental data for log molar conductivity

versus log inverse viscosity) for this class of compounds [80]. In this case then,

there is no additional driving force for the orientation and mutual exclusion of alkyl

and perfluoroalkyl chains, apart from the nature of their mutual interactions. It is

noteworthy then that, even in this situation, the appearance of a low-Q peak

indicates the existence of polar–(fluorous)apolar alternation in these systems. As

shown by Russina et al. [80], this low-Q peak shows up only when the temperature

is decreased below ca. 220 K. Figure 7 shows the temperature dependence of the

SWAXS patterns for dimethylpyrrolidinium [IM14] ([pyr11][IM14]), showing that,

similarly to other related compounds (e.g., [C2mim][IM14] and [NEt4][IM14], see

Russina et al. [80]), at high temperature, the SAXS data do not show any indication

of polar–fluorous domain alternation (which would appear as a low-Q peak);

however, on decreasing the temperature, a peak shows up at ca. 0.45 Å-1, a position

where ILs bearing butyl chains (e.g., [C4mim][NTf2], see Russina et al. [49]) are

characterized by the presence of a distinct broad shoulder indicating segregation of

the alkyl tails. A detailed explanation for this behavior is not yet available, and we

are presently working to try to rationalize this puzzling phenomenology. Apart from

the above-mentioned differences between the samples studied by Shen et al. [81]

and Hettige et al. [85] and the present compounds based on the [IM14] anion, the

analysis conducted by Hettige et al. in [85] is very helpful for understanding the

Fig. 7 Small- and wide-angle
X-ray scattering data for
dimethylpyrrolidinium [IM14]
([pyr11][IM14]), as function of
temperature between 50 and
-100 �C. The vertical arrow
indicates the position of the
emerging low-Q peak with
decreasing temperature Adapted
from Russina et al. [80] with
permission from The Royal
Society of Chemistry
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nature of the structural correlations occurring at mesoscopic scales in this kind of

fluorinated ILs. In the present case, where essentially no alkyl chain is present in the

sample (as only two methyl groups are connected to the pyrrolidinium ring), one

does not expect to observe diffraction features related to segregation of alkyl tails.

Accordingly, the only kind of segregated domain that can be considered to be

responsible for the appearance of the peak at 0.45 Å-1 is that related to fluorinated

tails. Work is now in progress to rationalize the observation that such self-assembly

is observed only at low temperature. On the other hand, it will be of interest to

explore the nature of the SAXS patterns when considering fluorinated ILs bearing

an alkyl chain long enough to deliver a low-Q peak related to segregation of the

alkyl tails that are mutually excluded from the anion’s fluorinated ones. We have

already started such investigation, and Fig. 8 shows SWAXS data collected for a

series of [Cnmim][IM14] samples with varying side alkyl chain on the imidazolium

ring (specifically n = 2, 4, 8) at 20 �C. The presence of the low-Q peak is clearly

observed in the case of the octyl-based IL, lying however in the Q range

(*0.35 Å-1) where other ILs with 1-octyl,3-methylimidazolium cation (e.g.,

[C8mim][NTf2], see Russina et al. [49]) show their peak. This peak is therefore the

hallmark of the alkyl chain segregation, and no indication of mutual exclusion of

alkyl and fluorinated domains can be obtained from this room-temperature

dataset.Very recently a report from some of us shed some new light into this

puzzling phenomenology and we invite the interested reader to refer therein [88].

6 Binary mixtures of ethylammonium nitrate and alcohols: amphiphile
meets amphiphile

Above, we reported recent results obtained on the description and exploration of

neat ILs. One field that is attracting growing attention is that of binary mixtures

including an IL and molecular liquid. These mixtures are interesting as they allow

modulation of the properties of the resultant mixture without the need to discover

Fig. 8 Small- and wide-angle
X-ray scattering data for
1-alkyl,3-methylimidazolium
[IM14], with alkyl = ethyl,
butyl, and octyl, respectively
([C2mim][IM14],
[C4mim][IM14], and
[C8mim][IM14], respectively), at
20 �C
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new compounds. Driven by several analogies between protic ionic liquids (PILs),

such as ethylammonium nitrate (EAN), and linear alcohols, we undertook an

exploration of mixtures of these compounds. PILs are generated by proton exchange

between a Brønsted acid and base. As a consequence, hydrogen bonding (HB) plays

an important role in determining several properties of this class of compounds, due

to the presence of an extended HB network in the bulk structure [89]. Furthermore,

PILs show the characteristic polar–apolar structural differentiation, for which the

low-Q peak in X-ray/neutron diffraction patterns is a hallmark [35, 38, 90, 91].

These features nicely resemble analogous properties of linear alcohols, whose

amphiphilicity induces segregation between the HB moieties into domains

embedded in an apolar matrix, leading to the appearance of a low-Q peak with

features very similar to those observed for ILs [12, 13]. Accordingly, driven by the

common observation that polar compound(s) would preferentially dissolve in the

IL’s polar domain and, correspondingly, apolar compounds would homogeneously

distribute into the IL’s apolar domain [20, 92], we undertook structural exploration

of mixtures of EAN with linear alcohols, expecting a simple structural repartition of

alcohol in such a way that the alkyl tails would be embedded in EAN’s apolar pools

and the alcohol’s hydroxyl group would simply interact with the charged moieties

through HB interactions. Such a structural scenario would then imply a rather

homogeneous organization of guest and host compounds, without the occurrence of

specific effects such as phase separation. On the other hand, existing evidence

indicates that such mixtures might not behave as simply as this picture might

suggest: EAN–octanol mixtures are well known to show a liquid–liquid equilibrium

with upper consolute point at 315.2 K [93, 94]. Longer alcohols are immiscible with

EAN at ambient conditions. Analogously, indications of complex structural

reorganization phenomena in mixtures of linear alcohols and other, aprotic ILs

are also known (see, e.g., [94–98]). The first structural study highlighting the

existence of nanoscale heterogeneities in EAN–alcohol mixtures dates to 2011,

when Greaves et al. reported SWAXS data from a series of PILs with selected linear

alcohols (from ethanol to butanol) [99]. In 2014, some of us reported the first

exploration of joint X-ray and neutron diffraction patterns from EAN–methanol

mixtures, where the existence of an excess low-Q scattering feature could be clearly

Fig. 9 Small-angle X-ray
scattering data for EAN–
methanol mixtures as function of
the EAN molar fraction at
ambient conditions Adapted
with permission from Russina
et al. [100] copyright (2014)
American Chemical Society
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appreciated [100]. Such excess scattering in the SAXS patterns occurred at lower

Q values than those characteristic for the low-Q peak in either EAN or methanol and

could be detected only in a restricted concentration window. Figure 9 shows

selected SAXS data for EAN–methanol mixtures at ambient conditions as a function

of the EAN molar fraction. It appears that, upon adding methanol to neat EAN (dark

short dashed line), a progressive increase in the low-Q limit is observed, reaching a

maximum at ca. 10 % EAN. Such a feature indicates the development of density

fluctuations on the spatial scale of several ångströms in mixtures that appear

otherwise macroscopically homogeneous. Joint modeling of energy-dispersive

X-ray diffraction (EDXD) and neutron diffraction (ND) patterns using the empirical

potential structural refinement (EPSR) approach led to an atomistic-level descrip-

tion of the morphology of these systems, and we could conclude that methanol-rich

mixtures are characterized by the presence of ionic species clusters that are not

efficiently solvated by the excess methanol [100].

The existence of complex morphology in EAN–alcohols (as well as other PILs–

alcohol) mixtures was confirmed by a series of subsequent experimental studies

using small-angle X-ray scattering techniques. Jiang et al. reported SAXS data from

EAN mixed with ethanol, butanol, and hexanol [101], highlighting the existence of

a large low-Q excess resembling the observations made for EAN–methanol. In that

paper, the authors accounted for these features by assuming the occurrence of self-

assembly phenomena involving the alcohols, which led to the formation of micelles

and/or microemulsion-like aggregates. However, this model was not substantiated

by a quantitative fit in the original paper. Recently, some of us reported related

SAXS data from binary mixtures of EAN and n-pentanol as a function of

concentration and temperature [102]. While the concentration dependence of the

SAXS patterns resembles the behavior reported previously for related EAN–alcohol

mixtures, the temperature dependence of the SAXS patterns of these mixtures was

not described earlier. A related study by Bonetti and coworkers described the

temperature dependence of the small-angle neutron scattering (SANS) pattern from

EAN–deuterated octanol in the vicinity of the critical point for this mixture [103].

Presumably, for contrast reasons, the SAXS dataset reported by Schroer et al. [102]

shows more clearly the large increase of the low-Q excess scattering with

Fig. 10 Small-angle X-ray
scattering data for EAN–n-
pentanol mixture (XEAN = 0.5)
as function of temperature
between 313 and 193 K Adapted
with permission from Schroer
et al. [102] copyright (2016)
American Chemical Society
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decreasing temperature, approaching the supposed-to-be liquid–liquid equilibrium

(LLE) point (Fig. 10). Unfortunately, the EAN–pentanol mixture at the chosen

concentration demixes into two phases before providing clear evidence of the

existence of a LLE. However, the observed trend could be well described in terms of

an Ornstein–Zernike contribution related to density fluctuations whose size

drastically increases with decreasing temperature. Recent neutron scattering results

presented by Murphy and coworkers on propylammonium nitrate (PAN)–octanol

mixtures tend to identify weakly structured aggregates of alcohol in the IL [104]. In

that work, the role of the polar–apolar segregated nanostructure in PAN is

highlighted as enabling self-assembly of octanol. We observe that, while this model

might account for experimental observations for the mentioned system, it does not

seem to be able to provide a description for the EAN–methanol situation, for which

low-Q excess scattering is observed in a concentration window where no

nanostructuring associated with EAN’s polar–apolar alternation can be detected

(see Fig. 9, where no indication of a low-Q peak can be found at EAN molar

fraction of 0.1, where the low-Q excess is maximum). Accordingly, we believe that

a more articulated structural model needs to be developed to account for the highly

structured morphology in EAN–alcohol mixtures.

In an attempt to further explore this phenomenology, we recently collected a

detailed SANS dataset on a related system, namely an EAN–n-butanol mixture at

EAN molar fraction of 0.5 [102, 105]. Taking advantage of selective deuteration, we

obtained SANS datasets for EAN–butanol mixtures with the following deuterations:

(a) d8–d10, (b) h8–d10, (c) d3–d10, and (d) d8–d10. The corresponding SANS

datasets are plotted in Fig. 11 (note that dataset a for d8–d10 is multiplied by a

factor of three), together with SAXS data collected on an unsubstituted mixture (this

dataset is multiplied by a factor of 10 for the sake of clarity). Apart from the d8–d10

sample, which showed no coherent scattering, all the other datasets are character-

ized by distinct low-Q scattering. Figure 11 shows a joint fit of the whole datasets,

leading to the continuous lines that represent an Ornstein–Zernike (O–Z) term:

I(Q) = I0/(1 ? Q2n2), where the parameter n, representing the characteristic size of

Fig. 11 Small-angle neutron
and X-ray scattering data for
EAN–n-butanol mixture
(XEAN = 0.5). SANS data are
for samples with the same
nominal composition but
different isotopical substitution
(see text for details). SAXS data
were collected from a sample
with natural isotopic
composition and are shifted
vertically for the sake of clarity
Adapted with permission from
Russina et al. [105] copyright
(2017) American Chemical
Society
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density fluctuations responsible for the low-Q scattering, was kept constant for the

four datasets. The fit also included a variable background to account for incoherent

scattering in the mixtures with different deuterium/hydrogen ratios and a variable

parameter I0 to account for the different contrast of the structural heterogeneities

with respect to the matrix. In the case of the SAXS dataset, a Gaussian term was

also included to account for the diffraction feature centered at ca. 0.5 Å-1, which is

the hallmark of the polar–apolar alternation in this mixture. As can be appreciated,

the joint fit is of excellent quality and describes the four different scattering datasets

in terms of a unique characteristic size of n = 4 Å for the density fluctuations. This

finding provides further confirmation of the nature of the structural heterogeneities

that are responsible for the low-Q excess scattering, especially if one considers that

previous studies on EAN–n-pentanol showed that, when decreasing the temperature,

the O–Z behavior can account for the structural evolution over a wide temperature

range.

7 Conclusions

The mesoscopic organization in ionic liquids is far from being spatially

homogeneous. While this has already been confirmed using both experimental

and computational tools, several aspects of the highly hierarchical nanoscale

construction in these systems remain to be explored and assessed. One can envisage

that powerful tools such as small (as well as ultra small)-angle X-ray and neutron

scattering techniques will turn out to be fundamental to access those structural

features extending above the nanometer scale. On the other hand, these efforts are

fully justified by the enhanced potential of such a class of compounds whose

morphology offers so many variations. While understanding of neat ILs is

approaching a satisfactory level and it can be said that state-of-the-art simulations

can efficiently reproduce experimental datasets, we identify binary (or more)

systems based on ILs as a new frontier where unexpected phenomenology can be

discovered leading to unpredictable applications of these materials [105].
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45. Martinelli A, Marechal M, Östlund Å, Cambedouzou J (2013) Phys Chem Chem Phys 15:5510

46. Nayeri M, Nygård K, Karlsson M, Maréchal M, Burghammer M, Reynolds M, Martinelli A (2015)

Phys Chem Chem Phys 17:9841

47. Triolo A, Russina O, Fazio B, Triolo R, Di Cola E (2008) Chem Phys Lett 457:362

48. Gontrani L, Russina O, Lo Celso F, Caminiti R, Annat G, Triolo A (2009) J Phys Chem B 113:9235

49. Russina O, Triolo A, Gontrani L, Caminiti R, Xiao D, Hines LG Jr, Bartsch RA, Quitevis EL,

Pleckhova N, Seddon KR (2009) J Phys Condens Matter 21:424121

50. Triolo A, Russina O, Fazio B, Appetecchi GB, Carewska M, Passerini S (2009) J Chem Phys

130:164521

51. Russina O, Gontrani L, Fazio B, Lombardo D, Triolo A, Caminiti R (2010) Chem Phys Lett

493:259

123

Top Curr Chem (Z) (2017) 375:58

Reprinted from the journal 261



52. Bodo E, Gontrani L, Caminiti R, Plechkova NV, Seddon KR, Triolo A (2010) J Phys Chem B

114:16398

53. Macchiagodena M, Gontrani L, Ramondo F, Triolo A, Caminiti R (2011) J Chem Phys 134:114521

54. Russina O, Triolo A (2012) Faraday Discuss 154:97

55. Russina O, Triolo A, Gontrani L, Caminiti R (2012) J Phys Chem Lett 3:27
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Abstract Economical and environmental concerns are the main motivations for

development of energy-efficient processes and new eco-friendly materials for the

capture of greenhouse gases. Currently, H2S capture is dominated by physical and/

or chemical absorption technologies, which are, however, energy intensive and

often problematic from an environmental point of view due to emission of volatile

solvent components. Ionic liquids have been proposed as a promising alternative to

conventional solvents because of their low volatility and other interesting proper-

ties. The aim of the present review paper is to provide a detailed overview of the

achievements and difficulties that have been encountered in finding suitable ionic

liquids for H2S capture. The effect of ionic liquid anions, cations, and functional

groups on the H2S absorption, separation, and oxidation are highlighted. Recent

developments on yet scarcely available molecular simulations and on the devel-

opment of robust predictive methods are also discussed.

Keywords Hydrogen sulfide capture � Oxidation � Ionic liquids � Acidic gases

1 Introduction

Since the Industrial Revolution, the effects of human processes such as fossil-fuel

burning, urban expansion, deforestation and the use of chemicals, have determined

the onset of several environment concerns going from air–water–soil pollution,

resource depletion, and the loss of biodiversity. Unfortunately, prior to the 1960s
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and 1970s, these problems have attracted relatively little attention from the public,

media, and governments. However, during the last two decades, not only the

environment consciousness is inbuilt, at least in a part of the world population, but

also the interest is slowly shifted from local to wider, national and global issues.

Beginning from 1970, the planet is undergoing rapid changes: the world’s

population has almost doubled, and the rates of energy consumption and resource

depletion have increased alarmingly, becoming progressively clearer that many of

the Earth’s resources are not limitless. Utilization or combustion of fossil fuels for

electricity, heat, and transportation has determined a parallel increase in acid gases

emission: these activities represent indeed today the largest source of CO2, SO2, and

H2S, although in the case of H2S also natural sources (e.g., volcanoes, natural gas

wells, sulfur springs) and other industrial activities (e.g., pulp and paper mills,

tanning industry, large pig farms, Portland cement kilns, municipal waste landfills,

coke ovens, asphalt production and storage, and geothermal power plants)

contribute [1].

In the past, oil or gas wells containing significant amounts of acid impurities were

considered unprofitable. However, with the depleting number of potential reservoirs

and with increasing oil and gas demands, nowadays, also these sites have been

included in the valuable sources of energy, and wet scrubbing processes employing

liquid absorbents represent the most widely applied method of reducing the

emission of acidic gases from a controllable source [2].

In the last few years, industrial and academic research has been focalized mainly

on the development of new CO2 removal technologies, this compound being the

principal contaminant found in natural gas and the major contributor for the global

greenhouse gas emissions [3]. However, hydrogen sulfide is an undesirable

compound being highly toxic and corrosive for transmission pipelines and process

equipment and the improvement of selective removal processes is equally desirable.

Traditionally, two types of liquid solvents are used for this purpose: solvents able

to capture acidic gases by physical sorption (e.g., 1-methyl-2-pyrrolidone, sulfolane,

propylene carbonate, dimethylsulfoxide, polyethylene glycol dimethyl ethers, etc.),

and solvents able to trap gases by chemical sorption (e.g., ethanolamine, N-

methyldiethanolamine, tert-butylaminoethoxyethanol, etc.). Physical solvents can

be applied advantageously when partial pressure of the acid-gas components in the

feed gas is high (typically, [50w). Their loading capacity increases indeed

proportionally with the acid gas partial pressure, in agreement with Henry’s law and

under specific conditions (high partial pressure and low temperature) they can be

competitive with chemical solvents: in principle, their loading capacity is not

limited by the stoichiometry. Furthermore, physical solvents can be easily

regenerated through pressure and temperature swing: in some processes the

interaction between absorbed gas and the absorbent is so weak (i.e., Fluor solvent

process) that no heating is required and the solvent is regenerated by vacuum

flashing or by stripping with inert gas. However, physical solvents tend to absorb

heavier hydrocarbons and this is a disadvantage if the acid gas is fed to a Claus plant

for sulfur recovery.

In contrast, solvents able to trap gases by chemical sorption (in particular, the

above-mentioned amines), exhibit high load for sour gases, especially in the low-
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pressure range. The involved chemical reactions are reversible and, even in this

case, it is possible to regenerate the solvent by changing temperature and pressure.

However, the desorption process is highly energy intensive and the volatilization of

organic amines can occur with dangerous effects for the environment. Moreover,

amines are generally used in water: transfer of water into the gas stream during the

desorption stage and degradation of alkanolamines in this environment to corrosive

by products represent further disadvantages, which make these processes econom-

ically expensive [4].

In conclusion, physical solvents are generally useful in bulk-removal processes

which are, however, followed by a final clean-up using a chemical solvent since

only these latter are able to achieve the H2S limit specified for sales gas. It is

noteworthy that for gas containing low amounts of H2S it is sometimes considered

more economically appealing the use of scavenger solvents or solid agents. In such

processes, the compound reacts chemically through an irreversible reaction with the

H2S and is consumed in the sweetening process, requiring the sweetening agent to

be periodically replaced [5].

Related to the sulfur recovery, the Claus process is presently the most widely

used method. However, for the process to work efficiently, the acidic gases entering

the process must have a high H2S/CO2: i.e., H2S concentration should be not less

than 55%. Therefore, when the acid gas trapped by the above-mentioned gas

treating systems is poor in H2S, it is advantageous to ‘‘enrich’’ the mixture by

contacting it with a second solvent, having the important role of absorbing

essentially all H2S from the acidic gases mixture. The enriching process can often

raise the H2S concentration by a factor of five or more, however, the selectivity of

industrially amine-based solvents used for this purpose is not high enough when

H2S concentration in the acid gas mixture is too low. Consequently, it is very

challenging to find alternative processes both for H2S capture and sulfur recovery.

The substitution of conventional physical solvents or alkanolamine solutions with

ionic liquids, ILs, for the acid gases capture from flue and post combustion gases, as

well as in the challenging gas separation and purification processes, represent

research areas of increasing interest [6]. Investigated, starting from the end of last

century, mainly as green solvents due to some of their unique properties (such as

negligible vapor pressure, ease of separation from molecular organic solvents and

water, high solvent power and chemical compatibility with many components) [7],

ILs have shown more recently their potentiality for application in challenging

research areas of chemistry and chemical engineering [8–12]. Similar to inorganic

salts, ILs are composed exclusively of a cation (generally, an organic cation such as

imidazolium, pyridinium, and ammonium) and a polyatomic anion (such as

hexafluorophosphate, tetrafluoroborate, bis(trifluoromethyl)sulfonylimide and

dicyanamide). However, unlike conventional salts, their melting points are normally

below 100 �C. Moreover, through an accurate selection of cation and anion, it is

possible to modify all the physico-chemical properties: it is noteworthy that each IL,

even a simple one such as dialkylimidazolium chloride or bromide, is generally a

complex three-dimensional dynamic structure with polar and apolar regions

containing several sites able to specifically interact with guest molecules [13].
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ILs have been largely investigated for capture and separation of acidic gases and

reliable experimental data on gas solubilization together with correlation/model

have been reported especially for CO2: several comprehensive reviews have already

been published on this topic [14–19], including also a recent critical review having

the important aim of dispelling some mythos about CO2 solubility in ILs [20]. The

present paper is instead focused on capture and separation of H2S, mainly centering

on the research related to H2S absorption, separation, and oxidation. Data about

physical, chemical, and oxidative absorption are analyzed and discussed at the light

of the proposed mechanisms and computational studies are also included.

1.1 Capture and Separation by Physical and/or Chemical Absorption

In the last 10 years, several studies have been carried out to evaluate the ability of

common or functionalized ILs to capture H2S by physical absorption, considering

also its mixtures with other acidic gases. In Fig. 1 are reported the structures of the

investigated ILs and in Table 1 are collected some H2S solubilities values. Since

these measurements have been carried out using different techniques (microbal-

ances, static high-pressure equipment, NMR) under non-identical conditions

(temperature and pressure), we decided to report for each IL the values at the

limit temperatures (the lowest and highest at which measurements were carried out)

and, for each temperature, the values at the limit pressures (lowest and highest).

Furthermore, since gas solubility is often expressed in literature in several different

ways, making the comparison sometimes difficult, gas solubilities have been

reported as molar fraction and weight%. We retain indeed that the molar fraction

can give information about the absorption mechanism at molecular level but the

weight% can be useful to compare the efficiency of different ILs, as well as to

compare ILs and molecular solvents, considering the high molecular weights

characterizing many ILs.

The Henry’s law constants at zero pressure, KH, are given in Table 2, where the

Gibbs free energy of solvation, enthalpy, and entropy of solvation, are also reported.

It is noteworthy that DsolH and DsolS values are negative for all absorbents at any

temperature, showing, however, a non-homogeneous behavior with temperature

increase.

Starting from the pioneering work of Jou and Mather [21–24], reporting the

solubility of H2S in [bmim][PF6] at temperatures ranging from 298.15 to 403.15 K

and pressures up to 9.6 MPa, this IL, despite its viscosity and moderate stability in

the presence of humidity, has been employed in different investigations and its H2S

capture ability has been compared with that of other ILs. Jalili et al. have indeed

reported [25, 26] the solubility of H2S in [C4mim][PF6], [C4mim][BF4], and

[C4mim][Tf2N], at temperatures ranging from 303.15 to 343.15 K and pressures up

to 1 MPa and, subsequently, in [C6mim][PF6], [C6mim][BF4], and [C6mim][Tf2N]

[27] including also, more recently, [C8mim][Tf2N] [28]. By the comparison of the

experimental data arising from these studies (Henry law constants and Gibbs free

energy, Table 2), the authors claim that H2S solubility in [Cnmim][Tf2N] ILs

increases as the number of carbon atoms in the alkyl substituent of methylimida-

zolium cation, n, increases, attributing this effect to the increased free volume:
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molar density decreases indeed on going from [C2mim][Tf2N] to [C8mim][Tf2N].

Therefore, with the aim to further decrease IL molar density, the solubility of CO2

and H2S has been evaluated [29] also in a less common IL, 1-ethyl-3-methylim-

idazolium tris(pentafluoroethyl)trifluorophosphate ([C2mim][eFAP]), showing that

Fig. 1 Investigated ILs for H2S capture
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Table 1 ILs H2S absorption ability

Cation Anion T/K P/bar H2S molar

fraction

H2S

weight%

Method

C4mim BF4 303.15 0.61 0.039 0.018 ISM[17a]

303.15 7.36 0.354 0.224

343.15 1.12 0.030 0.014

343.15 8.13 0.227 0.124

C4mim PF6 298.15 0.69 0.046 0.57 WM[16a]

298.15 21.2 0.875 45.64

313.15 1.15 0.056 0.71

313.15 28.9 0.853 14.84

403.15 1.32 0.016 0.19

403.15 96.3 0.643 8.82 ISM[17a]

303.15 1.65 0.075 0.96

303.15 8.26 0.405 4.48

333.15 1.37 0.044 0.55

333.15 10.11 0.285 4.56

C4mim Tf2N 303.15 0.944 0.07 0.04 ISM[17a]

303.15 8.26 0.51 7.80

343.15 1.46 0.051 0.43

343.15 9.16 0.299 3.35

C2mim PF6 333.15 1.45 0.038 0.52 ISM[16c

333.15 15.8 0.359 4.23

363.15 1.72 0.032 0.44

363.15 19.33 0.306 5.54

C2mim Tf2N 303.15 0.944 0.07 0.04 ISM[16c]

303.15 8.26 0.51 0.32

343.15 1.46 0.051 0.47

343.15 9.16 0.299 3.58

C6mim BF4 303.15 1.11 0.072 1.03 ISM[16b]

303.15 8.73 0.499 6.64

343.15 1.87 0.06 0.06

343.15 10.7 0.345 6.60

C6mim PF6 303.15 1.38 0.067 0.78 ISM[16b]

303.15 9.17 0.441 7.93

343.15 2.2 0.05 0.04

343.15 9.57 0.247 3.46

C6mim Tf2N 303.15 0.685 0.0539 0.43 ISM [19]

303.15 15.43 0.7012 15.16

353.15 1.07 0.0368 2.55

353.15 20.17 0.4922 6.88

C8mim PF6 303.15 0.845 0.0672 8.06 ISM[16d]

303.15 15.75 0.6972 18.74

353.15 1.239 0.0463 0.48

353.15 19.226 0.4672 8.07
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Table 1 continued

Cation Anion T/K P/bar H2S molar

fraction

H2S

weight%

Method

C8mim Tf2N 303.15 0.935 0.0807 0.66 ISM[19]

303.15 15.087 0.7355 17.48

353.15 1.343 0.063 0.51

353.15 16.869 0.5181 7.57

C2OHmim BF4 303.15 1.36 0.039 0.64 ISM[34]

303.15 10.27 0.247 4.97

353.15 1.65 0.02 0.02

353.15 10.47 0.126 2.24

C2OHmim PF6 303.15 1.336 0.047 0.65 ISM[35]

303.15 15.08 0.462 10.25

353.15 1.828 0.0347 0.48

353.15 16.83 0.261 4.49

C2OHmim Tf2N 303.15 1.562 0.0798 0.72 ISM[35]

303.15 15.45 0.572 10.06

353.15 2.192 0.0575 0.51

353.15 16.34 0.347 4.26

C4mim Cl 298.15 14 0.86 54.52 NMR[28]

358.15 14 0.87 56.63

C4mim BF4 298.15 14 0.79 36.19

C4mim TfO 298.15 14 0.78 29.53

C4mim PF6 298.15 14 0.72 25.49

C4mim Tf2N 298.15 14 0.77 21.39

C2mim Tf2N 298.15 14 0.81 27.08

M1,2E3im Tf2N 298.15 14 0.82 27.67

C4M’py Tf2N 298.15 14 0.85 30.99

phCH2Py Tf2N 298.15 14 0.84 28.45

C4mim Tf2N 298.15 14 0.77 21.39

C4py Tf2N 298.15 14 0.89 39.86

BzMPyrr Tf2N 298.15 14 0.9 40.21

BDmim Tf2N 298.15 14 0.79 22.83

N112,EtOH Tf2N 298.15 14 0.74 19.60

N114,EtOH Tf2N 298.15 14 0.73 17.78

C2mim CH3COO 293.15 0.014 0.111 2.44 EQ[31]

293.15 3.208 0.510 17.25

333.15 0.49 0.103 2.25

333.15 3.229 0.376 10.77

C2mim CH3CH2COO 293.15 0.011 0.160 3.40

293.15 3.167 0.587 20.82

333.15 0.109 0.131 2.71

333.15 3.239 0.383 10.30
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[C2mim][eFAP] has an increased affinity for CO2 and H2S, at least when compared

to other unfunctionalized [C2mim]-based ILs. However, this effect is moderate and

less relevant that in the case of CO2. Consequently, although at fixed temperature

and pressure the amount of dissolved H2S is more than twice the amount of CO2, the

selectivity in this IL decreases with respect to other ILs. Furthermore, considering

the high molecular weight of this IL, when H2S solubility is expressed in terms of

Table 1 continued

Cation Anion T/K P/bar H2S molar

fraction

H2S

weight%

Method

C2mim L-lactate 293.15 0.078 0.120 2.27

293.15 3.205 0.489 14.01

333.15 0.131 0.313 7.20

333.15 3.216 0.325 7.58

C4mim CH3COO 293.15 0.001 0.0739 1.35

293.15 3.219 0.578 19.06

333.15 0.008 0.0676 1.23

333.15 3.415 0.442 11.99

C6mim CH3COO 293.15 0.003 0.122 2.05

293.15 3.236 0.609 19.01

333.15 0.006 0.089 1.45

333.15 3.267 0.476 12.04

C2mim (C2F5)3PF3 303.15 0.604 0.0385 0.25 ISM[20]

303.15 13.957 0.592 8.22

353.15 0.781 0.0219 0.14

353.15 19.415 0.427 4.40

C4mim Br 299.1 1 0.030 0.48 WM[29]

(CH2OH)2CH3NH (MDEAH) CH3COO 303.2 0.097 0.030 0.69 EQ[37]

303.2 1.179 0.1618 4.17

333.2 0.129 0.0095 0.22

333.2 1.182 0.0969 2.36

(CH2OH)2CH3NH (MEDAH) HCO2 303.2 0.101 0.0103 0.26

303.2 1.1 0.0807 2.14

333.2 0.141 0.0061 0.15

333.2 1.129 0.0427 1.10

(CH3)2(CH2OH)NH (DMEAH) CH3COO 303.2 0.045 0.0158 0.40

303.2 1.108 0.2085 6.24

333.2 0.08 0.0106 0.27

333.2 1.052 0.0773 2.07

(CH3)2(CH2OH)NH (DMEAH) HCO2 303.2 0.062 0.0116 0.33

303.2 1.03 0.1189 3.66

333.2 0.089 0.0065 0.18

333.2 1.042 0.052 1.52

ISM isochoric saturation method, WM weight method, NMR medium-pressure NMR spectroscopy, EQ

equilibrium method
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Table 2 Thermodynamic properties of H2S in ionic liquids

Cation Anion T/K KH/

MPa

DG/
KJ mol-1

DH/
KJ mol-1

DS/
(KJ mol-1 K-1)

Method

C4MIM PF6 303.15 1.86 7.37 -14.5 -72.2 ISM[17b]

343.15 3.38 10.0 -12.0 -64.2

298.15 1.43 6.59 -16.3 -76.9 ISM[16a]

403.15 8.01 – – –

BF4 303.15 1.55 6.91 -12.9 -65.5 ISM[17b]

343.15 3.34 10.0 -13.2 -67.6

Tf2N 303.15 6.51 6.51 -13.0 -64.3

343.15 9.31 9.31 -16.6 -75.6

C2MIM EtSO4 303.15 6.07 4.54 -12.0 -54.5 WM[16a]

353.15 13.3 7.59 -16.2 -67.3

C2MIM PF6 333.15 3.74 10.0 -11.9 -65.9 ISM[16c]

363.15 5.29 12.0 -11.2 -63.9

Tf2N 303.15 1.48 6.79 -15.0 -71.8

353.15 3.16 10.1 -11.7 -62.0

HOC2MIM BF4 303.15 3.13 8.68 -22.9 -104 ISM[34]

353.15 7.95 12.9 -10.6 -66.4

PF6 303.15 0.754 5.10 -12.5 -58.0 ISM[35]

353.15 1.40 7.73 -8.92 -47.2

Tf2N 303.15 0.771 5.15 -15.2 -67.3

353.15 1.50 7.95 -13.1 -59.6

TfO 303.15 0.533 4.22 -11.7 -52.6

353.15 1.17 7.23 -16.7 -67.6

C6MIM BF4 303.15 1.25 6.37 -15.1 -70.9 ISM[16d]

343.15 2.57 9.26 -15.9 -73.4

PF6 303.15 1.79 7.27 -15.0 -73.4

343.15 3.97 10.5 -19.7 -87.9

Tf2N 303.15 1.74 7.20 -16.4 -77.8

343.15 4.06 10.6 -20.6 -90.7

C6MIM Tf2N 303.15 1.25 6.35 –15.5 –71.9 ISM[19]

353.15 2.86 9.84 –14.1 –67.7

C8MIM Tf2N 303.15 0.99 5.47 –13.3 –63.1

353.15 1.95 8.18 –11.4 –57.1

PF6 303.15 1.22 6.44 -13.55 -65.97 ISM[16d]

353.15 2.55 9.55 -10.97 -58.10

C2MIM Ac 293.15 0.092 – – – EQ[31]

333.15 0.259 – – –

Pro 293.15 0.067 – – –

333.15 0.249 – – –

Lac 293.15 0.111 – – –

333.15 0.350 – – –
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W%, the efficiency results moderate, large amount of this IL are indeed necessary to

capture H2S.

[C4mim][PF6] [30] and, subsequently, [C4mim][MeSO4] [31] have also been

employed by Shiflett et al. to investigate the separation of H2S/CO2. Using

thermodynamic models based on equations of state (EOS, previously applied for

refrigerant/lubricant oil mixtures [32] and to examine the solubility of acidic gases

in ILs [33–35]), the authors evidence a significant increase in the CO2/H2S

selectivity (from 3.7 to 13.5) on going from [C4mim][PF6] to [C4mim][MeSO4],

which was generically attributed to the strong chemical absorption of H2S in the

latter medium. Nonetheless, the same authors state that [C4mim][MeSO4] might still

not be the best choice for the gaseous separation and/or capturing of CO2 and H2S.

Although bis(trifluoromethyl)sulfonylimide and, more extensively fluorinated

anions, are probably the negatively charged species that can guarantee the lower

anion-cation interaction [36], and therefore the higher free volume, the structural

features of H2S (its acidity and hydrogen bond donor ability) should favor

dissolution also in ILs having more coordinating anions, even though these ILs

have surely lower free volumes. Actually, when the solubility of H2S was

evaluated [37] in a series of [C4mim]-based ILs with different anions (Cl-, BF4
-,

PF6
-, TfO- and Tf2N

-) and in a series of [Tf2N]-based ILs with different cations,

i.e., N-alkyl-N-methylimidazolium, 2-methyl-N-methyl-N-alkylimidazolium, N-

alkylpyridinium, N-butyl-N-methylpyrrolidinium and N-alkyl-N,N-dimethyl-N-(2-

hydroxyethyl)ammonium at 298.15 K and 1.4 MPa using medium-pressure NMR

spectroscopy, it was evidenced that not only the observed H2S solubilities were

significantly higher than those reported for many other gases in ILs, but values

suggested the occurrence of specific interactions between H2S and some of the

Table 2 continued

Cation Anion T/K KH/

MPa

DG/
KJ mol-1

DH/
KJ mol-1

DS/
(KJ mol-1 K-1)

Method

C4MIM Ac 293.15 0.070 – – –

333.15 0.188 – – –

HMIM Ac 293.15 0.072 – – –

333.15 0.170 – – –

C2MIM FAP 303.15 0.850 5.372 -14.8 -66.5 ISM[20]

353.15 1.952 8.695 – –

MDEAH Ac 303.2 0.55 4.3 -25.9 -100 EQ[37]

333.2 1.39 7.3 – -100

For 303.2 1.15 6.2 -19.7 -85

333.2 2.32 8.7 – -85

DMEAH Ac 303.2 0.35 3.2 -29.7 -108

333.2 1.02 6.4 – -108

For 303.2 0.59 4.5 -24.1 -94

333.2 1.39 7.3 – -94
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examined ILs. In particular, an extremely high solubility was observed in

[C4mim]Cl, where the small and highly coordinating anion is able to give strong

hydrogen bond interactions, as discussed in detail below (computational section).

Probably, the recently shown [38] ability of [C4mim]Br to separate through a

selective absorption H2S–CO2, and to solubilize H2S better than commercial

available MDEA-based solvents, can be attributed to the hydrogen bond donor

ability of the bromide anion. Analogously, bromide anion plays an important role

also when the caprolactam-tetrabutyl ammonium bromide mixtures have been used

to solubilize H2S at temperature ranging from 303.2 to 363.2 K and atmospheric

pressure [39]. The solubility of H2S in these media (caprolactame-tetrabutylam-

monium bromide, 1:1 mol ratio) was around 5.40% at 303.2 K and ambient

pressure but decreased sharply as temperature increase and increases with the

increasing mole ratio of caprolactam. It is moreover noteworthy that although in this

case the absorption and desorption of H2S has been reported as a practically

reversible process using air, hydrogen sulfide can be oxidized in situ to elemental S:

this latter reaction could facilitate the hydrogen sulfide recover.

On the other hand, the effect of ILs based on more basic hydrogen bond acceptor

anions has been recently reported [40] by Huang, investigating the solubility of H2S

in five 1-alkyl-3-methylimidazolium carboxylates ionic liquids (1-ethyl-3-

methylimidazolium acetate ([C2mim][AcO]), 1-ethyl-3-methylimidazolium propi-

onate ([C2mim][PrO]), 1-ethyl-3-methylimidazolium lactate ([C2mim][Lac]),

1-butyl-3-methylimidazolium acetate ([C4mim][AcO]), and 1-hexyl-3-methylimi-

dazolium acetate ([C6mim][AcO]) at temperatures from 293.15 to 333.15 K and

pressures up to 350 kPa. It is noteworthy that all these ILs, despite the strong anion–

cation interactions, have significantly larger absorption capacities for H2S than most

of the common ILs. Moreover, as expected, solubility of H2S increases with the

increasing pressure and decreases with the increasing temperature. However, the

absorption isotherms of H2S in all the five carboxylate-based ILs show typically

non-ideal profiles: solubility rises dramatically with pressure in the low-pressure

region and increases gradually and almost linearly in the high-pressure region. This

behavior has been attributed to the ability of carboxylate-based ILs to give not only

physical absorption but also to chemically trap H2S. The carboxylate-based ILs are

good hydrogen bond acceptor solvents (they are characterized by high Kamlet–Taft

b values) [41] and their basic anions can interact with H2S, that has acidic and active

protons, through acid–base interactions as well as through the formation of

hydrogen bonds. Related to the ability of carboxylate anions to give acid–base

interactions, it is noteworthy that recently the inherent relationship between the

selective absorption performance and ILs alkalinity has been investigated using a

series of substituted benzoate-based ILs [42]. These salts present indeed the

peculiarity that the alkalinity can be easily tuned through grafting appropriate

substituents (electron-donating or electron-withdrawing) to the benzene ring. A

good correlation between acidic gases solubility (not only H2S, but also SO2 and

CO2 were investigated) and IL alkalinity was found showing the importance of this

parameter and providing a more rational support for the future design of ILs with

not only high absorption capacity but also high selectivity.
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Although the hydrogen bond acceptor ability is generally a property strongly

related to the IL anion, it is also possible to insert on cation-specific functional

groups that can directly interact with the dissolved species. In the specific field of

functionalized ILs, in 2010 Jalili et al. reported [43] the solubilities and diffusion

coefficients of H2S and CO2 in 1-(2-hydroxyethyl)-3-methylimidazolium tetraflu-

oroborate, [HOC2mim][BF4], at temperatures ranging from 303.15 to 353.15 K and

pressures up to 1.1 MPa. Even if also in this medium the solubility and diffusion

coefficient of H2S are greater than those of CO2, indicating that this solvent could be

used for separation of these two gases from each other, solubility of both gases is

here lower than in conventional unfunctionalized ILs, [C4mim][BF4], and

[C6mim][BF4]. Moreover, absorptions in [HOC2mim][BF4] follow both for CO2

and H2S the Henry’s law and, therefore, this IL has been classified as a physical

sorption trapping solvent. The reduced solubility of both gases in this medium with

respect to unfunctionalized ILs is probably due to the ability of the hydroxyl group

attached on the alkyl chain in cation to increase the cation–cation and cation–anion

interactions, so increasing density and decreasing void volume, without significantly

affecting the ability of the medium to interact chemically with acidic gases. In

agreement with the expected correlation between density and solubility, when the

dissolution of H2S and CO2 was investigated [44] in a series of 1-(2-hydroxyethyl)-

3-methylimidazolium-based ILs containing different anions (PF6
-, TfO-, Tf2N

-), it

was evidenced that absorption increases as the number of trifluoromethyl groups in

the anion increases. The solubility behavior of both gases follows the order

[HOC2mim][Tf2N][ [HOC2mim][OTf][ [HOC2mim][PF6] � [HOC2-

mim][BF4]. The Henry constants, reported in Table 2, show that with the exception

of [HOC2mim][BF4] all hydroxyl functionalized ILs are slightly more efficient

trapping media for H2S than the corresponding [bmim]-based ILs and the solvation

enthalpy and entropy values, characterizing the process in these functionalized ILs,

are not significantly different from those found in [bmim]-based ILs, the sole

exception being represented by [HOC2mim][BF4]. Thus, this IL appears the sole

having so strong cation–cation and cation–anion interactions to reduce the ability of

the hydroxyl group attached on the cation to interact with the absorbed gas.

On the other hand, when more recently an interesting series of dual Lewis base

functionalized ILs, based on onium cations and characterized by anions in which

carboxyl and tertiary amine groups are tethered, has been investigated [45], it has

been shown that these ILs can reversibly absorb relatively relevant amounts of H2S

(0.39–0.84 mol per mole of IL) at low pressure and temperature, 1 bar and 60 �C.
Furthermore, since the CO2 absorption in this class of ILs is quite limited relative to

H2S, an ideal absorption selectivity for H2S/CO2 (13–26 at 1 bar and 29-70 at

0.1 bar, 60 �C) was calculated. Based on spectroscopy studies and DFT calcula-

tions, the cooperative interaction of carboxyl—H2S—amine has been proposed as

the driving force to the high H2S absorption capacity and H2S/CO2 selectivity. In

these ILs, chemical absorption appears to dominate at low pressures whereas

physical absorption probably prevails in the high-pressure range: consequently,

selectivity depends strongly on the pressure and varies negatively with the increase

of this parameter.
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Considering that protic ILs (PILs) represent today probably the less expensive

class of ILs, which can be easily prepared from highly available chemicals through

simple neutralization reactions, it is not surprising that the ability of protic ILs to

capture acidic gases, and eventually favor their separation, has been evaluated in

these media despite the fact that PILs are generally characterized by strong anion–

cation interactions and an acidic substrate should be absorbed in an acidic medium.

Thus, the solubilities of H2S and CO2 in four protic onium PILs also having strong

hydrogen bond acceptor anions (methyldiethanolammonium acetate,

methyldiethanolammonium formate, dimethylethanolammonium acetate, and

dimethylethanolammonium formate) were determined at 303.2–333.2 K and

0–1.2 bar [46]. The Henry’s law constants of H2S in the four PILs at 303.2 K

varies from 3.5 to 11.5 bar, with the lowest value for [DMEAH][AcO] and the

largest for [MDEAH][HCO2], whereas the same constants for CO2 are of a

magnitude larger than that of H2S (49–117 bar), implying that these PILs also

exhibit much larger absorption capacity for H2S than for CO2. It is, however,

noteworthy that the solubility of CO2 in the acetate-based PILs is much lower than

that in aprotic ILs with the same anion. As discussed in the paper, this behavior can

be attributed to the different structures of protic ILs and aprotic ILs. In protic ILs,

the protonated nitrogen in ammonium cation is weakly acidic but able to give

relatively strong Brønsted acid–base (or hydrogen bonding) interactions with the

basic acetate anion, thus reducing free voids and the affinity with CO2. Solvation

free entropy values found for these ILs are indeed large and negative (Table 2). On

the other hand, in aprotic ILs, such interactions do not exist (or are weaker) and the

acetate anion can attract CO2 freely through Lewis acid–base interaction.

Analogously, Brønsted acid–base interactions between protonated nitrogen and

acetate anion can also reduce the dissolution of H2S in protic ILs in comparison with

aprotic ILs with the same anion. For instance, the solubility of H2S in

[C2mim][AcO] is significantly higher than in these ILs. However, unlike CO2

molecule, H2S molecule has active protons, which can interact with the electron-

donating groups of protic ILs (e.g., hydroxyl and carboxylate groups): therefore,

H2S is more favorably absorbed by protic ILs than CO2. Similar results and

analogous considerations have been reported even in a recent paper in which the

absorption of H2S and CO2 has been investigated in alkanolamine-protic ionic

liquids binary mixtures based on 2-hydroxyethyl-ammonium (MEA) or tri-

ethanolammonium cations and residues of 2-hydroxy-5-sulfobenzoic acid or

pyridine-3-carboxylic acid at various temperatures and partial gases pressures [47].

Since the three-dimensional structure of ILs and the cation–anions interactions

are determined by the nature of both ionic components, to develop absorbents with

high absorption capacity towards H2S and large selectivity for H2S/CO2, Huang

et al. have recently proposed [48] a new class of hydrophobic protic ILs containing a

free tertiary amine group as functional site for the absorption of H2S (Fig. 2).

These ILs have been easily synthesized through a simple neutralization-

metathesis methodology by utilizing diamine compounds and bis(trifluoromethyl-

sulfonyl)imide as the building block for cation and anion, respectively. Also in this

case, despite the relatively high cost and molecular weight, the bis(trifluoromethyl-

sulfonyl)imide anion has been selected being the negatively charged species able to
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guarantee a weak cation–anion interaction and a relatively low viscosity.

Interesting, when the amine group is sufficiently distant from the positive center,

the solubility of H2S reached 0.546 mol mol-1 (1 bar) and the selectivity of H2S/

CO2 reached 37.2 (H2S solubility at 1 bar vs. CO2 solubility at 1 bar) at 298.2 K.

The high solubility of H2S in these ILs has been therefore attributed to the strong

acid–base interaction between H2S and tertiary amine group: the sequence of H2S

solubility reflects indeed the alkalinity of the free tertiary amine group tethered on

the three hydrophobic protic ILs (see computational studies section). It is

interestingly also to observe that the behavior of CO2 absorption in these

hydrophobic PILs is very similar. The solubility of CO2 increases almost linearly

with pressure, displaying an apparently physical absorption. Since there are no

active protons in the CO2 molecule, the tertiary amine group allows only very weak

Lewis acid–base interaction with CO2 and coordination of CO2 with tertiary amine

is thermodynamically unfavorable in comparison with that of H2S with the same

functional group. It is also noteworthy that, whereas the presence of water has little

effect on the solubility of H2S, it affects significantly (around 15 times, depending

on IL structure) the solubility of CO2, determining a significant decrease in

selectivity, from 37.2 to 2.3 with the addition of water. This effect can be attributed

to the formation of H2CO3 in the presence of water, which, much better than CO2,

interact with the tertiary amine group.

Recently, also mixtures of functionalized ILs and co-solvents, tetraethyl

ammonium salts having amino acids as counteranion and ethylene glycol, have

been used to capture dilute H2S (0.005 MPa) [49]. Remarkably, it has been shown

that these mixtures can absorb a large amount of H2S from mixed gas depending on

ethylene glycol content, temperature, H2S mole fraction and type of IL (low pKb of

the amino group on amino acid increases the absorption ability). At 40 �C, the
solubility of H2S in the mixture can reach up to 2.36 mol H2S per kilogram mixture

(Fig. 3).

Based on the proposed mechanism, ethylene glycol not only decreases the

viscosity of the capture mixture but also enhances the absorption capacity

cooperating with the amino acid amino group to H2S binding.

Finally, it is to mention the development of pyridinium and ammonium ILs

bearing a Michael acceptor to scavenge H2S gas and various thiols, in most cases,

without the aid of any added bases (Fig. 4) [50].

These ILs, which exploit the thiol-ene chemistry to capture thiols and H2S and

immobilize them into a non-volatile ionic matrix, could find application in personal

care products being able to trap not only H2S but also other highly malodorous

substances. Furthermore, considering that the Michael addition is a reversible

Fig. 2 Hydrophobic protic ILs
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process, this class of ILs has the potentiality, as stressed by the authors, to find

application in the oil and gas industries. The IL cost might be in this case a critical

point.

1.2 Absorption and Oxidation

As evidenced in the introduction, despite its limits, the Claus process represents

today the most widely used method for sulfur recovery from highly concentrated

streams and, recently, it has been shown that the ionic liquid-mediated Claus

reaction might represent a significantly advanced development [51]. The reaction of

H2S with SO2 proceeds indeed very fast and quasi-completely in the IL phase (seven

Fig. 3 Functionalized ILs and ethylglycol mixtures
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Fig. 4 Pyridinium and ammonium ILs bearing a Michael acceptor
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imidazolium-based ILs have been investigated) to give a highly pure rhombic

sulfur. This latter aspect might not be irrelevant.

2H2S + SO2 $ 3=8S8 þ 2H2O

In [hmim]Cl, the process (performed through a pre-saturation of IL with SO2 in a

sealed reaction chamber followed by the subsequent addition of a stoichiometric

amount of H2S) is almost complete within 3 min reaching at 40 �C a final

conversion ratio of H2S of 96.4%, according to the residual gas pressure. This value

is significantly higher than that found in diglycol monomethylether (81%), an

organic solvent used for comparison. Related to the effect of IL structure on process

efficiency, it is interesting to note that although the absorption capacity of SO2 and

H2S in [emim][Ac] is even larger than that in [hmim]Cl, the alkalinity of the

acetate-based IL is probably too strong, and the final conversion results significantly

lower (84.6%). The authors suggest that SO3
2- is probably formed in the presence

of water during the reaction of H2S with SO2 in [emim][Ac] and the formation of

this anion prevents the further oxidation of H2S: the oxidizability of SO3
2- is indeed

much weaker than that of HSO3
-.

On the other hand, the thermodynamic limitations of the Claus equilibrium

reaction have led over time, independently of ILs, to the development of alternative

processes to deal with the Claus tail gas, based on the oxidation of remaining traces

(1 vol%) of H2S by oxygen to meet ever stricter legislation requirements. Actually,

since the direct oxidation of H2S by oxygen at ambient temperatures is slow and

side reactions tend to form undesirable sulfur oxo-acid salts as by-products, the

process is generally carried out using an intermediate redox couple, definable as

‘‘catalyst’’, whose reduced form, produced in the H2S oxidation, is regenerated with

air. Several redox couples (V5?/V4?; Fe3?/Fe2?; Co3?/Co2? and As5?/As3?) have

been proposed and applied to this purpose, however, due to high oxidation rates of

H2S by Fe3? and the toxicity and environmental concerns related to many of the

other possible couples, the iron system is generally considered the most

suitable catalyst for the liquid redox sulfur recovery process.

Therefore, liquid-phase oxidation processes using an iron(III) chelate catalytic

solution represent today an alternative to the use of basic solutions and organic

solvents for H2S removal. This approach, which presents remarkable advantages

such as converting H2S directly to elemental sulfur at alkali pH and high H2S

removal efficiencies, has as main drawbacks (1) the rapid iron(III) chelate

degradation, (2) the formation of sulfur oxo-acid salts as by-products, and (3) the

fact that there are economic advantages only for 850–1050 kg/h of sulfur production

due to low concentrations of the ferric complex in solution [52–55].

In order to improve the process efficiency, recently, 1-butyl-3-methylimida-

zolium tetrachloroferrate ([bmim][FeCl4]) has been tested as alternative medium for

the oxidation of H2S [56]. This magnetic IL, characterized by a low viscosity and

surface tension (appropriate properties for gas separation) also present good gas

solubility [57] and catalytic activity [58]. In particular, He et al. in the first paper

about this topic investigating the effects of temperature, oxygen flow rate and inlet
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H2S concentration on the catalytic oxidation of H2S by [bmim][FeCl4], suggest that

the main desulfurization mechanism is the following:

Fe(III) - IL + 1/2H2S = H[Fe(II) - IL] + 1/2S # ð1Þ

H[Fe(II) - IL] + 1/2O2 = Fe(III) - IL + 1/2H2O ð2Þ

where atmospheric oxygen plays an important role to re-oxidize Fe(II) to Fe(III), a

process this latter surely affected by the low solubility of oxygen in ILs.

Nonetheless, Wang et al. more recently have demonstrated that [bmim][FeCl4]

could be reused four times without any loss of H2S oxidative-absorption capability

[59]. In this paper, the authors also evidenced that the catalytic oxidation of H2S by

acidic [bmim][FeCl4] has high H2S removal efficiency (over 99%), good

regeneration due to the formation of Fe–Cl complex, no side reaction which

cannot take place in an acid environment, and no degradation without water.

Finally, considering a loss of 0.5% of IL during S separation and the current cost of

[bmim]Cl (22000 $/t quoted by Shanghai Cheng Jie Chemical Co. Ltd.), the authors

conclude that the catalytic oxidation of H2S by [bmim][FeCl4] is the process that

can generate profit.

Although the use of iron-based ILs can overcome the shortcomings of the

aqueous iron-based catalysis without production of inorganic salt by-products and

wastewater, unfortunately, [bmim][FeCl4] capture still presents many unsolved

problems [60]. Therefore, with the aim of investigating in which measure acidity

and Fe(III) concentration affect the oxidation process, the same authors report the

effects of the [bmim]Cl/FeCl4 molar ratio showing that acidity and Fe(III)

concentration have important effects on oxidation of H2S to S8 and reduction of

[bmim][FeCl4] to [bmim][FeCl3], which is then transformed into [bmim]Fe(II)Cl4H

as soon as it reacts with HCl. Furthermore, in the presence of water, the mass

concentration of chloride was identified as the governing factor controlling HCl

emissions during the oxidation of H2S.

More recently, Yu et al. suggest that the addition of Fe(II), introduced in the

system as [bmim][FeCl3], and N,N-dimethylformamide can improve the hydrogen

sulfide removal efficiency of [bmim][FeCl4], contemporaneously giving a system

that can be regenerated using the controlled-potential electrolysis method [61]. The

addition of Fe(II) in Fe(III)-IL is indeed beneficial for both hydrogen sulfide

removal and for the subsequent electrochemical regeneration of the desulfurizer.

Whereas the desulfurization efficiency of Fe(III)-IL rapidly decreases, and after

70 min H2S is no longer effectively removed, the desulfurization efficiency of

Fe(III/II)-IL is still greater than 90% at 270 min: probably, Fe(II) reacts with the

absorbed H2S to form Fe(II)-HS-, a species having a higher oxidation rate than

HS-. On the other hand, although the addition of DMF in Fe(III/II)-IL does not

change the structure of the ionic mixture, it clearly decreases its acidity (favoring

the absorption of the acidic H2S), increases the electrolytic current and, considering

that the oxidization of H2S in iron-based ILs is accompanied by the cleavage of the

Fe–Cl bond, decreases the stability of the Fe–Cl bond in Fe(III/II)-IL.

Finally, it is to mention that also Brønsted acidic iron-based ILs have been used

for desulfurization. The sulfur capacities of H2S have been indeed investigated [62]
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also in different mole ratios of Et3NHCl and FeCl3 (from 1.4:1 to 1.8:1) in the

temperature range of 298.15 to 323.15 K, showing that the sulfur capacity of H2S in

1.5:1 Et3NHCl-FeCl3 IL is higher than that of all the other mole ratios. Viscosity

and oxidation capacity have been identified as the two main properties of the

medium determining the process efficiency: these two properties are oppositely

correlated with the molar ratios of Et3NHCl and FeCl3. The first one, i.e., the

dynamic viscosity, increases sharply with the decrease of mole ratio of Et3NHCl and

FeCl3, whereas the oxidation capacity increases with the decrease of mole ratio of

Et3NHCl and FeCl3, due to the increasing content of FeCl3. The 1.5:1 Et3NHCl–

FeCl3 molar ratio therefore represents the medium composition assuring the best

assembly between medium viscosity, H2S mass transfer, and oxidation capacity.

The dependence of sulfur capacity of H2S in this IL with temperature is also

affected by viscosity: it increases indeed sharply at low temperatures

(288.15–303.15 K), decreases significantly at moderate temperatures

(303.15–313.15 K), and decreases slowly at high temperatures

(313.15–323.15 K). Since the interaction force between the anions and the cations

decreases with increasing temperature, on increasing temperature the viscosity of

the IL decreases, but contemporaneously also the solubility of H2S in the ionic

environment decreases. Therefore, at the low temperatures (288.15–303.15 K), the

viscosity of IL is the key influence factor on the sulfur capacity and sulfur capacity

sharply increases. At moderate temperatures, the solubility of H2S becomes the key

influence parameter on the sulfur capacity and sulfur capacity significantly

decreases.

In conclusion, despite the recent activity in this field and the undouble ability of

iron(III)-based ILs to capture and oxidize H2S, much more work is necessary to

improve the process of increasing efficiency and reducing drawbacks.

1.3 Computational Studies

1.3.1 Ab Initio Calculations

Although not yet extensively investigated, most of the theoretical studies on H2S in

ILs combine computational and experimental parts and sometimes report compar-

ison with other acidic gases, like CO2 or SO2. From the computational point of

view, the interactions of H2S with ILs have been studied at different levels of

theory, corresponding to model systems of significantly different size. The minimal

system is indeed represented by a ‘‘super molecule’’ that includes one or more H2S

molecules and one or more IL ion pairs. These small systems have allowed accurate

studies at the ab initio level showing that the interactions of the IL components

(cations and anions) with H2S are similar to those reported for H2O: H2S can indeed

act as hydrogen bond donor through the two acidic hydrogens or as hydrogen bond

acceptor through the lone pairs of the sulfur atom and, therefore, IL cations or

anions generally are able to give strong hydrogen bonds with H2S [63]. Some

hydrogen bonding patterns, reported in the papers discussed below, are reproduced

in Fig. 5.
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The first theoretical study, performed at DFT and MP2 level with valence triple-

split basis sets, was related to an experimental investigation on H2S solubility using

medium-pressure NMR. Published in 2007, it studied the 1:1 complexes of H2S with

several IL anions (Cl-, BF4
-, PF6

-, TfO-, Tf2N
-), with some ion pairs ([bmim] Cl,

[bmim] [BF4], [bmim] [PF6]) and larger complexes constituted by several H2S

molecules (up to 12) with Cl- and BF4
- [37]. The energy of interaction of H2S with

the investigated anions lies in the range of hydrogen bond complexes

(28–65 kJ/mol). Furthermore, an upper limit of the coordination number of H2S

corresponding at eight for chloride and four for [BF4]
- was established. Tentative

calculations with a larger number of H2S molecules led to the expulsion of some

H2S molecules to the second coordination shell. A good correlation was moreover

found between the calculated H–S stretching frequencies of these complexes and the

experimental absorption bands in the FT-IR spectra. It is noteworthy that in the case

of the two oxygenated anions (TfO- and Tf2N
-), H2S is able to coordinate itself to

two oxygen atoms, leading to a chelating complex.

A pure computational study, performed at the DFT level with a valence triple-

split basis set and analyzed with the AIM topological theory, comparing the

interaction of H2S with two other acidic gases (CO2 and SO2), has been more

recently performed by Costa et al. [64]. In this case, a large set of anions (including

halogenides, sulfates, alkylsulfates, and acetate) and of cations (including tetralkyl

ammonium, tetralkylphosphonium, and imidazolium) was taken into account.

Although the focus of the paper is on CO2 (many of the results related to H2S are

reports in S.I.), this is probably the most exhaustive ab initio study on this topic. The

order of the interaction energies is SO2[H2S[CO2 for all investigated anions

Fig. 5 Some examples of H2S-ion interactions. a Lactate anion [65]. b Chloride anion [37]. c BMIM
cation [37, 61]. d, e 1-Carboxy imidazole interacting, respectively, with H2S and CO2 [45] (e).
f Tetrafluoroborate anion [37]. g Methylsulfate anion [61]. h 1-Hydroxymethyl-3-methylimidazolium
cation [65]
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and cations. Furthermore, [(CH3)4P]
?, F-, AcO- and SO4

2- exhibit the largest

interaction energies with all gases. Probably, this result is not surprising,

considering that these are the smallest single-charged ions and the sole double-

charged anion considered, however, the reported geometries clearly show distance

compatible with hydrogen bonds (established also through topological analysis),

confirming that this kind of interaction is the preferred by H2S in the ionic

environment.

Finally, to conclude this short overview on ab initio calculations, we discuss

specifically two papers focused on H2S. The first one by Hu et al. reports [45] a

combined computational/experimental study (this latter already discussed in the

previous section) where specifically task-oriented ILs are first designed and then

synthesized to optimize a selective and efficient capture of H2S. These ILs, which

are characterized by tertiary amines and carboxylate functional groups on the anion,

allow the formation of a chelate involving H2S and both the functional groups,

whereas CO2 interacts only with the amine group and the nearby acidic hydrogens

(Fig. 5d, e).

The other paper by Li et al. reports [65] a multi-scale study where ab initio

calculations are combined with molecular dynamics simulations. In particular, it

initially investigates several 1:1 H2S: ion pairs complexes, some analogous to those

reported [37] by Pomelli et al. Furthermore, the same systems are studied with CH4

in order to investigate the H2S/CH4 selectivity, whereas the Henry law constants are

estimated using COSMO-RS calculations. Stepping up on the scale of the

computational systems, molecular dynamics simulations have been used to calculate

pair distribution functions and diffusion coefficients of both gases in more complex

systems where ILs are supported on MOFs. As expected, H2S presents a narrow and

high peak related to a strong bonded first shell of solvation around both positive and

negative ions, while the corresponding curve for CH4 is broad and low. All these

results show for all investigated ILs a high H2S/CH4 selectivity attributable to the

strong and specific interaction between H2S and the ionic solvent.

1.3.2 Dynamic Simulation

The number of papers reporting molecular dynamics simulations on H2S and ILs is

at the moment extremely limited. After the publication of Li [65], described in the

previous section, Gallo et al. studied [66] the solvation thermodynamic of H2S in

conventional [bmim]-based ILs characterized by different spherical top anions:

chloride, BF4
- and PF6

-. Results are compared with the experimental values

reported for the same ILs in ref. 37, showing a good agreement. Moreover, in

agreement with results obtained from ab initio studies, the radial distribution

functions show that H2S interact preferentially with the IL anion: the hydrogen

atoms in H2S are oriented toward the anions, while the sulfur atom is surrounded by

the cations. A simple visual inspection of the radial distribution functions shows that

the anion-hydrogen distance (anion-HS) increases with the anion size whereas the

narrowness decreases. Other important interactions that emerge from these

simulations are those between the H2S sulfur atom (i.e., the hydrogen bond

acceptor site in H2S) and the protons at the imidazolium ring carbon in a position to
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the nitrogen atoms. It is also noteworthy that the calculated thermodynamic

parameters evidence that the process is enthalpy driven: the contribution of the

solvation enthalpy to the free energy of solvation is two times higher than the

entropy contribution.

Finally, solvation of H2S and of other two gases (CH4 and CO2) in a less common

IL, hexamethylguanidinium lactate, has been investigated by Aparicio and Atilhan

[67]. The pure IL presents strong electrostatic interactions, coherently with its

viscosity and low self-diffusion coefficients, but the simultaneous absorption of the

two acidic gases change this scenario. Although the pure IL structure does not

contain cavities able to accommodate the investigated gases, gas dissolution

determines a modification of the spatial distribution of anions and cations. This

leads to a weakening of the IL structure so decreasing viscosity and increasing ions

mobility. Interaction between H2S and IL component appears therefore more

important than the presence of free volume in the dissolution process: H2S can

modify the IL three-dimensional structure. Different is the situation of methane that,

when present, arranges independently in the small apolar domains while CO2 and

H2S still form 1:1 cybotactic clusters.

1.3.3 Predictive Models

Considering the strong applicative component of this kind of research and the fact

that experimental measurements are not always easy to perform, since they are time

consuming, expensive, and require the manipulation of a highly toxic compound, it

is not surprising that the larger set of computational studies is related to developing

predictive models to estimate H2S solubility in ILs. The parametric cubic equation

of state (CPA), based on empiric models for intermolecular interactions, is generally

used for this purpose and some of these models have been applied successfully to

ILs: a dedicated review has recently been published [68]. In particular, the statistical

associating fluid theory (SAFT) is a well-known equation of state based on the

combination of chained interaction centers. The parameters related to the interaction

centers correspond roughly to a coarse-grained molecular dynamics potential: e.g.,

the five atoms of the imidazolium ring are generally considered a single center. This

approach permits taking into account some molecular features, like shape or

polarity, or ability to donate/receive hydrogen bond, without the necessity to

consider explicitly the molecules at the atomistic level. A similar approach also

characterizes the perturbed hard sphere chain theory (PHSC), where the molecular

shape is modeled as a chained hard sphere and additional terms of the potentials are

added with a perturbation scheme. Now, several variants of both and/or similar

methods, based on analogous approaches, are known.

Recently, several studies applying this type of model to predict the solubility of

H2S in ILs have been published showing a good agreement between predicted and

experimental values. The pure fluid-phase diagrams of acidic gases, including H2S,

were reproduced in excellent agreement with available experimental data, including

the critical region. A key to the success of the modeling approach is the careful

consideration of the appropriate cross-associating interactions among the different

molecules. Therefore, prerequisite to apply these models becomes to have a set of
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parameters able to describe IL. Since, at the state of art, these are limited to few

mainstream ILs, these studies are generally related to dialkylimidazolium ILs

having as counteranion common ions: BF4
-, Tf2N

-, PF6
-, AcO- and CH3SO4

-

[69–73]. Unfortunately, this monotony, despite the nearly endless number of

potential ILs, is quite common and characterizes a large part of the IL literature.

Another important class of predictive studies is based on machine learning. In

this case, the molecular level is completely disregarded. From the point of view of

these mathematical models, which range from neural networks to fuzzy logic,

genetic algorithm, etc., the experimental data on H2S solubility are practically a

coherent collection of data ignoring completely the chemical nature of the capturing

medium: thus, no specifically designed parameters are necessary. Consequently,

related papers generally report results about large collections of ILs and, sometimes,

explore the domain outside dialkylimidazolium region [74–79], including also

tetraalkylammonium/phosphonium salts [72] and functionalized ILs [73]. These

approaches appear, at the moment, to be able to estimate accurately the solubility of

H2S and of other acid gases in different media, including ILs.

2 Conclusions

In conclusion, experimental data reported in the literature demonstrate that ILs can

be used for H2S capture and in gas absorption–separation processes. Hydrogen

sulfide is a self-associating molecule with dipolar and quadrupole moments.

Structurally speaking, H2S is similar to water, with an angle between the hydrogen

and the sulfur atoms of 92.1� and a couple of electron pairs on the sulfur atom.

However, sulfur is not as electronegative as oxygen and hence hydrogen sulfide is

less polar than water, although more acidic and, comparatively, weaker inter-

molecular forces exist in H2S. These features determine the nature and strength of

interactions between H2S and ILs and therefore the solubility of this gas in the ionic

environment. Although on the basis of free volume considerations, it has been more

times stressed that H2S solubility in ILs is strictly related to the presence of spaces

able to accommodate the gas, solubility indeed increases on weakening of the

anion–cation interaction and increasing the free volume, as evidenced also by

theoretical calculations, it is probably mainly determined by the occurrence of

specific solute–IL interactions and, more importantly, these interactions can be able

to modify IL structure.

Furthermore, the acidic nature of this gas favors its dissolution in basic ILs,

containing appropriate functional groups on cation and/or anion (NH2, NH), or

simply, having sufficiently strong hydrogen bond acceptor anions (Cl- and Br-) or

basic anions (AcO-, etc.).

Although presently only a limited number of computational studies at the

atomistic level (ab initio and molecular dynamics) on H2S absorption in ILs have

been reported, they are sufficient to identify the nature of these interactions, which

are practically the same of water and ILs. Radial distribution functions from

molecular dynamics and supermolecule structures obtained from ab initio calcu-

lations suggest indeed similar interactions involving preferentially the hydrogen
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atoms in H2S and the IL anion. Thus, it is not surprising that hydrophilic ILs are able

to capture H2S and [bmim]Cl that is, at the state of art, the IL showing the highest

absorption ability (in this IL the ratio H2S molecules/IL ion pairs reaches 6:1) is

practically deliquescent. The interactions between IL anion and H2S are, however,

stronger than those involving H2O, therefore H2S interact also with large anions

such PF6
-. Nonetheless, the small anions remain probably the best strategy to

maximize the strength of these interactions and increase H2S solubility.

Interesting also is the ability of protic ILs having suitable anions to dissolve H2S.

Although the loading capacity of the investigated ILs is generally lower than that of

analogous non-acidic ILs, the different interaction ability of H2S and CO2 make

these media suitable systems for H2S/CO2 separation. The eventual role of water in

this latter case cannot be neglected.

Surely, the limited number of functionalized ILs (including also protic ILs)

investigated and the positive results obtained despite the random strategy that

appears to be at the basis of these studies (experiments have been carried out by

different research groups on ILs having often low if any structural correlation)

suggest the existence of large margins for the further optimization of absorbents.

Low-cost and high-absorption-capacity salts, competing to the commercially

available ILs, could be developed. These considerations can be also extended to

sulfur recovery processes by oxidation: practically, only FeCl4
- bases ILs and the

Claus process have been marginally investigated. Ab initio calculations, dynamic

simulations, and predictive models, probably due to the intrinsic features of H2S that

makes some interactions largely dominant, could be a valid and rational support for

the discovery of more efficient and sustainable ionic absorbents.
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