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Preface

This book includes extended versions of a set of selected papers from
PHOTOPTICS 2015 (the 4th International Conference on Photonics, Optics and
Laser Technology), held in Berlin, Germany, in 2015, organized and sponsored by
the Institute for Systems and Technologies of Information, Control and
Communication (INSTICC).

PHOTOPTICS 2015 was held in cooperation with the European Optical Society
(EOS) and The Japan Society of Applied Physics (JSAP). It was held in collabo-
ration with the International Year of Light 2015 and technically sponsored by the
IEEE Photonics Society and Photonics21. The Centre of Physics and Technological
Research (CEFITEC) and Faculty of Sciences and Technology—New University of
Lisbon (FCT) were Academic Partners and the Science and Technology Events
(SCITEVENTS) was the Logistics Partner. The papers were peer-reviewed to the
professional and scientific standards expected of a proceedings journal published by
Springer. Papers were assessed according to the journal’s Peer Review Policy
which judges papers on aspects including scientific merit (notably scientific rigour,
accuracy and correctness), clarity of expression and originality.

The technical program of PHOTOPTICS 2015 covered areas like “Optics”,
“Photonics” and “Lasers technology”. We expect that these proceedings will appeal
to a broad audience of researchers, engineers, scientists and business people
interested in those areas. We further believe that the papers in these proceedings
demonstrate new and innovative solutions, and highlight technical problems in the
mentioned areas that are challenging and worthwhile.

The conference was also complemented with the first edition of the Special
Session on Optical Sensors—OSENS 2015 (chaired by Orlando Frazão).

PHOTOPTICS 2015 received 113 paper submissions from 40 countries. From
these, 12 papers were published and presented as full papers, 16 were accepted as
short papers. These numbers, leading to a full-paper acceptance ratio of 11 % and
the total oral acceptance ratio (including full papers and short papers) 25 % which
show the intention of preserving a high quality forum for the next editions of this
conference.
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The high quality of the PHOTOPTICS 2015 programme was enhanced by five
keynote lectures, delivered by experts in their fields, including: Ludger Wöste
(Freie Universität Berlin) that delivered a keynote entitled “Fundamentals and
Applications of Plasma Filaments”, Orlando Frazão (INESC Porto) delivered a
keynote on “New Advances in Fabry-perot Cavity for Sensing Applications”, Klaus
Petermann (Technische Universität Berlin) had a keynote entitled “Nonlinear
Optics in Silicon Photonics”, João Magueijo (Imperial College London) with a
keynote entitled “Varying Speed of Light, Cosmic Structure and the Quest for
Quantum Gravity” and Wolfgang Schade (Clausthal University of Technology)
with the keynote “FiberLab—A Multi-sensing Approach in a Single Optical Fiber”.

This book contains 10 papers from PHOTOPTICS 2015, which have been
selected, extended and thoroughly revised.

We wish to thank all those who supported and helped to organize the conference.
On behalf of the conference Organizing Committee, we would like to thank the
authors, whose work mostly contributed to a very successful conference, the
Keynote Lectures and to the members of the Program Committee, whose expertise
and diligence were instrumental to ensure the quality of final contributions. We also
wish to thank all the members of the Organizing Committee whose work and
commitment was invaluable. Last but not least, we would like to thank Springer for
their collaboration in getting this book to print.

Caparica, Portugal Paulo Ribeiro
Maria Raposo
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Invited Paper



Chapter 1
Fiber Microstructure Sensors Based
on Focused Ion Beam Technology

Ricardo Melo André, Manuel J.B. Marques and Orlando Frazão

Abstract Optical fiber sensors have evolved over the years in many different
directions. One particular direction dictated by necessity is miniaturization and the
creation of micro- and nano- optical fiber sensors. Many techniques now exist that
allow the micro-structuring of optical fiber. One in particular is focused ion beam
technology. This chapter aims to introduce this technique and present the latest
work on the application of focused ion beam to optical fiber micromachining, more
specifically, the fabrication of optical fiber microstructure sensors such as
micro-gratings and micro-cavities.

1.1 Introduction

Optical fiber sensors are fiber devices used to detect different external parameters
such as temperature, strain, pressure, acceleration, humidity, chemical concentra-
tions, presence of biological species, and many more [1]. The general principal is
that light from a source, such as a laser or a broadband source, is sent down a fiber
through the sensing region where it will experience changes in its properties (e.g.
wavelength) or propagation conditions (e.g. optical path). This altered light then
reaches a detector that measures these changes and correlates them to the respective
changes in the external conditions.

Among the most common optical fiber sensors are fiber Bragg gratings (FBGs)
[2], which are based on the temperature and mechanical strain dependence of the
Bragg wavelength (maximum reflectivity wavelength) of the FBG itself; distributed
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fiber sensors based on Rayleigh [3], Raman [4], or Brillouin [5, 6] scattering, not
dependent on any additional structuring of the fiber; and Fabry-Perot interferometers,
which are generally composed of two parallel reflecting surfaces, where interference
occurs from light reflected at both interfaces [7].Many other sensors exist that depend
on microstructured optical fibers [8], long period gratings [9], tapers [10], combi-
nations of different fiber types such as SMF-MMF-SMF structures that work as MMI
devices [11], and others. What all these devices have in common is that they are
mostly based on standard-diameter optical fiber. This is small when compared to
conventional electric sensors but sometimes not small enough for specific applica-
tions where smaller volumes, shorter lengths, or even difficult access regions are
involved. For example, when considering biological applications such as optoge-
netics [12] or intra-organism and intracellular sensing [13], typical FBGs are too long.

Fabrication of optical fiber sensors with reduced dimensions—micro- and nano-
sensors and devices—relies on the adoption of novel techniques that were not
previously used in optical fiber sensor fabrication or on the use of costumized tested
techniques. These can be loosely divided in two categories: low and high resolution
techniques. Low resolution techniques allow the rapid decrease in volume of the
optical fiber and/or quick access to the light guiding region. These are generally fast
but provide a low resolution in the sense that structures with details only down to
few tens of microns can be created. They include chemical etching and tapering.
Tapering can itself be achieved with the aid of CO2 lasers [14], filament heating
[15], electric arc [16], flame brushing [17], or even chemical etching [18, 19]. High
resolution techniques allow the creation of fine details in structures in the order of a
few microns or even tens or hundreds of nanometers. Since these allow such a high
resolution, they are inherently much slower and can only be applied, in a timely
fashion, in small sections of fiber. They include femtosecond laser micromachining
[20, 21] and FIB milling [22–25].

In most cases, the most efficient method of fabricating micro- and nano- fiber
devices and sensors, is combining both high and low resolution techniques. First, with
the aid of a low resolution technique, reduce the dimensions of the optical fiber down
to a few microns or allow easy access to the light guiding region (e.g. core) and then
use a high resolution technique to create a truly micro-/nano- structure on the fiber.

This chapter will focus on the high resolution technique called Focused Ion
Beam (FIB) and its combination with low resolution techniques such as chemical
etching and tapering for the fabrication of optical fiber sensors. Structures such as
Fabry-Perot micro-cavities, fiber-top cantilevers, fiber Bragg micro-gratings among
others will be explored and detailed.

1.2 Focused Ion Beam Technology

Focused Ion Beam (FIB) is a technology that uses a focused ion beam (usually
gallium-ion) to image or ablate/mill the substrate on which it is focused or even aid
the deposition of another material on the substrate. Focused Ion Beam technology is
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very similar to scanning electron microscopy. The main difference is that the
electron beam that scans the sample is replaced by an ion beam. It was developed
mainly in the semiconductor industry and for the preparation of transmission
electron microscope samples.

1.2.1 Focused Ion Beam System

1.2.1.1 Sources

Most ion beam equipment uses liquid-metal ion sources (LMIS), generally
gallium-ion sources. The ion beam is generated from the LMIS through a very
strong electric field. A tungsten needle is used to heat-up the gallium and take it to
its liquid state. The superficial tension and electric field forces lead to the formation
of a gallium cone on the needle tip. This cone has a tip with a very small radius of
curvature (ca. 5 nm) [26]. As the tip gets sharper, the electric field gets stronger
until ions are ejected by evaporation. Gallium ion (Ga+) emission occurs at a typical
voltage of 7000 V [27].

1.2.1.2 FIB Column and Chamber

The produced ions go through a series of apertures, electrostatic lenses and possibly
a mass spectrometer in order to select the ions in a specific range of energies and to
reduce the ion beam diameter (Fig. 1.1). At the bottom of the column, an elec-
trostatic deflector controls the final trajectory of the beam and the point of impact on
the substrate. A supporting system of vacuum pumps is necessary to maintain
vacuum inside the column and the working chamber. A typical vacuum of
1 � 10−7 mbar is maintained inside the chamber.

1.2.2 Ion-Substrate Interaction

When an ion from the beam hits the substrate surface, it loses energy that is
transferred to the electrons and atoms of the substrate. Depending on the ion energy,
it can interact with the surface in several ways [27, 28]. The following physical
processes are just some interactions that can result from bombarding the surface
with ions:

• sputtering of the substrate material with atom and ion emission;
• emission of electrons;
• atom dislocation in the substrate;
• phonon emission and consequent heating;
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• ion implantation inside the substrate; and
• redeposition of sputtered material.

Focused ion beam can also be used for the deposition of certain materials and in
this case, the ion beam is used to break chemical bonds and dissociate gaseous
molecules.

1.2.3 Focused Ion Beam Operation

Focused Ion Beam systems have three main operation modes: imaging, deposition,
and milling.

Imaging
At low currents, very little material is sputtered and therefore an image of the
substrate surface can be obtained without inducing much damage. By scanning the
surface, secondary particles will be generated in the substrate; namely atoms, ions
and electrons will be ejected from the surface. As they leave the substrate, sec-
ondary electrons and sputtered ions are collected by positively and negatively
polarized detectors, respectively. The resulting ions can also be guided to a
Secondary Ion Mass Spectrometer (SIMS) to obtain the atomic composition of the
substrate or even a composition map of the surface of the substrate. Recent FIB
systems can easily achieve a 5 nm resolution limited only by the beam diameter on
the substrate and the local sputtering of the surface [26, 27].

Fig. 1.1 Diagram of a
focused ion beam system
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Obtaining an image with FIB always leads to damage on the surface. During the
process, gallium ion implantation and sputtering is inevitable. These two processes
can be minimized by reducing beam diameter and current.

Deposition
Depositing several types of materials from metals to insulators is possible using
FIB. The principle behind FIB deposition is Chemical Vapor Deposition (CVD).
The main difference is the higher resolution obtained with FIB. This higher reso-
lution comes at the cost of a lower deposition rate. The precursor gases are sprayed
to the surface and the molecules are adsorbed onto it. The ion beam will then
decompose the precursors and the vacuum system will remove the volatile products
that are desorbed from the surface while the desired products of decomposition
remain on the surface. The most commonly deposited materials using focused ion
beam are tungsten, silver and silicon dioxide [27, 28]. Structures with lateral
dimensions of 100 nm and thickness of 10 nm can be deposited.

Milling
Milling designates the process of removing material from the substrate with the aid
of the focused ion beam (Fig. 1.2). Physically, it is the combination of two pro-
cesses: physical sputtering and material re-deposition. It is possible to remove
material from the substrate using a high current ion beam. Structures can be created
on the substrate by scanning the high current ion beam. The high energy density of
the ion beam combined with its small diameter allows the creation of submicron
structures. The sputtering yield depends not only on the substrate material but also
on the ion energy, incidence angle, and machining conditions. Nonetheless, this
yield cannot be considered the etching yield because material re-deposition always
occurs reducing the effective etching rate. To accelerate the milling process, a gas
may be introduced inside the chamber in order to increase the etching rate. The gas

Fig. 1.2 Focused ion beam milling
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will many times increase the etching selectivity and chemically facilitate the
removal of reaction products. One of the most developed applications of FIB is the
micro-milling of Transmission Electron Microscope (TEM) samples [29].

1.3 Focused Ion Beam Optical Fiber Applications

Tapered Fiber Tips
Of the many structures that can be created using low resolution techniques, the
tapered fiber tips are one of the most interesting to use as a base to work with FIB
milling. They are important optical devices without any further post-processing but
the use of focused ion beam to further develop them can introduce new uses and
applications.
A Tapered Fiber Tip (TFT) is a very interesting fiber optic device for sensing. It
consists of a microfiber with a taper region that only has one input/output (see
Fig. 1.3). Since the input/output of the fiber has a standard diameter of 125 lm,
connecting this device to other optical components is an easy task. The fabrication
of this device is relatively simple. Several different techniques can be used such as
chemical etching, tapering by CO2 laser heating, tapering by filament heating, etc.
When fabricating a taper by heating methods, tension is applied until the fiber is
separated into two, not necessarily equal, tips. Too short tips have very large losses
due to their non-adiabaticity. This leads to coupling of light to non-confined
radiation modes. Too long tips also introduce unwanted problems related to an
intrinsic lack of stiffness. Therefore, the length of the tip is a very important factor
and must be related to the tip’s final application. One other technique used to create
tapered fiber tips is denominated dynamic chemical etching. In this technique, a
hydrofluoric acid solution is used to chemically etch a cleaved fiber tip into a
tapered tip [30]. By controlling the relative position between the acid level and the

Fig. 1.3 Micrographs of
tapered fiber tips fabricated by
dynamic chemical etching
[31]
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fiber tip, it is possible to control the length, radius, and shape of the TFT. In
Fig. 1.3, two examples of tapered fiber tips fabricated by this method are shown.

1.3.1 Fabry-Perot Micro-Cavity

One of the simplest structures that one can mill on a tapered fiber tip using FIB is a
Fabry-Perot cavity. Using focused ion beam, the cavities are always created
removing material in such a way that an open cavity forms. This will result in two
surfaces open to the surrounding medium that form the Fabry-Perot cavity.

In literature, several different approaches to cavity creation have been reported.
A cavity was created using FIB where a rectangular hole near the cleave of a
commercial SMF was milled [22]. As the hole is milled near the cleave, two
cavities are created, one in-fiber cavity and one open cavity. This structure is then
used for the simultaneous measurement of salinity and temperature. A micro-cavity
on a slightly tapered fiber was also explored [32]. The cavity was milled at a
diameter of 32 lm and used as a refractive index sensor. FIB-milled Fabry-Perot
cavities for refractive index sensing were also investigated in polished fibers [24].
A SMF was polished at a very oblique angle to gain access to the core of the fiber,
where the cavity was then milled.

More interesting is the milling of microcavities in tapered fiber tips. These can be
much smaller than in standard-diameter SMF and due to the point-like design, much
more versatile. These structures were applied as temperature [25] and refractive
index sensors [33]. In this case, to fabricate the tapered fiber tips, a micropipette
puller was used. This basically consists of two micrometric translation stages that
stretch the fiber while a CO2 laser is scanned along the fiber to heat it up. For FIB
milling, the tip was covered with an aluminum film through evaporation to avoid
charge accumulation. In other FIB configurations, a secondary electron beam is used
to neutralize the sample and, in this case, the deposition of a conducting film is not
necessary. This is an essential step in FIB milling of non-conductive samples (e.g.
optical fiber). If the fiber is not in some way prepared to conduct charge out of the
milling region, it will inevitably start to charge which will cause the beam to deviate
from the desired position. This can cause small deviations in the outcome of the
milled structure or even render the milling impossible.

A micro-cavity milled in a TFT is shown in Fig. 1.4. Here, the tip is also cleaved
and polished using FIB to create a second silica cavity besides the open cavity.
Since the silica cavity is insensitive to external index variations, this structure can
be used for the simultaneous measurement of both temperature and refractive index
or for temperature-compensated index measurements.

Fabry-Perot cavities have also been milled in exposed core microstructured
optical fibers (ECF). The Fabry-Perot cavities were milled directly into the core of
ECF [34]. Due to the easy access to the core, it was possible to directly create the
cavity on the fiber core without making previous use of any low resolution tech-
nique. Two types of cavities where created: one where the milled cavity extends all
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the way through the core and allows access to the inner holes of the ECF and a slot
cavity that does not reach deep enough and keeps the holes intact. These structures
have been proposed for microfluidic sensing. Others had previously applied FIB to
photonic crystal fibers but only for accessing specific holes and not sensing [35].

Fiber Cantilevers
Cantilever structures are devices that rely on the possibility tomeasure themechanical
deformation of the cantilever itself as a response to a certain external stimulus. The
deflection of the cantilever can then be read by electronic or optical methods.
Electronic methods may not always be suitable if analyzing conductive liquids,
explosive gases and in extreme temperatures for example. Optical methods have a
larger range of applicability as long as the medium is optically transparent [36–38].

Fiber top cantilever systems, micro-machined with FIB, have an integrated
optical readout—the optical fiber itself. The deflection of the cantilever can be
determined by analyzing the signal of the reflected light at the fiber-to-air interface
and at the cantilever [36–38]. This is effectively a cavity created between the
cantilever and the fiber top. When this cavity is altered, a change in the optical
signal is detected. In this case, the readout is done making use of the change in
optical power reflected by the fiber-top cantilever. Fiber-top cantilevers are inter-
esting devices that due to their monolithic structure and absence of electronics on
the sensing head are ideally suitable for operation in small volumes and also in
harsh conditions.

Another cantilever-based system is shown in Fig. 1.5. In this structure, hy-
drofluoric acid is used to etch special structure forming fibers to create
15 lm-diameter microwires that are suspended between the input fiber and the fiber
top as shown in Fig. 1.5 [39]. Using FIB, the microwire is cleaved and polished
close to one end resulting in a suspended microwire—the cantilever. The obtained

Fig. 1.4 SEM micrograph of a a FIB machined micro-cavity on a TFT and b the same tip with a
polished top
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spectrum is that of a two-wave interferometer. The two surfaces that give rise to this
cavity are indicated in Fig. 1.5 by two red arrows.

When the cantilever becomes misaligned with the input fiber, the power reflected
by the structure greatly decreases. This inherent property of the structure was used
for the creation of a vibration sensor. When a certain vibration frequency is applied
to the cantilever structure, the power is modulated accordingly. This can be seen in
Fig. 1.6, where the power measured in reflection by a photodiode is represented
beside its respective fast Fourier transform for three different applied frequencies.

In the fabrication of this structure, focused ion beam was used to selectively
cleave the microwire. This appears to be a simple process but could not be achieved
with such a high optical quality with other processing techniques.

1.3.2 Bragg Micro-grating

Creating Bragg gratings on standard diameter fibers by the usual core index
modulation is certainly the easiest method. But, due to the weak index modulation,

Fig. 1.5 Cantilever Fabry-Perot structure and respective optical spectrum [39]

Fig. 1.6 Cantilever Fabry-Perot structure: time responses (left) and respective fast Fourier
transforms (right) when an external frequency is applied [39]
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a length of at least several millimeters is necessary. To reduce the length of the
grating, a stronger modulation is necessary. This can be done by creating alternate
layers of two materials with a high index difference such as silica and air. This
would be very difficult to reproduce in standard fibers as it would be necessary to
remove large quantities of material just to access the fiber core, where light prop-
agates. In tapers and TFTs such problem does not exist, only small quantities need
to be removed to create a grating since light is confined by the silica-air interface.
FIB is then the adequate technique for this job. It can easily mill the fiber tips and
create a micro-grating. It becomes possible to reduce the grating size from a few
millimeters to few tens of micrometers [40].

One example of a micro-grating created with focused ion beam is composed of
just 61, 600 nm-periods totaling a length of 36.6 lm [40]. This grating has a
corrugation depth of 200 nm and was milled in a region with an approximate radius
of 3.25 lm. This micro-grating was characterized as a temperature sensor and was
subjected to temperature variations from room-temperature (21 °C) to 440 °C and a
mean sensitivity of approximately 20 pm/K was obtained [40]. An example of even
smaller dimensions a micro-grating with a length of just 12 lm, composed of just
11 indentations created on a TFT [41].

A Bragg micro-grating on a TFT is shown in Fig. 1.7. This grating has a total of
50 periods with corrugations 270 nm-long and 1.3 lm-deep, totaling a length of
27 lm [31]. The grating is created in a section with a diameter range of [2.7,
5.1] lm. Using a current of just 115 pA, this grating takes ca. 50 min to structure
(TESCAN LYRA FIB-SEM dual-beam system).

This grating is highly sensitive to the external medium where it is placed because
the index modulation changes completely from, for example, air-silica modulation
(1–1.44) to isopropanol-silica modulation (1.3–1.44) (see Fig. 1.8).

One of the great advantages of this Bragg grating configuration is its small
length. Since it is much smaller than usual, it is much easier to manipulate without
inducing curvature or stress that would lead to undesired effects when measuring
temperature. Furthermore, as opposed to gratings produced by UV exposure where
the index modulation is weak and degrades at temperatures higher than 200 °C due
to germanium diffusion, these FIB milled gratings can withstand much higher
temperatures as the modulation is geometric in nature and only temperatures close
to the fusion of silica can lead to its degradation.

Fig. 1.7 SEM micrograph of
a Bragg grating created on a
TFT [31]
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1.4 Concluding Remarks

It was shown that focused ion beam technology has a large potential when it comes
to the fabrication of optical fiber sensor microstructures. The tendency is to use
focused ion beam in the fabrication of an increasing number of new micro- and
nanostructures. The push towards smaller devices into the nanometer range is still
active but other areas will start being explored. Presently one can already see
focused ion beam being combined with microstructured optical fibers, tapers, and
chemically etched structures for the sensing of physical parameters such as tem-
perature and refractive index but soon many others will follow due to the huge
potential of this technology in fiber sensing. In the near future, combining focused
ion beam post-processing and the functionalization of the milled structures and
surfaces will be essential for biosensing. This combination has a large potential as it
takes the advantages of miniaturization: smaller devices, faster responses, higher
sensitivities and adds biospecificity to create novel micro- and nano-sensors in the
ever-expanding field of biosensing.

References

1. Santos, J.L., Farahi, F.: Handbook of optical sensors. CRC Press, USA (2014)
2. Kersey, A.D., Davis, M.A., Patrick, H.J., LeBlanc, M., Koo, K.P., Askins, C.G., Putnam, M.

a., Friebele, E.J.: Fiber grating sensors. J. Light. Technol. 15, 1442–1463 (1997)
3. Barnoski, M.K., Rourke, M.D., Jensen, S.M., Melville, R.T.: Optical time domain

reflectometer. Appl. Opt. 16, 2375 (1977)
4. Dakin, J.P., Pratt, D.J., Bibby, G.W., Ross, J.N.: Distributed optical fibre Raman tempera-ture

sensor using a semiconductor light source and detector. Electron. Lett. 21, 569 (1985)

Fig. 1.8 Bragg micro-grating
spectra when dipped in air
(top) and in isopropanol
(bottom) [31]

1 Fiber Microstructure Sensors Based on Focused Ion Beam … 13



5. Horiguchi, T., Kurashima, T., Tateda, M.: Tensile strain dependence of Brillouin frequency
shift in silica optical fibers. IEEE Photonics Technol. Lett. 1, 107–108 (1989)

6. Kurashima, T., Horiguchi, T., Tateda, M.: Distributed-temperature sensing using stimulated
Brillouin scattering in optical silica fibers. Opt. Lett. 15, 1038 (1990)

7. Kersey, A.D., Jackson, D.A., Corke, M.: A simple fibre Fabry-Perot sensor. Opt. Commun.
45, 71–74 (1983)

8. André, R.M., Marques, M.B., Roy, P., Frazao, O.: Fiber loop mirror using a small core
microstructured fiber for strain and temperature discrimination. IEEE Photonics Technol. Lett.
22, 1120–1122 (2010)

9. Bhatia, V., Vengsarkar, A.M.: Optical fiber long-period grating sensors. Opt. Lett. 21, 692
(1996)

10. Birks, T.A., Li, Y.W.: The shape of fiber tapers. J. Light. Technol. 10, 432–438 (1992)
11. André, R.M., Biazoli, C.R., Silva, S.O., Marques, M.B., Cordeiro, C.M.B., Frazao, O.:

Strain-temperature discrimination using multimode interference in tapered fiber. IEEE
Photonics Technol. Lett. 25, 155–158 (2013)

12. Deisseroth, K.: Optogenetics. Nat. Methods 8, 26–29 (2011)
13. Tan, W., Shi, Z.Y., Smith, S., Birnbaum, D., Kopelman, R.: Submicrometer intracellular

chemical optical fiber sensors. Science 258, 778–781 (1992)
14. Ozcan, L.E., Treanton, V., Guay, F., Kashyap, R.: Highly symmetric optical fiber tapers

fabricated with a CO2 laser. IEEE Photonics Technol. Lett. 19, 656–658 (2007)
15. André, R.M.: High birefringence triangular optical nanowire in suspended-core fiber for

temperature sensing. J. Nanophotonics 7, 073088 (2013)
16. Rego, G.: Fibre optic devices produced by arc discharges. J. Opt. 12, 113002 (2010)
17. Kenny, R.P., Birks, T.A., Oakley, K.P.: Control of optical fibre taper shape. Electron. Lett. 27,

1654 (1991)
18. Kbashi, H.J.: Fabrication of Submicron-diameter and taper fibers using chemical etching.

J. Mater. Sci. Technol. 28, 308–312 (2012)
19. Dong, L., Cruz, J.L., Reekie, L., Tucknott, J.A.: Chirped fiber bragg gratings fabricated using

etched tapers. Opt. Fiber Technol. 1, 363–368 (1995)
20. Wei, T., Han, Y., Li, Y., Tsai, H.-L., Xiao, H.: Temperature-insensitive miniaturized fiber

inline Fabry-Perot interferometer for highly sensitive refractive index measurement. Opt.
Express 16, 5764 (2008)

21. Liao, C.R., Hu, T.Y., Wang, D.N.: Optical fiber Fabry-Perot interferometer cavity fabricated
by femtosecond laser micromachining and fusion splicing for refractive index sensing. Opt.
Express 20, 22813–22818 (2012)

22. Nguyen, L.V., Vasiliev, M., Alameh, K.: Three-wave fiber fabry-pérot interferometer for
simultaneous measurement of temperature and water salinity of seawater. IEEE Photonics
Technol. Lett. 23, 450–452 (2011)

23. Yuan, L., Yang, J., Liu, Z., Sun, J.: In-fiber integrated Michelson interferometer. Opt. Lett. 31,
2692 (2006)

24. Wieduwilt, T., Dellith, J., Talkenberg, F., Bartelt, H., Schmidt, M.A.: Reflectivity enhanced
refractive index sensor based on a fiber-integrated Fabry-Perot microresonator. Opt. Express
22, 25333–25346 (2014)

25. Kou, J., Feng, J., Ye, L., Xu, F., Lu, Y.: Miniaturized fiber taper reflective interferometer for
high temperature measurement. Opt. Express 18, 14245–14250 (2010)

26. Volkert, C.A., Minor, A.M.: Focused ion beam micromachining. Mater. Res. Soc. Bull. 32,
389–399 (2007)

27. Reyntjens, S., Puers, R.: A review of focused ion beam applications in microsystem
technology. J. Micromech. Microeng. 11, 287–300 (2001)

28. Tseng, A.A.: Recent developments in micromilling using focused ion beam technology.
J. Micromech. Microeng. 14, R15–R34 (2004)

29. Giannuzzi, L.A., Stevie, F.A.: A review of focused ion beam milling techniques for TEM
specimen preparation. Micron 30, 197–204 (1999)

14 R.M. André et al.



30. Nikbakht, H., Latifi, H., Amini, T., Chenari, Z.: Controlling cone angle of the tapered tip fiber
using dynamic etching. In: OFS2014 23rd International Conference on Optical Fiber Sensors
(2014)

31. André, R.M., Becker, M., Dellith, J., Rothhardt, M., Zibaii, M.I., Latifi, H., Marques, M.B.,
Bartelt, H., Frazão, O.: Bragg grating fabrication on tapered fiber tips based on focused ion
beam milling. In: OFS2015 24th International Conf. on Optical Fiber Sensors (2015)

32. Yuan, W., Wang, F., Savenko, A., Petersen, D.H., Bang, O.: Note: Optical fiber milled by
focused ion beam and its application for Fabry-Pérot refractive index sensor. Rev. Sci.
Instrum. 82, 076103 (2011)

33. Kou, J., Feng, J., Wang, Q., Xu, F., Lu, Y.: Microfiber-probe-based ultrasmall interferometric
sensor. Opt. Lett. 35, 2308 (2010)

34. Warren-Smith, S.C., André, R.M., Perrella, C., Dellith, J., Rothhardt, M., Bartelt, H.: Direct
core structuring of microstructured optical fibers using focused ion beam milling. Opt.
Express. 24, 378–387 (2016)

35. Wang, F., Yuan, W., Hansen, O., Bang, O.: Selective filling of photonic crystal fibers using
focused ion beam milled microchannels. Opt. Express 19, 17585 (2011)

36. Iannuzzi, D., Deladi, S., Schreuders, H., Slaman, M., Rector, J.H., Elwenspoek, M.: Fiber-top
cantilevers: a new generation of micromachined sensors for multipurpose applications—OSA
technical digest (CD). In: Optical Fiber Sensors. p. TuB2. Optical Society of America, USA
(2006)

37. Iannuzzi, D., Deladi, S., Gadgil, V.J., Sanders, R.G.P., Schreuders, H., Elwenspoek, M.C.:
Monolithic fiber-top sensor for critical environments and standard applications. Appl. Phys.
Lett. 88, 053501 (2006)

38. Iannuzzi, D., Heeck, K., Slaman, M., de Man, S., Rector, J.H., Schreuders, H., Berenschot, J.
W., Gadgil, V.J., Sanders, R.G.P., Elwenspoek, M.C., Deladi, S.: Fibre-top cantilevers:
design, fabrication and applications. Meas. Sci. Technol. 18, 3247–3252 (2007)

39. André, R.M., Pevec, S., Becker, M., Dellith, J., Rothhardt, M., Marques, M.B., Donlagic, D.,
Bartelt, H., Frazão, O.: Focused ion beam post-processing of optical fiber Fabry-Perot cavities
for sensing applications. Opt. Express 22, 13102–13108 (2014)

40. Kou, J., Qiu, S., Xu, F., Lu, Y.: Demonstration of a compact temperature sensor based on
first-order Bragg grating in a tapered fiber probe. Opt. Express 19, 18452 (2011)

41. Feng, Jing, Ding, Ming, Kou, Jun-Long, Fei, Xu, Yan-Qing, Lu: An optical fiber tip
micrograting thermometer. IEEE Photon. J. 3, 810–814 (2011)

1 Fiber Microstructure Sensors Based on Focused Ion Beam … 15



Part II
Optics



Chapter 2
Focus on the Distal Assembly
of a Nonlinear Endomicroscope:
A Gradient Index Lens Coupled
with a Piezoelectric Scanner
for Fluorescence Lifetime Measurements

Claire Lefort, Hussein Hamzeh, Liu Wei, Frédéric Pain
and Darine Abi Haidar

Abstract Today, prototypes of nonlinear endomicroscopes are appearing in order
to transfer technics of multiphoton characterization of biological samples to humans
in vivo in situ. But they require several optical optimizations to be adapted for a
clinical use. Among them, the ideal distal lens, coupled with the ideal scanning
system is not yet highlighted. In this paper, we are using a gradient index (GRIN)
lens coupled with a piezoelectric scanning system (PZT). The main part is dedicated
to a spectral analysis in the context of fluorescence lifetime measurements (FLIM),
a well-known technic used to complete multiphoton characterization and discrim-
inate healthy and tumors cells. We spectrally highlight the presence of a back-
ground fluorescence perturbing the spectral measurement through the GRIN lens in
specific conditions of image space working distance. In a second part, we evaluate
the resolution available with the GRIN lens and numerically determine the
optimal object working distance depending on the position of the fiber imposed by
the PZT.
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2.1 Introduction

Nowadays, cancer is a disease becoming more and more widespread in the world.
Cancer treatments are a ticklish issue, depending on the way of development of the
cancerous tumour and its localisation in the patient’s body. Currently, the main
hope of curing this illness lies in surgery, often completed by chemical treatments
or radiotherapy [1]. It is now admitted that if this global process is applied in the
early stages of the disease, the chances to heal a patient and extends his hope of life
considerably increase. Nevertheless, surgery is a very invasive operation for
patients and a risk of relapse associated with a new proliferation of cancerous cells
in the treated area still exists. This is often mainly due to a non-complete removal of
the cancerous cells in their whole, despite the use of combined modality therapies.

Starting from these alarming observations, mainly true in the case of cancers
where it is not possible to remove a large part of the tissues around the cancer area
like the brain cancer, there is an need for a tool enabling a fast and accurate
discrimination between cancerous and healthy cells.

In this context, a way to achieve this goal has been proposed in recent years. It
consists in the development of an endoscope with a microscopic resolution. The
first endomicroscopes developed were based on the confocal principle with an
excitation source in the visible range [2]. It allows to image endogenous tissue
components like elastin, in vivo and in real time. This solution is now clinically
used. However, some drawbacks are highlighted, such as an imaging depth limited
to at a few tens of micrometres inside the target tissues, mainly due to the strong
scattering properties of biological tissues, as well as the small number of mean
contrasts available from endogenous fluorescent proteins under linear excitation.

To overcome these restrictions, the current research on endomicroscopy aims at
developing multiphoton microscopy through an optical fibre. The main modifica-
tion compared to confocal endomicroscope stays in the excitation source. Indeed,
multiphoton processes are obtained thanks to a near infrared (NIR) excitation with
femtosecond pulse (150 fs) having a high repetition rate (80 MHz) [3–5]. The
interest of multiphoton imaging techniques compared to the confocal one is not
only justified by an increase in imaging depth due to NIR excitation [6] but also by
the availability of a new mean of contrast thanks to the second harmonic generation
emitted by non-centrosymmetric structures as collagen. This, combined to the
absence of confocal pinhole due to the intrinsic localisation of the nonlinear phe-
nomenon in the focal plane of the focusing device, promote a deeper imaging depth
within a few hundreds of micrometres.

While nonlinear microscopy is now a very well-known and essential tool for
biological tissues characterization, its transposition to endomicroscopy remains
problematic. Indeed, endomicroscopy requires several miniaturized elements like
scanning system or distal lens of focalization [7]. The laser excitation, coming from
a Ti: Sapph oscillator is classically delivered through an optical fibre, flexible and
with a small diameter providing access to the internal hollow organs (alveoli,
kidney…). The choice of the optimal fibre proves to be complex and must be
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realized taking into account all other parameters of the global system. The fibre has
to be associated in its upstream by a shaping module for the compensation of linear
and nonlinear effects occurring inside this material medium [8].

For the instance, all the parts of the endomicroscope requiring to be miniaturized
are problematic and prevent the multiphotonic endomicroscope commercialisation.
This is particularly true considering the distal lens of focalization. A recent
miniaturized technology, named “GRIN lenses” for gradient index lenses, is based
on the gradient of negative refractive index of its material from the centre to its
outskirts, glued inside a stainless cylinder steel [9]. Dimensions of classical GRIN
lenses range between 0.35 and 2 mm in diameter and between 5 mm and few cm in
length, with a numerical aperture (NA) of the object space between 0.2 and 0.8.

In this paper we are studying GRIN lenses for the development of a multiphoton
endomicroscope. The first part of this publication is dedicated to the experimental
study of a GRIN lens alone. Background fluorescence induced in the GRIN lens is
studied under classical UV excitation beam, mimicking the emitted multiphoton
fluorescence or second harmonic generation coming from biological samples. Then,
the impact of the background fluorescence of the GRIN lens on its imaging ability,
spectral detection and fluorescence lifetime measurements is evaluated. The 2D
lateral resolution is experimentally measured using 1 µm diameter gold beads. The
second part of the paper is dedicated to numerical simulations of the GRIN lens
coupled to a specifically designed double clad fibre (DCF) ideal for the assembly of
a multiphotonic endomicroscope [4] using Zemax program. Both geometric ray
tracing and Gaussian beam approach are considered and compared. Furthermore,
the influence of the relative position between the GRIN lens and the DCF tip on the
magnification, field of view (FOV), axial and lateral resolutions are evaluated.
Finally, choosing a piezoelectric (PZT) stage as scanning device [10], the coupling
of the DCF with the PZT and the GRIN lens is characterized through the variation
of the image working distance, the coupling efficiency of the fluorescence beam
inside the DCF, the size of the FOV and the axial and lateral resolutions.

2.2 Experimental Characterization of the GRIN Lens

2.2.1 Definition of the GRIN Lenses

All the manufactured GRIN lenses have a continuously variable index of refraction
between the periphery and the centre of the lens. This optic is glued to a bio-
compatible stainless steel ring.

In this study, we have characterized a commercial GRIN lens with a total length
of 7.53 mm and a diameter of 1.4 mm (GT-MO-080-018-810, Grintech, Jena,
Germany). The definitions of the image and object space and their WD are pre-
sented in Fig. 2.1. The object space contains the target biological sample and in the
image space lies the DCF delivering the laser and collecting the multiphoton signal
emitted by the sample.
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2.2.2 Analysis of the Background Fluorescence

2.2.2.1 Background Fluorescence Highlighted

Confocal imaging with a GRIN lens needs an initial step for the characterization of
the parasite fluorophores emitting a background. The confocal microscope is
focusing a krypton argon laser inside the GRIN lens placed under the objective
(Fig. 2.1b). An image of the image face of the GRIN lens is thus shown.
Figure 2.1d presents the resulting observation of the image space of the GRIN lens
where an inhomogeneous fluorescent signal is visible on Fig. 2.1d and probably
results from fluorescent components in the glue fixing the GRIN lens to the steel
ring. In a first approach, no impact of the intrinsic fluorescence of the glue on
fluorescence images of biological samples is visible.

2.2.2.2 Spectral Analysis of the Background Fluorescence

We have analysed spectrally the background fluorescence of the GRIN lens thanks
to the experimental setup presented in Fig. 2.2a.

This experiment involves a pulsed diode laser at 405 ± 10 nm (LDHP-C-405B,
Picoquant) injected into one of the two fibres of a bifurcated fibre (Fig. 2.2b). The
average power of the laser can be managed, as well as the repetition rate, which can
be set between 2.5 and 40 MHz. The excitation source is guided through the fibre to
the image space of the GRIN lens. A solution of Rhodamine B (RhB) is placed in

Fig. 2.1 a Two GRIN lenses used in this study. b Experimental setup for the characterization of
GRIN lenses. c Definitions of the image and object spaces and the corresponding WD.
d Fluorescence image of the glue between the GRIN lens and the stainless steel of protection by
confocal imaging
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the object space of the GRIN lens. The backward fluorescence, emitted by both the
RhB and the GRIN lens, is collected by the second core of the bifurcated fibre.
A spectrometer, preceded by a long pass filter to reject the excitation laser beam
analyses the result. First of all, the GRIN lens is excited at 405 nm without any
sample and without any filter. The idea is to measure the background fluorescence
emitted by the GRIN lens alone. The graph of Fig. 2.3a shows the spectrum of the
emitted background fluorescence from the GRIN lens. This spectrum covers a wide
spectral range of 300 nm in the visible range.

The solution of RhB is then illuminated and its fluorescence emission spectrum
collected by the GRIN lens with a separation distance between the lens and the fibre
of 2 mm and less than 200 µm (Fig. 2.3b, c, respectively). Figure 2.3d, e resumes
the spectra of all the components by comparison with the sum of all the spectrum
obtained: glue of the GRIN lens and the RhB solution. The latter was measured
using the bifurcated fibre alone so as to eliminate its possible contribution to the
fluorescence signal.

The contribution of the fluorescence from the glue around the GRIN lens is now
spectrally characterized (Fig. 2.3a, b and d). From comparison between Fig. 2.3b, c,
it can be shown that depending on the separation distance between the fibre tip and
the GRIN lens, the contribution of the fluorescence of the glue is variable. At a large
separation distance between the GRIN lens and the fibre tip (2 mm, Fig. 2.3b),
the RhB spectrum is significantly altered by the background fluorescence, while the
background fluorescence is hardly noticeable when this separation distance is very
short, below 200 µm. This can be explained if one considers the very short image
space WD of the GRIN lens (below 100 µm in air at 405 nm). It is also remarkable
from Fig. 2.3d that the RhB spectrum in blue recovers successfully the measured
spectrum using the GRIN lens corroborated by Fig. 2.3e.

Fig. 2.2 a Experimental setup for the spectral characterization of the background fluorescence of
the GRIN lens. b Structure of the bifurcated fibre
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Fig. 2.3 a Emission spectrum of the background fluorescence from the GRIN lens alone with at
405 nm. b RhB spectrum measured with a separation distance between the fibre and the GRIN lens
of 2 mm and c of less than 200 µm. d Summary of the measured emission spectra and the sum of
the RhB and glue emission spectra. e Calculation of the difference between the sum of each
spectral component and the effective measured spectrum
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2.2.2.3 GRIN Lens for Lifetime Measurements

We have shown that background fluorescence is perturbing the spectral measure-
ment through the GRIN lens in specific conditions. In this section, considering ideal
conditions of object and image WD, the effect of the GRIN lens position is eval-
uated on the measurement of fluorescence lifetime of the RhB.

To do so, the spectrometer in Fig. 2.2 is replaced by a photomultiplier tube
(PMT) and a Time-Correlated Single Photon Counting (TCSPC) module syn-
chronized with the excitation source. This method detects the exponential decay of
fluorescence based on an accurate record of a single photon using a highly sensitive
photon detector. The delay time of emission of a photon relative to the laser
excitation pulse corresponds to the time spent in the excited state. Then, excitation
is repeated several times to maintain the condition that only one photon per
molecule is detected at each pulse. A photon counting histogram is generated which
represents the fluorescence decay time and the instrument response function (IRF),
a Time Harp 200 acquisition card (Pico Quant, Berlin Germany). The timing
precision of TCSPC system is characterized by the IRF and should be infinitely
narrow for an ideal system. Experimentally, the laser emission is rejected using a
410 nm high pass filter in order to detect fluorescence. The lifetime decays is fitted
to an exponential model in order to extract the lifetime information with a rea-
sonable fit quality, assessed by the residuals of the fitting. An exponential model is
chosen because it gives a good description of the physics involved in the lifetime
decay. Two exponential models have been tested to extract the lifetime information:
the multi-exponential tail fit without considering the IRF and the exponential
reconvolution considering the IRF. These equations are detailed in (2.1) and (2.2).

I tð Þ ¼
Xn

i¼1

Aie
� t

si ð2:1Þ

I tð Þ ¼ Zt

1
IRFðt0Þ

Xn

i¼1

Aie
�t�t0

si dt0 ð2:2Þ

where:
I(t) is the measured decay data,
Ai the amplitude of the ith component, in counts,
si the lifetime of the ith component that has to be calculated.
IRF was measured using a mirror instead of the RhB sample and the filter was

replaced by an optical density filter in order to let the attenuated laser beam pass to
the PMT for IRF detection. The IRFs measurements of the fibre alone, the fibre
coupled to a 10� microscope objective and the fibre coupled to the GRIN lens are
shown and compared in Fig. 2.4.

The IRFs around 0.65 ns at the full width half maximum (FWHM) are similar
for the three conditions. As a result, the GRIN lens does not affect lifetime
measurements.

2 Focus on the Distal Assembly of a Nonlinear Endomicroscope … 25



Secondly, lifetime measurements using the two fitting methods previously
detailed and decay fits of the fluorescence signal of the RhB solution were realized.
Figure 2.5a, b displays the fluorescence lifetime of RhB superimposed with the
fitting curves.

Fig. 2.4 Measurement of the lifetime of the experimental setup. a Fibre alone. b Fibre and 10�
objective. c Fibre and GRIN lens

Fig. 2.5 Measured fluorescence decay (blue) coupled with the fitting model (black). a Lifetime of
RhB without considering the IRF. b Lifetime fitting by reconvolution, IRF deconvoluted with the
decay data (red). c Residuals randomly distributed across the fitting range
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All the lifetime decays of RhB through the different elements of the setup are
summarized in Table 2.1.

In the literature [11], the mean lifetime data of the fluorescence lifetime of a
solution of RhB in water at 20 °C is sRhB, ref = 1.72 ± 0.02 ns. The fluorescence
lifetime is therefore not affected by the presence of the fibre considering the tail
fitting method, while the reconvolution method is less relevant. Furthermore, the
fluorescence lifetime is not significantly disturbed by the microscope objective if
one takes the experimental incertitude into account. Finally, it can be seen that for
the GRIN lens, both fitting methods, lead to a decrease of the fluorescence lifetime
from 1.7 ns to about 1.62 ns. This may be explained by the detection of fluores-
cence signal of the glue of the GRIN lens, leading to an average measurement of the
lifetime of the RhB and the glue. That point corroborates the previous conclusions
in Sects. 2.2.1 and 2.2.2 on the significant perturbation of the signal collected by
the GRIN lens due to the background fluorescence of the glue.

2.2.3 GRIN Lens Resolution Measurement

The confocal microscope is used to evaluate the resolution of the imaging system as
a whole (10� microscope objective combined with the GRIN lens). Gold beads
having a diameter of 1 lm are assumed to be point sources. A Gaussian function
depicted in Fig. 2.6a, b and c fits the axial and lateral profiles of their images
allowing to calculate the FWHM, equivalent to the optical resolution of the system.

Table 2.1 Lifetime decay fitting through the setup elements using tail fitting without the IRF and
reconvolution fitting with the IRF

Element of the setup A (counts) s (ns) Fit method

Fibre 1872.4 ± 20.9 1.72 ± 0.02 Tail

14,046 ± 94.7 1.67 ± 0.01 Reconv

Objective 1638.5 ± 19.3 1.705 ± 0.015 Tail

3345.3 ± 40.4 1.703 ± 0.014 Reconv

GRIN lens 252.5 ± 9.41 1.628 ± 0.049 Tail

1835 ± 29.6 1.616 ± 0.019 Reconv

Fig. 2.6 Gaussian fits and beads profile measurements. Resolutions: a Lateral in x (lm), b Lateral
in y (lm), and c Axial in z (lm)
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The lateral resolution in x and y are both 1 lm, in agreement with the best
performances described in the literature [3]. This system consequently equals the
state of the art of the resolution of a fibred endomicroscope, adding the huge
advantage of the miniaturized sizes.

2.3 Numerical Analysis of the Global Endomicroscope

A numerical simulation of the distal end of an optimized nonlinear endomicroscope
is proposed, coupling a GRIN lens with a PZT scanner. These simulations are led
simultaneously for NIR nonlinear excitation and collection of the multiphotonic
signal emitted by the target. The GRIN lens is coupled to the scanning system and
the optical fibre. The simulated fibre, a DCF, delivers the nonlinear excitation by
the core and collects the multiphotonic emission by the inner cladding. This DCF is
simulated with ideal parameters for delivering the multiphotonic excitation through
a small core diameter (5 µm) single mode at 800 nm with a small NA (0.04) and a
large inner cladding diameter (200 µm) to collect the maximum of multiphotonic
signal from the GRIN lens thanks, to a large NA (0.3).

2.3.1 PZT Scanning System

The scanning system is a tubular PZT. The important advantage of such a scanner
stays in its small size not yet equalled by another technology. It consists in a small
tubular piezoelectric actuator governed by four electrodes grouped in two pairs,
with an optical fibre positioned inside the actuator and electrically glued at its
tip. This layout allows driving the fibre tip, exceeding the PZT for several tens of
millimetres by application of an arbitrary waveform (triangular or sinusoidal) with a
chosen frequency, for each pair of electrodes. This results in a well-defined
movement of the fibre tip. The adapted one in the context of endomicroscopy is a
circular scanning pattern of the extremity of the fibre. The amplitude is adjustable
until a limit depending on the electrical parameters of the PZT, so that the position
of the fibre tip can be set on all the surface of a defined circle. The position of the
focal point of the excitation beam on different parts of the target relies on the
relative position of the fibre with the GRIN lens, as illustrated in Fig. 2.7.

Fig. 2.7 Scheme of the distal end of the endomicroscope containing the DCF, the PZT and the
GRIN lens
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Several consequences are arising from the use of the PZT scanning system on
the fibre tip resulting from the angle between the fibre tip and the GRIN lens: (i) the
object WD, (ii) the coupling efficiency between the GRIN lens and the excitation
laser, also related to the DCF core diameter and its NA which are necessarily
modified by the tilt angle of the fibre. This observation are the subject of this part of
numerical simulation realized with Zemax program. Figure 2.8a, b resume the
related results.

A decrease of the object WD with the fibre angle is shown in Fig. 2.8a, revealing
a fibre tip is not really a plan, but describing a semi-sphere. This parameter is not a
major drawback but it should be considered for the interpretation of the obtained
images or taken in consideration for the numerical reconstruction of the images. An
increase of the fibre angle leads to an important decrease of the coupling efficiency
between the excitation beam and the GRIN lens (Fig. 2.8b). Indeed, 10 % of the
excitation beam is lost for an angle of 1.1° and more than 60 % are not coupled for
1.4°. This results in the fluctuation of the incident average power in the target,
involving a proportional fluctuation of the emitted fluorescence. To limit this
problem, a reduction of the amplitude of scan is necessary resulting in the reduction
of the field of view in the object space.

To conclude, PZT scanning system is interesting by its small diameter ideal for
the miniaturization of the distal end, but several alteration of the detected image
must be considered to interpret the observed images.

2.3.2 Simulation of the Optimal Distance Between the DCF
and the GRIN Lens

Several parameters are varying with the distance between the DCF and the GRIN
lens (Fig. 2.2a): (i) the focal point position and thus (ii) the object WD, (iii) the
magnification properties, (iv) the coupling efficiency and (v) the FOV. The impact
of these parameters was numerically simulated and the results are summarized in
Fig. 2.9. A distance ranging between 0 and 3 mm between the DCF and the GRIN
lens has been tested.

Fig. 2.8 Consequences of the use of a PZT scanner. Evolution of a the object WD. b the coupling
efficiency of the excitation beam with the DCF angle
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Fig. 2.9 Calculated influence
of the separation distance
between the GRIN lens and
the fibre tip on several
parameters. a Object WD.
b Magnification. c FOV.
d Coupling efficiency
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The object WD decreases when the separation distance between the fibre and the
GRIN lens increases, as expected. And thus, the focal point is under control of this
parameter and can be adjusted between 10 and 100 µm, the highest penetration
depth reachable by the excitation beam. The magnification and the FOV decrease
slowly when the separation distance increases. For example, the FOV, which is very
small at the origin (less than 75 µm) declines to about 73.25 µm at 3 mm. In this
distance ranges, we can consider these parameters can be considered negligible.

In Fig. 2.9d it is shown that whatever the distance between the fibre and the
GRIN lens, after the collection by the GRIN lens, the coupling efficiency of the
multiphotonic signal emitted by the sample is not modified. The big inner cladding
diameter of 200 µm with the highest possible NA of 0.3 is responsible for this
result, justifying the choice of the inner cladding dimension. Consequently, that
optimized parameter is crucial for the efficient collection of very weak multiphoton
endogenous signals.

In conclusion, if an axial scanning is required, moving the separation distance
GRIN lenses are now commonly used in the context of the miniaturization of a.
Nevertheless, severals modifications must be considered: an important decrease of
the object WD as well as a modification of the magnification and the FOV are
modifying the resulting images.

2.4 Conclusions

GRIN lenses are now commonly used towards the miniaturization of a distal head
of an endomicroscope. In This article, we have consequently characterized a
commercial GRIN lens in the context of imaging brain tissues under a confocal
microscope. We have identified a potential parasite signal of fluorescent coming
from the outlying glue all around the effective area of the lens. Starting from this
observation, we have analysed the imaging of glial cells of mouse brain and no
influence on the resulting fluorescent image of the sample has been observed. To
evaluate the importance of this background fluorescence, spectral analysis and
fluorescence lifetime measurements were managed. A non-negligible part of this
fluorescence that can be easily identified by its spectrum and by its lifetime were
shown for both of them.

In a second step, the GRIN lens lateral and axial resolutions were then estab-
lished to around respectively 1 and 16 µm, in agreement with the values usually
presented in the literature.

Finally, we have numerically simulated the global endomicroscope including
this GRIN lens coupled to a homemade DCF fixed with a PZT scanning system. We
have highlighted limitations of the use of this scanning device: (i) the focal plan is
necessarily not plan but curved and (ii) the coupling efficiency of the excitation
beam between the DCF and the GRIN lens is hugely reduced to less than 40 % of
coupling when the fibre angle exceeds 1.4°. More, the separation distance between
the GRIN lens and the DCF influenced the position of the focal point in the object
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plan, presenting a way to perform an axial scanning system, which is still a limiting
point for obtaining 3D images. We have nevertheless noticed that a modification of
the separation distance is inducing a reduction of the FOV and of the magnification.
The best simulated FOV obtained with the GRIN lens is 75 � 75 µm2, which is a
very small and far from the ideal situation usually asked by the surgeons of
1 � 1 mm2.

For an ideal development of an endomicroscope, all these limitations must be
carefully thought for the experimental use of the GRIN lens. Globally, GRIN lens
technology remains the only one allowing a distal lens having a diameter smaller
than 0.5 mm, being a fundamental importance in nonlinear endomicroscopy in a
clinical application.
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Chapter 3
Improvement of Transverse Offset-Based
Single-Mode-Multimode-Single-Mode-
Fiber Structure for DPSK Signal
Demodulation

Xiaoyong Chen and Paloma R. Horche

Abstract In this work, we develop a novel all-fiber Mach-Zehnder interferometer
(MZI), which is based on a commercial graded-index multimode fiber mismatch
spliced between two single-mode fibers. Compared to the common single-mode-
multimode-single-mode-fiber (SMS) structure with all fibers aligned perfectly,
theoretical analysis shows that more power is coupled into the LP11 mode while less
power is coupled into the LP01 mode, resulting in power balance between these two
modes and high interference extinction ratio (ER). Experiments were also carried
out to evaluate the performance of the proposed MZI, and results of transmission
spectra showed that interference ER as high as 18 dB can be obtained. Finally,
we demonstrate, through simulation, that our proposed MZI can be used for DPSK
signal demodulation. Receiver performances are evaluated through back-to-back
sensitivity, narrowband optical filtering and differential group delay, with results
showing that our proposed DPSK receiver can provide comparable performance as
the conventional receiver.

3.1 Introduction

Differential Phase Shift Keying (DPSK) signal, which encodes the binary data as
either a 0 or p optical phase shift between the adjacent bits, has been proposed for
optical transmission systems, since it exhibits superior optical signal to noise ratio
(OSNR) sensitivity, high tolerance to chromatic dispersion and high robustness to
fiber nonlinear effects [1, 2]. Compared with the on-off keying (OOK), the most
obvious benefit of DPSK is the *3 dB OSNR improvement to reach a given BER.
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Such advantage can be used to extend the transmission distance, reduce optical
requirements, and relax component specifications. Note, however, that this *3 dB
benefit can only be obtained using balanced detection.

A delay interferometer (DI), like a conventional Mach-Zehnder interferometer
(MZI), is usually used for DPSK signal demodulation [1], due to the simple
structure and easy implementation. However, the conventional MZIs have one
obvious drawback: the performance is easily affected by the environment, such as
temperature, since the two separated light goes through two different physical paths.
In order to improve the MZI performance, an all-fiber MZI, which is based on a
single-mode-multimode-single-mode-fiber (SMS) structure, is proposed to take
place of the conventional MZI in recent years. The main advantage of all-fiber
SMS-based MZI, compared to the conventional one, is low-cost, easy manufacture,
and performance improvement due to the two arms share the same hardware. Given
to these advantages, it has been studied and developed to act as novel optical
devices, e.g., a temperature sensor [3], a strain sensor [4], a refractive index sensor
[5], a fiber lens [6], and a bandpass filter [7].

Although the all-fiber SMS-based MZI shows advantages in some aspects, it has
an obvious drawback: the interference extinction ratio (ER) is very low, since the
power coupled into LP01 mode is much higher than that coupled into the LP02
mode. Moreover, the other high-order modes like LP03 and LP04 exited and
propagating in the multimode fiber (MMF) will also affect the interference ER. To
improve the interference ER, some schemes, through using a special fiber to replace
the commercial graded-index MMF in the SMS structure, have been proposed,
including a bi-mode fiber [8], a photonic crystal fiber (PCF) [9], a graded-index
MMF with a central dip [10], a double cladding fiber [11], and a thin-core fiber
[12]. Because of the high interference ER, Some of these schemes [8–10] have also
been proposed for DPSK signal demodulation.

In this work, we propose an alternative all-fiber MZI, which is based on a
graded-index MMF mismatch spliced between two SMFs. With a transverse offset,
more power is coupled into the first non-circular symmetrical mode LP11, while less
power is coupled into fundamental mode LP01, resulting in balancing the power
difference between these two beating modes, and thus improving the interference
ER. This improvement makes it possible to use as a DPSK demodulator and we will
also demonstrate this application in this work. Like other all-fiber MZI-based DPSK
receivers [8–10], our proposed DPSK receiver also shows merits of low-cost, easy
manufacture and good performance.

The paper is organized as follows: the theory of the proposed all-fiber MZI is
presented in Sect. 3.2; Experimental setup and experimental results are presented
and discussed in Sect. 3.3; DPSK receiver based on the proposed all-fiber MZI for
40 Gbps DPSK signal demodulation is presented, and simulation results, including
back-to-back sensitivity, receiver performances under narrowband optical filtering
and differential group delay, are commented in Sect. 3.4; Finally, conclusions are
drawn in Sect. 3.5.
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3.2 The Design of the Proposed All-Fiber MZI

3.2.1 Coupling Modes in the Proposed SMS Structure

Modal interference is a well-known phenomenon and it had been studied by many
authors [13–16]. In the normal SMS structure, as shown in Fig. 3.1a, due to the
perfect alignement of all fibers, only the circular symmetrical modes will be excited
and most of the power from the input-SMF is coupled into the LP01 and LP02 modes.
These two modes propagate along the MMF with different propagation constants
and interfere with each other when they transmit from the MMF to the output-SMF.
Therefore, the LP01 and LP02 modes can be seen as the two different optical paths, T1

and T2, in a conventional MZI, as shown in Fig. 3.1b, and the SMS structure can be
seen as a quasi-MZI. However, since the large power difference between the LP01
and LP02 modes, the interference ER of this structure is very low.

In order to improve the interference ER, we propose an alternative SMS struc-
ture, where the MMF is spliced between two SMFs with a certain transverse offset.
Unlike the SMS structure with all fibers aligned perfectly, in our proposed SMS
structure, not only the circular symmetrical modes will be excited, but also the
non-circular symmetrical modes, such as LP11 and LP21 modes. All these excited
modes propagate along the propagation direction and interfere with each other.

Based on the concept of transverse offset between the SMFs and the MMF, our
proposed structure can be divided into three types, as shown in Fig. 3.2a–c:
(a) input-SMF and output-SMF are on the same propagation axis but offset from the
center of the MMF; (b) the input-SMF is aligned with the MMF while the

T
2

T

T
1

(a)

(b)

Fig. 3.1 SMS structure with all fibers aligned perfectly (a); principle of the conventional MZI (b)
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output-SMF is misaligned; (c) both the input-SMF and the output-SMF are ran-
domly misaligned with the MMF and they will not be on the same propagation axis.
In the third structure, it can be subsequently divided into two sub-types, depending
on whether the input-SMF and the output-SMF are aligned with regarding to the
center of the MMF or not.

Assuming that the transverse offset between the input-SMF and the MMF is xd1,
whilst that is xd2 between the MMF and the output-SMF, the coupling coefficient
based on the overlap integral method at z = 0 and z = L can be, respectively,
written as follows [6]:

cð0Þnk ¼
R1
0 Einðr � xd1Þw�

nkðrÞrdr
�� ��2

R1
0 EinðrÞj j2rdr R1

0 wnkðrÞj j2rdr ð3:1Þ
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Fig. 3.2 Structure of all-fiber MZI based on an MMF mismatch spliced between two SMFs: a the
input-SMF and the output-SMF are in the same propagation axis, b the input-SMF is aligned to the
center while the output-SMF deviates from the center, c the input-SMF and the output-SMF are
randomly spliced with the MMF; d–g are the corresponding power distribution in the along the
fibers. Note that (f) and (g) correspond to structure (c)
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cðLÞnk ¼
R1
0 wnkðrÞE�

outðr � xd2Þrdr
�� ��2
R1
0 EinðrÞj j2rdr R1

0 wnkðrÞj j2rdr ð3:2Þ

where Ein and Eout are respectively represented the field distribution of the input-
and output-SMF. Because the MMF used in these SMS structures (Fig. 3.2a–c) is
the commercial graded-index MMF, the field distribution of each excited mode in
the MMF can be described using expressions (3.3) and (3.4). The field distribution
at z = L and power coupled into the output-SMF can be written as (3.5) and (3.6).

– Field distribution of each excited mode [17]:

wnkðrÞ ¼ Nnkr
nexp � 1

2
c2r2

� �
Lnk�1ðc2r2Þ ð3:3Þ

with

Nnk ¼ cnþ 1 2ðn� 1Þ!
Cðnþ kÞ

� �1=2
ð3:4Þ

– Field distribution at z = L,

wðr; LÞ ¼
XN
n¼0

XK
k¼1

ffiffiffiffiffiffiffi
cð0Þnk

q
wnkðrÞ expð�ibnkLÞ ð3:5Þ

– Output power,

Pout ¼
XN
n¼0

XK
k¼1

cð0Þnk c
ðLÞ
nk þ 2

XN
n¼0

XK
k ¼ 1

lm 6¼ qp

XQ
q¼0

XP
p¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cð0Þnk c

ðLÞ
nk c

ð0Þ
qp c

ðLÞ
qp

q
cosðunk;qpÞ

ð3:6Þ

where Nnk represents the normalization constant of each excited LPnk mode. The
parameter c is determined by the radius aM and the V-parameter of the MMF,
c ¼ ffiffiffiffiffiffiffi

VM
p

=aM , where VM ¼ 2paM
k0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n21 � n22

p
. Ln

kðxÞ is the Laguerre polynomials,

Ln
kðxÞ ¼ ex

n!
dn
dxn ðe�xxnÞ. Cðk) is the gamma function, Cðnþ k) ¼ ðnþ k � 1Þ!.

unk;qp ¼ LDbnk;qp, is the phase difference between the LPnk and LPqp modes, and
L is the length of the MMF.
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According to (3.1)–(3.6), the power distribution along the MMF and the power
coupled into the output-SMF can be calculated, as shown in (d)–(g), corresponding
to the three types of transverse offset-based SMS structures. As can be seen, in the
first type, (a), where the input- and output-SMFs are on the same propagation axis,
the power oscillates in the MMF at a fixed period and most of the power is coupled
into the output-SMF when the length of the MMF is integer multiples of the beating
length zb. In the second type, (b), where the input-SMF is aligned to the MMF
while the output-SMF is misaligned, the power distribution along the MMF is the
same as the normal SMS structure, but only a little power is coupled into the
output-SMF, because most of the power is concentrated nearby the central axis. In
the third type, (c), where both input- and output-SMFs are randomly misaligned
with the MMF, two cases appear in the output power. Only a little power is coupled
into the output-SMF in the first case (f) while most of the power can be recovered in
the second one (g). In the second case, the SMS structure should satisfy two
conditions: (1) the length of the MMF is odd times the halved beating length, zb/2;
(2) the center of the input- and output-SMFs is symmetrical with regard to the
center of the MMF.

Therefore, it can be seen that only the first and the third structures have the
possibility of being used as an MZI. To simplify the structure and reduce the
implementation difficulty, only the first structure is looked into in this work. In this
structure, because xd1 = xd2 = xd, it can be derived, based on (3.1) and (3.2), that

cð0Þnk ¼ cðLÞnk ¼ cnk, and the output power of (3.6) can be simplified as:

Pout ¼
XN
n¼0

XK
k¼1

c2nk þ 2
XN
n¼0

XK
k ¼ 1

lm 6¼ qp

XQ
q¼0

XP
p¼1

ffiffiffiffiffiffiffiffiffiffiffiffi
c2nkc

2
qp

q
cosðunk;qpÞ ð3:7Þ

3.2.2 Design of the Proposed SMS Structure Working
as an MZI

Assuming that the transverse offset in our proposed SMS structure is 5 µm, the
coupling coefficient of each excited mode in the MMF can be calculated according
to (3.1), as shown in Fig. 3.3. The MMF model and the corresponding parameters
of MMF and SMF used for calculation can be seen in Fig. 3.4 and Table 3.1,
respectively. Although many modes are excited and propagate in the MMF, most of
the power is coupled into LP01 and LP11 modes. From the calculation results, we
can see that, the sum power coupled into the LP01 and LP11 modes is *90 %,
which is a little less than that coupled into the LP01 and LP02 modes (*98 %) in the
SMS structure with all fibers perfectly aligned (xd = 0), but the power difference
between them is only *10 %, which is far smaller than that in the perfectly aligned
SMS structure. This means, the interference ER between the two beating modes
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can be improved greatly using the SMS structure with xd = 5 µm. Hence, our
proposed SMS structure cannot only be seen as an MZI, but also improve the
interference ER.

Despite a little power is coupled into some high-order modes, they not seriously
affect the transmission spectrum of our proposed all-fiber MZI. They only slightly
change the interference ER, leading to the outline of transmission spectrum peri-
odically oscillating with the wavelength (or frequency), which is verified in
Sect. 3.3. If we ignore the high-order modes excited in the MMF, the transmission
function (3.7) of our proposed all-fiber MZI can be simply expressed as (3.8), the
transmission function of a conventional MZI. In this case, the LP01 and LP11 modes
can be seen as the two different physical paths in the conventional MZI (Fig. 3.1b).
Because both arms share the same hardware, our proposed all-fiber MZI performs

Fig. 3.4 The model of the
MMF used in our proposed
SMS structure
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Fig. 3.3 Coupling coefficient
of the LP01, LP02, LP11 and
LP21 modes when xd = 5 µm
by comparing them to the
case of all fibers being
perfectly aligned

Table 3.1 Parameters of the
SMF and MMF

Parameter MMF SMF

Radius (µm) 25 4.5

Core index 1.4730 1.4610

Cladding index 1.4567 1.4570
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more stable compared with the conventional MZI built with two fiber couplers. The
resultant intensity will be:

T ¼ T1 þ T2 þ 2
ffiffiffiffiffiffiffiffiffiffi
T1T2

p
cos(uÞ ð3:8Þ

where T1 and T2 represent the intensity of modes LP01 and LP11, respectively and u
is the phase difference between these two modes, which can be written as:

u ¼ ZL

0

DbðzÞdz ¼ LDb ð3:9Þ

where L is the MMF length, Db is the propagation constants difference between
modes LP01 and LP11. From (3.8) and (3.9), we can see that the power coupled into
the output-SMF is only decided by the length of the MMF, L.

To concentrate the power on the axis location of the output-SMF at the end of
the MMF, the phase difference between these two dominated modes should be
equal to an integer multiple of 2p. In other words, the MMF length should be an
integer multiple of beat length zb, which can be written as:

zb ¼ 2p
jb01 � b11j

ð3:10Þ

where b01 and b11 are the propagation constants of LP01 and LP11 modes,
respectively.

The transmission spacing Dk between the adjacent constructive peaks (or
destructive valleys) can be written as [18]:

Dk ¼ k2

n01 � n11j jL ¼ 2pk
b01 � b11j jL ¼ kzb

L
ð3:11Þ

where n01 and n11 are the effective index of LP01 and LP11 modes,, respectively. We
can see that, the spacing Dk is inversely proportional to MMF length. In addition,
the difference in propagation constants between the two beating modes can be
approximately written as:

b01 � b11 ¼
k

4pa2ncore
U2

01 � U2
11

� � ð3:12Þ

with

U01 ¼ 2:405 e�1=V for the mode LP01

U11 ¼ 3:83 e�1=V for the mode LP11

V ¼ 2pa
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2core � n2clad

q
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where a is the radius of the core of the MMF. k is the wavelength in vacuum. ncore
is the maximum refractive index of the core and nclad is that of the cladding of the
MMF.

Combining with (3.10), the time delay between two beating modes can be
defined as:

Dt ¼ L
c=n01

� L
c=n02

¼ DnL
c

¼ k2

cDk
ð3:13Þ

This shows that the delay time only depends on the effective index difference,
Dn, and the MMF length, L. In order to evaluate the delay efficiency of our pro-
posed all-fiber MZI, we also define another parameter called delay coefficient, Dd,
corresponding to the time delay in a one-meter MMF:

Dd ¼ Dt
L

¼ Dn
c

¼ k2

cLDk
ð3:14Þ

We can see that the delay coefficient only depends on the effective index
difference Dn, which is determined by the refractive index profile of the MMF.

3.3 Experiment

According to the theoretical analysis in Sect. 3.2, we built an experimental setup, as
shown in Fig. 3.5, for observing the transmission spectrum of our proposed all-fiber
MZI. A white source with almost a flat spectrum in the range from 1 to 1.62 µm, as
shown in Fig. 3.6a, was used as the light source. The SMFs (9 µm/125 µm) were
the commercial standard SMFs compliant with ITU-T G.652, and the MMF
(50 µm/125 µm) was also a commercial graded-index MMF, with maximum core

Fig. 3.5 Experimental setup. LED light emitting diodes; MMF multimode fiber; SMF
single-mode fiber; OSA optical spectrum analyzer
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refractive index of 1.473 and cladding refractive index of 1.4567. In the experiment,
the MMF was spliced between two SMFs by two micro-positioners, for accurately
adjusting the transverse offset. Note that the micro-positioners are not shown in
Fig. 3.5. Finally, the output-SMF was directly connected to an optical spectrum
analyzer (OSA) for observing and recording the transmission spectrum.

The experimental results of transmission spectra are shown in Fig. 3.6, with
different MMF lengths of 38.5, 46 and 76 cm. As can be seen, interference ER as
high as 18 dB is obtained in the experiment. These results agree with the theory
presented in Sect. 3.2: most power is coupled into modes LP01 and LP11, and power
difference between these two modes is small. Also, comparison between Fig. 3.6b,
d indicates that the transmission spacing Dk is inversely proportional to the MMF
length: increasing MMF length from 38.5 to 76 cm results in a decrease of
wavelength spacing Dk from 4.34 to 2.22 nm.

Figure 3.6b also shows that a relative time delay Dt of 1.85 ps, which is got
through (3.7), is obtained when the MMF length is 38.5 cm. According to (3.8), it
can be calculated that the delay coefficient Dd is 4.81 ps/m. This value is larger than
that of the bi-mode MMF-based MZI [8] and the birefringent fiber-based loop
mirror [19], which possesses delay coefficients of 3.48 and 0.91 ps/m, respectively.

Fig. 3.6 Transmission spectra of the light source (a), and the proposed all-fiber MZI device with
different MMF lengths of 38.5 cm (b), 46 cm (c), and 76 cm (d)
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It implies that the required MMF length for generating a certain time delay is much
shorter. However, the delay coefficient of our proposed all-fiber MZI device is
much smaller than that of the all-fiber MZIs proposed by Chen [10] and Du [9],
which possesses delay coefficients of 8.7 and 30.4 ps/m, respectively.

The transmission spectra in Fig. 3.6c, d reveal the periodic nature on the change
of the interference ER. This phenomenon agrees with the theoretical analysis
mentioned in Sect. 3.2: some high-order modes, such as LP02 and LP21 modes, are
excited and propagate in the MMF. Note, however, that the transmission spectrum
is mainly determined by the phase difference between the LP01 and LP11 modes at
the end of MMF. At a certain wavelength, the output power reaches the minimum
due to the destructive interference, when the phase difference is equal to odd time of
p; the output power reaches the maximum owing to the constructive interference,
when the phase difference is equal to even times of p. In theory, the spectral period
should be inversely proportional to MMF length, which agrees with the experi-
mental results: increasing MMF length from 46 to 76 cm leads to a decrease of
spectral period from 78 to 49 nm.

3.4 Proposed MZI for DPSK Signal Demodulation

As mentioned in Sect. 3.1, interference ER is a very important parameter for
demodulating DPSK signals, when an all-fiber MZI is used as a DPSK demodu-
lator. The high interference ER obtained in the experiment make our proposed
all-fiber MZI device possible for use as a DPSK demodulator. In this section, we
verify, through simulation, that our proposed all-fiber MZI can be used for DPSK
signal demodulation.

The MMF model, as shown in Fig. 3.4, used in the simulation is almost the same
as the graded-index MMF used in the experiment. It can be theoretically calculated
that the delay coefficient is 4.93 ps/m, which is very close to the results obtained in
the experiment. The required MMF length, thus, is 5.068 m for demodulating a
40 Gbps DPSK signal. Figure 3.7 shows the transmission spectrum of the proposed
all-fiber MZI with MMF length of 5.068 m. It can be seen that high interference ER
is obtained in the simulation.

Simulation design of a back-to-back 40 Gbps DPSK system, including a con-
ventional transmitter and a receiver based on our proposed all-fiber MZI, is depicted
in Fig. 3.8. At the transmitter, a 1550 nm continuous-wave source was modulated
by a LiNbO3 Mzch-Zehnder modulator (MZM), driven by a 40 Gbps precoded data
stream, which is a pseudo random bit sequence of length 215–1, to generate a
40 Gbps DPSK signal. At the receiver, the signal was first amplified by an
erbium-doped fiber amplifier (EDFA), and then the noise-loaded signal was filtered
by a bandpass filter with an 85-GHz 3-dB bandwidth. After that, the signal was
demodulated by our proposed all-fiber MZI, followed by a photodetector. Finally, a
bit error rate (BER) analyzer was used to analyze the quality of the received signal.
Note that the simulations were carried out through OptiSystem.
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3.4.1 Back-to-Back Sensitivity

The simulation results of back-to-back sensitivity are shown in Fig. 3.9. The sen-
sitivity of our proposed receiver is about −22.5 dBm at a BER of 10−15 and about
−23.9 dBm at a BER of 10−9. Compared with the conventional DI-based DPSK
receiver [1], our proposed receiver has 1.3 ± 0.2 dB sensitivity penalty. This
penalty is mainly caused by the imbalanced detection, since the output-SMF in our
proposed MZI only provides one output port. This problem can be solved by
splicing a dual-core fiber at the output end of the proposed MZI, thus, detecting the
demodulated signals in the two cores. However, it should be noted that this design
is at the expense of increasing the complexity of the receiver. In addition, the MMF

Fig. 3.7 Transmission spectrum of the proposed all-fiber MZI with MMF length of 5.068 m

Fig. 3.8 Simulation setup. CW continuous wave; BSG bit sequence generator; PG pattern
generator; MZM Mach-Zehnder modulator; OA optical amplifier; BPF bandpass filter; BER bit
error rate; PD photodetector
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induced signal impairment can also lead to sensitivity penalty. The relatively open
intensity eye shown in the inset demonstrates that the proposed receiver can provide
error-free operation.

3.4.2 Narrowband Optical Filtering

Reconfigurable optical add-drop multiplexers (ROADMs) and optical
cross-connects (OXCs) nodes are widely used in optical networks for keeping
signals within the optical domain for as long as possible [20]. These components
usually contain many optical filters, such as multiplexers, demultiplexers, wave-
length blockers and wavelength selective switches, which will reduce the effective
bandwidth of the channel, resulting in the signal spectrum being clipped in the
frequency domain and signal distortion in time domain. Moreover, different types
of receiver will lead to different tolerance to narrowband optical filtering. Thus, in
this subsection we will study the receiver performance under narrowband optical
filtering, using two types of optical filter: 45 GHz- and 85 GHz-based Butterworth
optical filters [21].

The simulation results are shown in Fig. 3.10. As can be seen, when the 45-GHz
filters are used in the channel, only one filter is allowed with a 1-dB OSNR penalty.
When more than two filters are cascaded in the channel, a very high OSNR is
required. This is because the effective channel bandwidth is narrower than the
signal bandwidth, and the signal spectrum is clipped severely, leading to serious
intersymbol interference (ISI) in the time domain. Therefore, it can be seen that the
standard 40 Gbps DPSK signal is not able to work on the 50-GHz ITU grid. Note,
however, that the partial-DPSK [22], where the delay between the two arms in the
MZI is reduced from 1 to 0.65 bit, can work on the 50-GHz ITU grid. We do not
discuss this case in this work.

When the 85-GHz filters are used in the channel, about 8 filters are allowed to be
cascaded, with a 1-dB OSNR penalty. This is because the filter-induced ISI is

Fig. 3.9 BER as a function
of received power
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mitigated. The simulation results demonstrates that 2.5–4 dB more OSNR is
required using our proposed receiver, compared to the conventional one. This can
be understood from the single-branch detection. As mentioned in Sect. 4.1, this
problem can be solved by balanced detection, but at the price of increasing the
receiver complexity. Here it should be pointed out that the required BER of 10−4

applied in our simulations can be improved to 10−15, if a forward error correction
(FEC) technique is used.

Fig. 3.10 Required OSNR for a BER of 10−4 as a function of the number of filters, with filter
bandwidth of 45-GHz (a) and 85-GHz (b)
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3.4.3 Differential Group Delay (DGD) Tolerance

Polarization mode dispersion (PMD) can have adverse effects on data transmission
in fiber-optic links over long distances at very high data rates [23], because portions
of the transmitted signals in different polarization modes will arrive at slightly
different times. This can cause some levels of pulse broadening, leading to ISI, and
thus a degradation of the received signal. PMD has been studied extensively
because it limits the performance of modern lightwave systems, especially
high-symbol rate systems. In this subsection, the tolerance to the first-order PMD,
which is also called DGD, is studied using our proposed receiver.

In the simulation, a tunable polarization-maintaining fiber (PMF) was used as the
DGD element and a different DGD can be obtained by changing the length of the
PMF. A polarization controller (PC), placed in front of the PMF was used to launch
at 45° to the principle state of polarization axes of the PMF, leading to the
worst-case conditions.

The simulation results, as shown in Fig. 3.11, detail that the DGD tolerance is
*9 ps using our proposed receivers, with 1-dB OSNR penalty. This value is in
agreement with the theory [2]: a 1-dB OSNR penalty occurs at a DGD of between
30 % and 40 % of the symbol duration. The required OSNR increases quickly
when the DGD is higher than 9 ps. Moreover, due to single-branch detection, 3–
4 dB more OSNR is required by our proposed receiver compared to the conven-
tional DPSK receiver. However, this OSNR penalty can be solved using balanced
detection in our proposed receiver.

3.5 Conclusion

We have, theoretically and experimentally, demonstrated an all-fiber MZI device,
which is based on a commercial graded-index MMF mismatch spliced between two
SMFs. In this structure, most of the power from the input-SMF is coupled into

Fig. 3.11 Required OSNR
for a BER of 10−4 as a
function of the accumulated
DGD
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excited LP01 and LP11 modes in the MMF. These two modes interfere with each
other along the propagation direction, and the light power coupled into the
output-SMF only depends on the relative phase difference at the end of the MMF.
Thus, interference pattern can be obtained at the exit of the output-SMF.
Interference ER as high as 18 dB was obtained in the experiment, and a delay
coefficient of 4.81 ps/m was achieved. Finally, simulations carried out in a 40 Gbps
DPSK system have demonstrated that our proposed all-fiber MZI can be used as a
DPSK demodulator. Receiver performances under back-to-back sensitivity, nar-
rowband optical filtering and DGD, have shown that our proposed receiver can
provide similar performance as the conventional one.

Since the design of our proposed all-fiber MZI is low-cost and ease of manu-
facture, it may be used widely in many optical applications in future, such as a
bandpass filter or a temperature sensor. Furthermore, with the proper design, it can
also be applied as a WDM multiplexer/demultiplexer.
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Chapter 4
Application of Laser Photoacoustic
Spectroscopy and Chemometrics
in Homeland Security

Adriana Puiu, Gianfranco Giubileo, Stella Nunziante Cesaro
and Antonio Palucci

Abstract In the last decades, the military and Government organizations have an
increasing interest in development of field-sensors for homeland security issues. In
order to detect explosives (such as DNT, TNT, tetryl, RDX, HMX, TATP, PETN)
and some precursors of Improvised Explosive Devices (i.e. potassium sulfate,
potassium nitrate, magnesium sulfate, ammonium perchlorate, ammonium nitrate,
acetone), we applied laser photoacoustic spectroscopy (LPAS) and a chemometric
method (PCA, Principal Component Analysis) to speed up the identification pro-
cess. The results indicated that the combination of LPAS and PCA is very useful for
a rapid identification of these chemicals.

4.1 Introduction

The use of explosives and Improvised Explosive Devices (IEDs) by terrorists
continue to pose a significant threat for civilians. Explosives are one of the most
important threats including many categories of chemicals, whose recognition in
combination with the most usual substrates (plastic or jelly) in bombs manufactory
is a formidable task from an analytical point of view and might require complex
data sampling and time consuming analysis procedures, which are unsuitable to
obtain real time results in field applications when using conventional laboratory
equipment. Most common explosives utilized in warfare since the World War I
(WWI) up to now are nitrogen containing compounds characterized by a peculiar
O/N content (e.g. nitro compounds), which favours the explosive ignition, and the
presence of an organic matrix (C and H based) as fuel to burn up. As traditional
explosives are difficult to obtain, bomb makers search for chemicals commercially
available in hardware stores, pharmacies and cosmetics stores to use them as ex-
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plosives precursors. In the last years, the most prevalent form of explosive device
utilized in the attacks have been the IEDs. These mixtures are homemade,
non-conventional explosives, fabricated by combining common chemicals to
manufacture a rudimental but efficient bomb. A list of some chemicals used as
precursors of IEDs is reported in Table 4.1. The number of explosives which can be
home-manufactured is limited by the imagination and knowledge as well as by the
cost and availability of these chemicals on the market. Improvised explosives are
typically mixtures of an oxidizer and a fuel. The first substance must be rich in
Oxygen and the second one must be able to react very fast so that it changes and
multiplies its volume [1]. Nowadays, there is a need to develop new efficient
methods able to perform sensitive and selective detection of such chemicals during
transportation or storing by terrorists. The fight against the increased manufacturing
of modern bombs for criminal use is approached by developing fast real-time
easy-to-use methods for the detection of IED precursors, such as Infrared Laser
Photo-acoustic Spectroscopy (IR-LPAS). IR-LPAS already demonstrated to be
promising in the design of an integrated optical system for the real time detection
and identification of explosive species in traces to support homeland security [2–5].

In this paper we report the LPAS analysis of some explosives and common
chemicals used as IED precursors: trinitrotoluene, dinitrotoluene, triacetonetriper-
oxide, Hexogen, Octogen, Nitropenta, potassium sulfate, potassium nitrate, mag-
nesium sulfate, ammonium perchlorate, ammonium nitrate, and acetone. The
analyzed chemical species were classified by Principal Component Analysis
(PCA) applied to the collected IR spectral data, which facilitate the recognition
capability of the adopted method.

4.2 Materials and Methods

The experimental work was performed by using a home-made LPAS apparatus
equipped with a line tuneable 10 W Continuous Wave stabilized CO2 laser source
and with a home-made 3 cc photoacoustic (PA) cell. System control and Data
acquisition were achieved through a specialized card, IEEE488.2—GPIB National
Instruments, with signal processed by a lock-in amplifier, SR830 Stanford Research

Table 4.1 Chemicals used as precursors of IEDs [6, 7]

Acetone Hydrogen peroxide Potassium sulfate

Ammonium nitrate Hexamine Potassium perchlorate

Ammonium perchlorate Magnesium sulfate Sodium chlorate

Barium nitrate Nitric acid Sodium nitrate

Citric acid Nitromethane Sulphuric acid

Guanidine nitrate Potassium chlorate Hydrochloric acid

Urea Potassium nitrate

54 A. Puiu et al.



Systems, in a LabView environment. A schematic of the LPAS apparatus is shown
in Fig. 4.1. More details on the Photoacoustic facility were reported in a previous
paper [3]. The PA signal produced by a few hundreds lg/cm2 of each chemical was
filtered by a low pass pre-amplifier and selectively amplified by a lock-in amplifier.
The background signal was negligible when compared to the sample signal.

FT-IR analysis was performed on explosive compounds in the spectral range
9–11 lm by using an IFS66 (Bruker) interferometer equipped with a Praying
Mantis (Harrick) accessory for DRIFT located in the sample chamber under rotary
vacuum.

In this study, military explosives and precursors substances were used. Among
military explosives TNT (2,4,6-Trinitrotoluene) is one of the most widely diffused,
and has been in use for about the last 100 years, with most of the production during
WWI and WWII. RDX (cyclotrimethyltrinitramine, known as Hexogen) and PETN
(Nitropenta) are more recent, they were largely produced during WWII and are still
widely diffused today, also in plastic explosives. HMX (Octogen) is a very pow-
erful and expensive military explosive, which has been employed in solid-fuel
rocket propellants and in military high performance warheads. Different combina-
tions of TNT, RDX, PETN, HMX, etc. are currently used with a number of organic
compounds (waxes, plasticizers, stabilizers, oils, etc.). Ammonium nitrate is uti-
lized as the basis for other families of explosives, typically for industrial applica-
tions and in solid rocket propellants. To the previous list of high energetic materials,
recently has been added also a new category of Improvised Explosive Devices
(IEDs), as triacetone triperoxide (TATP), mainly employed in the implementation
of homemade explosives that are carried by suicide bombers. The TATP precursors
are very cheap and commercially available: acetone and hydrogen peroxide. For
this reason we considered necessary to dedicate a part of the study to analyze such
substances used as precursors of IEDs. The list of precursors considered in the
present experimental work is reported in Table 4.2.

All the pure solid substances were purchased from different suppliers such as
Carlo Erba, Sigma and Accucstandard and they were analyzed by LPAS without

CO2 laser
Chopper

Lock-in amplifier
PA cell

Al mirror

Cu mirror

Beam 
splitter

Beam 
splitter

Power-
meter

Spectrum analyzer

GPIB-USB 
adapter

PC

Fig. 4.1 Schematic of the LPAS set-up
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any pretreatment in weighted amounts of 100–300 µg. The samples were directly
warmed by the incident laser beam so that the PA signal was generated without
previously warm the sample to bring out vapours. Before each measurement, the
PA cell was shortly cleaned by vacuum pumping.

4.3 Results

The concept of LPAS recognition of IED precursors has been demonstrated by
performing measurements on some conventional explosives and on the selected set
of precursors of IEDs reported in Table 4.2. Figure 4.2 reports the PA spectra and
FT-IR spectra of common explosives (TNT, DNT, TATP, HMX, RDX, tetryl). It
appears well evident the agreement among the data obtained from the two different
spectral techniques. Examples of some IEDs PA spectra are shown in Figs. 4.3, 4.4,
4.5, 4.6. The spectra were collected in the 9.2–10.8 lm spectral range covered by
the adopted laser source. All the considered chemicals underwent the same ana-
lytical procedure.

As it can be observed, characteristic absorption peaks distribution was found in
the investigated spectral range for each analyzed sample. The error bars in the

Table 4.2 List of LPAS
analyzed IED precursors

Precursor Chemical formula m.p. (°C)

Acetone CH3–CO–CH3 −95

Ammonium nitrate NH4NO3 169

Ammonium perchlorate NH4ClO4 200

Magnesium sulfate MgSO4 1124

Potassium sulfate K2SO4 1069

Potassium nitrate KNO3 334

Fig. 4.2 Photoacoustic spectra of explosives analyzed by LPAS technique (dot lines) compared to
FT-IR spectra (continuous line)
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graphs represent the standard deviation of ten different PA signal acquisitions on
the given laser emission line.

The strong absorption band presented by NH4ClO4 (ammonium perchlorate) at
9–10 lm determines the relatively higher LPAS signals recorded for this chemical
in the mentioned interval. For NH4NO3 and K2SO4 species, an increasing LPAS
signal going from 11 lm toward 9 lm was recorded, as confirmed also by FTIR
data in the literature [8].

Despite the analyzed samples are inorganic substances that do not possess the
rich band structure generally found for the organic species in the fingerprint region
(6–20 µm), the high resolution PA spectroscopy put in evidence different spectral
patterns characteristic for each substance in the spectral interval covered by the CO2

laser (9–11 µm), even in the absence of specific absorption bands ascribable to
some roto-vibrational motions within the molecule.

4.4 Principal Component Analysis

From a first graphs examination it appears that the spectral features of the analyzed
substances are sufficiently different from each other to consent a good discrimi-
nation. Nevertheless, a direct comparison of the collected spectra is quite difficult in
practice. Due to the complex structures of the photoacustic responses of the
investigated samples, a unique selection of representative lines of each species, not
overlapping each other, is not straightforward achievable. Therefore in order to
achieve the unambiguous and rapid recognition of trace explosive compounds and
precursors of IEDs, a chemometric approach has been exploited to the experimental
results as a whole.

The chemometric approach was based on Principal Component Analysis
(PCA) applied to the set of experimental data. PCA gives valuable information

Fig. 4.6 Photoacoustic
spectrum of potassium sulfate
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about the factors which mainly affect the spectral variations among different ana-
lyzed samples.

The result of PCA treatment on the investigated samples is shown in Fig. 4.7.
Looking at the graph it appears evident the discrimination capability of the LPAS
analysis coupled to the PCA chemometric algorithm.

The infrared photoacoustic spectra were previously normalized to the laser
power, and then to their maximum peak value. We recorded the PA signal from 55
emission wavelengths of the CO2 laser. Thus, by using a software developed in
MatLab environment, the PCA was applied to a data matrix of 55 datapoints and 60
samples. On a data matrix containing elements xik, where index k is used for the
experimental measurements and index i for the samples under study, the PCA
model is described by (4.1):

xij � �xk ¼ eik þ
XN

j¼1

tjkpjk ð4:1Þ

where the loadings pjk depend only on the experimentally measured variables and
the scores tij only depend on the sample constituents; N is the number of significant
components [4].

From the PCA, one can find that the first three principal components are
explaining 70.6 % of the overall spectral variation. The corresponding loading
plots, which indicate the specific contribution of each absorption line in the total
variance of the spectral data, are reported in the Fig. 4.8. The first principal com-
ponent, PC1, which accounts for the 36 % of spectral variance, has one isolated
peak around 9.5 µm that correspond to some vibrations in the two nitro-compounds

Fig. 4.7 Graphical presentation of PC1 versus PC2 applied to photoacoustic spectra of different
chemicals (explosives and IED precursors)
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(NH4NO3 and KNO3). Generally, the fingerprints of inorganic compounds fall in
the region 25 µm−1 mm (400–10 cm−1) due to the presence of the lattice modes of
vibration which are characteristic of a specific crystal geometry [9]. These modes
result from the motion of one polyatomic group relative to another within the unit
cell. Thus, there are no absorption peaks in the interval 9–11 µm which can be
ascribed to a specific mode of vibration of some functional groups inside the IEDs
precursor samples. The band in the range 10.5–10.8 µm can be assigned to NO2

scissoring in TNT and HCCN torsion in tetryl.
In the second component, PC2, with an explained spectral variance of 22 %,

there is a wider band centered around one isolated peak around 9.5 µm that cor-
respond to some vibrations in the NH4NO3, NH4ClO4 and KNO3, while the other
bands can be ascribed to nitro-explosives with benzene ring.

The loading plot for PC3, which explains the 13.6 % of spectral variance,
shows, besides the peaks in position equivalent to those in the PC1 or PC2, a strong
band in the 9P branch of the CO2 laser emission wavelengths, probably due to the
ring wagging in DNT and TNT.

In general, a low number of PC able to explain more than 60 % of the spectral
variances is correlated with a large spectral difference among the samples. Thus, in
our case only two components can be sufficient to describe the data set, as evi-
denced in Fig. 4.7, which shows the PCA plot for the PC1 and PC2, the two largest
principal components of the dataset, which explain 58 % of the spectral variance
between the samples. In this plot each sample is represented by a point, and the six
groups, each corresponding to a precursor substance, are clearly separated.

In Fig. 4.9 we report the 3D plot of PC1, PC2 and PC3 (70.6 % explained
variance), which clearly shows that each compound can be correctly grouped with

Fig. 4.8 Loadings plots for the first three components
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no misassignment. Therefore, the application of PCA to the LPAS spectra
expressed by 55 different wavelengths allowed to reduce the output to only three
components. The score plots indicate that the proposed model is able to correctly
group the IED’s precursors in spite of the oversimplification of LPAS spectra.

4.5 Conclusions

The concept of LPAS recognition of explosives and IED precursors has been
demonstrated by performing measurements on the selected set of chemicals
reported in Figs. 4.2, 4.3, 4.4, 4.5, 4.6. PA spectroscopy put in evidence different
spectral patterns characteristic for each substance in the spectral interval covered by
the CO2 laser. Nevertheless, in order to simplify the daunting task of substance
identification, a multivariate statistical analysis tool based on PCA was developed
in MatLab. In spite of the fact that inorganic compounds identification by infrared
spectroscopy is considered somewhat less successful in the middle infrared
(MIR) region, the recognition ability of MIR-LPAS technique coupled with a PCA
data treatment was demonstrated by the reported results. Applying PCA to the
LPAS spectra of thirty compounds, it was found that 70.6 % of the spectral vari-
ation was accounted for by the first three principal components. This percentage
obtained with only a few number of components indicates a large spectral difference
among the samples. Even if no spectral features attributable to specific vibrational
modes of a certain functional group are present in the LPAS spectra of IEDs
precursors, analysis of the score and loadings plot showed that the samples can be
well identified due to the presence of lattice modes of vibration.

Fig. 4.9 PCA results in the
3D space generated by the
first three components (PC1,
PC2, and PC3)
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In conclusion, LPAS coupled with PCA could provide an useful detection
method to support the fight to the increased realization of modern bombs for
criminal use. Moreover, an integration with complementary methods such as
Raman spectroscopy may further increase the specificity of detection, especially for
the chemicals exhibiting poor infrared absorption profiles.
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Chapter 5
Fibre Bragg Grating Sensor Signal
Post-processing Algorithm: Crack Growth
Monitoring in Fibre Reinforced Plastic
Structures

G. Pereira, L.P. Mikkelsen and M. McGugan

Abstract A novel method to assess a crack growing/damage event in fibre rein-
forced plastic, using conventional single mode Fibre Bragg Grating sensors
embedded in the host material is presented in this article. Three different damage
mechanisms that can change the sensor output, longitudinal strain exx, transversal
stress ryy;zz, and non-uniform strain exxðxxÞ, were identified. These damage mech-
anisms were identified during the experimental testing and linked with the sensor
output using a digital image correlation technique. A dedicated algorithm to extract
information from the reflected spectrum that enables crack detection was developed.
Double Cantilever Beams specimens made with glass fibre and bonded with
structural adhesive, were instrumented with a Fibre Bragg Grating array embedded
in the host material, and tested using an experimental fracture procedure. This
method was successfully validated in three different loading conditions, where were
obtained very promising results that enable crack growth monitoring.

5.1 Introduction

5.1.1 Fibre Reinforced Polymer Materials

Fibre Reinforced Polymer (FRP) materials, or as often called composite materials,
have been extensively used in aerospace, automotive, naval, civil engineering and
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wind energy applications. The main difference with FRP materials compared to
metals is that they have an isotropic behaviour, which means that it shows different
mechanical properties in different directions. These FRP materials consist of two
macroscopic phases, a stiff fibre phase usually glass or carbon fibre, and a polymer
matrix usually polyester or epoxy. The main advantage of this material is its
capability to be tailored for a specific application, enabling an enhancement, and a
high level of customization of mechanical properties, such as light-weight, thermal
expansion, chemical/corrosion resistance, fatigue behaviour, etc. [1].

5.1.2 FRP Failure and Damage Mechanism

Many structures made of FRP material, such as aerospace structures, ships,
air-crafts and wind turbine blades, are constructed using multi-directional laminates
that are bonded together using structural adhesives. Therefore, the most common
failures in this type of structures are delamination, by crack growth along interfaces
between layers inside the laminates, or adhesive joint failure, by cracking along the
interface of the laminate and structural adhesive, as shown in Fig. 5.1.

In both failure situations a fibre crack bridging is often created, where intact
fibres connect the crack faces behind the crack tip, as shown in Fig. 5.2. This fibre
crack bridging creates an extra resistance that the crack has to overcome to grow,
meaning that the energy required for the crack to grow is higher than that the energy
required to initiate it. However, this damage mechanism can’t be analysed by
classic linear elastic fracture mechanics. Instead, a cohesive law can be used to
describe the fracture mechanism, as described by some authors [2, 3]. The cohesive

Structural adhesive

FRP laminate

Delamination

Adhesive joint failure

Fig. 5.1 Most common type of failure in FRP laminate structures: delamination and adhesive
joint failure
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law, rðdÞ, is a traction-separation relation that represents the stress transmitted
between crack faces in the active cohesive zone (active fracture process zone).

To develop a monitoring system capable of detecting cracks/delamination, the
stress distribution around the crack and the active cohesive zone needs to be
analysed. A Finite Element Method Model (FEM) that simulates the delamination
of a FRP structure bonded with structural adhesive was developed, based on the
material/structure tested in this study.

The stress distribution along the active fracture process zone is shown in
Fig. 5.3, and can be divided in two distinct contributions:

– near the crack tip (x ¼ 0), where the material strength was reduced, and due to
the proximity with the stress singularity (crack tip) the stress tends to infinite,
creating a high stress gradient region;

– in the fibre bridging zone (x\0), the fibres connecting the crack faces behind
the crack tip will act like cables, forcing the faces to close, which creates a
traction stress in that area. However, to maintain a force equilibrium, a com-
pression field is formed ahead the crack tip.

These two crack/fracture phenomena, stress gradient and compression field, will
move as the crack grows.

Fig. 5.2 Fibre bridging
phenomenon during adhesive
joint failure of a FRP
specimen
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5.1.3 Crack/Delamination Detection in Fibre Reinforced
Polymer Materials

Sensing technology has been implemented in FRP materials to track delamination.
Acoustic emission [4] that measures the stress waves generated by the crack front
growing, vibration [5] that detects changes in the specific damping capacity of the
structure, model analysis [6] by monitoring the material natural frequencies and
mode shapes, piezo-electric actuators/sensors and wavelet analysis [7] based on the
energy variation of the structural dynamic. However, these measurement systems
have several limitations, among these the need for qualified operators, expensive
hardware and impractical to use under operation. Also, to detect delamination in
FRP materials the sensor must be embedded in the laminate layers or in the
interface between the FRP and the structural adhesive.

Fibre Bragg Gratings (FBG) have the capability to be embedded in the FRP
material, even in an operational structure, without compromising its structural
resistance. This is due to the FBG reduced size, with a diameter of 125 lm, it is
virtual non-intrusive to the material. Also, FBG sensors present other interesting
features, such high resolution, multiplexing capability, immunity to electromagnetic
fields, chemical inertness and long term stability.
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5.1.4 Crack/Delamination Detection by Embedded Fibre
Bragg Gratings

During a crack/delamination event different fracture features will be present near
the crack tip, as such as a stress gradient and a compression field. Thus, being able
to identify and measure this specific phenomena with a FBG sensor is a key factor
to correctly determine the presence of damage and it growth.

Different FBG response stages under a crack growth event are presented in
Fig. 5.4. First, before the crack reaches the proximity of the grating, Fig. 5.4a, the
material will build up uniform strain (considering structure loading or geometric
singularities distant enough from the grating), which will make a uniform wave-
length shift in the FBG reflected peak. Next, the compression field formed ahead the
crack tip due to the the fibre bridging will reach the grating area, creating a splitting
of the FGB reflected wave, as shown in Fig. 5.4b. Then, when the grating is near
the influence of the crack singularity, the non-uniform strain field will change the

(a) (b)

(c) (d)

Fig. 5.4 Different stages of the FBG response under a crack growth event
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shape of the reflected peak increasing the width of the reflected wave, as shown in
Fig. 5.4c. At last, after the crack passes the FBG sensor, the shape of the reflected
wave will return to its original shape, and the sensor response will be again a simple
wavelength shift, because at this stage only uniform strains will be acting in the
FBG, as shown in Fig. 5.4d.

5.2 Fibre Bragg Grating Working Principle

A Fibre Bragg Grating (FBG) is formed by a permanent periodic modulation of the
refractive index along a section of an optical fibre, by exposing the optical fibre to
an interference pattern of intense ultra-violet light [8]. The photosensitivity of the
silica exposed to the ultra-violet light is increased, so when the optical fibre is
illuminated by a broadband light source, a very narrow wavelength band is reflected
back. The spectral response of a homogeneous FBG is a single peak centred at the
wavelength kb, as shown in Fig. 5.5. The wavelength kb is described by the Bragg
condition,

kB ¼ 2neff ;0K;0 ð5:1Þ

where n0 is the mean effective refractive index at the location of the grating, the
index 0 denotes unstrained conditions (initial state). The parameter neff is the
effective refractive index and K is the constant nominal period of the refractive
index modulation [9].
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5.2.1 Fibre Bragg Grating Response to Uniform Variation
of Strain and/or Temperature

The wavelength shift Dkb of an embedded FBG under a uniform variation of strain
exx, and temperature DT is given by the (5.2),

Dkb
kb

¼ ð1� peÞexx þ ð1� peÞðas � af Þþ n
� �

DT ð5:2Þ

where pe is a photoelastic coefficients, as and af are the thermal expansion coef-
ficients of the host material and the optical fibre, respectively, and n is the
thermo-optic coefficient.

5.2.2 Fibre Bragg Grating Response Under Transverse
Force: Birefringent Effect

An optical fibre can present a birefringent behaviour, defined by the change of the
refractive index neff in the two directions neffy and neffx, when the grating is sub-
jected to a transverse force. The variation of the refractive index in the two
directions neffy and neffz is given by the (5.3) and (5.4) [10–13].

Dnx ¼ � n30
2Ef

ðp11 � 2mf p12Þrz þ ð1� mf Þp12 � mf p11
� �ðry þ rxÞ

� � ð5:3Þ

Dny ¼ � n30
2Ef

ðp11 � 2mf p12Þry þ ð1� mf Þp12 � mf p11
� �ðrx þ rzÞ

� � ð5:4Þ

ry;z is the transverse stress, Ef is the elastic modulus of the optical fibre, mf is the
Poisson’s ration, n0 is the initial refractive index, p11 and p12 are the photo-elastic
coefficients of the optical fibre.

Rewriting the (5.3) and (5.4), it is possible to determine the increase in the width
of the reflected wave, Dk0IW ¼ kkx � kyk, caused only by a transverse stress.

Dk0IW ¼ 2KjDneffz � Dneffxj

¼ Kn3o
Ef

ð1þ mf Þp12 � ð1þ mf Þp11
� �jrz � ryj

ð5:5Þ
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5.2.3 Fibre Bragg Grating Response Under Non-uniform
Strain

When an FBG sensor is near a defect, a crack, a material change or a geometric
variation, this can create a stress concentration that will lead to an abrupt variation
of strain. This non-uniform strain, or strain gradient, can change the periodicity of
the grating along the sensor length, modifying the grating pattern configuration
from “uniform” to “chirped” [14, 15].

As demonstrated by Peters [16], in a uniform grating the applied strain will
induce a change in both grating period and the mean index. These two effects can
be superimposed by applying an effective strain of “ð1� peÞexxðxÞ”, similar to the
first part of (5.2) but taking into account the strain variation along the x direction.
Then it is possible to rewrite the grating period as:

KðzÞ ¼ K0 1þð1� peÞ � exxðxÞ½ � ð5:6Þ

where the parameter K0 is the grating period with zero strain. The non-uniform
strain effect can be approximated by using the maximum and minimum strain
values along the grating. So, the maximum grating period Kmax and minimum Kmin

can be calculated using the (5.6). Thus, an approximated increase of the width of
the reflected wave due to a non-uniform strain, Dk00IW , is given by combining (5.6)
and (5.1).

Dk00IW ¼ 2neffKmax � 2neffKmin ð5:7Þ

5.3 Crack Detection Algorithm

Conventional signal processing software, provided by the FBG measurement sys-
tem manufactures, were developed for simple and reliable strain and temperature
measurements. This is made by tracking only the wavelength shift of the reflected
wave maximum optical power. However, this software has several limitations for
crack detection. It isn’t possible to evaluate the shape of the reflected wave or
distinguish between a single peak from a multi-peak, which are key features for a
reliable crack detection method. Thus, a dedicated algorithm was developed to
detect and evaluate the different stages of the FBG response during a crack growth
event, as presented in Fig. 5.4.

The FBG signal acquision system used in this work, FS2200 Industrial
BraggMeter from FiberSensingTM, measures the reflected light coming from the
optical fibre every second (1 Hz), where it is outputted the reflected power
amplitude for the bandwidth 1500–1600 nm as a 20,000 points file. The algorithm
developed computes this raw data at this level, allowing us to extract more infor-
mation per sensor.
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All the different reflected wave spectrum features that the algorithm will detect
are schematically shown in Fig. 5.6. The Grating Band is a parameter, inputed by
the user, which will define the bandwidth boundaries where the algorithm will make
the measurements considering only one FBG sensor in that interval. This will allow
to detect multi-peaks and connect them with a single FBG sensor, as well as the
moment that the peak splitting occurred. The Peak Height is the maximum optical
power of the reflected wave inside each Grating Band. The Height Threshold is a
percentage of the Peak Height, defined by the user, used to determine the number of
peaks in each FBG, and consequently determine the correspondent wavelength
k1;2;... for a single peak or multi-peak FBG. The Peak Width, kIW , is the width of the
reflected wave that is calculated at half of the peak height for each FBG.

The algorithm is schematically shown in Fig. 5.7. Initially, the user will define
the number of FBG sensors per optical fibre, and assign it to a specific grating
band. The user will define the height threshold and register the initial wavelength of
each FBG in a free-state (unstrained).
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Fig. 5.6 Crack detection algorithm: reflected spectrum features detected
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During operation and every second (1 Hz), the algorithm will perform a mea-
surement inside each grating band defined. The maximum height of the reflected
wave will be calculated, and the number of peaks detected inside the defined height
threshold together with the correspondent wavelength. At this point, the algorithm
will output the number of peaks and the wavelength shift, assigned to each grating.
Finally, the algorithm will measure the width of the reflected wave at half height.

In summary, every second and for each FBG, the algorithm measures the
number of peaks (NP), the wavelength shift (Dk) using the wavelength measured in
a free-state as reference, and the peak wave width (DkIW ).

Fig. 5.7 Schematic of the
sensor output algorithm for
crack detection
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5.4 Material and Experimental Procedure

In order to measure all the different features of the damage mechanism and to relate
them with the FBG response, experiments were conducted on Double Cantilever
Beams (DCB) with embedded FBG sensors, subjected to a fracture testing
procedure.

5.4.1 Material and Testing Procedure

To correctly evaluate the different stages in the FBG response, a stable and con-
trolled crack growth is required. Eight (8) DCB specimens were tested in a fracture
test machine commonly used to determine material fracture properties, developed
by Sørensen [17]. The DCB specimens were loaded in different conditions at
1 mm/min, ranging pure Mode I (tensile loading) to pure Mode II (shear loading),
in order to simulate the different crack/delamination situations. This testing tech-
nique allows stable crack growth that makes it possible to correctly evaluate the
FBG response at different stages.

The DCB specimens were manufactured using two composite material arms,
glued by a commercial epoxy structural adhesive, Epikote MGS BPR 135G/Epikote
MGS BPH137G. The geometry of the DCB specimen is presented in Fig. 5.8.

To manufacture the DCB arms two plates of 700 � 1000 mm, and approximately
7 mm of thickness, were produced using multiaxial glass fibre. Ten layers of fabric
per plate were used, consisting of two triaxial fabrics, Saertex Triax S32E4590, as
skin layers, and eight unidirectional central layers, Saertex S35EU910. The layup
stacking of the laminates was: ½90=þ 45=� 45=04=04=þ 45=� 45=90�, and the
backing of the unidirectional layers was facing out-wards, away from the central
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Fig. 5.8 DCB specimen geometry and FBG array Configuration
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plane. The plates were made by hand-lay up of dry fibre fabric followed by epoxy
impregnation, Momentive-Epikote/Epikure-100:30, by vacuum infusion at 50 °C for
5 h, and post-cured at 80 °C for 3 h. The plates were glued using a commercial
structural adhesive, Momentive-Epikote/Epikure MGS BPR 135G/137G, and 7 mm
spacers were used to give a well defined specimen thickness and geometry. A thin slip
foil was placed in the edge of the structural adhesive, to act as a pre-crack and ease
crack initiation. An array of 5 uncoated single mode FBG sensors (5 gratings in one
optical fibre), with 10 mm of length, were embedded in the interface of the laminate
plate with the structural adhesive. The gratings array were spaced 10 mm from each
other, and the first grating was positioned 10 mm from the edge of the adhesive.

Digital image correlation (DIC) technique was applied to the specimens, in order
to determine the presence of specific phenomenon caused by the crack and to
correlate it with the FBG output. Digital image correlation is an optical method that
by tracking changes in a random pattern in the specimen, can correlate this infor-
mation with deformation/strain in the material. A pattern was painted on the side
surface of the DCB specimen and ARAMISTM software was used to calculated the
strains from each measurement. All the measurements from the BraggMeter and
Aramis were synchronized with the crack growth.

5.5 FBG Response to Crack Growth: Experimental
Results

Figure 5.9 shows some measurements from a five FBG array embedded in a DCB
specimen under a Mode II fracture testing. The reflected peak at 1580 nm, furthest
to the right, corresponds to the grating closest to the crack tip, and consequently the
peak at 1530 nm corresponds to the most distant. The table shows the algorithm
output for each measurement, where is possible to observe, as the crack propagates,
changes in the shape of the reflected wave (DkIW ), in the number of peaks per FBG
(NP), and in the wavelength shift(Dk).

As mentioned before and observed here, the crack proximity to the FBG will
make a change in the shape of the reflected peak, thus evaluating and tracking this
change will permit an accurate determination of the crack.

The shape of the FBG 5 reflected wave during Mode II crack growth, and the
strain distribution in the DCB surface given by the DIC technique are presented in
Fig. 5.10. It can be observed that during propagation of the crack, different damage
features can change the shape of the reflected wave. In the left column are the DIC
measurement of ey, where the red area is a compressive stress/strain created ahead
the crack tip. As mentioned, the compression stress causes a birefringent effect in
the FBG, making a peak separation and an increasing of the reflected wave width,
as can be observed in Fig. 5.4. In the center column DIC measurement of ex are
represented, where the gradient of colours represents variation of strain, indication
of non-uniform strain acting in the FBG length, and consequently the change in the
reflected wave.
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As described in Sect. 1.4, it is possible to identify the different stages of the
crack growth from the sensor response, and therefore detect crack growth. Before
the crack reaches the proximity of the grating, the material builds up uniform strain,
that induces a uniform wavelength shift in the sensor response. Next, the com-
pression field formed ahead of the crack tip reaches the grating area, this creates a
peak splitting/increase of the width. Then, when the grating is near the influence of
the crack singularity, the non-uniform strain field creates a change in the shape of
the reflected wave. Finally, after the crack passes the FBG sensor the shape of the
reflected peak gradually recovers its original shape.

5.6 Discussion of Results

The wavelength shift Dk, the wave width DkIW , and the number of peaks per FBG,
computed using the algorithm developed in this article, are presented in Figs. 5.11,
5.12 and 5.13, for three different loading conditions. Each symbol represents each
FBG in the sensor array, FBG5 being the sensor closest to the adhesive edge
(initiation of the crack), and FBG1 the sensor most distant. The crack growth in the
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order: FBG 5 → 4 → 3 → 2 → 1. During Mode I loading, three FBG sensors
were lost during the test, because the crack path crossed the fibre optic cutting the
connection with the measurement equipment. However, the system was capable to
record the growth of the crack.

The wavelength shift Dk, is a direct indication of strain ex along the specimen.
By analysing the graphs, it was observed that the magnitude of the Dk, measured by
each FBG, increases after the crack passes the grating area. This is because the
structure loses compliance and it becomes easier to deform the material surrounding
the FBG sensor. However, the evolution of the wavelength shift Dk is different for
the three loading types. For Mode I, the location where the fibre optic was
embedded is under traction loading, therefore a positive Dk was measured. For
Mode II and Mixed Mode, the location is under compression loading, resulting in a
negative Dk value. Bases on this, it can be concluded that an abrupt change of Dk is
an indication that the structure is losing compliance, probably due to crack growth.

The number of peaks and the reflected wave width DkIW are a direct indication
of the presence of the crack. By analysing the graphs, it is observed that these
values increase when the crack is near the FBG sensor, in all loading cases,
returning to its original values after the crack passes. Thus, we can conclude that the
wavelength shift is dependent on the loading type, but the increase in the width and
number of peaks is related to the presence of a crack. Using this information it is
possible to track the crack independently of the loading conditions or geometry of
the specimen.
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5.7 Conclusions

In this article the capability of Fibre Bragg Gratings embedded in composite
material to detect and track cracks cracks/delamination was demonstrated. Three
different damage mechanisms that can change the sensor output, longitudinal strain
exx, transversal stress ryy;zz and non-uniform strain exxðxxÞ, were identified. By the
use of digital image correlation technique, these damage mechanisms were iden-
tified during the experimental testing and linked with the sensor output. Thus, it is
possible to extract information from the sensor that is independent of the loading
type, geometry and boundary conditions, and only depends on the proximity of the
crack.

A dedicated algorithm was developed to extract more information from the
reflected spectrum when compared to conventional FBG signal processing soft-
ware. The algorithm presented is a tool to detect and evaluate all the different stages
in the FBG response during a crack growth event. This technique was successfully
validated in three different loading conditions, and very promising results were
obtained that enables crack growth monitoring.

The authors vision is that this monitoring method can be implemented into
operational structures, enabling the design of structures in fibre reinforced materials
that can operate safely, even when in damaged condition.
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Chapter 6
Free-Space Millimeter-Wave Electro-optic
Modulators Using Quasi-Phase-Matching
Gap-Embedded-Patch-Antennas on Low
Dielectric Constant Substrate

Yusuf Nur Wijayanto, Atsushi Kanno, Hiroshi Murata,
Tetsuya Kawanishi, Naokatsu Yamamoto and Yasuyuki Okamura

Abstract Conversion devices between free-space microwave/ millimeter-wave and
lightwave signals are required in Fiber-Wireless (Fi-Wi) links. In this paper, we
propose a free-space millimeter-wave Electro-Optic (EO) modulator using
Quasi-Phase-Matching (QPM) gap-embedded-patch-antennas on a low dielectric
constant substrate. Free-space millimeter-wave signals can be received and con-
verted directly to lightwave signals using the proposed device. It can be operated
passively with no external power supply and operated with extremely low
millimeter-wave losses. The QPM array structure can be adopted for improving
modulation efficiency by considering the transit-time effects. The proposed device
is easy connected to optical fiber, therefore Fi-Wi can be realized using the pro-
posed device. Basic structure, analysis, and experimental results of the proposed
device are discussed and reported for 40 GHz operational millimeter-wave bands.

6.1 Introduction

Free-space (wireless/mobile) communication has been implemented and used
recently for transferring data to mobile devices. Microwave bands are used widely
for carrying data through air medium with several free-space communication
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standards such as Wi-Fi, WiMAX, LTE, [1, 2]. Since demand of high quality data
transfers using mobile devices is always increase time by time, the microwave
bands will be saturated in the near future due to large data size and increasing
mobile users. Scientists and researchers are looking for solving the problems by
minimizing the data size, saving used frequency spectra, increasing transfer
capacity, enlarging operational bandwidth, [3–6].

In order to increase transfer capacity and enlarge the operational bandwidth, high
operational microwave frequency into millimeter-wave or sub-millimeter-wave
bands are promising to use for carrying large data with high transfer speed. Naturally,
the millimeter-wave bands have relatively large propagation loss in air and metal
cables than microwave bands [7–9]. Therefore, short distance free-space millimeter-
wave communication in pico/femto-cells can be developed for indoor free-space
communication, personal area network (PAN), local area networks (LAN). Since
coverage area of pico/femto-cells is small, networking of pico/femto-cells can be
adopted for enlargement of the coverage area. The pico/femto-cell networks can be
connected using low propagation loss optical fibers as backhaul networks by adopting
microwave-photonic technology as illustrated in Fig. 6.1 [10, 11].

Microwave-photonic technology is a combination technology where microwave
and lightwave bands are operated simultaneously by considering their advantages
such as high mobility, large bandwidth, no induction, [12, 13]. The technology can
be implemented on Fiber-Wireless (Fi-Wi) links since free-space microwave and
optical fiber communication are used together. In order to realize the Fi-Wi link,
converters between microwave and lightwave signals are required highly.
A high-speed photo-detector can be used for converting lightwave signals to
microwave signals [14]. As the other one, microwave signals can be converted to
lightwave signals by use of a high-speed optical modulator [15].

In general for Fi-Wi links, a converter from free-space microwave/millimeter-
wave to lightwave signals is composed of free-space microwave/millimeter-wave
antennas and optical modulators [16, 17]. The antennas are used for receiving
free-space microwave/millimeter-wave signals. Then, the received microwave/
millimeter-wave signals are transferred to the optical modulators by a connection

Fig. 6.1 Microwave-photonic technology for pico/femto-cell free-space communication
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line, such as a coaxial cable. Therefore, the microwave/millimeter-wave signals are
modulated in lightwave signals propagated on optical fibers. However,
microwave/millimeter-wave signal distortion and decay might occur in the con-
nection line when an operational frequency becomes high.

Integration of microwave/millimeter-wave antennas and optical modulators
fabricated on an electro-optic (EO) crystal are also developed for reducing
microwave/millimeter-wave signal distortion and decay [18–20]. They are com-
posed of planar antennas, connection lines, and resonant electrodes with simple and
compact device structures. Since several microwave/millimeter-wave planar elec-
trodes on the substrate, completely impedance matching is required to obtain
effective microwave/millimeter-wave resonance. The tuning of them is rather dif-
ficult and low microwave/millimeter-wave losses might be still induced along the
connection line and their coupling.

New fusion of microwave/millimeter-wave antennas and EO modulators were
proposed [21–23]. Patch-antennas embedded with a narrow-gap were fabricated on
an EO crystal substrate. Displacement current and microwave/millimeter-wave
electric field across the gap can be used for EO modulation. Precise tuning is not
required since patch-antennas takes place at the substrate. Therefore, extremely low
microwave/millimeter-wave signal distortion can be achieved using the fusion
structures with a simple and compact structure. EO modulators using the fusion
structures in an array structure were also reported for enhancing modulation effi-
ciency by considering transit-time effect [24]. In high operational frequency, the
patch-antennas become small. Therefore, antenna gain becomes small and
microwave/millimeter-wave-lightwave electric field interaction length becomes
short. The reported devices are operated effectively for a linear microwave/
millimeter-wave polarization.

In this paper, a free-space millimeter-wave electro-optic (EO) modulator using
Quasi-Phase-Matching (QPM) gap-embedded-patch-antennas on a low dielectric
constant substrate is proposed. By using low dielectric constant material as the
antenna substrate, a large patch-antenna size can be realized for increasing antenna
gain and enhancing millimeter-wave electric field strength across the gaps and
enlarging interaction length between millimeter-wave and lightwave electric fields.
Therefore, modulation efficiency enhancement can be obtained. Further enhance-
ment of the modulation efficiency can be achieved using the QPM array structure by
considering transit-time effect.

6.2 Device Proposal and Operational Principle

Figure 6.2 shows a structure of the proposed device. It consists of a QPM array of
patch-antennas with orthogonal-gaps fabricated on a low dielectric constant mate-
rial stacked with a thin LiNbO3 optical modulator. The patch electrodes are inserted
between the LiNbO3 optical crystal and low dielectric constant material. The patch
electrode length, L, is set at a half wavelength of the designed millimeter-wave. The
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gap width, G, is set in micrometer order (*10 lm). The patch electrodes are set in
an array structure by considering a QPM method with a distance of D. Since a z-cut
LiNbO3 optical crystal is used, optical waveguides are located on a one side of the
gap edge as shown in cross-sectional view of Fig. 6.3. The gap position refer to the
optical waveguide are slightly shifted for satisfying the QPM method. A buffer
layer is also inserted between the LiNbO3 optical crystal and patch electrodes. The
reverse side of the low dielectric constant material is covered with a ground
electrode.

When a free-space millimeter-wave signal is irradiated to the device,
standing-wave currents are induced on the patch electrode surface [25, 26]. By

Fig. 6.2 Structure of QPM array of patch-antennas with orthogonal-gaps on low dielectric
constant material stacked with EO modulator, a whole and b top views
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embedding orthogonal-gaps at the center of the patch electrodes, millimeter-wave
displacement current and strong electric field are induced across the
orthogonal-gaps due to current flow continuity [27]. The induced millimeter-wave
electric field can be used for optical modulation through the Pockels EO effect of
LiNbO3 optical crystal. When lightwave propagating in the orthogonal optical
waveguides located on the orthogonal-gaps are modulated by the radiated
free-space millimeter-wave signal. Since the gap width is relatively much smaller
than the electrode patch size, the patch-antenna characteristics are not changed.

Generally, modulation efficiency improvement can be obtained using an array
structure. However, the spacing between patch electrodes is required relatively
large owing to the transit-time effect [24]. New patch-antennas can be added in the
large spacing of the previous antennas by considering QPM methods. The QPM
methods can be adopted to reduce the spacing of about half. Therefore, twice
modulation efficiency can be obtained using QPM array structure in the same
device length, since the patch electrodes number becomes double.

6.3 Device Analysis and Design

6.3.1 Millimeter-Wave Analysis

6.3.1.1 Displacement Current

When a free-space millimeter-wave signal is irradiated to the standard
patch-antennas with no gap, a standing-wave millimeter-wave surface current is
induced on the patch electrodes. Then, orthogonal narrow gaps are introduced at the

Fig. 6.3 Structure of meandering gaps for polarization inversed structure, a top and
b cross-sectional views
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center of the patch electrode as shown in Fig. 6.4. Owing to the requirement of
current continuity on the patch electrode, millimeter-wave displacement current and
strong electric field are induced across the gap. The induced millimeter-wave
electric field across the gap is obtained by time integration of the displacement
current. Therefore, it can be expressed as

EmðtÞ ¼ E0 cos xmtð Þ ð6:1Þ

The millimeter-wave current and electric field profiles of the proposed device are
also illustrated in Fig. 6.4.

6.3.1.2 Patch-Antenna Size

In order to consider for obtaining large antenna gain, it can be achieved by
enlarging patch electrode fabricated on a low dielectric constant material as the
antenna substrate. In general, a patch electrode size is inversely proportional to the
designed operational frequency of free-space millimeter-wave signals. It is also
inversely proportional to square root of substrate effective dielectric constant [26].

The patch size can be enlarged using reduction of the effective dielectric constant
of the antenna substrate. In order to reduce the effective dielectric constant of the
substrate, it can be realized using a thin high-k EO crystal bonded with a low
dielectric constant material as shown in Fig. 6.2. By using a bonded material
structure with a thin EO crystal, the effective dielectric constant becomes low.

Fig. 6.4 Millimeter-wave
current and electric field
profiles of the proposed
device
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6.3.1.3 EO Crystal Types

The EO crystal orientation, the distribution of the millimeter-wave electric field
across the orthogonal-gaps, and position of the optical waveguide must be taken
into account for achieving effective operation. The orthogonal optical waveguides
should be set on one side of the gap edge as shown in Fig. 6.3, since a z-cut LiNbO3

optical crystal is used in the analysis.
The induced millimeter-wave electric field across the gaps was calculated using

electromagnetic software analysis. The optical crystal thickness was set 80 lm and
low dielectric constant material thickness was set 130 lm with dielectric constant
of 3.5. The length and width of the patch electrodes with gold metal were set
1.6 mm. A gap with 10 lm-wide was located at the center of the patch electrodes.
Ultraviolet adhesive glue as a buffer layer was also inserted between the bonded
structures. The calculated electric fields across the gap are shown in Fig. 6.5 for z-
cut LiNbO3 (solid-line) and LiTaO3 (dashed line).

The millimeter-wave operational frequencies are shifted due to different effective
dielectric constant of the devices with bonded structure between anisotropic
LiNbO3/LiTaO3 crystal and low-k material. Based on the result, we expected that
the proposed device using z-cut LiNbO3 crystal can be used for enhancing mod-
ulation efficiency.

6.3.1.4 EO Crystal Thickness

Figure 6.6 shows the calculated millimeter-wave electric field magnitude across the
gap as a function of operational frequency for several z-cut LiNbO3 optical crystal
thicknesses. The peak frequency is shifted due to different effective dielectric
constant of the proposed device by changing the LiNbO3 optical crystal thickness.
When the z-cut LiNbO3 crystal thickness becomes thin, operational frequency
becomes high and millimeter-wave electric field strength becomes large. It is
promising also for obtaining large modulation efficiency.

Fig. 6.5 The calculated
millimeter-wave electric field
across the gap for z-cut
LiNbO3 (solid-line) and
LiTaO3 (dashed line)
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6.3.1.5 Millimeter-Wave Polarization

Figure 6.7 shows the calculated electric field distributions in the z-component for
the top view. We can see that the strong millimeter-wave electric field is induced
across the gaps. The strongest millimeter-wave electric field is induced when the
millimeter-wave polarization is perpendicular to the gaps. Almost no millimeter-
wave electric field is induced, when the millimeter-wave polarization is parallel to
the gaps. When the millimeter-wave polarization is not completely perpendicular or
parallel to one of the gap, the millimeter-wave electric field is induced across the
two orthogonal-gaps. The magnitude of millimeter-wave electric field across the
gap depends on the millimeter-wave polarization condition.

6.3.2 Optical Modulation

6.3.2.1 Transit-Time Effect

For an array of gap-embedded patch electrodes, the temporal phases of the
millimeter-wave signal supplied to the gap-embedded patch electrodes are changed
according their distance, D, and the free-space millimeter-wave irradiation angle, hx
and hy. When a lightwave propagates in the optical waveguide, the millimeter-wave
electric field as would be observed by the lightwave can be expressed by following

Fig. 6.6 The calculated
millimeter-wave electric field
across the gap for z-cut
LiNbO3 crystal dependences

Fig. 6.7 Calculated millimeter-wave electric field distribution in the z-component for a x-, b y-,
and c xy-polarizations (diagonal)
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equation with taking into account the transit-time of the lightwave along x- and
y-axes,

Eh
m�light x; hxð Þ ¼ E0cos kmngy

� �þ 2Dhðkmn0sinhx þuÞ ð6:2Þ

Eh
m�light y; hy

� � ¼ E0cos kmngy
� �þ 2Dhðkmn0sinhy þuÞÞ ð6:3Þ

where km is the wave number of the millimeter-wave, ng is the group refractive
index, h denotes the number of the gap-embedded patch electrodes, D is a distance
of the patch electrodes (D = Km/2ng), n0 is the refractive index of the millimeter-
wave in air (=1), and u is an initial phase of the lightwave (u = km ng y′). The
millimeter-wave electric fields as would be observed by the lightwave are shown by
the sinusoidal-curve in Fig. 6.8 with QPM and with no QPM structures.

Fig. 6.8 Operational principle of QPM EO modulators under irradiation of a free-space
millimeter-wave signal angle of hx,y degrees. Modulation efficiency corresponds to the integration
of the millimeter-wave electric field observed by lightwave
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The proposed QPM device is an optical phase modulator, therefore the modu-
lation efficiency, D/ from the free-space millimeter-wave signal to the optical
signal is proportional to power ratio between lightwave carrier and sidebands, when
D/ � 1. The modulation efficiency is calculated by the integration of
millimeter-wave electric field as would be observed by the lightwave along the
gap-embedded patch electrodes, it can be expressed as following equation for
optical waveguide along a- and y-axes,

D/ðhxÞ ¼ pr33n3e
k

C
XN
h¼�N

ZW

0

PðyÞEh
m�lightðx; hxÞdx ð6:4Þ

D/ðhyÞ ¼ pr33n3e
k

C
XN
h¼�N

ZW

0

PðyÞEh
m�lightðy; hyÞdy: ð6:5Þ

where k is the wavelength of lightwave propagating in the optical waveguides, r33
is the EO coefficient, ne is the extraordinary refractive index of the substrate, C is a
factor expressing the overlapping between the induced millimeter-wave and the
lightwave electric field, W are the width of the patch electrodes as the interaction
length of the millimeter-wave and lightwave electric field, and N is the number of
gap-embedded patch electrodes in an array structure. P(y) expresses the polarization
of the millimeter-wave electric field in the z-component under the gap edge along
the optical waveguide. The modulation index of the QPM structure corresponds to
the sum of the integration of the millimeter-wave electric field observed by light-
wave in Fig. 6.8. Since the modulation index is also a function of free-space irra-
diation angle, h, the directivity in the modulation efficiency can be also calculated
using (6.4) and (6.5).

6.3.2.2 QPM Array

The millimeter-wave electric fields in the z-component between two-edges of gaps
have different polarities [27]. The different polarities enable us to obtain the
polarization-inversed structure for the QPM condition. The polarization-inversed
structures on a z-cut EO crystal are obtainable by switching spatial relationship
between the gap edge and optical waveguide along the gap-embedded patch
electrodes.

In order to obtain polarization-inversed structure, meandering gaps can be
adopted as shown in Fig. 6.3. The gaps are meandered on straight optical
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waveguide by considering transit-time effect. Therefore, it can be used for recov-
ering optical modulation degradation due to miss-matching between millimeter-
wave and lightwave electric fields.

6.3.2.3 Free-Space Irradiation Angle

The meandering-gaps are promising for free-space irradiation angle or
beam-steering controls. Several patterns of meandering gaps are designed as shown
in Fig. 6.9. The designed meandering gaps are set by considering transit-time effect
for receiving several irradiation angles of free-space signals.

The directivity of free-space millimeter-wave signals in the proposed device can
be calculated using (6.3). The calculated directivities in the designed device for
several patterns of meandering gaps are shown in Fig. 6.10. Clearly, the mean-
dering gaps can be used for controlling irradiation angle or beam-steering of
free-space millimeter-wave signals.

Fig. 6.9 Typical patterns of patch electrodes with meandering gaps

Fig. 6.10 Calculated
irradiation angle dependence
of the designed QPM EO
modulator for several patterns
of meandering-gaps

6 Free-Space Millimeter-Wave Electro-optic Modulators … 93



6.4 Device Realization and Characterization

6.4.1 Realization Process

The designed device was fabricated as illustrated in Fig. 6.11a. First, a z-cut
LiNbO3 crystal with a thickness of 300 lm was prepared. Then, single-mode

Fig. 6.11 a Fabrication steps of the designed device and b A photograph of the fabricated devices
with an array of gap-embedded patch-antennas, with QPM structures (left) and with no QPM
structure (right)

94 Y.N. Wijayanto et al.



orthogonal channel optical waveguides were fabricated on the EO crystal using
titanium diffusion method [28]. The titanium were diffused with 1100 °C for 10 h.
After that, a 0.2 lm-thick SiO2 buffer layer was deposited on the EO crystal. An
array of patch electrodes embedded with orthogonal-gaps was also fabricated on the
EO crystal. The patch electrodes were fabricated using a 2 lm-thick gold film on
the EO crystal through thermal vapor deposition, standard photo-lithography, and a
lift-off technique. The optical waveguides were aligned onto one side of the gap
edge.

A ground metal was deposited to the bottom surface of a low dielectric constant
material. Then, the top surface of a low dielectric constant material was covered
with an optical adhesive for next bonding process.

In bonding process, the EO crystal was flipped over with 180°. So as the metal
antennas become on the bottom surface of the EO crystal. Then, the flipped EO
crystal was bonded to the low dielectric constant material by exposing ultraviolet
(UV) light to the UV-cured optical adhesive [29]. Finally, the 300 lm-thick EO
crystal was polished to the designed thickness of 80 lm using a polishing machine
with diamond slurry. A photograph of the fabricated device is shown in Fig. 6.11b.

6.4.2 Characterization

Performances of the fabricated device were measured experimentally with a mea-
surement setup as shown in Fig. 6.12. Lights of 1.55 lmwavelength from laser were
propagated to optical fibers and coupled to the fabricated device. Millimeter-wave
signal in 40 GHz bands from a signal generator was amplified and irradiated to the
fabricated device using a horn antenna with an irradiation power of 20 mW. The
output lightwave signals were measured using an optical spectrum analyzer (OSA).

Typical of the measured output light spectra from two orthogonal waveguides
are shown in Fig. 6.13, where a 34 GHz free-space millimeter-wave signal was
irradiated at the device at a normal irradiation angle and polarization of 45°. The
optical sidebands were observed clearly. The intensity ratio between the sidebands
and optical carrier were about 37 dB.

Fig. 6.12 Measurement
setup for characterization of
the fabricated devices
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The measured modulation efficiency as a function of millimeter-wave frequency
is shown by the dots in Fig. 6.14, when the irradiation angle of the free-space
millimeter-wave signal was set to be normal to the device. The unit is expressed for
power ratio between carrier and sidebands per millimeter-wave irradiation power
and distance between the horn antenna and fabricated device. The measured peak
frequency was about 34 GHz. It is slightly shifted than the designed operational
frequency due to fabrication error such as EO crystal thickness, UV-adhesive glue
thickness, and other parameters.

The dots in Fig. 6.15 show the measured modulation efficiency as a function of
free-space irradiation angle in the yz-plane, when the frequency of the free-space

Fig. 6.13 Typical measured
output light spectra from the
orthogonal waveguides

Fig. 6.14 Measured
modulation efficiency as a
function of the
millimeter-wave operational
frequency

Fig. 6.15 Measured
modulation efficiency as a
function of free-space
millimeter-wave irradiation
angles
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millimeter-wave signal was set at 34 GHz. The largest modulation efficiency for
certain free-space irradiation angle depends on meandering-gap patterns. The
measured directivities are in good agreement with the calculation results.

6.5 Fiber-Wireless Links

Figure 6.16 shows setup of Fi-Wi links using the LiNbO3 modulators stacked
to orthogonal-gap-embedded patch-antennas on low-k dielectric substrate.
Millimeter-wave signal was generated by a signal generator, amplified by an
amplifier, and irradiated to the devices by a horn antenna. The horn antenna was set
with 45° rotation to the devices for generating dual linear polarization of free-space
millimeter-wave signals. lightwave from lasers were coupled to the orthogonal
optical waveguides using optical fibers directly. Optical polarizers were set for
controlling polarization of lightwave since a z-cut LiNbO3 optical crystal is used.
Lightwave output were coupled with optical fibers and connected to an optical filter
and amplifier. The optical filters were used for cutting one sideband and reducing
ratio between optical carrier and sideband. Optical sidebands can be measured using
optical spectrum analyzer. The filtered lightwave signals were amplified using
optical amplifiers. The modulated lightwave were detected by high-speed
photo-detectors for reconverting them to millimeter-wave signals. The recon-
verted millimeter-wave signals were measured using millimeter-wave spectrum
analyzer or oscilloscope.

Typical measured optical sideband after pass through the optical filter is shown
in Fig. 6.17 for 36 GHz millimeter-wave operational frequency. Clear optical
single sideband was observed clearly with sideband and carrier power ratio of about
10 dB. Additionally, Fig. 6.18 shows the measured reconverted lightwave signals
by high-speed photo detectors and the lightwave signals were observed using
microwave spectrum analyzer. We can see that, about 30 dB carrier-to-noise ratio
(CNR) was obtained in the Fi-Wi links using the fabricated device.

Fig. 6.16 Illustration of measurement setup for Fi-Wi links using the proposed device
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6.6 Promising Device Functions and Applications

Optical millimeter-wave beam-steering using the proposed device was verified
experimentally for 1-D in single plane (xz- or yz-planes). Based on that, 2-D
beam-steering of the millimeter-wave in xyz-space can be obtained by considering
the two orthogonal modulated lightwave. The 2-D beam-steering is analyzable by
multiplying or comparing the modulated orthogonal lightwave from orthogonal
optical waveguides [30].

Figure 6.19 shows the typical calculated 2-D optical millimeter-wave
beam-steering for several variation of meandering gaps. 2-D beam-steering of the

Fig. 6.18 The measured reconverted millimeter-wave signals using millimeter-wave spectrum
analyzer

Fig. 6.17 Typical measured single sidebands passed through optical filters

98 Y.N. Wijayanto et al.



millimeter-wave can be discriminated for certain angles by considering designed
patterns of the meandering-gaps. Furthermore, the 2-D beam-steering can be ana-
lyzed continuously from each orthogonal optical waveguides. Since
meandering-gap patterns of N along orthogonal optical waveguides in the x- and y-
axes are set, N-square combinations of 2-D beam-steering can be obtained
according the N � N orthogonal modulated lightwave in N-patterns of the
meandering-gaps. Therefore, the proposed device can be used for millimeter-wave
beam-steering in 1-D or 2-D. Furthermore, the light inputs and outputs in the
proposed device can be connected and integrated with low loss optical dividers and
combiners, respectively [31, 32]. As results, the integrated devices with simple and
compact structure can be realized for easy implementation.

Additionally, the proposed device is promising for application in directed
free-space millimeter-wave communication such as MIMO, free-space backhaul,
[33, 34]. It is illustrated in Fig. 6.20 where free-space millimeter-wave front-ends
are connected by optical fibers. In the front-ends, the proposed device can be used
for receiving millimeter-wave from free-space. It can be used for protection of
optical fiber networks due to unwanted disaster or troubles as shown in Fig. 6.11a.
The directed free-space communication for Multi-Input Multi-Output (MIMO) and
Space-Division-Multiplexing-Access (SDMA) can be also realized using the

Fig. 6.19 Typical calculated 2-D millimeter-wave beam-steering using the designed device by
considering two orthogonal 1-D millimeter-wave beam-steering
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proposed device as shown in Fig. 6.11b. In additional by considering requirement
of the millimeter-wave beam-steering, the proposed device can be operated for 1-D
or 2-D millimeter-wave beam-steering.

6.7 Conclusion

We have proposed a free-space millimeter-wave electro-optic (EO) modulator using
Quasi-Phase-Matching (QPM) gap-embedded-patch-antennas on a low dielectric
constant substrate. A free-space millimeter-wave signal can be received and con-
verted directly to a lightwave signal with the proposed device through EO modu-
lation using the Pockels effect. Performance of the proposed device for operation in
the millimeter-wave band was demonstrated experimentally. Double modulation
efficiency can be obtained also since a QPM array structure is used. The proposed

Fig. 6.20 Free-space millimeter-wave backhaul for a optical fiber network backup due to disaster
and b MIMO free-space millimeter-wave links [33, 34]
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device has a compact structure and can be operated with a low millimeter-wave
signal loss and no external electrical power supply. Additionally, the proposed
device can be operated for dual linear polarization or circular polarization of
free-space millimeter-wave signals since orthogonal-gaps are used.

The proposed device is promising for broadband free-space (wireless/mobile)
communication such as for MIMO and SDMA. It can be used also for precise
measurement/sensing applications such as high-frequency Electromagnetic
Compatibility (EMC) chamber and Radio Detecting and Ranging (RADAR).
Additionally, the device performance for optical modulation can be enhanced using
EO polymer and new structure with metamaterial [35, 36]. In the future, it is
promising for application to integrated optical circuit and optical interconnect
[37, 38].
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Chapter 7
An Efficient Optimization Problem
for Modal Reflectivity at Optical
Waveguide End-Facet Based
on the Formulation of Characteristic
Green’s Function Technique

Abdorreza Torabi and Amir Ahmad Shishegar

Abstract A novel method to compute guided mode reflectivity from optical
waveguide end-facet is presented in this paper. First, rational function fitting
method (RFFM) is applied in characteristic Green’s function (CGF) technique to
find an approximate closed-form analytic expression for spatial Green’s function of
abruptly truncated slab waveguide. Then, derived closed-form relation along with
the exact results of spatial Green’s function, obtained by full wave solution, are
incorporated in an efficient optimization problem. The fast Newton reflective
method with trust region algorithm are utilized for optimized reflection coefficients
of guided modes. The main advantage of the proposed CGF-RFFM method in
comparison with the previous presented method based on CGF technique is its high
accuracy and speed. Simple implementation of CGF-RFFM is also makes it
superior to other approaches reported. Excellent agreements with rigorous are
illustrated in several examples.

7.1 Introduction

Optoelectric devices such as laser amplifier, optical modulator and coupler are
widely used in integrated optics (IO) circuits. In these applications, facet reflectivity
typically deviates the performance of the integrated system from its original
designed target. The oldest accepted model for computation of facet reflectivity is
Ikegami’s model [1], which was introduced for double-heterojunction
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(DH) GaAs-AlGaAs lasers. In this approach, with the use of eigenmode expansion,
electric and magnetic fields are matched at the facet. In [2], an approximate modal
reflectivity is developed by means of a plane wave Fresnel reflectivity expansion.
Derived expressions are utilized in some other works related to two-dimensional
(2-D) buried DH lasers [3]. These results are quite accurate but are just useful for
low refractive index contrast. Gelin [4] extended Rozzi’s variational treatment [5]
for end-facet modal reflectivity and proposed an efficient numerical computation.
The main challenge of mode matching based approach is the computation of
time-consuming integrals which usually have singular integrands to contribute
radiation modes. Moreover, finite window Fourier transform could be combined
with perturbation series for fast computation of end-facet reflectivity [6]. An effi-
cient way to regard the continuous spectrum contribution in mode matching method
is using appropriate set of modes achieved by closing the desired structures with
perfectly matched layers (PMLs) [7]. The main disadvantage of PML method is the
considerable number of discrete modes must be considered to obtain for an
appropriate accuracy. A different approach is utilizing iterative based methods. In
[8], split-operator method is utilized and the interface of facet is divided into seg-
ments in such a way that within each segment the refractive index is nearly con-
stant. The resulting contribution of each segment to the total reflected field is
superimposed. Finally a linear iterative equation is obtained which can be solved by
classical Neumann series or more stably by bi-conjugate gradient method [9]. In
other iterative approach, reflection operator is diagonalized completely or partially
[10] using the known eigenmodes and eigenvectors of square root operator.
A separate class of solution methods employ Padé or complex Padé approximations
to rational approximation of the square root operator [11–13]. Stability and con-
vergence problem are the main challenges in this approach. For more rigorous
solution, integral equation can be used. Parsa and Paknys [14] used equivalence
principle and image theory and model the truncated semi-infinite dielectric slab
waveguide by an infinite dielectric slab with unknown current density on a plane
just at truncating surface of the end-facet which is solved by the method of
moments (MoM). Coupling of the guided modes are incorporated in this method in
the form of coupling matrix of end-facet.

In this paper a novel method for computation of guided modes reflectivity at the
waveguide end-facet is presented. The proposed method is based on the charac-
teristic Green’s function (CGF) technique combined with rational function fitting
method (RFFM) [15, 16]. Spatial Green’s function of finite dielectric planar
waveguide is obtained by separation of the structure into infinite 1-D layered media.
For nonseparable structure like typical finite dielectric slab waveguide (i.e. DH
laser), using separability assumption, an approximate and closed-form expression
for spatial Green’s function is achieved. The final formulation is utilized in an
efficient optimization problem to find the exact facet reflection coefficients of
guided modes. In contrary to previous reported CGF-complex images (CI) based
method [17], in the formulation of CGF-RFFM continuous spectrum contribution
are presented by some poles similar to guided modes part. Then unlike CGF-CI, in
CGF-RFFM both discrete and continuous spectrum contributions are efficiently
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incorporated in the optimization problem. Therefore more exact results of guided
modes reflectivity can be obtained. This fact is shown in several examples.
Simplicity of implementation as well as precision is the main advantage of the
proposed method. Moreover, this method can be used for any planar dielectric
waveguides with abrupt termination and also for any refractive index contrasts.

7.2 CGF-RFFM Formulation

7.2.1 CGF Technique and Separability Assumption

The 2-D Helmholtz’s equation should be solved for Green’s function of magnetic
vector potential, Az, for a line source surrounded by layered media as it is shown in
Fig. 7.1a. Here for simplicity the derivations are developed for truncated dielectric
slab waveguide shown in Fig. 7.1b for simplicity while the implementation for
multilayered media (Fig. 7.1a) is straightforward. The 2-D Helmholtz’s equation
can be separated into two 1-D equations if [18, 19]

erðx; yÞ ¼ exðxÞþ eyðyÞ: ð7:1Þ

By the assumption of (7.1), the original structure has been decomposed into two
layered media denoted by Nx and Ny layered media (Fig. 7.2a, b, Nc called normal
to c where c ¼ x; y), which their relative dielectric constants are exðxÞ and eyðyÞ
respectively. If this separation is rigorously possible, it means that the original
structure, Fig. 7.1b, can be exactly reproduced by crossing two 1-D Nx and Ny

layered media which is shown in Fig. 7.2c. The solutions to the 1-D Helmholtz’s
equations are denoted by Gx (for Fig. 7.2a) and Gy (for Fig. 7.2b) and can be
obtained analytically using usual spectral techniques [20]. We will have,

( , )x y′ ′

1rε
wo

x

y

2rε

1rnε −

rnε

0rε

0rε

0rε

1t
2t

1nt −
nt

t ( , )x y′ ′

y

x

2rε

2rε1rε

w
2rε

o

(b)

(a)

Fig. 7.1 A line source on a truncated a multilayered b slab waveguide

7 An Efficient Optimization Problem for Modal Reflectivity … 107



Gcðc; c0Þ ¼
1þRce�j2bc1c\
� �

1þRce
�j2bc1 dc�c[ð Þ� �

e�jbc1 c[�c\ð Þ

ð2jbc1Þ 1� R2
ce

�j2bc1dc
� � ; ð7:2Þ

Rc ¼
bc1 � bc2
bc1 þ bc2

; ð7:3Þ

where dc is equal to w and t for c ¼ x and y respectively. c[ and c\ are greater and

smaller values of c and c0 respectively and bci ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ecik20 þ kc

p
ði ¼ 1; 2Þ. Rx and Ry

are the reflection coefficients of a TE wave at the interfaces (due to the symmetry
RAx ¼ RBx ¼ Rx and RAy ¼ RBy ¼ Ry in Fig. 7.2). Then having Gx and Gy, the
solution of Az for separable structure of Fig. 7.2c is given by [18, 19]

Azðx; y; x0; y0Þ ¼ �1
2pj

� �I
Cky

Gxðx; x0;�kyÞGyðy; y0; kyÞdky; ð7:4Þ
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where the contour Cky, encloses only the singularities of Gy, (including branch cut,
branch point and discrete poles singularities), in counterclockwise sense. For the
structure at hand, Fig. 7.1b, it can be shown that the separation of 1, is not rigor-
ously possible [19]. If one ignore (7.1) in four exterior regions in Fig. 7.2c, then an
infinite number of solutions for ex1, ex2, ey1 and ey2 could be found. It must be noted
that the solutions are not physically available relative dielectric constants. They are
just mathematical quantities. One can choose ex1 ¼ 0, ex2 ¼ er2 � er1, ey1 ¼ er1,
ey2 ¼ er2 for Nx and Ny media. For all possible solutions, the corner regions of the
original structure are replaced by ex2þ ey2 ¼ 2er1� er2 [19]. This deviation makes
the CGF result in (7.4) an approximate Green’s function for original structure
(Fig. 7.1b). It should be noted that for multilayered truncated waveguide (with n
layers) of Fig. 7.1a, after separation, the Ny layered media would be a 1-D infinite
layered media (with n layers) while Nx media would be the same as Fig. 7.2a. So it
is just sufficient that Gy of related Ny layered media is computed analytically and
incorporated in integral representation of (7.4).

7.2.2 CGF-RFFM

In common optical waveguide structures, t is much smaller than w. So, with
acceptable approximation, guided modes (surface wave poles) of CGF Gy

(Fig. 7.2b) denote the guided modes of the original structure in Fig. 7.1b.
Furthermore, the integration of (7.4) in CGF technique is so time consuming and
expensive due to highly oscillatory nature of its integrand. To circumvent the
numerical integration of (7.4), rational function fitting method can be used. In
CGF-RFFM the Gy is first approximated by appropriate set of discrete poles via
modified VECTFIT algorithm [16]. Like,

Gyðy; y0; kyÞ �
XNp

m¼1

Resm
ky � kym

ð7:5Þ

where Resm is the residue of Gy at the mth pole. Np is the number of poles used in
RFFM for rational fitting. It should be noted that the set of extracted poles in (7.5)
includes guided modes of the structure. Moreover, some other poles are also
extracted that are responsible to construct the continuous spectrum contribution.
Therefore, these poles have similar characteristic to leaky wave poles and so we
may call them quasi leaky wave poles [16]. Then by substituting (7.5) in (7.4) and
applying residue theorem, a closed form series representation for Az will be
obtained and can be found by (7.6). In (7.6), kxm ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ex1k20 � kym

p
is the propagation

constant of the mth mode in the x-direction. Since the rational function fitting of 5
would have excellent accuracy, therefore a closed form relation of 6 can approxi-
mate the integral of 4 very well.
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Az ¼
XNp

m¼1

�Resm
1þRxme�j2kxmx\
� �

1þRxme�j2kxmðw�x[ Þ� �
e�jkxmðx[�x\Þ

ð2jkxmÞ 1� R2
xme

�j2kxmw
� � ;

Az ¼ Ag
z þAr

z;

ð7:6Þ

Ag
z ¼

XNSW

m¼1

�Resm
1þRxme�j2kxmx\
� �

1þRxme�j2kxmðw�x[ Þ� �
e�jkxmðx[�x\Þ

ð2jkxmÞ 1� R2
xme

�j2kxmw
� � ;

Ar
z ¼

XNqLW

m¼1

�Resm
1þRxme�j2kxmx\
� �

1þRxme�j2kxmðw�x[ Þ� �
e�jkxmðx[�x\Þ

ð2jkxmÞ 1� R2
xme

�j2kxmw
� � ;

ð7:7Þ

We can separate Az of (7.6) in two terms like (7.7) where Ag
z denotes the guided

modes part (or discrete spectrum contribution) and is in series form of (7.6) in
which just guided modes (with number NSW ) contributes while Ar

z related to radi-
ation modes part (or continuous spectrum contribution) and is in series form of (7.6)
in which the non surface wave poles (quasi leaky wave poles with number NqLW )
contributes.

In (7.6), Rxm is the reflection coefficient of modes at the Nx interface shown in
Fig. 7.3a. But actually, these modes are reflected from truncated surface of the
substrate shown in Fig. 7.3b. This discrepancy arises from the separability
approximation of the original structure which also makes the refractive index of
four exterior corners deviate from its exact value. For low refractive index contrast,
er1 � er2, as is common in optical buried waveguides, the error in Az due to
approximate modeling of the corner regions is ignorable because 2er2 � er1 � er2.
But in high refractive index contrasts, considerable deviation may be imposed on
the Green’s function especially for source and field points close to the corners.
Therefore to have exact Az for truncated dielectric slab waveguide of Fig. 7.1b both
terms Ag

z and Ar
z should be corrected. Although having enough distance from cor-

ners for source and field point makes the deviation in Ar
z part small but for more
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accurate results of reflection coefficients of guided modes, correction of Ar
z part

along with Ag
z part should be considered. Before defining the optimization problem,

it should be noted that the main difference between proposed CGF-RFFM and
CGF-CI method [17] is in the approximation form of Gy. In CGF-CI the surface
wave poles are first extracted from Gy in a similar form of (7.5) and the remaining
part is approximated exponentially by GPOF approach [21]. In fact by CGF-RFFM,
unlike CGF-CI, a uniform representation of Gy as well as Az can be achieved and it
will be shown that it leads to more accurate results of reflection coefficients.

7.3 Optimization Problem

Exact values of Az for field points ðxi; yiÞ, i ¼ 1; 2; . . .;Nf can be achieved by CAD
tools like COMSOL which is fast and accurate and are capable of solving 2-D
problem like Fig. 7.1. Moreover, exterior-interior method of moments (MoM) can
be used for problem of Fig. 7.1 to find exact Az [18]. Consider the field distribution
on the upper surface of the waveguide, y ¼ t, in Fig. 7.1b. The line source is
located at x0 ¼ w=2 and y0 ¼ t. Suppose that the exact result of Az is denoted by
Aexact
z . If we consider Rxm, m ¼ 1; 2; . . .;Np in (7.6) as unknowns, then a following

optimization problem can be defined for computation of the exact Rxm at the
end-facets of truncated slab shown in Fig. 7.1

min
Rxm;

m ¼ 1; 2; . . .;Np:

ferrorðRx1;Rx2; . . .;RxNpÞ; ð7:8Þ

ferror ¼
XNf

i¼1

Azðxi; yi; x0; y0;Rx1;Rx2; . . .;RxNpÞ � Aexact
z ðxi; yi; x0; y0Þ

		 		2: ð7:9Þ

To solve the optimization problem, subspace trust-region algorithm is used
which is based on the interior-reflective Newton method described in [22]. By
increasing the number of field points, Nf , more exact Rxms will be obtained. For

initial values of Rxms, one can use bx1�bx2
bx1 þbx2

jky¼kym for Rxm, obtained in CGF method

(7.3). More rapid convergence and rigorous results can be obtained by using
modified initial values of Rxm such as Marcateli’s approximation Rxm ¼ nm�n2

nm þ n2
where n2 ¼ ffiffiffiffiffiffi

er2
p

and the effective index nm is calculated from the propagation
constant of Ny guided mode. i.e. nm ¼ kxm

k0
. More accurate closed-form expression

for Rxm can be found in [2].
The main advantage of using CGF-RFFM is that all extracted poles can incor-

porate in the optimization problem of (7.7). While in CGF-CI method [17] the part
of continuous spectrum contribution (ACS

z in [15]) which is related to approximate
separable structure of Fig. 7.2c is first subtracted by exact Az and the remained part
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is used to optimized discrete spectrum contribution to find Rxm of guided modes.
Therefore in (7.8) both discrete and continuous spectrum parts would be corrected
by optimizing all the Rxm of extracted poles including guided and quazi-leaky wave
poles. This is in fact due to the capability of the rational function fitting method to
obtain uniform expansion of Az in (7.5). So it is expected that more accurate Rxm of
guide modes could be found by CGF-RFFM than CGF-CI method. Although the
time of optimization process would be increased due to more poles incorporated in
8 but results of next section shows that this is ignorable in comparison with the
gained accuracy.

7.4 Numerical Results

To show the efficiency and versatility of the proposed approach rigorous methods
such as mode matching is utilized [4]. More, CGF-CI-optimization [17] results are
also provided. RFFM step which includes poles extraction from Gy can be so fast.
Then, to have exact reflection coefficients, optimization step should be run for Nf

sample field points ½0;w� where the exact Az are available there. We place the
source far from the corners to have more exact results from CGF-RFFM in (7.6).
More it should be noted here that in CGF-CI based method a guard ds is considered
and the samples are chosen in ½ds;w� ds�. This is due to the fact that contribution
of continuous spectrum of separable structure, Fig. 7.2c, largely deviates from its
original value for nonseparable structure, Fig. 7.1b, especially near the corners. But
in CGF-RFFM there is no need for any guard because continuous spectrum con-
tribution is also incorporated and corrected in the optimization process along with
discrete spectrum contribution. It should be noted that Green’s function Az includes
only TE guided modes of the Fig. 7.1b. Therefore by using and incorporating Az in
defined optimization problem, reflection coefficients of TE guided modes can be
obtained. To have results for TM guided modes one can easily use Green’s function
of scalar or vector electric potential and follow the similar steps.

At first, let us consider low refractive index contrasts. Results for reflection
coefficient of guided mode for structure 1 and 2 with parameters (n1 ¼ 1:46,
n2 ¼ 1:45, t ¼ 0:1k) and (n1 ¼ 2:6, n2 ¼ 2:5, t ¼ 0:1k) respectively, are shown in
Table 7.1.

Simulation results for higher refractive index contrast are also reported in
Table 7.1 for structures 3, 4, 5 which have single guided mode. We can find
excellent agreement between proposed method and rigorous mode matching
method [4]. For single guided mode supported waveguide considered in Table 7.1,
mean simulation time for optimization is less than 4 s. Disregarding the time for
preprocessing of the structure to find the exact Az, our method is much faster than
mode matching method. Furthermore, by adding required time of step 1 (which is
approximately 8 s in COMSOL for high accuracy), total CPU-time would still be
less than mode matching method. moreover, it can be seen from Table 7.1 that
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CGF-RFFM leads to more accurate results in comparison with CGF-CI results. For
rational function fitting step of (7.5), Np ¼ 14 poles are used in modified VECTFIT
algorithm.

The number of observation points Nf may be an important parameter in con-
trolling the speed and accuracy of the method. In Table 7.2, amplitude of optimized
Rxm for two of considered structures in Table 7.1 can be found for different Nf .
Small changes in optimized reflection coefficient can be seen, by increasing Nf . It
can be concluded that with small Nf , quite exact reflection coefficient with high
speed can be obtained. In Table 7.3, Reflection coefficients for a structure with
parameter (n1 ¼ 5:477, n2 ¼ 1, t ¼ 0:19k) that has three guided TE modes are
reported. Excellent match between the results of CGF-RFFM-optimization and
IE-MoM can be found [14]. Required simulation time for optimization is near to 8 s
which is much less than exact IE-MoM based method.

To search the versatility of the proposed method let us consider a problem of
modal reflectivity at end-facet of of three-layer media of Fig. 7.4. The refractive

Table 7.2 Amplitude of
optimized Rx1 for structure 4
and 5 for different number of
observation points Nf

Nf Rx1j j of Structure 4 Rx1j j of Structure 5

150 0.723 0.759

200 0.726 0.762

250 0.728 0.764

300 0.728 0.765

Table 7.3 Reflection
coefficients for structure
shown in Fig. 7.1 with
n1 ¼ 5:477, n2 ¼ 1,
t ¼ 0:19k, w ¼ 2k, Nf ¼ 200

Rxm CGF-RFFM-optimization IE-MoM [14]

Rx1 −0.263 + j0.654 −0.263 + j0.752

Rx2 0.443 + j0.758 0.443 + j0.759

Rx3 0.315 + j0.841 0.315 + j.841

Time \8 s >6 min

3t

wo
0rε

2t

1
t 1rε

2rε

3rε

0rε

Fig. 7.4 Three layer
truncated dielectric slab
waveguide
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indices of layers are n1 ¼ 1:132, n2 ¼ 2:449, n3 ¼ 3:162, n0 ¼ 1, with thickness of
t1 ¼ 0:1k, t2 ¼ 0:2k, t3 ¼ 0:4k that leads to two supporting guided modes. Results
for reflection coefficient of guided modes obtained by CGF-RFFM-optimization are
reported in Table 7.4 along with the results of CGF-CI-optimization and mode
matching method are also given. Np ¼ 16 poles are considered for rational function
fitting step of (7.5). In comparison with CGF-CI-optimization results excellent
match between CGF-RFFM results and exact mode matching method [4] is evident.
Moreover, from Table 7.1 and Table 7.2, increasing in simulation time of
CGF-RFFM due to incorporation of more poles in optimization step is ignorable.
The number of observation points Nf has marginal effects on the speed and accu-
racy of the method. In Fig. 7.5a, b magnitude and phase of the optimized Rx1 and
Rx2 for structure of Fig. 7.4 (described in Table 7.4) are depicted for Nf . Good
convergence can be seen in the optimized reflection coefficients, by increasing Nf .

7.5 Conclusion

A novel method for reflection of guided mode at the end-facet of optical waveguide
is presented. The method is based on the formulation of characteristics Green’s
function which is combined with rational function fitting method. In the
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Fig. 7.5 Convergence of magnitude and phase of optimized a Rx1 and b Rx2, for different Nf for
structure of Table 7.4

Table 7.4 Reflection coefficients for structure shown in Fig. 7.4 with n1 ¼ 1:132, n2 ¼ 2:449,
n3 ¼ 3:162, n0 ¼ 1, t1 ¼ 0:1k, t2 ¼ 0:2k, t3 ¼ 0:4k, w ¼ 2k, for Nf ¼ 200 observation points
using CGF-RFFM-optimization, CGF-CI-optimization [17] with ds ¼ w=10, and mode matching
methods [4]

Rxm CGF-RFFM-optimization CGF-CI-optimization Reference [4]

Rx1 0.295 + j0.717 0.286 + j0.722 0.293 + j0.716

Rx2 0.753 + j0.107 0.721 + j0.085 0.755 + j0.109

Time \10 s \5 s >10 min

Mean time for computation of Aexact
z by COMSOL is less than 8 s
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closed-form derivation for spatial Green’s function of finite dielectric slab waveg-
uide, discrete and continuous spectrum contribution are expressed in appropriate
forms which can be imported in optimization problem to obtain an exact reflection
coefficients of guided modes. The main advantages of this method lie in its rapidity
as well as accuracy. By using COMSOL for exact results of spatial Green’s function
for optimization, total CPU-time is much less than rigorous methods. In general, for
all planar multilayered waveguide the formulation can be easily derived for all
components of dyadic Green’s function to have reflection coefficients of guided
modes at the end-facet of truncation.
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Chapter 8
Effect of Exponentially Graded Material
on Photonic and Omni-Directional Band
Gaps in 1-D Photonic Crystals

Bipin Kumar Singh and Praveen Chandra Pandey

Abstract Photonic and Omni-directional band gaps have been obtained for
one-dimensional (1-D) photonic crystal consists of exponential graded index
material and constant refractive index material in range 150–750 THz of electro-
magnetic radiation. Transfer matrix method has been used for calculation of
reflectance. The number of photonic band gaps and their bandwidths has been tuned
by changing relative parameters, thickness of exponentially graded material and
angle of incidence. This work will be useful in design of filters, optical sensors,
reflectors etc., and provide more design freedom for alternative photonic devices.

8.1 Introduction

The propagation of light through a periodic medium has been widely studied since
the appearance of photonic crystal (PC) materials [1]. PCs are structures composed
of two or more materials with different refractive index and arranged in a periodic
configuration that forbids the propagation of electromagnetic waves in certain
frequency ranges. This leads to a range of frequency where no electromagnetic
mode exists inside of the PCs, is called photonic band gap, which is analogous to
the electronic band gap in conventional semiconductors [2]. This property can be
utilized to confine, manipulate and control of photons in PCs, and anticipated that
would be a key technology for all integrated optical devices [3]. Over the past
several years, 1-D PCs have been intensively investigated with different materials
such as dielectric, anisotropic, negative refractive index, magnetic materials etc. in
periodic or non-periodic arrangements [4–11]. These have numerous potential
applications in optical communication and optoelectronics such as reflecting mirrors,
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waveguides, optical switches, filters, detectors, limiters, light emitting diode etc.
Moreover, one of the very interesting property of the PCs is Omni-directional
reflection by which light within some frequency region from all of the incident angle
is totally reflected for both of the TE (Transverse electric) and TM (Transverse
magnetic) polarization. The absolute Omni-directional photonic band gap has been
demonstrated theoretically and experimentally in 1-D PC structures [12–15]. The
Omni-directional band gap has potential applications in reflectors, filters and optical
fibers etc.

Recently, several other researchers have been proposed the photonic crystal
structures, in which structural parameters changed in the gradual fashion. Such
types of structures are called graded photonic crystals (GPCs). In one-dimensional
GPC structures, gradual variations of the relative parameters such as refractive
index and thickness of layers varies in a gradual fashion along the direction per-
pendicular to the surface of layer [16–20]. Gradual variation of relative parameters
in GPCs makes them very different in behavior from conventional PCs and
enhances the ability to mold and control of the light wave propagation. Graded
index materials in one dimensional quasi-periodic photonic crystal have great
influence on the optical reflectance and localization modes [21–23].

Motivated by the ability to mold, confine and control of the electromagnetic
waves by different types of GPCs. Herein, we have studied the photonic and
Omni-directional band gap characteristics in 1-D GPCs constituted with expo-
nentially graded dielectric layer. Refractive index in exponentially graded layers
varies in the exponential fashion as a function of the depth of graded layer. This
paper is arranged as follows. In Sect. 8.2, the theory and calculations of the
reflectance and band structure of 1-D GPC structures are provided. In Sect. 8.3, we
have investigated the influence of exponentially graded layers on the photonic and
Omni-directional band gap properties of 1-D GPC structures. We have also
investigated the effect of constituted homogeneous layer on the photonic and
Omni-directional band gaps. In this Section, our study has been carried out in three
steps. First, we have presented the reflection spectra and band structure of 1-D GPC
structures for different layer thicknesses and various refractive index of the con-
stituted normal layer. Second, we have investigated the properties of
Omni-directional band gap for quarter-wave and latent type layer stacking
arrangements, and demonstrated the effect of constituted homogeneous layer on
Omni-directional band gap. Next, we have studied the effect of the contrast of initial
and final refractive index of the exponential graded layer on the photonic band gap
of the structures. Finally, we have briefly summarized the results in Sect. 8.4.

8.2 Theoretical Description

The considered 1-D GPC multilayer structures is shown in Fig. 8.1. The GPCs
considered in our investigation are composed of two types of dielectric layers. One
is the graded layer (A or A′) with exponential varying refractive index as a function
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of the depth of layer and other is homogeneous layer (B) with space independent
refractive index. Refractive index profile in the considered exponential graded
layers varies in two ways with depth of layer. First, index of refraction increases
exponentially from initial to end boundary of the graded layer and is represented as:

n xð Þ ¼ ni exp
x
d1

ln
nf
ni

� �
ð8:1Þ

Second, when refractive index decreases exponentially from initial to final
boundary of the graded layer, it can be expressed as:

n xð Þ ¼ nf exp
x
d1

ln
ni
nf

� �
ð8:2Þ

where ni and nf is the lower and higher index of refraction, respectively and d1 is the
layer thickness. In our proposed structures, first case is considered in layer ‘A’ and
second case in layer ‘A′’. The two representative structures of 1-D GPCs are a
multilayer structure composed with layer A and A′, and their schematic diagram are
illustrated in Fig. 8.1a, b, respectively. Refractive index variation in relative pro-
posed structures is also shown in Fig. 8.1.

The wave equation for light wave propagation in graded layer, which has ex-
ponentially varying refractive index along the plane perpendicular to the surface of
layer (suppose x-direction) can be written as:

n2
d2

dn2
Eþ n

d
dn

Eþ n2

c2
E ¼ 0 ð8:3Þ

where n ¼ 2p
k n xð Þ is the wave propagation vector for exponential graded layers at

normal angle of incidence. Refractive index n(x) taken according the exponential
graded layers with increasing and decreasing refractive index defined as above (8.1)
and (8.2), respectively and k is the wavelength of light. Grading profile parameter

Fig. 8.1 The schematic representation of 1-D graded photonic crystals with exponentially
a increasing and b decreasing refractive index along the thickness of exponential graded layer
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for exponentially increasing and decreasing refractive index layers to be c ¼
1
d1
ln nf

ni

� �
and c0 ¼ 1

d1
ln ni

nf

� �
, respectively. Therefore, we can represent the (8.1) and

(8.2) for variation of refractive index in the exponential graded layers (A and A′) as
n xð Þ ¼ niecx or nf ec

0x for increasing or decreasing order, respectively [24].
The solution of (8.3) can be expressed for increasing refractive index in the

exponential graded layers as:

EðxÞ ¼ AGJ0
n

c

� �
þBGY0

n

c

� �
ð8:4Þ

where AG and BG are arbitrary constants for graded layers, J0 and Y0 are first and
second kind of the zero-order Bessel function, respectively. Subscript G represents
a graded layer.

Similarly, the solution for exponential graded layers with decreasing refractive
index to be similar as (8.4) only propagation wave vector and grading profile
parameter changes according to this layer.

The electric field distribution for a homogeneous layer along x-axis can be
written as:

EðxÞ ¼ AHexp �i kH xð ÞþBHexp i kH xð Þ ð8:5Þ

where, AH and BH are the arbitrary constants, kH is the wave vector and at normal
angle of incidence kH ¼ 2p

k nB. Subscript H represents a homogeneous layer.
To investigate the propagation properties of the electromagnetic wave in the

periodic structures (AB)N and (A′B)N, where N is the number of periods. We
embrace the transfer matrix method to calculate the reflectance and band gap
spectra. After applying the transfer matrix approach on the considered structures, if
refractive index increases exponentially with depth of graded layers, the electro-
magnetic wave propagate through the whole structures can be expressed by mul-
tiplying the characteristic matrices of the constituent layers as:

A0

B0

� �
¼ M�1

0 : MG:MHð ÞN:M0
ANþ 1

0

� �
ð8:6Þ

Similarly, for the second case if refractive index decreases exponentially with
depth of graded layers:

A0

B0

� �
¼ M�1

0 : M0
G:MH

� �N
:M0

ANþ 1

0

� �
ð8:7Þ

where N is the number of the period, A0, B0 and AN+1 are the arbitrary constant for
incident (0th) media and outgoing (N + 1)th media, respectively. Matrix MG andM0

G
are the characteristics matrix of exponentially increases and decreases refractive
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index with depth of graded layers, respectively. Matrix MH and M0 is the charac-
teristics matrix of homogeneous layers and air media, respectively.

The reflection and transmittance coefficient of the structures, respectively can be
written as:

R ¼ B0

A0

����
����
2

AndT ¼ ANþ 1

A0

����
����
2

ð8:8Þ

Naturally, due to our consideration of lossless dielectric material, the transmit-
tance here is just the reflectance’s complement.

A periodic layer structure is equivalent to a one-dimensional lattice that is
invariant under the lattice translation. Here, refractive indices of layers are
unchanged by the translation of the wave vector by a lattice constant d, where d is
the total thickness of the periodic system. Using the Floquet’s theorem, the solution
of the wave equation of a period of the electric field for a periodic layer system can
be written as EK x; zð Þ ¼ EK xð Þ:e�i:b:z�i:K:x, where EK is periodic with period d i.e.,
EK xþ dð Þ ¼ EK xð Þ and constant K is known as the Bloch wave number. Hence the
dispersion relation for a periodic layer medium can be written as:

K b;xð Þ ¼ 1
d
: cos�1 1

2
M11 þM22ð Þ

	 

ð8:9Þ

where d is the total thickness of a period of the periodic system, M11 and M22 is the
elements of the optical transfer matrix Mijði; j ¼ 1; 2Þ. Here, Optical transfer matrix
(Mij) of a period equal to MG:MH and M0

G:MH for considered structures with
exponentially increasing and decreasing of the refractive index between the
boundaries of the exponential graded layer, respectively.

The dispersion relation exhibits multiple spectral bands classified into two
regimes: First, where M11 þM22ð Þ=2j j � 1 corresponds to real K and thus to
propagating Bloch waves. Second, spectral bands within which K is complex
correspond to evanescent waves that are rapidly attenuated. Defined by the con-
dition M11 þM22ð Þ=2j j[ 1, these bands correspond to the stop bands also called
photonic band gaps/ forbidden gaps since propagating modes do not exist for the
systems [24].

8.3 Numerical Results and Discussion

In this section, we present some numerical results to characterize the optical
reflection, band structures, phase shift and Omni-directional band due to the rele-
vant structural parameters of considered 1-D GPC structures. We consider the
medium B as homogeneous layer with variable refractive index nB, while for
medium A or A′ (Graded layer), we have exponentially varying refractive index
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with depth of layer in increasing (for layer A) and decreasing (for layer A′) fashion
between lower refractive index, ni = 1.5 and higher refractive index, nf = 4.5, as
expressed by (8.1) and (8.2), respectively. In this study, we assume that light
incident through the air medium and materials are lossless dielectric. The numerical
observations for the considered 1-D GPC structures constituting exponentially
graded index layers have been carried out in three parts.

8.3.1 Effect of Layer Thickness on Photonic Band Gaps
in 1-D GPC Structures

We first present the reflection spectra of 1-D GPC structures at different layer
thickness for some selected refractive index of homogeneous layer B under normal
incident angle. Thickness of the homogeneous and graded layers are chosen as to
give, nGd1 ¼ nBd2 ¼ D, where d1 and d2 are the thickness of the graded and
homogeneous layer, respectively and nG is the mean value of the initial and final
refractive index of the graded layer. For various layer thicknesses, we choose D as
k0/8, k0/4, k0/2 and 3k0/4, where k0 is the optical wavelength and equal to
wavelength for the mean value (450 THz) of the considered frequency region (150–
750 THz). As is evident from the results shown in Fig. 8.2, there exists number of
photonic bands, where electromagnetic waves cannot be transmitted. The number
of photonic bands increases with increasing the thickness of the layers for each
choosen refractive index of the homogeneous layer B. Because, with increasing the
thickness of layers, the rate of change of refractive index in graded layers increases,
and the average refractive index over the volume of each graded layer becomes
large. Namely, the rate of change of refractive index contrast of the two types of
dielectric layers is enhanced and hence influences the Bragg stack effectively. We
also observed that formation reflection spectra are same for the structures with both
exponential graded layers A and Aʹ. Figure 8.2a, b, c, respectively show the
reflection spectra of the considered structures for constituted homogeneous layer
refractive index, nB = 2.0, 1.5 and 1.0.

For all the chosen refractive index of the homogeneous layer B, the formation of
photonic bands is similar under normal angle of incidence, but bandwidth of
photonic bands is different. Bandwidths are larger for nB = 1.0 as compare to other
nB values. Bandwidths are decreases with increasing nB values because the photonic
band gap properties are basically affected by the contrast of refractive index of
constituted media. Contrast of refractive index of homogeneous layer and graded
layer is higher for nB = 1.0 as compare to other considered values, therefore the
Bragg stack is more effective and widths of photonic bands are large.

Now, we examine the confinement effects arising from competition between the
structures induced by changing the thickness of layers and magnitude of the total
photonic bandwidths in the photonic band gap spectra. Note that, as expected for
large layer thickness, we get number of forbidden bands and their bandwidths
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Fig. 8.2 Reflectance spectra of the considered 1-D graded photonic crystal structures for the
constituted homogeneous layer refractive index a nB = 2.0, b nB = 1.5 and c nB = 1.0, with
various layer thickness constant D
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become narrower and narrower as an indication of more photonic band gaps with
small bandwidths. We observed that the number of forbidden bands are approximate
same for the structures with acceptable nB-values but their bandwidths are different.

Total bandwidths in the structures with nB = 1.0 are maximum as compared to
other considered nB-values, which is clearly demonstrated in Fig. 8.3. In this figure,
we show the total band gap verses the layer thickness constant (D) for the structures
with various refractive index (nB) of homogeneous layer up to the value of D = 9k0/4.
It reveals that the total band gaps randomly change with increasing the layer
thicknesses, but it is extremum for considered structures with latent type layer
stacking arrangements. Furthermore, we have emphasized the photonic band gaps as
changing of the refractive index of the normal layer B. To do that, we calculate the
regions for forbidden (stop bands) frequencies, where M11 þM22ð Þ=2j j[ 1, as a
function of nB is depicted in Fig. 8.4a, b, respectively for the structures with quarter
wave arrangements and precise layer thickness d1 = 50 nm and d2 = 75 nm. These
figures show the distribution of the forbidden (black region) and allowed (white
region) frequencies region as a function of the nB up to 4.5. As shown in Fig. 8.4a, the
photonic band gap first decreases with increasing the value of nB up to 3.0 and then
slowly increases for the higher value of nB in the structures with quarter wave
arrangements, while for the structure with precise layer thicknesses d1 = 50 nm and
d2 = 75 nm, behavior of photonic band gap variation is same as above but that shifted
toward lower frequency region with increasing the value nB as depicted in Fig. 8.4b.
Note that new photonic band gaps are also generated at higher values of nB for the
structure with precise layer thicknesses. Here, we can also clearly see that the values
of nB in the structures with quarter wave arrangements only influence on the width of
the photonic band gap, while in the structures with precise layer thicknesses, the
values of nB effect on both width and generation of new photonic band gaps.

Fig. 8.3 The distribution of the total band gap of the forbidden band regions against the layer
thickness constant D
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For better understanding the effect of graded layer in the considered 1-D GPCs,
we have also calculated the spatial distribution of the square magnitude of the
electric field at three selected frequencies impinging under ≈0, ≈50 and ≈100 %
reflection conditions for the structures (AB)10 and (A′B)10, and demonstrated in
Fig. 8.5. The electric field is denoted by E(x). For the sake of clarity, we have
chosen the thickness of layers with relative refractive index equal to 5k0/4, so the
effect of electric field can be better appreciated. From the reflection spectra of the
structures with nB = 1.0, it can be clearly observed that at the spectral band edge
positions 635 THz, where close to 0 % reflection is found, reflection is maximum
≈100 % within the band gap region that observed for frequencies 580 THz inside
the band gap, and at one of the reflection peak at 628.4 THz where ≈50 %
reflection is observed. Therefore, electric field intensity within the considered
structures for frequencies 635, 628.4 and 580 THz is demonstrated in Fig. 8.5a, b,
c, respectively. Panels (i) and (ii) of the Fig. 8.5 show the distribution of electric
field intensity in the periodic structures (AB)10 and (A′B)10, respectively. It is
shown that the electric field distributions in exponential graded layers for different
grading profiles are quite different, although the volume-average refractive index is
same. For exponentially increasing refractive index profile, the electric field
intensities in exponential graded layers decrease as propagating depth increases as
seen in panels (i), while intensities increase with increasing the propagating depth
for exponential decreasing refractive index as depicted in panels (ii). The reason is
the effect of the inhomogeneity in the exponential graded layers and the variation of
electric field intensities in graded layers changes due to the space dispersive
increasing or decreasing refractive index with graded layers depth. On the other
hand, the electric field intensities in non-graded layers keep unchanged for both
types of periodic structures (AB)10 and (A′B)10.

Fig. 8.4 The distribution of the bandwidths as a function of the homogenous layer refractive
index nB for the structures with a quarter wave arrangements and b precise layer thicknesses
d1 = 50 nm and d2 = 75 nm
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Fig. 8.5 Panels (i) and (ii), respectively show the spatial distributions of the electric field intensity
in the systems type 1 (AB)10 and type 2 (A′B)10 at three selected frequencies a 580 THz,
b 628.4 THz and c 635 THz, impinging under ≈0, ≈50 and ≈100 %, respectively
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Due to the importance of the widespread photonic band gaps for the 1-D GPC
structures, we would like to extend the study on the dispersion curves and reflection
phase shift associated with the wider photonic band gaps in structures with
nB = 1.0. For different layer thickness, dispersion curves are calculated from (8.9)
for the unbounded periodic structures and shown in panels (i) of the Fig. 8.6 as
functions of the reduced Bloch wave vector kd/p, and related reflection phase shifts
are likewise illustrated in panels (ii) of the Fig. 8.6. As expected, the band gaps

Fig. 8.6 Panels (i) and (ii), respectively show the dispersion relationship and phase shifts in a
photonic crystal with unit cell consisting of one layer of exponentially graded index material
(ni = 1.5 to nf = 4.5) and other layer of air, for optical layer thicknesses with relative refractive
index equal to a k0/4 and b k0/2
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observed at zero transmission intensity range. The corresponding dispersion curves
for the finite crystal are depicted in panels (i) of the Fig. 8.6a, b, respectively for
layer thickness with relative refractive index proportional to k0/4 and k0/2. Also as
seen here, number of bands increases with increase in layer thicknesses, single band
formed for layer thickness with relative refractive index equal to k0/4 and three
bands for k0/2, but the bandwidths become narrow and narrow with increasing the
number of bands.

Moreover, we watch in panels (ii) of the Fig. 8.6 and observe that reflection
phase shifts varies from close to –p at one band edge to approximate p at another
band edge of the stop bands for the precise arrangement of unit cells in structures.
Here, we have investigated reflection phase shifts for one of the specified possible
arrangements of layers in period ‘BA’ of the considered graded photonic crystal
structures. For other periodic arrangements such as AB or A′B or BA′, reflection
phase shifts varies in different ways between −p and p. The explanation for this
phenomenon is that, in the stop band, the electric field of the lower band edge is
mainly distributed in the non-graded material of the unit cell, while distribution of
electric field in graded layer have adequate amplitudes at the upper band edge. In
graded layers, distribution of field changes according to the gradation profiles.
Therefore, due to the transform of field intensity distribution at the interface
boundaries, the phase shifts are change between +p and −p with different values.
According to our results, we observed that the reflection, transmission and photonic
band gap spectra are independent of the arrangement of graded layers (A or A′) in
unit cells of the structures, whereas field distributions and reflection phase shifts
change with arrangement of graded layers in unit cells of the structures. The for-
bidden bands region and bandwidths of the structures for different layer thicknesses
and various refractive index of the homogeneous layer B are listed in Table 8.1.

Table 8.1 Reflection bands region and bandwidths in the GPC structures at normal incidence for
different layer thickness

Thickness constant (D) nB ¼ 2:0 nB ¼ 1:5 nB ¼ 1:0

Band region Band width Band region Band width Band region Band width

k0/8 … … 750.0–719.0 31 750.0–617.8 132.2

k0/4 538.0–393.8 144.2 574.0–359.6 214.4 627.0–309.0 318

k0/2 269.0–197.0 72 287.0–179.8 107.2 313.4–154.6 158.8

512.2–431.2 81 514.0–432.6 81.4 514.8–435.4 79.4

725.8–688.4 37.4 746.2–669.2 77 750.0–643.6 106.4

3k0/4 179.2–150.0 29.2 191.2–150.0 41.2 209.0–150.0 59

341.8–287.6 54.2 342.4–289.2 53.2 343.2–290.2 53

483.8–459.0 24.8 497.4–446.2 51.2 515.6–429.2 86.4

655.8–601.0 54.8 656.6–601.2 55.4 658.6–601.0 57.6

… … 750.0–745.0 5
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Now, to have a more complete description and a better understanding of the
effect of the layer thicknesses on the properties of photonic band gap, it is important
to know how layer thickness change the properties of the reflection coefficients and
photonic band gap for the structures with specific layer widths. Here, we also show
the reflection spectra for different layer thickness of graded layers (d1) and normal
layers (d2) in Fig. 8.7a, b for the structures with fixed values of d2 = 75 nm and
d1 = 50 nm, respectively. The acquired band gap is shifted towards the lower
frequency region and their bandwidth also decreases with increasing the values of

Fig. 8.7 Reflectance spectra for different precise layer thicknesses of graded layers (d1) and
normal layers (d2) for the structures with fixed values of a d2 = 75 nm and b d1 = 50 nm,
respectively
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thickness d1 and d2, it is clearly demonstrated in Fig. 8.7a, b, respectively. Note
that, as expected for large layer thicknesses, we get new forbidden bands because
with increasing the thickness of layer, effective refractive index of the structure
increases. The change of exponential graded layer thickness has great influence on
the formation of photonic band gaps as compare to the change of normal layers
thicknesses.

8.3.2 Study of the Omni-Directional Band Gap in 1-D GPC
Structures

In this section, we will discuss the Omni-directional band gap characteristics in the
proposed 1-D GPC structures, which have quarter-wave and latent type layer
stacking arrangements. An Omni-directional band gap can be obtained within a
specific frequency range in photonic crystal as a forbidden band gap that reflects
electromagnetic wave at any incident angle for both TE and TM-polarization. The
dependence of photonic band gaps on the incident angle in a quarter-wave stacking
multilayer structures for TE and TM polarization are shown in Figs. 8.8a, b, 8.9a, b
and 8.10a, b for various refractive index; nB = 2.0, 1.5 and 1.0, respectively.

These figures are clearly demonstrated that the expansion of photonic band gap
in structures with nB = 2.0 and 1.5 are enhance for both TE and TM-wave, while
for nB = 1.0, photonic band spreading in frequency range for TE-wave and
shrinking in frequency range for TM-wave, when the incident angle increases. In
order to discuss the Omni-directional band gap properties of the structures, we have
plotted the projection band structures as changing of the incident angle and
exhibited in Figs. 8.8c, 8.9c and 8.10c, respectively for the structures with nB = 2.0,
1.5 and 1.0.

From these figures, we can clearly inspect the variation of higher and lower band
edges as changing of the incident angle. There is an Omni-directional band gap,
which exists between higher and lower band edges as prevalent band region for
both TE and TM-polarization. The photonic band spectra of the photonic crystals
can be usually achieved from the projection of unit reflectance from Figs. 8.8a, b,
8.9a, b and 8.10a, b, and Omni-directional band gap clearly demonstrated in
Figs. 8.8c, 8.9c and 8.10c. In Figs. 8.8c, 8.9c and 8.10c, the grey areas represent
the forbidden band for relative polarization and the ubiquitous white area between
the band edges in both polarizations illustrate the Omni-directional band gap.

It is certified from figures, an Omni-directional band exists for structure with
nB = 2.0 and 1.5, while it is not observed in structure with nB = 1.0. But one
obvious feature of this structure is that there exist large complete band gap for
TE-wave. Therefore, structure with nB = 1.0 is more suitable for designing
TE-polarized photonic devices and structures with nB = 2.0 and 1.5 can be used for
design Omni-directional photonic devices.
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Fig. 8.8 Reflection spectra for a TE-polarization, b TM-polarization and c projected band
structure as the changing of the incident angle of the quarter-wave structure with nB = 2.0
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Fig. 8.9 Reflection spectra for a TE-polarization, b TM-polarization and c projected band
structure as the changing of the incident angle of the quarter-wave structure with nB = 1.5
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Fig. 8.10 Reflection spectra for a TE-polarization, b TM-polarization and c projected reflection
band structure as the changing of the incident angle of the quarter-wave stacking structure with
nB = 1.0
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Furthermore, we have emphasized the projection band structure as the changing
of the incident angle for latent type layer stacking multilayer structures with
nB = 2.0, 1.5 and 1.0, and shown in the Figs. 8.11a, b and c, respectively. It is clear
from the Fig. 8.11, as like a quarter-wave stacking structures, Omni-directional
band gap does not exist for structure with nB = 1.0, but it is obtained for structure
with nB = 2.0 and 1.5. This implies that occurrence of Omni-directional bands is
affected by the contrast of refractive index between homogeneous and graded
layer, and it is in absence for the structures with nB = 1.0. The number of
Omni-directional bands existed for these structures with nB = 2.0 and 1.5.
Therefore, these types of structure can be used in the widespread Omni-directional
photonic devices which operate in range 150–750 THz. The Omni-directional
bands range and bandwidths for the quarter-wave and latent type layer stacking
structures with different nB-values are tabulated in Table 8.2.

Accordingly, we find that refractive indices of constituted homogeneous layers
greater than one produce the omnidirectional band gaps but increasing the indices
band gaps becomes narrow and narrow. Thus the existence of omnidirectional band
gaps in graded-homogenous periodicity approach requires the index contrast
(nG − nB) for nB > 1. Under this condition, the broader Omni-directional band
range demands higher index contrast. In addition, the omnidirectional band gaps
can be adjusted by the modifying the layers thickness.

Now, we have emphasized the Omni-directional band gaps as changing of the
refractive index of the normal layer B. To do that, we calculate the ubiquitous
forbidden (stop bands) frequencies regions for both TE and TM-polarization as a
function of nB is depicted in Fig. 8.12 for the structures with quarter wave
arrangements. This figure shows the distribution of the forbidden (black region) and
allowed (white region) frequencies, as a function of the nB up to 4.5. As shown in
Fig. 8.12, the Omni-directional band gap first decreases with increasing the value of
nB up to 3.0 and then slowly increases for the higher value of nB. We find that the
width of Omni-directional band gap is maximum for the refractive index nB equal to
1.5.

8.3.3 Effect of the Ratio of ni and nf on the Photonic Band
Gap

Now, we investigate the dependence of the photonic band gap on the ratio of initial
and final refractive index i.e. (nf/ni)-value of the exponential graded layers in 1-D
GPC structures under normal angle of incidence. Here, we considered initial
refractive index (ni) is fixed and equal to 1.5, while, final refractive index (nf) varies
according to contrast values. In the Fig. 8.13a, we have depicted the refractive spectra
for the various (nf/ni)-values in a quarter wave stacking multilayer structures with
homogeneous layer refractive index nB = 0.1. As expected, the photonic bandwidth
decreases with decreasing the ratio i.e., (nf/ni)-values. This phenomenon is that
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Fig. 8.11 Projected reflection band spectra as the changing of the incident angle of the latent type
structures for the refractive index a nB = 2.0, b nB = 1.5 and c nB = 1.0
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decreasing the ratio of initial and final index of refraction of the exponential graded
layer, the rate of modification of the grading profile parameter (c or c′) decreases, and
corresponding average refractive index over the volume of each graded layer con-
jointly decreases, hence influence the Bragg stack become less effectively. However,
the photonic band gap decreases with decreasing the grading profile parameter while
obtained band gap exists around the central frequency and it is obviously exhibited in
Fig. 8.13a. To have a more complete description and a better understanding of the
effect of the ratio of initial and final refractive index of the exponential graded layer on
the properties of photonic band gap, it is important to know how these effects change
the properties of the reflection coefficients and photonic band gap for the structures
with specific layer widths. Here, we also observe that the photonic band gap
diminishes with decreasing the grading profile parameter but here acquired band gap
is shifted towards the higher frequency region, and it is clearly demonstrated in
Fig. 8.13b. The explanation for this difference between the above-considered
structural arrangements is that, in case of quarter-wave stacking arrangements, the
graded layers thickness and grading profile parameter change with the ratio of initial
and final refractive index, while in case of the structures with set layer widths, the
width parameters are independent of the ratio of initial and final refractive index.

Moreover, we have plotted the forbidden bandwidth by changing the ratio (nf/ni)
for a quarter-wave stacking multilayer structure with various relative homogeneous
layer refractive indices under normal angle of incidence, which have been illus-
trated in the Fig. 8.14a. In this figure, we see that for a quarter-wave stacking type
structures, photonic bandwidth decreases almost linearly. Diminishing of photonic
bandwidths observed for all values of the refractive index ratio greater or equal to
the refractive index of the homogeneous layer. But, when the refractive indices ratio
of the graded layer becomes less than the value of the refractive index of the
homogeneous layer than forbidden band width increases gradually and it is clear
from third graph for nB = 2.0 in Fig. 8.14a. This is the effect of the increase in
contrast of refractive indices of the homogeneous and graded layer. To have a better

Fig. 8.12 The distribution of
the Omni-directional band
gap as a function of the
refractive index nB for the
structure with quarter wave
arrangement
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understanding of the effect of the refractive index ratio on the photonic bandwidths,
we have also demonstrated the photonic bandwidths variation by changing the ratio
(nf/ni) for the structures with different precise layer widths, and it is clearly
exhibited in Fig. 8.14b. From this figure, we observe that for the structures with set
layer widths, photonic bandwidth decreases in a parabolic way with diminishing of
the refractive index ratio. In these cases, bandwidth also decreases with increasing
the exponential graded layer thickness. Bandwidths are extremum for lower graded
layer thickness and at higher refractive index ratio, but in this figure it is clearly

Fig. 8.13 Reflectance spectra for different values of grading parameter c (or c′) for the structures
with a quarter wave stacking and b precise layer thickness d1 = 64 nm and d2 = 136 nm
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seen that bandwidths are approximately same at lower refractive index ratio for
each set graded layer thickness.

Fig. 8.14 Panel a shows the distribution of the bandwidths as a function of the ratio (nf/ni) for the
quarter wave stacking structures with different considered nB-values and b exhibits the distribution
of the bandwidths as a function of the ratio (nf/ni) for the specific layer thickness structures with
nB = 1.0 and d = 200 nm
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The photonic bands range and bandwidths for different (nf/ni)-values in the
quarter-wave stacking structures and structures with different specific layer widths
are tabulated in Table 8.3.

Accordingly, the average refractive index over the volume of each layer and the
different grading profile parameter has great influence on photonic and
Omni-directional band gaps. Hence, we can tune and achieve the desirable photonic
and Omni-directional band gaps by adjusting and tuning the relative parameters of
the GPC structures.

8.4 Conclusion

In this communication, we have presented the effect of exponential graded index
material on photonic and Omni-directional band gaps of 1-D GPC structures in
frequency region (150–750 THz). The structure is considered of exponential graded
index layers and normal homogeneous layers. The variation of refractive index in
exponential graded layer has been considered as a function of layer depth along
perpendicular direction to the layer surface. We observed that the number of
photonic bands increases with increasing the layer thickness irrespective of the
refractive index of the constant refractive index layer, but their bandwidths decrease
with increase of their refractive index. Widths of the photonic bands are strongly
depend on the ratio of initial and final refractive index of the constituted exponential
graded layer in the considered 1-D GPC structures. The tunability of bandwidth of
photonic bands by adjustment of gradation profile parameters of the layers has been
done. In addition, we observed that the Omni-directional band exist when we
choose the relative refractive index of homogeneous layer equal to 1.5 and 2.0,
while it disappeared for 1.0. We found that 1-D GPC structures with relative

Table 8.3 Reflection bands region and bandwidths in the GPC structures for different (nf/ni)
values and nB = 1.0 at normal incidence

Ratio
nf=ni
� � Quarter-wave

structure
Structure with constant layers thickness

d1 = 60 nm and
d2 = 140 nm

d1 = 64 nm and
d2 = 136 nm

d1 = 70 nm and
d2 = 130 nm

Band
range

Width Band
range

Width Band
range

Width Band
range

Width

1.5 362.2–
543.0

180.8 479.6–
712.4

232.8 472.2–
705.0

232.8 462.0–
692.8

230.8

2 340.0–
575.0

235 412.2–
695.8

283.6 404.6–
685.6

281 394.4–
669.2

274.8

2.5 322.8–
602.8

280 361.6–
679.4

317.8 354.2–
666.6

312.4 344.4–
646.2

301.8

3 309.0–
627.0

318 322.4–
662.6

340.2 315.4–
647.4

332 305.8–
626.8

321
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refractive index of the constituted homogeneous layer equal to 1.5 and 2.0 are
appropriate to design the widespread Omni-directional band gap mirrors, filters,
reflectors, sensors and other optical devices. For TE-polarization, 1-D GPC struc-
tures with refractive index of the homogeneous layer equal to 1.0 has widest
common reflection band. Therefore, these structures can be utilized especially for
configuration of TE-polarized devices.
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Chapter 9
Smith-Purcell Based Terahertz Frequency
Multiplier: Three Dimensional Analysis

Alireza Tavousi, Ali Rostami, Ghassem Rostami
and Mahboubeh Dolatyari

Abstract In this paper, we numerically investigate on a three dimensional
Smith-Purcell (SP) based terahertz frequency multiplier. Frequency multiplication
procedure is proposed via learning of spontaneous SP radiation. At low frequency
regions, texturing the metallic surfaces would manipulate the spoof surface plas-
mons (SSPs). Due to electronically exciting of these SSPs in a one-dimensionally
extended metallic grating, a strong electron-plasmon momentum coupling develops
and electron bunches arise. The evanescent wave releases from both ends of the
structure. At the frequency harmonics of these SSPs, an umklapp process redshifts
the SSP momentum beyond the light zone and the SP radiation is generated in the
span of 0.466–1.1 THz and detected with a maximum peak around 90° (with
respect to the grating). The SP radiation center frequency is *0.65 THz. Three
dimensional particle-in-cell (PIC) simulations have been performed via finite
integral method and the obtained results completely agree with analytic ones.

A. Tavousi � A. Rostami (&)
Photonic and Nanocrystal Research Lab. (PNRL),
Faculty of Electrical and Computer Engineering,
University of Tabriz, 5166614761 Tabriz, Iran
e-mail: rostami@tabrizu.ac.ir

A. Tavousi
e-mail: tavousi@tabrizu.ac.ir

A. Rostami � G. Rostami � M. Dolatyari
OIC Research Group, School of Engineering-Emerging Technologies,
University of Tabriz, 5166614761 Tabriz, Iran
e-mail: gh.rostami@tabrizu.ac.ir

M. Dolatyari
e-mail: m.dolatyari@tabrizu.ac.ir

© Springer International Publishing Switzerland 2016
P. Ribeiro and M. Raposo (eds.), Photoptics 2015,
Springer Proceedings in Physics 181, DOI 10.1007/978-3-319-30137-2_9

145



9.1 Introduction

Surface plasmon polariton (SPP) and its low-frequency counterpart, “spoof” surface
plasmon (SSP) confine electromagnetic (EM) waves within sub-wavelength
dimensions. Researchers [1] have described that one can manipulate the “spoof”
surface plasmons at low frequency regions by texturing the metallic surface. With
electronically exciting of SSPs in a one-dimensionally extended metallic grating, a
strong electron-plasmon momentum coupling develops and electron bunches arise.
At the frequency harmonics of these SSPs, an umklapp process redshifts the SSP
momentum beyond the light zone, and thus THz waves are created.

The ‘terahertz’ word has been useful in diverse electromagnetic bands such as
for frequency analysis of point contact diode detectors [2], frequency of a
Michelson interferometer [3], frequencies beneath the far infrared, the resonant
frequency of a water laser, and now terahertz is practical to sub-millimetre wave-
lengths extent between 100 and 1000 lm (0.3–3 THz) [4]. Until recently there were
no suitable sources and detectors for THz and thus this portion of the EM spectrum
has not been used a lot. In the middle of the most advanced terahertz uses which the
scientific enquiries are investigating about, we take along the following examples:
medical security, communications, industrial measurements, imaging, chemistry
and biochemistry applications, molecular recognition and protein folding, and
sub-millimetre astronomy [5].

Smith–Purcell radiation (SPR) [6] mechanism is based on excitation of “surface
eigenwaves” [7, 8] above a metallic gratings. This phenomenon is considered to be
one of the most interesting methods of generating sub-millimetre waves mainly in
THz realm [9–16]. At frequency harmonics of the mentioned surface waves, in
which the electron bunches advance, spontaneous SPR develops. This device is
abstractly shown in Fig. 9.1 and is frequently studied in electron-beam driven
frequency multiplication processes [17] and certainly it is a promising candidate for
producing terahertz radiation [7, 18–20]. As discussed in the most of theoretical
studies [19] and in experimental ones [21], SPR power is still very low which its
origin seems to be from its spontaneous nature. However if an additional cavity is
used, one can harness higher power and better selectivity [10]. Due to
non-relativistic nature of the device, it neither requires a high operational voltage
nor a large focusing magnet. Yet it is able to play the role of a compact THz
radiation source in a diverse range of uses such as spectroscopy and diagnostics of
different media.

Fig. 9.1 Conceptual design
of an self-excited
electron-beam driven THz
frequency multiplier [7]
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The metallic structures are assumed to be made of perfect conductor and unlike
the experimental cases [21] in which pencil-like electron beams are used, a sheet
electron beam is implemented as electron source. Through enhancing the interac-
tion of electron beam and surface wave, the operating current and output power will
increase. It is known that single-mode operation of the surface wave is possible in
the circumstance of a legitimately slim beam [22]. However when the beam size
comes to be far larger than the wavelength of the surface mode, different transverse
parts of the beam would be capable of excitement of different transverse surface
modes. Hence their frequencies and phases are marginally altered and the optical
beam diffuses [7]. This is already mentioned for SP backward wave oscillators
(BWOs) that they will not operate with an infinitely wide grating [22].

In this paper, we evaluate the incoherent spontaneous SPR emission using CST
studio suite, a 3-D particle-in-cell simulator code which simulates the conditions in
which the space charge and electromagnetic fields are concurrently acting together.

9.2 Simulation Model

Here, we consider a metallic grating slab having a period L and thus a wave number
of K = 2p/L (the grating length will differ in each particular case). Generally, due to
interaction of electron beam with exponentially decaying evanescent surface wave
(i.e. SSP) an evanescent wave can travel above the surface of such grating in the
direction in which the slab is periodic (perpendicular to the grooves). Considering
c as the travelling speed of light in vacuum, the electron beam’s velocity is

ve ¼ bec. Thus the relativistic factor be is defined as be ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1þ c2=2ð Þ�2

q
,

where c2 ¼ Ee=E0, E0 ¼ mec2
�
e ¼ 5:11� 105 V� 0:511MV, and me and e are the

rest mass and charge of the electron, respectively. Using this equation, the beam

kinetic energy is found as ge ¼ eEeðveÞ ¼ eE0 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2e

q
� 1

� �
. The phase

velocity is vu = x/k = cbu, and the group velocity is vg = dx/dk = bgc where x is
the frequency of the traveling evanescent wave and k is the wave number.

In k space, the dispersion diagram is periodic and for each of its Brillion zones
the dispersion curve is symmetric about k/K = 0.5 (surface mode is like a p-type
one and is named as the Bragg point). Depending on the position of the syn-
chronous working point which may be positioned on the right-hand side or
left-hand side of k/K = 0.5 (for which the group velocity disappears), the operating
characteristics of the device fundamentally alter. For k/K > 0.5, the group velocity
is negative and for k/K < 0.5 the group velocity is positive. Here we are interested
in the earlier case and the negative group velocity regions. If we assume that due to
an electron beam, there would be no gain or losses in the structure, then we may use
Floquet’s theorem for solving Maxwell equations on top of the grating and the
dispersion relation D0(x, k) = 0 is obtained for the evanescent waves [23].
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With respect to the operating point, our Smith-Purcell based THz source is a
backward wave oscillator in which, if a certain beam current threshold known as
start current is reached, the optical intensity grows to saturation even if no feedback
mirrors are employed.

The wavelength of radiation k that is observed at the angle h (which is measured
from the direction of travelling electron) is given by:

k
L
¼ 1

jnj
1
bu

� cos h

 !
; ð9:1Þ

where n indicates the harmonics of the diffraction order. To compare our 3-D
simulation results with experiment results, we chose to use grating parameters of
Urata et al. [21] summarized in Table 9.1. However, the data provided by them is
for 2-D case and we will add the third dimension to it. Figure 9.2 illustrates the
simulation model and the placement of detectors.

In this SPR based device, the moving electron beam must significantly interact
with the fundamental surface mode which is confined very close to the grating. To
describe the interaction mechanism and strength between the surface mode and the
moving electron beam, we need to numerically solve the coupled Maxwell-Lorentz
equations. For this purpose, we used the CST studio suite software for solving these
coupled equations via 3-D PIC codes.

Since we have performed our simulations in a 3-D scheme, a variable width from
400–1600 µm is used for grating. Also, the grating length is variable and arranged
to be 20, 40, 60, 80, and 100 periods. The main simulations are performed using a
grating with length Ng = 100 periods and S = 800 µm and then the results are
extended and compared with other grating lengths and widths.

Table 9.1 Grating profile
used in the experiments of
Urata et al. [21]

Grating period 173 µm

Groove width 62 µm

Groove depth 100 µm

Fig. 9.2 Conceptual
illustration of the simulation
model and the placement of
detectors
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9.3 Simulation Results

The dispersion diagram of the first three modes of a grating with parameters from
Table 9.1 is shown in Fig. 9.3. The 40 keV beam negative group velocity region
i.e. k/K > 0.5, thus the synchronous point frequency would be calculated as
0.466 THz. For a device operating in positive group velocities, higher beam
energies is required.

To study the incoherent (spontaneous) SP radiation, first we let the length of the
grating to be Ng = 20L and then we perform the simulation with a single electron
bunch which last for 0.1 ps length which carries a charge of q = 0.048 pC. Since
this bunch is short enough compared to the longest radiation wavelength, we can
assume that the radiation is coherent. Our focus is on the first order SP radiation (|
n| = 1). Figure 9.4a illustrates the time evolution of Hz signal observed by the far
detector mounted at angle of 135° from the centre of grating (Ng = 20L). Taking
fast Fourier transform, we learn that there exists two pure and independent radiation
peaks in the spectrum. Figure 9.4b shows that the one which peaked at 525 GHz is
the SP radiation, while the other peak at 466 GHz is the evanescent wave.

Figure 9.5 compares the effect of varying the grating width. We can see that by
changing the length of grating from 400–1600 µm the amplitude of both SP and
evanescent wave increases. Despite of increment of amplitude, the frequency centre
of SP and evanescent wave are constant and the same.

Fig. 9.3 Dispersion diagrams of the first three surface modes of the metallic grating with
parameters given in Table 9.1. The 40 and 250 keV beam lines intersect with the fundamental
mode in k/K < 0.5 and k/K > 0.5 regions respectively
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Given the detection angle, period, diffraction order, and the phase velocity of the
electron beam to the analytic (9.1), one can predict the wavelength in which the SP
radiation occurs. Figure 9.6 compares the analytic expression for wavelength of SP
radiation with the centre frequencies recorded by sweeping h with 6º step for all
detection angles between 0º < h < 180º. From this figure we find out that indeed
the longest radiation wavelength (lowest radiation frequency) is equal to the
wavelength of the evanescent wave. The results obtained from CST are in good

Fig. 9.4 a Evolution of Hz time signal observed by detector at angle of 135° from the centre of
grating (Ng = 20L). b The FFT of the corresponding time signal clearly indicating that SP
radiation and evanescent wave are separated
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agreement with those obtained via (9.1). As shown in this figure the maximum SP
amplitude occurs in angle h = 90º. The short come of this equation is that it says
nothing about the SP radiation amplitude.

Now, by increasing the grating length we try to neglect the effect of evanescent
wave or at least minimize it. In Fig. 9.7a–f, we have recorded the temporal beha-
viour of the radiated signal (from a longer grating with Ng = 100L) which is
detected from different detectors at h = 70º, 90º, 125º, 135º, 150º, and 170º (and
5.5 mm distance from the centre of the grating). We see that the SP portion of time
signal is increased and the evanescent portion is very little with respect to the
SP. Taking fast Fourier transform from all signals, and plotting them together for all

Fig. 9.5 The FFT taken from the temporal behaviour of the radiated signal at the angle h = 135º
and 5.5 mm distance from the centre of the grating for Ng = 20L for different grating widths

Fig. 9.6 Comparison of CST
simulation results with
analytic ones for all SP
radiation wavelength swept
from h = 0º to 180º
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swept angles (Fig. 9.8), we learn that unlike the evanescent wave frequency which
is angle independent, both SP radiation centre frequency and amplitude are fluc-
tuating by varying the detection angle.

Figure 9.9 shows the normalized far field polar plot for the H-field at different h
angels. These plots show that the main radiation lobe of each specific frequency is

Fig. 9.7 Temporal behaviour of the emitted signal discovered at the angle of h = 135º and
distance of 5.5 mm from the centre of the grating for Ng = 100L

Fig. 9.8 FFT taken from temporal behaviour of the emitted signal which is perceived at the
different detection points changing from 12º < h < 180º with step of h = 6º for Ng = 100L
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located in the angle which was predicted by (9.1). In the 0.466 THz, our result show
that radiation occur near 180º, and as we know from previous, this frequency belongs
to the evanescent wave so radiates from the upper grating end (near gun). The 0.55,
0.65, and 0.85 THz cases are also radiating at 120º, 90º, and 40º, respectively.

Figure 9.10a, b both show the FFT amplitudes of time signals for different
grating lengths. In Fig. 9.10a, we swept the detection angle from 0º to 180º and
recorded the maximum of FFT amplitude for gratings with Ng = 20, 40, 60, 80, and
100L. We can see that, as the length of grating increase from 20 to 100 periods, the
amplitude grows nonlinearly. Given this, we are able to calculate the growth-rate of
the produced signal. In Fig. 9.10b, focusing only on one detection angle in which
the radiation is maximum (i.e. h = 90º), we find out that by increasing the grating
length, not only the FFT amplitude increases but the spectral resolution of the signal
increases too.

Fig. 9.9 Far field polar plots for H-field at different frequencies of a 0.466 THz, b 0.55 THz,
c 0.65 THz, and d 0.85 THz. The plots are normalized
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9.4 Conclusions

Surface plasmon polariton (SPP) and its low-frequency counterpart, “spoof” surface
plasmon (SSP) confine electromagnetic (EM) waves within sub-wavelength
dimensions. Through proximity interaction of a travelling electron beam with
high kinetic energy electrons near a micro-meter scale one-dimensional metal
grating, we electronically excite the terahertz SSPs. At the frequency harmonics of
this surface eigenwave, electrons gather together as bunches and redshifts the SSP
momentum beyond the light zone. Due to electron-plasmon momentum coupling
spontaneous SP radiation develops which can be used as a frequency multiplication
device. Three dimensional simulations on the generation of have been completed
with particle-in-cell (PIC) method and these finite integral based PIC results very
well satisfied the analytical results.

Acknowledgements The authors would like to thank University of Tabriz.
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Chapter 10
Stochastic Resonances and Gated
Detection in Photon Number Resolving
Detectors

Shree Krishnamoorthy, Harish Ravi, Pradeep K. Kumar
and Anil Prabhakar

Abstract Gated avalanche photo-detectors (GAPD) use gated detection and
thresholding electronics to act as Geiger counters to indicate presence of photons.
They show stationary Poissonian average noise statistics, though we see evidence
of underlying non-stationary stochastic resonance. Both the Poissonian and
stochastic resonance processes contribute to the experimentally observed dark
count, and are described theoretically. To resolve photon numbers from coherent
faint light pulses, we use GAPD with an optical recirculating loop. With the
temporal separation of the input photons from the pulse, we not only achieve
photon number resolution up to n = 0.024, but also bypass the stochastic resonance
effects.

10.1 Introduction

Quantum cryptography holds the promise of unconditional security [1, 2].
However, practical implementations of quantum key distribution, such as
DPS-QKD or FC-QKD, use coherent optical states that are susceptible to photon
number splitting attacks [3–6]. In the absence of purely single photon sources,
development of QKD systems need photon number resolution [7]. While, optical
fibers are easily adapted for quantum communication, the detectors needed for
photon number resolution are not easily available and the development of photon
counting detectors continues to be of current interest [8]. In the telecommunication
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band, around 1.55 lm, PMTs have very low efficiencies of about 2 % where as
InGaAs avalanche photodiodes (APDs) provide an efficiency of 20 % with lower
dark counts [7]. APDs operated in Geiger mode indicate only the presence of or
absence of photons and cannot resolve the number of incident photons, making
their output binary in nature. The Geiger mode enhances the sensitivity, but is
accompanied by a degradation in the signal to noise ratio [9]. For photon number
resolution, the incoming photons are redistributed to multiple detection slots, using
spatial or temporal multiplexing methods [10, 11]. Temporal multiplexing can be
achieved by an optical fiber loop connected to the coupler [12, 13], and the timing
information can be used to gate the APD.

APDs are based on the avalanche process which dictates the noise characteristics
in them [14]. Gated APD (GAPD) systems suffer from dark counts and
after-pulsing [15, 16]. Other than the known noises, our implementation of the
GAPD shows evidence of stochastic resonance. In this article we analyze the
probabilities of occurrence of different bit patterns to extract the photon number
statistics in the presence of stochastic resonance. We first characterize the GAPD,
and estimate the efficiency of detection. We then measure the photon arrival
statistics and compare them to theoretical predictions for a GAPD in the presence of
noise and underlying stochastic resonance.

We implement a multi-photon resolving detector (MPRD) with a recirculating
optical loop followed by the GAPD. When a coherent state is input to the MPRD,
the bit pattern that ensues should follow a statistical distribution. The roundtrip time
of the optical loop was less than one-eighth of the time between coherent optical
pulses input to the loop. This allowed us to use digital electronics to store and
analyze the 8-bit pattern of 1’s and 0’s following each input pulse, and to repeat the
exercise for N ¼ 224 input pulses. Our experiments validate the Poissonian statistics
of the coherent state down to an average photon number of 0.024.

10.2 Detector Characterization

When counting photons, we often assume that the sources of noise (typically shot
and thermal noise) are independent of the photon counts. In cases where there are
other low amplitude stationary processes that look like noise, the assumption of
independent noise statistics breaks down. Stochastic resonance is used to boost
signal to noise ratio (SNR) in detection schemes. However, stochastic resonances
can cause false detections at periodic intervals in a system using gating and
threshold [17, 18], as in our system. We find a suitable operating point for the
GAPD and extract actual photon detection probabilities with proper data analysis in
the presence of stochastic resonances.
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10.2.1 Efficiency

In a gated avalanche detector, the detection is performed in a small gate ON time
and then the detection is disabled allowing the avalanche process to subside. During
the gate ON time an avalanche current could be triggered by either incident photon
or a thermal electron. In the absence of both triggers, there is no avalanche current.
The dark counts are a result of thermally triggered electron currents.

The decision that an avalanche occurred is done by comparing the current output
against a preset threshold value for the current. The triggered avalanche could occur
anywhere during ON time, and the probability of ‘1’ is the sum of probabilities of
its occurrence anywhere during the detection window. At the end of each detection
cycle a digital ‘1’ or ‘0’ is recorded for a positive detection or a null detection,
respectively, and the binary information is stored as a bit. This creates a series of
bits for subsequent detection cycles. We make a large number of observations over
many detection cycles and store them in digital memory. The number of obser-
vations is only limited by the size of digital memory available on the digital
electronics chosen.

We describe how to find the optimal operating point for the detector. In absence
of any incident photons, dark current causing an avalanche is registered as ‘1’. We
assume that dark counts occur with a probability pdð1Þ. For a detector with effi-
ciency g, when a pulse with mean photon number n is incident on the detector from
a coherent laser source, no detection or ‘0’, occurs when there are no photons and
there is also no dark count. The probability of no detection due to photons is e�gn

and of no dark count is ð1� pdð1ÞÞ: The probability pð0Þ of a ‘0’ is given by

pð0Þ ¼ e�gnð1� pdð1ÞÞ: ð10:1Þ

To arrive at the probability of a positive detection or ‘1’, pð1Þ, we recognize that
a detection occurs either due to the presence of a photons, with a probability
ð1� e�gnÞ, or due to the dark count, with a probability pdð1Þ. However, since the
two events are independent, we must subtract the probability of both events
occurring together, i.e., pdð1Þð1� e�gnÞ. Thus,

pð1Þ ¼ ð1� e�gnÞþ pdð1Þ � pdð1Þð1� e�gnÞ
¼ 1� pð0Þ: ð10:2Þ

It should be noted that both efficiency and dark counts, depend on ambient
temperature of the detector. Optimization of the temperature and bias of the detector
is necessary for the experiments.

For our experiments, we have used an InGaAs APD (model NR8300FP from
NEC) with an internal Peltier cooler. The detector case was further cooled by an
external Peltier stage. The breakdown voltage of the APD was about 71 V at a case
temperature of 4 °C. To operate the APD in Geiger mode, we bias the APD below
71 V and apply a gating voltage of 3.3 V for 5.2 ns. The GAPD followed by digital
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counting electronics (FPGA based), acted as one photon counter. The digital
electronics had 2 GB RAM, or 16 Gbits, to easily collect and store obtained
statistics.

Figure 10.1 shows the dependence of pð0Þ=ð1� pdð1ÞÞ on n, from which we
extract the efficiency g of the detector. At a bias of 69.7 V and a detector case
temperature of 4 °C, we found that the efficiency g was 0.0893 ± 0.006. We also
confirm that a change in temperature and bias conditions change the dark count and
the efficiency of the detector, as shown in Fig. 10.2. Thus, we find the optimal
operating point for the GAPD at a case temperature of 2 °C with a bias voltage of
69.7 V, where g ¼ 0:11, and the dark count pd 1ð Þ ¼ 0:085. For a 10 % higher
detection rate than the dark count the null detection probability is pð0Þ ¼ 0:9065.
Substituting pð0Þ in (10.1) and using g ¼ 0:11, we estimate the average photons

Fig. 10.1 Null detections with increasing mean photon numbers, used to find detector efficiency g

Fig. 10.2 Detection efficiency for different case temperatures and dark counts at constant bias.
The APD was cooled by an internal Peltier, to about 20 °C below the case temperature
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per pulse to be n ¼ 0:0848, or one true detection for every 12 detection cycles at the
GAPD. The average photon number resolution can be further improved by using
this detector after a recirculating loop as described in Sect. 10.3.

10.2.2 Detection Probabilities and Stochastic Resonance

In the previous section, we obtained the optimal operating point for the GAPD by
studying the average noise statistics. However, we are in a position to look at the
statistics of how the detector responds in Geiger mode, both with and without an
incident optical pulse, for consecutive detection cycles.

Consider a coherent optical pulse train, with an average of n photons in each
pulse, incident on the detector. For the experimental set-up in the inset of Fig. 10.3,
we send N such pulses, and collect statistics on the number of times the detector is
triggered. For each received pulse, if a null detection occurs then a “0” is recorded
and when a positive detection occurs a “1” is recorded, as described previously. We
thus obtain binary statistics of (0, 1) for each received pulse.

For N incident optical pulses, only one of the binary values of (0, 1) can occur.
This leads to binary probability distribution for each incident pulse, p, pð1Þ being
the probability of a detection registered as “1” and the probability of null detection
being 1� p ¼ pð0Þ, as shown in (10.2) and (10.1). For N optical pulses the positive
detections will follow a binomial distribution with a mean l ¼ Np and a variance of
Nð1� pÞp. In the binary statistics series, l corresponds to the total number of 1-bits
registered, out of a total of N bits corresponding to N incident pulses. Averaging
over the number of detection events, we get an estimate �p ¼ l=N ¼ p, with the
standard deviation

Fig. 10.3 Effect of bias voltage and optical input, on the time between consecutive detections.
Each 0 bit corresponds to a delay of 1 ls
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rN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1� pÞ

N

r
ð10:3Þ

decreasing with increasing N. This is same as results found in other threshold, gated
detectors as in [9].

The time period between successive gates pulses was set to 1 ls. Analyzing the
digital bit pattern at the output of the GAPD is akin to obtaining a digital frequency
spectrum, with a resolution of 1 MHz. In Fig. 10.3, we plot the frequency of
occurrence of the m consecutive 0-bits for N ¼ 224 bits collected in each experi-
ment. We observe an increased occurrence of some patterns when compared to
others (indicated by arrows). These “resonances” are quenched when optical pulses
of power of −72 dBm are provided. The occurrence of patterns at periodic intervals
and its reduction due to the incidence of a few photons is suggestive of a stochastic
resonance in the system [19].

In Fig. 10.4, we see that these resonances persist, and are even magnified, as we
change the bias and increase the temperature. Both bias voltage and the temperature
signal change the noise in the system, which affected the intensity of the resonance.
To further confirm the stochastic resonance behaviour, we perform a separate
experiment with the same detection system. We used a laser modulated by a
sinusoidal signal and measured the signal to noise ratio (SNR) at different fre-
quencies of the sinusoidal signal, as shown in Fig. 10.5 with the schematic of the
experiment shown in the inset. We found that the GAPD shows a four fold increase
in SNR close to 66 kHz. This enhancement in SNR is related to the Kramer’s rate
of switching between the 0 and 1 bit for the binary output detector system [20].

Fig. 10.4 GAPD behavior in terms of bit pattern occurrences, with change in bias and
temperature. The arrows mark anomalous increases in event detections, attributed to a stochastic
resonance
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Previous experiments on the GAPD at a lower bias of 67 V, had established that
a 1 ls gap between gate pulses would be sufficient to release any trapped energy
[21]. With increasing ON time of the laser pulses (20 ns), longer dead times of up
to 10 ls in the GAPD has been reported in other studies [16, 22].

Longer dead times are attributed to after-pulsing effects in the avalanche pho-
todetector. An after-pulse occurs when trapped charges are created and released at
random delays after the avalanche current’s occurrence. The released charges can
trigger another avalanche process. The delay between the first avalanche and the
after-pulse would depend on the trap lifetime of the trapped charges. The
after-pulses contribute to the false positive detections and is considered as noise.

To understand noise statistics, we take a closer look at one of the data sets in
Fig. 10.4, with optics off, and estimate the probability of dark count detection ðpdÞ
in the presence of stochastic resonances. In absence of any incident photons, n ¼ 0,
from (10.2) and (10.1) the probability of a “1” is now pð1Þ ¼ pd and the probability
of a “0” reduces to pð0Þ ¼ ð1� pdÞ. Since pd\0:1, the probability of detecting
more than two after-pulses becomes negligible. Hence, we restrict our analysis to
understanding the probability of observing two 1s separated by m 0s. This is
equivalent to the probability of obtaining m 0s followed by a 1 in the state diagram
model for the gated Geiger mode APD, developed by Kolb, for obtaining SNR with
after-pulsing [9]. Assuming that our first bit is detected with a probability pd,
followed by m 0s, the next bit is detected with a probability p2dð1� pdÞm. Repeating
this experiment N times, we obtain

PðmÞ ¼ Np2dð1� pdÞm: ð10:4Þ

To estimate the probability p from the data we ignore the regions affected by the
resonance and fit the remaining data using (10.4). The mathematical treatment of
detection probabilities, in the presence of stochastic resonance, is deferred to the
Appendix.

In all the collected data-sets, we found that resonance peaks occur every m ¼ 16
pulses, consistent with one of the stochastic resonance peaks in Fig. 10.5. The
width of each resonance is 4 clock cycles, for all bias and temperature conditions.
With this information we exclude the data around the local maxima, fit the rest of
the data to a semilog function, find the slope and extract pd ¼ 0:024. Since the data
was obtained in the absence of any optical signal, we found that removing the
resonance peak in the collected data, while post-processing, decreased the effective
dark counts by a factor of four. In Fig. 10.6, the residuals were scaled with respect
to the number of events found experimentally for each point. Figure 10.6 also
shows that we can observe stochastic resonances till approximately 0.2 ms, cor-
responding to m ¼ 200, beyond which the residual error in our fit builds up.
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10.3 Resolving Photon Numbers

The MPRD setup consists of a coherent, pulsed laser source, a variable optical
attenuator (VOA) followed by an optical recirculating loop and GAPD as shown in
Fig. 10.7. The laser pulses, attenuation of the VOA and the gating of GAPD are
computer controlled. To analyse the working of the MPRD, we use the GAPD
characteristics obtained in Sect. 10.2, and estimate the decrease in detection
probability for each recirculation of the optical pulse. Finally, we analyse the bit
patterns obtained at the detector for consecutive detections and compare them to
theoretical probability estimates. With 2 GB RAM, we were able to collect over a
million instances of the experiment.

Fig. 10.5 Frequency of stochastic resonance of the GAPD, with inset showing the experimental
set-up used

Fig. 10.6 After-pulsing statistics in presence of stochastic resonances. APD was gated every 1 ls
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10.3.1 Experimental Setup

The MPRD experiment was first reported in [13]. A laser pulse of 5.2 ns pulse
width is sent through the MPRD. We chose a delay fiber length of 2 km, which
gave the detector 10 ls to recover between successive measurements. The recir-
culation repeats until the pulses are sufficiently attenuated in the system. We used a
3 dB splitter, connectors with about 0.5 dB loss and a 2 km long spool with 0.4 dB
loss. The optical path lengths were adjusted so that the return pulses arrived in
synchronization with the system clock. For this purpose, we used an optical fiber
array with length increasing in steps of 20 cm (1 ns delay) in series with our fiber
spool until our pulses were correctly synchronized and the detection probability was
maximized.

All the elements in the MPRD were controlled electronically, by a XILINX
(SPARTAN XC3S400) field programmable gate array (FPGA). The FPGA was
clocked at 24 MHz and two digital clock managers (DCMs) available on the FPGA
were used to multiply the clock frequency to 48 MHz and to provide a 90° phase
shifted signal. These were used to generate laser pulses of width 5.2 ns and gating
pulses of width 10.4 ns. The FPGA was used for pulsing the laser, gating the APD,
setting of bias and threshold. The variable optical attenuator was used to change the
incident power or photon number in the optical pulse. At the output of the com-
parator in the GAPD, eight detections are recorded for each laser pulse transmitted
through the MPRD, giving us a byte of data for each laser pulse, with each bit
synchronized to the round trip time of the recirculating loop.

Fig. 10.7 The MPRD setup showing timing information ðTiÞ, coupler splitting ratio ðeÞ, and
transmittances ðhiÞ
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10.3.2 Timing Synchronization in MPRD

To synchronize the detector gates to the incoming optical pulses from the recir-
culating loop, we look at the pulse arrival times in Fig. 10.8. The pulses arrive at
the GAPD with a fixed delay Tdelay from the laser. The detector has a gating period
of 10.4 ns twice that of the optical pulse. The off time ðToffÞ of the detector needs to
be precisely matched to the subsequent pulse arrival. If the pulse takes time T1 to
travel up to the coupler, time T2 to travel from the edge of the coupler to the GAPD,
time T3 to loop once in the fiber and time Tc to travel through the coupler. Thus, the
arrival time for the kth pulse at the detector is T1 þ Tc þ kðT3 þ TcÞþ T2. We set
Tdelay ¼ T1 þ Tc þ T2 using multiple sections of optical fiber, while Toff ¼ T3 þ Tc
is set electronically.

10.3.3 Photon Redistribution Statistics

The coupler has a division ratio of e : 1� e, the optical delay fiber has a trans-
mittance tf , the connectors have a transmittance of hi ¼ h and the detector has an
efficiency of detection g as shown in Fig. 10.8. We calculate the transmission of the
kth pulse [13].

Teffk ¼ h2e
k�1ð1� eÞ2ðtf h3h1Þkh4g: ð10:5Þ

For a coherent input with an average photon number n, the kth detection pulse
corresponds to an average photon number of nTeffk .

Starting from an average photon number n, the theoretical prediction for the
probability of detection pkð1Þ for the kth pulse is,

Fig. 10.8 Pulse travel time from the laser to the detector after multiple round trips in the MPRD
(Number of gating pulses, N = 8)
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pkð1Þ ¼ 1� e�gnTeffk|fflfflfflffl{zfflfflfflffl}
no photon

ð1� pdÞ|fflfflfflffl{zfflfflfflffl}
no noise

: ð10:6Þ

For n = 30, η = 0.15, Teffk ¼ 0:398 (corresponding to 4 dB loss), and
pdð1Þ ¼ 0:014, Fig. 10.9 shows the decreasing probability of a detection for each
round trip and we observe a good match between our theoretical estimates and our
experimental observations.

For each byte recorded, we analysed bit patterns for 3, 4 and 5 bits as shown in
Fig. 10.10. An input pulse with average power of −63 dBm at the input of the 3 dB
splitter in the MPRD, goes through seven round trips through the optical loop, with
a loss of 4 dB per recirculation, to produce the last detection bit. The last bit out of
the recirculating loop will, now, have an average power of −94 dBm, assuming a
5.2 ns pulse of optical wavelength 1.55 lm, corresponding to an average photon
number of 0.024. Even so, the Poissonian statistics of a coherent pulse are well
preserved and the occurrence of a bit pattern follows the predicted probabilities.

Fig. 10.9 Average detection probability of successive return pulse in MPRD

Fig. 10.10 Measured versus predicted bit pattern probabilities of detection patterns obtained in
MPRD at −63 dBm. Modified from [13]

10 Stochastic Resonances and Gated Detection … 167



10.4 Conclusions

This article describes the characterization of a gated avalanche photo-detector, used
subsequently in a multi-photon resolving detector. We first experimentally char-
acterize the GAPD and find its efficiency. We found that the GAPD was susceptible
to stochastic resonance, which was affected by temperature and bias. The stochastic
resonance was further investigated, and we saw that it had characteristic frequency
around 66 kHz. When we used gated detection, with a delay of 1 ls between gate
pulses, we were in effect digitally sampling the stochastic resonance. Discounting
these resonances in our experimentally measured probabilities, we were able to
characterize the GAPD for very low average photon numbers.

A recirculating loop is a simple way of splitting a Poissonian state into a series of
temporal pulses. We described the statistical properties of such a multi-photon
resolving detector. In our experiments, the recirculating loop was set up to achieve a
delay of 10 ls between successive optical pulses, while we gated the avalanche
photodiode every 1 ls. After each input coherent optical pulse we recorded the
output for 8 gate pulses as one data byte, and did this for N ¼ 224 optical pulses.
We searched for correlations between successive gate pulses in the data bytes by
looking at the bit patterns for 3, 4 and 5 bits. The probability of occurrence of a bit
pattern followed the predicted probabilities, within the noise bounds of the system.
Thus, we conclude that the MPRD could be used for photon number resolution, for
average photon numbers as low as n ¼ 0:024 per pulse.

We observed that the stochastic resonance depends on both APD bias and
temperature. Consequently, we were able to adjust these parameters and avoid the
resonance, as we set up our photon number resolving experiments. We believe that
we are the first authors to report on stochastic resonances in a GAPD system.
Further investigations about the origins of the resonance, along with an appropriate
statistical noise model, will help improve the performance of single photon
detectors.

Acknowledgements This work was partly funded by the Department of Science and Technology,
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Appendix

Consider many detection cycles as shown in Fig. 10.11 with an underlying
stochastic process. Here, from first principles of probability for arrival processes,
we include the stochastic process to obtain the probability that an avalanche
current is recorded in a detection cycle due noise in the system. This would lead to
a dark count probability pd . Consider X, a process that an avalanche occurred at
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time t. One would not observe any avalanche if for a given cycle at nT ,
X[ nT þ sð Þ

Pr X[ nT þ sð Þð Þ ¼
Yk�1

r¼0

Pr X 62 ½nT þðr � 1ÞDt; nT þ rDt�ð Þ: ð10:7Þ

For any given time step r the probability of no avalanche in the time step Dt is
given by

Pr X 62 ½nT þðr � 1ÞDt; nT þ rDt�ð Þ ¼ 1� Pr X 2 ½nT þðr � 1ÞDt; nT þ rDt�ð Þ:
ð10:8Þ

If the rate average of avalanche occurrence is k0 affected by an underlying
slowly varying stochastic resonance that results in periodic change in the number of
avalanches that occur k1 sin xr nT þ s

2

� �� �� �
[17], giving the total rate of avalanche

occurrence to be

kðnTÞ ¼ k0 þ k1 sin xr nT þ s
2

� 	� 	
:

Fig. 10.11 Detection cycles showing gating period s, overlaid with the slowly varying stochastic
process. Schematic representation of underlying noise that is referred to a threshold
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By setting Xr ¼ xrT and /s ¼ xs the total avalanche rate can be written for
each time step n as

kðnÞ ¼ k0 þ k1 sin Xrnþ/sð Þ: ð10:9Þ

Using this we can get obtain the probability of no avalanche in (10.8) to be

Pr X 62 ðnT þðr � 1ÞDt; nT þ rDt�ð Þ ¼ 1� kðnÞðnT þ rDtÞ � nT þðr � 1ÞDtð Þ

that reduces to

Pr X 62 ðnT þðr � 1ÞDt; nT þ rDt�ð Þ
¼ 1� kðnÞDt
¼ 1� k0 þ k1 sin Xrnþ/sð Þf gDt

¼ 1� k0Dtð Þ 1� k1Dt
1� k0Dt

sin Xrnþ/sð Þ

 �

:

For Dt ! 0,

Pr X 62 ðnT þðr � 1ÞDt; nT þ rDt�ð Þ ¼ 1� k0Dtð Þ 1� k1Dt sin Xrnþ/sð Þf g:
ð10:10Þ

We now have the probability of no avalanche in the gating period s ¼ kDt in the
nth detection cycle from (10.7) as

Pr X[ nT þ sð Þð Þ
¼ 1� k0Dtð Þk 1� k1Dt sin Xrnþ/sð Þð Þk

¼ 1� k0
s
k

� 	k
1� k1

s
k
sin Xrnþ/sð Þ

� 	k
:

When k ! 1 the above reduces to

Pr X[ nT þ sð Þð Þ ¼ exp �k0sð Þ exp �k1s sin Xrnþ/sð Þð Þ: ð10:11Þ

With k1 � 1

Pr X[ nT þ sð Þð Þ ¼ exp �k0sð Þ 1� k1s sin Xrnþ/sð Þ½ �: ð10:12Þ

We now have from first principles, the probability that there is no dark count in
the nth gate or 1� pdðnÞð Þ.

We can now, modify the expression for average number of dark counts in (10.4)
to include the stochastic resonance. The probability of m consecutive zeros starting
from a given detection time n is
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Pr m0'sð Þ ¼
Ynþm�1

k¼n

1� pdðkÞð Þ

¼
Ynþm�1

k¼n

exp �k0sð Þ exp �k1s sin Xrkþ/sð Þð Þ

¼ exp �k0sð Þf gm
Ynþm�1

k¼n

exp �k1s sin Xrkþ/sð Þð Þ
" #

¼ exp �k0sð Þf gm exp �k1s
Xnþm�1

k¼n

sin Xrkþ/sð Þ
 !" #

:

Changing the index of product from k to s ¼ k � n and incorporating the
additional phase in the sinusoid by changing the initial phase to /0

s, we have

Pr m0'sð Þ ¼ exp �k0sð Þf gm exp �k1s
Xm�1

s¼0

sin Xrsþ/0
s

� � !" #
: ð10:13Þ

With k1 � 1 and setting exp �k0sð Þ ¼ 1� pd0, we have

Pr m0'sð Þ ¼ 1� pd0ð Þm 1� k1s
Xm�1

s¼0

sin Xrsþ/0
s

� �" #
: ð10:14Þ

Now, assuming pdðmþ 1Þ � pd0, we can rewrite (10.4) as

PðmÞ ¼ Np2d0 1� pd0ð Þm 1� k1s
Xm�1

s¼0

sin Xrsþ/0
s

� �" #
: ð10:15Þ
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Chapter 11
Design Optimization
of Silicon-on-Insulator
Slot-Waveguides for Electro-optical
Modulators and Biosensors

Patrick Steglich, Claus Villringer, Silvio Pulwer, Mauro Casalboni
and Sigurd Schrader

Abstract An approach for design optimization of the geometrical parameters of
silicon-on-insulator slot-waveguides for electro-optical modulators and biosensors
is presented. Theoretical investigations of field confinement factors and effective
nonlinear areas for different slot-waveguide structures are critically analyzed and
thoroughly calculated. With our simulation results we explain the high efficiency of
electro-optical modulators and the enhanced sensitivity of biosensors compared to
strip-waveguides. The influence on the effective refractive index, field confinement
factor, and effective nonlinear area of the slot width and the silicon rail width were
investigated.

11.1 Introduction

During the last decade a new waveguide approach based on silicon slot-waveguides
have been proposed [1] and experimentally demonstrated to be suitable as optical
phase shifter [2, 3]. Slot-waveguides enable a high field confinement in a narrow
low-index region. Infiltration of slot-waveguide interior with an electro-optical
(EO) polymer allows the use of the Pockels effect. Because of that they have high
potential in the field of optical switching and high-speed modulation even at fre-
quencies of 100 GHz [4]. As consequence various devices like Mach-Zehnder
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interferometers [5] and micro-ring resonators [6] have been developed using
slot-waveguide structures.

Slot-waveguides are the key element in order to integrate organic materials into
silicon photonics. Mach-Zehnder modulators based on slot-waveguides infiltrated
with linear EO organic materials are able to generate advanced modulation formats
[7] since organic materials have less free-carrier dispersion, which normally leads to
an intrinsic coupling of amplitude and phase. For that reason, slot-waveguides are
highly promising for developing high-speed modulators for telecommunication
interconnects [5].

Integrated optical sensors based on slot-waveguides have also been proposed [8]
and developed [9]. In case of label-free bio-sensors it has been shown that the
sensitivity of slot-waveguides is more than three times higher compared to conven-
tional silicon strip-waveguides [10]. This fact is due to the high interaction between
guided light and the cladding material, in the following named surrounding material.

In this work we present an approach in order to improve silicon-on-insulator
(SOI) slot-waveguide structures for electro-optical modulators and integrated
biosensors. Typical figures of merit like the field confinement factor and the
effective nonlinear area are calculated optimizing the constructive parameters and
results are discussed in detail.

11.2 Silicon-on-Insulator Slot-Waveguides

11.2.1 Theoretical Background

The major advantage of slot-waveguides is the fact that the guided light is confined
in-between two silicon rails [11]. Consequently, the light is forced to interact
directly with the surrounding material. Figure 11.1 shows a detailed cross-sectional
view and compares the guided optical field in a strip-waveguide to that in a
slot-waveguide. The reason for such a high confinement is the large-index contrast
of the high-index silicon and the low-index surrounding material. At the interface
the normal electric field, which is according to Fig. 11.1 the Ex field component,
undergoes a large discontinuity. This results in a field enhancement in the
low-index region which is proportional to the ratio of the dielectric constant of the
surrounding material (SM) to that of silicon (Si),

ESM
x ¼ eSi

eSM
ESi
x : ð11:1Þ

Considering silicon with a refractive index of 3.48 and air as surrounding
material with a refractive index of 1.0, the resulting field amplitude is 3.48 higher in
the slot region. The high confinement inside the slot is of special benefit for EO
applications. The so called silicon-organic hybrid (SOH) technology uses organic
materials with exceptional high linear EO coefficients as surrounding material [12].
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Current integrated modulators are based on semiconductors like GaAs, InP, and
silicon. In silicon photonics, fundamental speed limitations are related to carrier
injection and removal [12]. Therefore, parametric processes are impaired by non-
parametric processes like two-photon absorption and become to the main speed
limiting factor. Additionally, silicon has a lack of nonlinear EO coefficients. All this
can be overcome by using organic materials with nonlinear optical properties as
active material.

The most challenging issue of SOH technology based slot-waveguides is the
compatibility with common complementary-metal-oxide-semiconductor (CMOS)
fabrication processes since such integrated photonic devices need a high integration
rate and a cost efficient mass production environment.

Our SOI slot-waveguide consists of two silicon rails with a fixed height h of
220 nm due to common CMOS-like production restrictions. As illustrated in
Fig. 11.1 both silicon rails are located on top of a buried oxide (BOX) substrate and
are separated from each other by a slot width s and have a rail width w.

Due to the side-wall roughness slot-waveguides have relatively high optical
losses of 10 dB/cm [13], which is five times higher compared to common
strip-waveguides [12].

Figure 11.2 shows one scanning electron microscopy picture (top and
cross-sectional view) of three slot-waveguides with different slot widths from the
top view and one slot-waveguide in the cross-sectional view recorded with a
focused ion beam. They are fabricated in a 130 nm SiGe BiCMOS production line
at the Institute of High-Performance Microelectronics (IHP) in Frankfurt (Oder)
using 200 mm SOI wafers and 248 nm DUV lithography.

Fig. 11.1 Cross-sectional view of a SOI strip-waveguide (left) and a SOI slot-waveguide (right).
The pictures below show the optical field amplitude distribution. Both waveguide structures are on
top of a buried oxide (BOX) substrate
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11.2.2 State-of-the-Art

In 2013 and 2014 several silicon-organic hybrid modulators based on a
Mach-Zehnder interferometer operating at 10, 12.5, 40, 84, and 112 Gbit/s have been
reported [7, 14–17]. They have demonstrated advanced modulation formats such as
16QAM (Quadrature Amplitude Modulation) as well as OOK (On-Off Keying),
BPSK (Binary Phase Shift Keying) and 8-ASK (Amplitude Shift Keying) signals
[7, 18]. This is possible due to the fact that organic materials have less free-carrier
dispersion which normally leads to an intrinsic coupling of amplitude and phase.

To exploit the advantages of each waveguide type an efficient strip-to-slot
waveguide transition is needed. Yang Liu et al. developed in 2011 a so called strip
to strip-loaded slot mode converter with losses around 0.81 dB [19]. Palmer et al.
published in 2013 a strip-to-slot mode-converter with record-low losses of about
0.02 dB and negligible reflections between 1480 and 1580 nm [20].

A silicon-polymer hybrid slot-waveguide ring-resonator modulator with a 6 dB
bandwidth of 1 GHz, a device tunability of 12.7 pm/V, and a Q-factor of 5000 were
fabricated with 193 nm optical lithography [6]. However, slot-waveguide structures
suffer from relatively high losses, mainly caused by sidewall roughness and Free
Carrier Absorption (FCA) [21, 22]. As a consequence, slot-waveguide resonators
like micro-ring resonators have typically small optical quality factors (Q-factors)
[3, 6, 10]. To overcome this deficiency a novel ring resonator concept where the
ring is only partially slotted have been recently proposed [23]. This approach
combines an efficient slot-waveguide phase shifter with a low loss and strongly
guiding silicon strip-waveguide in the same ring resonator. The device was fabri-
cated on 200 mm SOI wafers using 248 nm DUV lithography and is covered with
an EO polymer in a post process. A quality factor of � 2 � 105 and a DC device
tunability of 338 pm/V was experimentally demonstrated.

The deposition of organic materials is typically done by spin-coating. With
spin-coating, it is not guaranteed that the slot will be filled due to the centrifugal
force and due to the fact that the polymer is liquid phase. With its viscosity and
surface tension it precludes the polymer system from filling out the whole interior
of the slot homogeneously. Special methods have been developed in order to fill-out

Fig. 11.2 Slot-waveguides with different slot widths fabricated with a 248 nm DUV lithography
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the interior of sub-micrometer slot-waveguide structures with such solid crystals
[17]. Furthermore, multi-chromophore dendritic molecules, guest-host and
side-chain polymer systems have been used as electro-optical cladding [16].

In the last decade integrated photonic sensors based on slot-waveguide
ring-resonators have also been proposed [8] and developed [9]. In case of
label-free bio-sensors it has been shown that the sensitivity of slot-waveguides is
more than three times higher compared to conventional silicon strip-waveguides [10].

There are several publications about field confinement factors of slot-waveguide
structures. These structures consist of vertical silicon rails [24] or multiple
nanolayers [25]. However, none of them consider SOI slot-waveguides with typical
geometrical dimensions for CMOS-like production processes as presented in the
following.

11.3 Simulation of Slot-Waveguides

For the calculation of waveguide eigenmodes we employed a commercial
full-vectorial 2D finite element method (FEM) based mode solver from COMSOL
Multiphysics®. Doing this we swept several geometrical parameters like the silicon
rail width and slot width whereas the height is fixed to 220 nm and the wavelength
is assumed to be 1550 nm. Triangular vector-elements with a maximum and
minimum element size of 8 and 6 nm, respectively have been adopted for meshing
the profile. We have always used over 12 � 103 mesh elements. For our simulations
we consider a total domain of Dtot ¼ 3 lm2 which is illustrated in Fig. 11.1.

In order to yield the mode field distribution and effective refractive index, the
refractive index distribution nðx; yÞ for the structure shown in Fig. 11.1 need to be
declared to calculate eigenvalues and eigenfunctions of the wave equation

r� ðr � EÞ � k20n
2E ¼ 0; ð11:2Þ

where k0 is the wave number in free space. By doing this we get the optical field
distribution for the quasi-TE and quasi-TM mode as shown in Fig. 11.3. In the
following we will neglect the quasi-TM mode because it is over two orders of
magnitude smaller than the quasi-TE mode. However, it should be mentioned that
the cross-section capture area for the surface is typically greater for the quasi-TM
mode in biosensing applications due to the difficulty in functionalising the interior
of the slot.

Assuming a wavelength of 1550 nm, the refractive index for the silicon is
nsi ¼ 3:48 and for the BOX substrate nbox ¼ 1:444 [26, 27]. The refractive index of
the surrounding material nsm is variable because it can be air, gas, fluid or an optical
nonlinear material, depending on the application. In the following we will use nclad
as cladding refractive index instead of nsm because we will consider in particular an
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organic cladding material. We choose nclad ¼ 1:8 which corresponds to a com-
mercially available and reliable organic material named M3 (commercialized by
GigOptix Inc.). M3 is successfully used for several slot-waveguide based
electro-optical modulators like in [7, 14, 15, 18].

11.3.1 Field Confinement Factor of Slot-Waveguides

In order to design, develop and improve slot-waveguides for applications in the
field of biophotonic or high-speed modulators it is necessary to calculate charac-
teristic values which describe the confinement and therefore the interaction of light
with the surrounding material. One figure of merit of how well the guided modal
field is confined in a certain region is the so-called field confinement factor.

The field confinement factor is usually defined as the ratio of the time averaged
energy flow through the domain of interest (Dint) to the time averaged energy flow
through the total domain (Dtot)

C ¼
R R

Dint
Ref½E�H�� � ezgdxdyR R

Dtot
Ref½E�H�� � ezgdxdy : ð11:3Þ

E and H are the electric and magnetic field vectors, respectively, and ez is the
unit vector in z direction [28]. There are three different cases in order to choose the
domain of interest. In case of common strip-waveguides the domain of interest is
equal to the core region, Dint ¼ Dcore. In contrast to that, for bio-sensing applica-
tions the region of the cover medium is considered to be the domain of interest,
Dint ¼ Dcover, which is valid for strip- and slot-waveguides as well. Considering
slot-waveguides for EO modulators the domain of interest is equal to the slot

Fig. 11.3 Optical field distribution for the quasi-TE and quasi-TM mode of a SOI slot-waveguide
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region, Dint ¼ Dslot. There is also a change of refractive index outside of the slot
since the electric field is also located outside. This contribution is, however, very
small compared to that one insight the slot if we assume the linear EO effect
(Pockels effect)

D n ¼ � 1
2
� n30 � r33 � E � C; ð11:4Þ

where n0 and r33 are the refractive index and the most meaningful coefficient of the
linear EO tensor of the organic material, respectively. The Pockels effect require
indeed a non centro-symmetrical orientation of the EO polymers or non
centro-symmetric organic crystals. Because of that, the main part of the electric
field which gives an contribution to the refractive index change is the x-component.
The x-component is homogeneous insight the slot. Outside there is just a little
projection of the x-component which contributes. All possible domains of interest
are illustrated in Fig. 11.4. In case of low-index-contrast waveguides like optical
fibers, (11.3) can be simplified using the linear relationship between the electric and
magnetic field for a plane-wave

1
2

Z Z
Ref½E�H�� � ezgdxdy ¼ 1

2
b

xl0

Z Z
jEj2dxdy; ð11:5Þ

Fig. 11.4 Domains of interest: core Dcore, cladding Dclad and slot Dslot regions are highlighted in
green. Please note that the substrate is not included in the cladding region
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which leads to

C ¼
R R

Dint
jEj2dxdyR R

Dtot
jEj2dxdy : ð11:6Þ

However, for high-index-contrast waveguides and especially for slot-waveguides
different boundary conditions have to be taken in account and therefore this sim-
plified relationship does not apply [24]. Consequently, in this work all confinement
factors are calculated according to (11.3). It should be mentioned that in some cases
it can be more convenient to apply (11.3) with the approximate numerator which
leads to

C ¼ nclad
Z0

R R
Dint

jEj2dxdyR R
Dtot

Ref½E�H�� � ezgdxdy ; ð11:7Þ

with the free-space wave impedance Z0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
l0=e0

p � 377X. Equation (11.7) is
useful if one is considering the concentration of the electric field in the region of
interest. The reason for this approximation is because the polarizability of matter,
and thus its refractive index change, is determined by the material response to the
electric field [29].

There are several publications about field confinement factors of slot-waveguide
structures. These structures consist of vertical silicon rails [24] or multiple
nanolayers [25]. However, none of them consider SOI slot-waveguides with typical
geometrical dimensions for CMOS-like production processes using 200 mm SOI
wafers with 220 nm high SOH slot-waveguides.

11.3.2 Effective Nonlinear Area of Slot-Waveguides

A figure of merit of how well the waveguide geometry supports the nonlinear
interaction is the so called effective nonlinear area [30]. The smaller the effective
nonlinear area provided by the waveguide structure the higher the nonlinear
interaction which is important for electro-optical modulators.

For the analysis of low-index-contrast systems, it is usually assumed that the
gradient of the dielectric constant is approximately zero in the entire cross section.
But this approximation is not valid for high-index-contrast material systems.
Therefore, Koos et al. derived the effective nonlinear area for high-index-contrast
waveguides in 2007 by using the slowly varying envelope approximation [30]. The
effective nonlinear area results then from the nonlinear Schrödinger equation and is
defined as
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Aeff ¼ Z2
0

n2clad
� j
R R

Dtot
Ref½E�H�� � ezgdxdyj2R R

Dint
jEj4dxdy : ð11:8Þ

In our case the domain of interest is equal to the slot domain, Dint ¼ Dslot.
Equation (11.8) counts for high-index-contrast material systems. In case of
low-index-contrast material systems instead it can be assumed that ncore
� nclad � nbox � nint, and the longitudinal field becomes negligible [30].
Furthermore, the transverse components of the electrical field E and the magnetic
field H can be approximated by a scalar function F with the condition E � F � ex
and H � ðnint=Z0ÞF � ey where ex and ey are the unit vectors in x and y direction,
respectively [30]. Further it can be stated that Dint ¼ Dtot if the nonlinearity is
homogeneous in Dtot. Now (11.8) becomes simplified to

Aeff ¼
R R

Dtot
jFj2dxdy

� �2

R R
Dint

jFj4dxdy ; ð11:9Þ

which is similar to the common definition of an effective area [31].

11.4 Results and Discussion

Calculated effective refractive indices neff as a function of the slot width s of SOI
slot-waveguides are shown in Fig. 11.5. For six different values of rail width w it

Fig. 11.5 Calculated
effective refractive indices neff
of SOI slot-waveguides as
function of the slot width
s and with the rail width w as
parameter
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can be seen that the effective refractive index becomes higher by increasing the rail
width w and by decreasing the slot width s.

Figure 11.6 shows the obtained field confinement factor Cstrip for a silicon
strip-waveguide. The domains of interest are the core and the cladding. Note that
the substrate is not included in the calculated domain and therefore, the sum of core
and cladding field confinement factor is not equal to unity. As it can be seen there is
a high light confinement in the core region. These results are in good agreement
with the literature [12].

In order to maximize the sensitivity of SOI slot-waveguide based label-free
sensors it is necessary to maximize the field confinement factor of the cladding
Cclad . From Fig. 11.7 it can be seen that the confinement in the cladding region is
increased by decreasing the rail width w and increasing the slot width s. For
w = 180 nm the highest confinement in the cladding region is obtained in the
parameter range of our simulation. This result is in good agreement with [8]. For the
slot-waveguide with w = 180 nm and s = 180 nm we obtain a field confinement
factor of Cclad ¼ 0:69. This is an enhancement of about five times compared to a
conventional strip-waveguide with a typical waveguide width of wg ¼ 500 nm.
With that result, the high sensitivity of slot-waveguide based label-free sensors as
stated by Claes et al. can be explained [10]. However, due to the difficulty in
functionalising the interior of the slot the sensitivity could be smaller than expected.

In order to improve SOI slot-waveguides for electro-optical applications it is
necessary to find the highest confinement in the slot region. Figure 11.8 depicts the
obtained field confinement factors for the slot region Cslot as a function of the slot
width s and the rail width w as parameter. It can be seen that there is one maximum
of the highest field confinement of Cslot ¼ 0:216 at a slot width of s ¼ 116 nm and a
rail width of w ¼ 200 nm. This is about four times smaller compared to a SOI
strip-waveguide (see Fig. 11.6). However, in this case it is more convenient to
relate the field confinement factor Cslot to the area where the light is confined as

Fig. 11.6 Field confinement
factor Cstrip of conventional
SOI strip-waveguides for the
core and cladding region as a
function of the waveguide
width wg
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Fig. 11.8 Field confinement factor Cslot of a SOI slot-waveguide for the slot region as a function
of the slot width s and the rail width w as parameter

Fig. 11.7 Field confinement factor Cclad of a SOI slot-waveguide for the cladding region in
dependence on the slot width s
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figure of merit, FOM ¼ Cslot=Aslot and FOM ¼ Cstrip=Astrip. In our case Aslot is
equal to Dslot and Astrip is equal to Dcore. With that we can show for our example
that the FOM for a SOI slot-waveguide (s ¼ 116 nm, w ¼ 200 nm) is about four
times higher compared to that one of a strip-waveguide (wg ¼ 500 nm). However,
one should keep in mind that a modulator with extremely high field enhancement
usually suffers very high optical loss [32]. This off-loss can make any modulator
useless. Please note that the definition of (11.3) is only one possible way to describe
the field confinement, as discussed in Sect. 3.1. With this definition an underesti-
mation of the required interaction length for an EO phase modulator is ensured, but
such estimation might lead to a field confinement factor that looks prohibitive for
using such modulators. The key benefit of slot-waveguides is nevertheless the use
of organic materials with EO coefficients which are more than one order of mag-
nitude higher compared to semiconductors like GaAs or strained silicon.

Furthermore, for third order nonlinear applications it is necessary to minimize
the effective nonlinear area Aeff in order to improve SOI slot-waveguides efficiency.
Figure 11.9 indicates that there is a threshold in the parameter range of our sim-
ulation of Aeff ¼ 0:032 lm2 for a slot width of s ¼ 80 nm and a rail width of
w ¼ 225 nm. Also in this case our results are in good agreement with literature
data [33].

Fig. 11.9 Calculated effective nonlinear area Aeff of SOI slot-waveguides in dependence on the
slot width s. The rail width w was varied as parameter
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11.5 Conclusion

Simulation and analysis of SOI slot-waveguides have been carried out and both
field confinement factors and effective nonlinear areas have been critically analyzed
and thoroughly calculated with the Finite Element Method. Field confinement
factors have been calculated in the slot and cladding region for electro-optical and
biosensing applications, respectively. According to our simulation, SOI
slot-waveguides provide about five times higher field confinement in the cladding
region compared to conventional SOI strip-waveguides. These results can be used
for design optimization in order to achieve optimal SOI slot-waveguide dimensions
for sensing applications. For the slot region we have found a maximum confinement
of Cslot ¼ 0:216 which is about four times smaller compared to a SOI
strip-waveguide. However, normalizing it to the active area, the light confinement is
four times higher. For the effective nonlinear area we calculated a minimum of
about Aeff ¼ 0:032 lm2 for our simulated parameter range. In general, we have
demonstrated design trade-offs and an approach in order to improve SOI
slot-waveguide structures by changing their constructive parameters.
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