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Preface

The field of hydrological science deals with the occurrence,
distribution, movement, and properties of water on the
earth. The science of hydrology holds a unique and central
place in the field of earth system science, intimately linked
with other water-related disciplines such as meteorology,
climatology, geomorphology, hydrogeology, and ecology.
Beyond basic scientific interest, water quantity and water
quality have become two of the most pressing environmen-
tal issues of our time. The first comprehensive hydrological
studies began in the late 1600s with Pierre Perrault’s field
studies of the hydrological cycle and Edmund Halley’s
experiments on evaporation. However, it was not until the
mid-1850s that Henry Darcy quantified the hydraulics of
groundwater flow and the linear relation between velocity
and hydraulic gradient. Since then, and especially through
the latter twentieth century, knowledge generation in the
hydrological sciences exploded with new discoveries in
each of the components of the hydrological cycle. Despite
scientific and technological advances, the field of hydro-
logical sciences has been highly fragmented across the
engineering-science interface, between basic and applied
studies, mathematical and descriptive work, and field
and laboratory investigations. Such fragmentation has left
many aspects of the hydrological cycle and its underlying
mechanics still poorly understood. Such understanding is
an essential prerequisite for hydrological prediction and for
defining the level of uncertainty around these predictions.

The Encyclopedia of Hydrological Sciences (EHS) is the
first definitive research-level multivolume encyclopedia in
the hydrological sciences where the full scope of research
in the field of hydrological sciences is distilled — from engi-
neering approaches to basic science, from process studies
to mathematical modeling, and from field investigations to
the laboratory. EHS thus provides an inclusive reference
source for the field, defining what we know, what we think
we know, and what we need to know about the future.
EHS brings together information on hydrological processes
from the sub-catchment to the global scale with a focus on
research-level analysis.

We have organized the encyclopedia into 17 themed parts
that cover the breadth of current major research activity in

the field. The 203 articles in EHS have been written by
316 authors from 22 countries, all experts in their fields.
Each article has been peer-reviewed and then edited by
an Associate Editor, each among the top scientists in their
sub-disciplines. We have tried to organize EHS to maximize
ease of use for its readers. Each of the five volumes contains
a table of contents. The last volume contains a subject index
pertaining to the complete work.

The accompanying online version of the Encyclopedia
includes hypertext links to appropriate software sites. The
online format extends the usefulness of EHS through
rapid search capability, and facilitates both updating and
subsequent expansion of text material. The hard copy
version of EHS is a foundational set of knowledge that will
be progressively tuned in the online version, both tracking
the core science foci and delivering the latest research
findings.

‘We owe a considerable debt to the author and editor team,
colleagues who are among the most active research workers
in their respective fields. The Associate Editors of the 17
themed parts have managed both procurement of articles
and the substantive review process that such a project
demands. Such activity has been supported throughout
the project life by staff at John Wiley; in particular, we
acknowledge the support given to us by Sally Wilkinson,
who has overseen the project from conception, whilst Sue
Amesbury has given unfailing support to ourselves, the
Associate Editors, and authors. Her contribution has been
pivotal in ensuring timely delivery of the project.

‘We hope that EHS will provide both a sound comprehen-
sive platform of current knowledge and also clear pointers
to future research directions in the field.

Malcolm G Anderson
Editor-in-Chief

Jeffrey J McDonnell
Senior Advisory Editor
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Analysis

AMO
AMS
AMSR

AMSR-E

AMSU
AMV

ANC

ANN
ANOVA
ANPP
ANSWERS

AO
AOSIS
APAR
APN

ARF
ARIMA

ARM
ARMA
ARMAX

ARM-SGP

ARPS
ARS
ARX

ASA
ASAR
ASB
ASCE
ASDC
ASL
ASTER

ATOVS

ATSR
AVHRR

Atlantic Multidecadal Oscillation
Accelerator Mass Spectrometry
Advanced Microwave Scanning
Radiometer

Advanced Microwave Scanning
Radiometer — Earth Observing System
Advanced Microwave Sounding Unit
Active Mixing Volume
Acid-Neutralizing Capacity

Artificial Neural Network

Analysis of Variance

Aboveground NPP

Areal Nonpoint Source Watershed
Environmental Response Simulation
Arctic Oscillation

Alliance of Small Island States
Absorbed PAR

Asia—Pacific Network for Global
Change Research

Area Reduction Factor

Auto Regressive Integrated Moving
Average

Atmospheric Radiation Measurement
Auto-Regressive Moving Average
Auto-Regressive Moving Average
Exogenous

Atmospheric Radiation Measurement
Southern Great Plains

Advanced Regional Prediction System
Agricultural Research Service
Autoregressive Exogenous Variables
Models

Aggregated Simulation Areas
Advanced Synthetic Aperture Radar
Alternatives to Slash and Burn
American Society of Civil Engineers
Atmospheric Sciences Data Center
Atmospheric Surface Layer

Advanced Spaceborne Thermal
Emission and Reflection Radiometer
Advanced TIROS Operational Vertical
Sounder

Along Track Scanning Radiometer
Advanced Very High Resolution
Radiometer
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AVIRIS Airborne Visible/Infrared Imaging CBH Canopy Base Height
Spectrometer CBIAC Columbia Basin Interagency Committee
CCM2 or 3 Community Climate Model
BAHC Biological Aspects of the Hydrologic CCN Cloud Condensation Nuclei
Cycle CCRS Canada Centre for Remote Sensing
BALTEX The Baltic Sea Experiment CDAS Climate Data Assimilation System
BARE Bayesian Recursive Estimation CDC Center for Disease Control and
BAS Bulk Atmospheric Similarity Prevention
BASINS Better Assessment Science Integrating  CDE Convection Dispersion Equation
Point and Nonpoint Sources cdf Cumulative Distribution Function
BATEA Bayesian Total Error Analysis CDF Cumulative Density Function
BATS Biosphere Atmosphere Transfer Scheme  CDR Climate-Data-Record
BBM Building Block Me.thodolog}./ CEH Centre for Ecology and Hydrology
BEA Bureau of Economic Analysis CEOP Coordinated Enhanced Observing Period
BFI Baseflow Index CEOS Committee on Earth Observation
BIC Bayesian Information Criterion Satellite
BLUE Best Linear Unbiased E§timat0r CERCLA Comprehensive Emergency Response,
BMPs Best Management Practices . Compensation, and Liability Act
BMBF German Federal Ministry of Education  ~grgs Clouds and Earth’s Radiant Energy
ar'ld Re.search o ' System
BMWP B}olog%cal M'omtorlng. W(?rklng Party CES Conveyance Estimation System
BNF Blologlca; Nitrogen Fixation CF “Concentration” Factor
]]38]/; gf)tt(;lmo. t{l/%.A;szp{leOre D d CFCs Chlorofluorocarbons
tochemica/blofogical Lxygen Leman CFD Computational Fluid Dynamics
BOR Bureau of Reclamation Tl
CFT Colloid Filtration Theory
BOREAS Boreal Ecosystem—Atmosphere Study . .
BP Before Present CGIAR Consultative Group of International
Sy . . Agricultural Research
BRDF Bidirectional Reflectance Distribution CGMS-IPWG Coordination Group for
Function i ) . :
BREB Bowen Ratio Energy Balance gletf?o.rolc.)glc%b Sil(t.elhtés International
BRF Bidirectional Reflectance Factor CGSTAB Crec'lp 1tat10é1} d(')r még blT;),uPd Method
BSRN Baseline Surface Radiation Network onJugat§ ra.1§nt te} thze etho
CHAMP Challenging Minisatellite Payload
CAAA Amendments of the Clean Air Act gI-ng ganop Y He1g};t Pr(l)]ﬁleH drol f th
CALIPSO Cloud-Aerosol Lidar and Infrared R.ommllzs;.lon or the Hydrology of the
Pathfinder Satellite Observations tver rhine )
CALM Circumpolar Active Layer Monitoring CHy Comrmssmn on Hydrology
CAM Crassulacean Acid Metabolism CI Cappl'ng Inversion
CAP Common Agricultural Policy CIP Class1c.al .Inverse P ro.blem
CARE Conservation, Amenity, Recreation and ~ CIPEL Commission Internationale pour la
Environment Protection des Eaux du Léman Contre la
CART Cloud and Radiation Testbed Pollution
CASCC Caltech Active Strand Cloudwater CISK Cf}ngective Instability of the Second
Collector Kin
CASMM Catchment Average Soil Moisture CIS Central in Space
Monitoring CK Coefficient of Kurtosis
CATCH Coupling of the Tropical Atmosphere = CL Certification and Labeling
and the Hydrological Cycle CLASS Canadian Land Surface Scheme
CATHALAC Regional Water Centre for the Humid ~ CLASSIC Climate and Land Use Scenario
Tropics of Latin America and the Simulation in Catchments
Caribbean CLAWPACK Conservation LAWs Package
CAVE CERES Program/Arm Validation ClLiC Climate and Cryosphere
Experiment CLIMAP Climate: Long-Range Investigation,
CBD Convention on Biological Diversity Mapping, and Prediction
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CLIPS

CLIVAR
CLM
CLPX
CLS
CLT
CMAP
CMC
CMDL

CMG
CMIS

CMP

CN

CNES

CcocC

COD

CoD

COLE
COMSTECH

COPES

COUP
CPC
CPE
CPOM
CPWC

CRIM
CRR
CRYSYS
CSA
CSD

CSEs
CSIRO

CSM
CSO
CSS
CS
CT
Ccv
Cw
CWA
CWI
CWSI

DAAD
DAI
DARX

Climate Information and Prediction
Services

Climate Variability and Predictability
Community Land Model

Cold Land Processes Experiment
Constrained Linear Systems

Convective Lognormal Transport
Merged Analysis of Precipitation
Canopy Moisture Content

Climate Monitoring and Diagnostics
Laboratory

Climate-Modeling Grid

Conical Scanning Microwave Imager/
Sounder

Common Midpoint

Curve Number

Centre National d’Etudes Spatiales
Colloidal Organic Carbon

Chemical Oxygen Demand

Coefficient of Determination
Coefficient of Linear Extensibility
Standing Committee on Scientific and
Technological Cooperation

Coordinated Observing and Prediction of
the Earth System

Coupled Heat and Mass Transfer
Climate Prediction Center
Cytopathogenic Effects

Coarse Particulate Organic Matter
Cooperative Programme on Water and
Climate

Complex Refractive Index Method
Conceptual Rainfall-Runoff

Cryosphere System

Chinese Space Agency

Commission on Sustainable
Development

Continental Scale Experiments
Commonwealth Scientific and Industrial
Research Organisation

Climate System Model

Combined Sewer Overflow

Coarse Suspended Sediments
Collection System

Total Ice Concentration

Coefficient of Variation

Cloud Water

Clean Water Act

Catchment Wetness Index

Crop Water Stress Index

German Academic Exchange Service
Distributed Artificial Intelligence
Dynamic Autoregressive Exogenous

DAS
DCE
DCI
DCIA
DDF
DDM
DEM
DES
DFID

DFIR

DGPS
DGVMs
DHSVM

DIAL
DIAS

DIC
DIN
DIP
DIRB
DISORT
DLVO
DM
DMRT
DMSP

DNAPLs
DO
DO-BOD

DOC
DOE
DOM
DON
DOP
DORIS

DOW
DP
DPHP
DRIFT

DSA
DSDR
DSD
DSI
DT

Department of Atmospheric Sciences
1,1-Dichloroethene

Deep Convective Index

Directly Connected Impervious Area
Depth—Duration—Frequency
Data-Driven Modeling

Digital Elevation Map/Model
De-Randomized Evolutionary Strategy
Department for International
Development

Double Fence Intercomparison
Reference

Differential Global Positioning System
Dynamic Global Vegetation Models
Distributed Hydrology Soil Vegetation
Model

Differential Absorption Lidar
Dynamic Information Architecture
System

Dissolved Inorganic Carbon

Deutsche Industrie-Normen

Dissolved Inorganic Phosphorus
Dissimilatory Iron-Reducing Bacteria
Discrete Ordinates Radiative Transfer
Derjaguin Landau Verwey Overbeek
Dry Moderate

Dense Media Radiative Transfer
Defense Meteorological Satellite
Program

Dense Nonaqueous Phase Liquids
Dissolved Oxygen

Dissolved Oxygen-Biochemical Oxygen
Demand

Dissolved Organic Carbon
Department of Energy

Dissolved Organic Matter

Dissolved Organic Nitrogen

Dissolved Organic P

Doppler Orbitography and
Radiopositioning Integrated by Satellite
Doppler-on-Wheels

Dry Polar

Dual-Probe Heat-Pulse

Downstream Response to Imposed Flow
Transformation

Direct Solution Approach

Direct Sampling Digital Radiometer
Drop-Size Distribution

Drought Severity Index

Dry Tropical
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DYNIA
DYRESM

EARLINET

EAs
EASM
EBBR
EC

ECA
ECE
ECLAC

ECMWF

EDAS
EDB
EDC

EDG
EDNA

EDS
EFFORTS

EFFS
EHEC
EIA
EIP
EKF
ELA
EM
EMC
EM-DAT
EMI
EMICs

ENSO
EOF
EOS
EPA
EPM
EPS
ERA-40
ERBE
ERS
ERT
ES
ESA
ESCAP

ESCAT

Dynamic Identifiability Analysis
Dynamic Reservoir Simulation Model

European Aerosol Research Lidar
Network

Evolutionary Algorithms

East Asia Summer Monsoon

Energy Balance Bowen Ratio

Eddy Covariance/Electrical
Conductivity

Economic Commission for Africa
Economic Commission for Europe

The Economic Commission for Latin
America

European Center for Medium-Range
Weather Forecasts

Eta Data Assimilation System

Ethylene Dibromide

Earth Resources Observation and
Science Data Center

Earth Observing System Data Gateway
Elevation Derivatives for National
Application

Expanded Downscaling

European Flood Forecasting Operational
Real Time System

European Flood Forecasting System
Enterohemorrhagic E. coli
Environmental Impact Assessment
Extended Inverse Problem

Extended Kalman Filter

Equilibrium Line Altitude
Electromagnetic

Event Mean Concentration

Emergency Events Database
Electromagnetic Induction
Earth-System Models of Intermediate
Complexity

El Nifio Southern Oscillation

Empirical Orthogonal Function

Earth Observation System
Environmental Protection Agency
Equivalent Porous Medium
Extracellular Polymeric Substances
ECMWEF 40-year ReAnalysis

Earth Radiation Budget Experiment
European Remote Sensing

Electrical Resistivity Tomography
Evolutionary Strategy

European Space Agency

Economic Commission for Asia and the
Pacific

ERS-1/2 Scatterometer

ESCWA

ESE

ESMA
ESMF
ESMR

ESP
ESRI

ESSA

ESSP
ESTAR

ET

ETM+

EU
EUMETSAT

EUROSEM
EUROTAS

EVI
EVP
EWT
EZ

FAC
FACU
FACW
FAO
FAU
FC
FCF
FD
fdc
FDM
FE
FEF
FEH
FEM
FF
FFT
FGV
FHP
FIFE
FINA

FIPA
FIR

FIC
M

Economic and Social Commission for
West Asia

Earth Science Enterprise

Explicit Soil Moisture Accounting
Earth System Modeling Framework
Electrically Scanning Microwave
Radiometer

Ensemble Streamflow Prediction
Environmental Systems Research
Institute

Environmental Science Services
Administration

Earth System Science Pathfinder
Electronically Scanned Thinned Array
Radiometer

Evapotranspiration

Enhanced Thematic Mapper Plus
European Union

European Meteorological

Satellite Agency

Kinematic Runoff and Erosion 2 Model
European River Flood Occurrence and
Total Risk Assessments System
Enhanced Vegetation Index
Elastic—Viscous—Plastic

Equivalent Water Thickness
Entrainment Zone

Facultative

Facultative Upland

Facultative Wet

Food and Agriculture Organisation
Formazin Attenuation Unit
Fecal Coliform

Flood Channel Facility

Flux Data

Flow Duration Curve

Finite Difference Method
Finite Elements

Fernow Experimental Forest
Flood Estimation Handbook
Finite Element Method/Model
False Alert

Fast Fourier Transform
Fraction of Green Vegetation
Foliar Height Profile

First ISLSCP Field Experiment
Flow Impeding, Neutral, or
Accelerating

Foundation for Intelligent Physical
Agents

Finite Impulse Response
“Freely Jointed Chain”
Fogmonitor
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FNMOC

FONAFIFO
FONAG
FORM

FP

FPOM
FRAMES

FRBS
FRIEND

FSC
FSR
FSS
FSSP
FTCS
FTU
FV
FW

GA
GAC
GAIM

GAME
GAPP
GARNET
GARP
GA-SQP

GATE
GCIP

GCM
GCOS
GCTE
GDRs
GEBA
GECAFS

GEF
GEMS

GEO
GEOS
GEOSS

GER
GEWEX

GF
GFDL
GFO

Fleet Numerical Meteorological and
Oceanographic Center

National Fund for Forest Financing
Fondo Del Agua

First-Order Reliability Method

Forward Problem

Fine Particulate Organic Matter
Framework for Risk Analysis in Multi-
media Environmental Systems

Fuzzy Rule-Based Systems

Flow Regimes from International
Experimental and Network Data
Fractional Snow Cover

Flood Studies Report

Fine Suspended Sediments
Forward-Scattering Spectrometer Probe
Forward-Time Centered Space
Formazin Turbidity Units

Finite Volumes

Flood Works

Genetic Algorithm

Global Area Coverage

Global Analysis, Integration and
Modelling

GEWEX Asian Monsoon Experiment
GEWEX Americas Prediction Project
Global Applied Research Network
Global Atmospheric Research Program
A Simple GA and Powell’s Sequential
Quadratic Programming

Atlantic Tropical Experiment

GEWEX Continental-Scale International
Project

General/Global Circulation/Climate Model
Global Climate Observing System
Global Change Terrestrial Ecosystems
Geophysical Data Records

Global Energy Balance Archive

Global Environmental Change and Food
Systems

Global Environment Facility

Global Environmental Monitoring
System

Geostationary Earth Orbit

Goddard Earth Observing System
Global Earth Observing System of
Systems

Global Environmental Research

Global Energy and Water Cycle
Experiment

Generic Framework

Geophysical Fluid Dynamics Laboratory
Geosat Follow-on

GHCC
GHCN
GHG
GHP
GHS
GIP
GIS
GISS
GIUH

GIWA
GLACE

GLAS
GLASS
GLDAS
GLIMS

GLM
GLOCOPH
GLOFs
GLOWA
GLSE
GLUE

GMS
GNIP

GOALS

GODC
GOES

GOOS
GOS
GOSIC

GP
GPCC
GPCP
GPD
GPI
GPM
GPP
GPROF
GPR
GPS
GR
GRACE

GRDC
GREEN

GRF

Global Hydrology and Climate Center
Global Historical Climatology Network
Greenhouse Gas

GEWEX Hydrometeorology Panel
Geochemical Hydrograph Separation
Generalized Inverse Problem
Geographic Information System
Goddard Institute for Space Studies
Geomorphologic Instantaneous Unit
Hydrograph

Global International Waters Assessment
Global Land—Atmosphere Coupling
Experiment

Geoscience Laser Altimeter System
Global Land Atmosphere System Study
Global Land Data Assimilation System
Glacier Land Ice Measurements from
Space

Generalized Linear Models

Global Continental PalaecoHydrology
Glacier Lake Outburst Floods

Global Change in the Hydrologic Cycle
Generalized Least Squares Estimator
Generalized Likelihood Uncertainty
Estimation

Geostationary Meteorological Satellite
Global Network of Isotopes in
Precipitation

Global Ocean—Atmosphere—Land
System

Godunov-Centered

Geostationary Operational
Environmental Satellite

Global Ocean Observing System
Global Observing System

Global Observing Systems Information
Center

Guelph Permeameter

Global Precipitation Climatology Center
Global Precipitation Climatology Project
Generalized Pareto Distribution

GOES Precipitation Index

Global Precipitation Measurement
Gross Primary Production Productivity
Goddard Profiling Algorithm

Ground Penetrating Radar

Global Positioning System

Gradient Ratios

Gravity Recovery and Climate
Experiment

Global Runoff Data Center

Global Rivers Environmental Education
Network

General Radial-Flow
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GRID
GRIP
GRP
GSFC
GsTL
GSWP
GTF
GTN-H

GTOS
GTS
GUH
GVaP
GVMI
GWP
GWS
GWSP

HA
HAV
HCDN
HCP
HDR
HDS
HELP

HEPEX

HFBA

HG
HGA
HGM
HH

HIRS
HLA
HMC
HMLE

HMW
HMWB
HOF
HOME
HOPC

HOST
HPV
HRU
HSIA
HSPF

HSRL

Global Resource Information Database
Greenland Ice Core Program

Global Radiation Panel

Goddard Space Flight Center
Geostatistical Template Library
Global Soil Wetness Project
Generalized Transfer Function
Global Terrestrial Network for
Hydrology

Global Terrestrial Observing System
Global Telecommunications System
Geomorphological Unit Hydrograph
Global Water Vapor Project

Global Vegetation Moisture Index
Global Water Partnership

Global Water System

Global Water System Project

Hydraulic Analysis

Hepatitis A Virus

Hydro-Climatic Data Network
Horizontal Coplanar

Hot Dry Rock

Heat Dissipation Sensors

Hydrology for the Environment, Life
and Policy

Hydrological Ensemble Prediction
Experiment

Hierarchical Foreground and
Background Analysis

Hydraulic Geometry

Hybrid Genetic Algorithm
Hydrogeomorphic

Horizontal Transmit—Horizontal
Receive

High Resolution Infrared Sounder
Hydrological Landscape Analysis
Hybrid Metric-Conceptual
Heteroscedastic Maximum Likelihood
Estimator

High Molecular Weight

Heavily Modified Water Body
Horton Overland Flow

Height of Median Energy

Hydrology Observation Panel for
Climate

Hydrology of Soil Types

Heat-Pulse Velocity

Hydrologic Response Unit
Hydrologically Significant Impermeable
Area

Hydrologic Simulation Program —
Fortran

High Spectral Resolution Lidar

HSRS
HTLC
HUS
HWRP

HYDROS

IAA
IAD
IAEA
IAEH
IAH
IAHR
TIAHS

TAHS/ICSI

TIAI

IAPs
IARF
IASI
IASWS
IBI

IBL

ICCE
ICCLAS
ICCORES

ICESat
ICGW

ICID

ICMS

ICOLD

ICRCCM

ICRS

ICSI

ICSU

Hydrosuction Removal System
Height to Live Crown
Hemolytic-Uremic Syndrome
Hydrology and Water Resources
Programme

Hydrosphere State Mission

Indole-3-acetic Acid

Institutional Analysis and Development
International Atomic Energy Agency
International Association for
Environmental Hydrology

International Association of
Hydrogeologists

International Association of Hydraulic
Engineering and Research

International Association of
Hydrological Sciences

The International Association of
Hydrological Sciences—International
Commission on Snow and Ice
Inter-American Institute for Global
Change Research

Invasive Alien Plants

Infinite Acting Radial Flow

Infrared Atmospheric Sounding
Interferometer

International Association for Sediment
Water Science

Index of Biological Integrity
Instance-Based Learning

International Commission on
Continental Erosion

International Commission on the
Coupled Land—Atmosphere System
International Coordinating Committee
on Reservoir Sedimentation

Ice, Cloud and Land Elevation Satellite
International Commission on
Groundwater

International Commission on Irrigation
and Drainage

Interactive Component Modeling
System

International Commission on Large
Dams

Intercomparison of Radiation Codes in
Climate Models

International Commission on Remote
Sensing

International Commission on Snow and
Ice

International Council for Science
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ICSW

ICT
ICTs

ICWE
ICWQ
ICWRS
D

IDA
IDF
DS
IEESAs

IEP
IETC

IFIM

IFS
IGBP

IGOS
IGOS-P

IGRAC
IGWCO
IGWMC

IH
IHA
IHD
IHDM
IHDP

IHE

IHP
IHSs
iLEAPS

ILU
ILWRM

M
IMS
IN

International Commission on Surface
Water

International Commission on Tracers
Information and Communication
Technologies

International Conference on Water and
the Environment

International Commission on Water
Quality

International Commission on Water
Resources Systems

Internal Drainage

Infiltrated Depth Approximation
Intensity—Duration—Frequency
Interdisciplinary Science Projects
Integrated Economic and Environmental
Satellite Accounts

Isoelectric Point

International Environmental Technology
Center

In-stream Flow Incremental
Methodology

Integrated Forecasting System
International Geosphere—Biosphere
Programme

Integrated Global Observing Strategy
Integrated Global Observing Strategy —
Partnership

International Groundwater Resource
Assessment Center

Integrated Global Water Cycle
Observations

International Ground Water Modeling
Center

Institute of Hydrology

Index of Hydrological Alteration
International Hydrological Decade
Institute of Hydrology Distributed Model
International Human Dimensions
Programme on Global Environmental
Change

Institute for Infrastructural, Hydraulic
and Environmental Engineering
International Hydrological Programme
Isotopic Hydrograph Separations
Integrated Land Ecosystem—Atmosphere
Process Study

Incomplete Lower-Upper

Integrated Land and Water Resources
Management

Inverse Modelling

Ice Mapping System

Ice Nuclei

INBO

INCA
InHM
INQUA

InSAR
INWRDAM

10
10C

I0P
IP
IPCC

IPM
IPO

IPT
IPTA
IR
IRBM
IRD
IRGA
IRN
IRTCES

ISARM

ISAs
ISCCP

ISDR
ISLSCP
ISO
ITASE

ITCZ
IUCN
UGG

IUH

IUSR

IWA

IwWC

IWE

IWHA

IW: LEARN

International Network of Basin
Organizations

Integrated Catchments

Integrated Hydrology Model
International Union for Quaternary
Research

Interferometric Synthetic Aperture Radar
Inter-Islamic Network on Water
Resources Development and
Management

Input—Output

Intergovernmental Oceanographic
Commission

Intensive Observation Periods

Induced Electrical Polarization
Intergovernmental Panel on Climate
Change

Instrumental Product Matrix
International Project Office

Integrated Profiling Technique
Interferometric Point Target Analysis
Infrared

Integrated River Basin Management
Ice-Rafted Debris

Infrared Gas Analyzer

International Rivers Network
International Research and Training
Center on Erosion and Sedimentation
International Shared Aquifer Resources
Management

Impervious Surface Areas

International Satellite Cloud
Climatology Project

International Strategy for Disaster
Reduction

International Satellite Land Surface
Climatology Project

International Organization for
Standardization

International Trans Antarctic Scientific
Expedition

Intertropical Convergence Zone
International Union for Conservation
International Union of Geodesy and
Geophysics

Instantaneous Unit Hydrograph

Ilinois Urban Storm Runoff
International Water Association

Ice Water Content

Institute for Water Education
International Water History Association
International Waters Learning Exchange
and Resource Network
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IWMI
IWRA

IWRM
I\AY%

JAXA
JERS-1
JITHP

JISAO
IMP

JPL
JSC
JWGASF

KDD
KINEROS2
KQML

L/UMCF
LAC
LAI
LAS
LBA
LDAS
LDC
LDM
LE
LEO
LES

LEW and REW

LFV
LGA
LGM
LIA
LID
LIDAR
LIRAD
LIS
LISEM
LLJ
LLNL

LME
LMW
LNAPLs
LOICZ

LPB

International Water Management
Institute

International Water Resources
Association

Integrated Water Resource Management
Integrated Water Vapor Density

Japan Aerospace Exploration Agency
Japanese Earth Resources Satellite
Joint International Isotopes in Hydrology
Program

Joint Institute for the Study of the
Atmosphere and Ocean

Joint Monitoring Programme for Water
Supply and Sanitation

Jet Propulsion Lab

Joint Scientific Committee

Joint Working Group on Air/Sea Fluxes

Knowledge Discovery in Databases
Water Erosion Prediction Project
Knowledge Query and Manipulation
Language

Elfin Cloud Forest

Local Area Coverage

Leaf Area Index

Large Aperture Scintillometers
Large-Scale Biosphere Atmosphere
Land Data Assimilation System
Link Discontinuity Concept
Lateral Distribution Method
Latent Heat Exchange

Low Earth Orbit

Large-Eddy Simulation

Left and Right Edges of Water
Lower Fraser Valley

Lattice Gas Automata

Last Glacial Maximum

Little Ice Age

Low Impact Development

Light Detection and Ranging
Lidar-Radiometer

Land Information System
Limburg Soil Erosion Model
Low-Level Jet

Lawrence Livermore National
Laboratory

Local Mass Equilibrium

Low Molecular Weight

Light Nonaqueous Phase Liquids
Land Ocean Interactions in the Coastal
Zone

La Plata Basin

LPS
LRTAP

LS
LSE
LSM
LSP
LSS
LST
LSWI
LTER
LUCC
LVDT
LVIS
LWC
LWF
LWP
LWR

MAGIC

MAGS
MAIRS

MAP
MAR
MASSs
MCA
MCAT
MCC
MCDEP

MCL
MCMC
MCS
MCSM
MCSs
MDB
MD-DNR

MDGs
MEMS
MERIT

METEOSAT
MEWIN

MF
MFOSM
MGPs

MH

MICCP

MIM

Lipopolysaccharides

Long Range Transboundary Air
Pollution

Land Surface

Least Square Estimation

Land Surface Model

Land Surface Process
Land-Surface Schemes

Land Surface Temperature

Land Surface Water Index
Long-Term Ecological Research
Land Use and Land Cover Change
Linear Variable Differential Transducer
Laser Vegetation Imaging Sensor
Liquid Water Content

Liquid Water Flux

Liquid Water Path

Locally Weighted Regression

Model of Acidification of Groundwater
in Catchment

McKenzie GEWEX Study

Monsoon Asia Integrated Regional
Study

Mean Annual Precipitation

Mean Annual Runoff

Multi Agent Systems

Medieval Climate Anomaly

Monte Carlo Analysis Toolbox
Mesoscale Convective Complex
Montgomery County Department of
Environmental Protection

Maximum Contaminant Level

Markov Chain Monte Carlo

Monte Carlo Simulation

Monte Carlo Set Membership
Mesoscale Convective Systems

Murray Darling Basin

Maryland Department of Natural
Resources

Millennium Development Goals
Micro-Electro-Mechanical Systems
Magneto-Electrical Resistivity Imaging
Technique

Meteorological Satellites

Middle East Water Information Network
Multiple Flow

Mean-Value First-Order Second-Moment
Manufactured Gas Plants

Metropolis Hastings

Mixed-Integer Chance Constrained
Programming

Mobile—Immobile Transport Model
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MIMS

MINC
MIP
MIRAS

MISO
MISP
MISR
MJO

ML
MLBMA

MLE
MLP
MLS

MM
MMOC
MMS
MNA
MNCPPC

MOA
MOC
MODIS

MOGA
MOM
MOPEX
MORECS

MOS
MOSCEM-UA

MOU
MP
MPA
MPLNET
MPS
MR
MRM
MRT
MSA
MSC
MSE
MSFC
MSG
MSI
MSL
MSO
MSS
MSU
MT
MTB

Multimedia Integrated Modeling
Systems

Multiple Interacting Continua

Major Intrinsic Protein

Microwave Imaging Radiometer by
Aperture Synthesis

Multiple Input Single Output

Mutually Interactive State and Parameter
Multiangle Imaging SpectroRadiometer
Madden—Julian Oscillation

Mixed Layer

Maximum Likelihood Bayesian Model
Averaging

Maximum Likelihood Estimation
Multilayer Perceptron

Microwave Limb Sounder

Moist Moderate

Modified MOC

Modular Modeling System

Monitored Natural Attenuation
Maryland-National Capital Park and
Planning Commission

Mosaic of Antarctica

Method of Characteristics

Moderate Resolution Imaging
Spectroradiometer

Multiple Objective Genetic Algorithm
Monin—Obukhov Similarity Method
Model Parameter Estimation Experiment
Met Office Rainfall and Evaporation
Calculation System

Monin—Obukhov Similarity
Multiobjective Shuffled Complex
Evolution Metropolis

Memorandum of Understanding

Moist Polar

Multisatellite Precipitation Analysis
Micropulse Lidar Network

Marketable Permit Systems

Multiple Radii

Moisture Retention Model

Mean Residence Time

Metropolitan Statistical Areas
Meteorological Service of Canada
Mean Squared Error

Marshall Space Flight Center

Meteosat Second Generation

Moisture Stress Index

Meso-Scale Model

Multistep Outflow

MultiSpectral Scanner

Microwave Sounder Unit

Moist Tropical

Modified Turning Band

MTBE
MUSCL

MUSLE
mwp-1A

Ng
NABIR

NADW
NAO
NAP
NAPLs
NASA

NASDA
NAVSTAR
NAWQA
NCALM

NCAR

NCDC
NCED

NCEP
NDDSSs

NDII
NDOP
NDSI
NDVI
NED
NEE
NEMI
NEP
NESDIS

NFFS
NGOs
NGRIP
NH
NHD
NIC
NIES

NIH
NIR
NIST

NLCD
NLDAS

Methyl-tert-butyl-ether

Monotone Upstream-Centered Scheme
for Conservation Laws

Modified Universal Soil Loss Equation
Meltwater Pulse 1A

Kjeldahl N

Natural and Accelerated Bioremediation
Research Program

North Atlantic Deep Water

North Atlantic Oscillation

Nonarboreal Pollen

Nonaqueous Phase Liquids

National Aeronautics and Space
Administration

National Space Development Agency
Navigation Signal Timing and Ranging
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1: On the Fundamentals of Hydrological

Sciences

GUNTER BLOSCHL

Institute for Hydraulic and Water Resources Engineering, Vienna University of Technology,

Vienna, Austria

Although there is no universal theory in hydrology that starts from first principles, the various branches of
hydrology show numerous common threads. They relate to the nature of the processes including their space—time
variability, the general principles of hydrological measurements, and the types of methods for representing
hydrological processes in a quantitative way, either statistically or deterministically. The purpose of this article
is to provide some common ground for this Encyclopedia to highlight the particularities of the hydrological

sciences.

WHAT ARE THE FUNDAMENTALS IN
HYDROLOGY?

Hydrology is the science that deals with the waters above
and below the land surfaces of the Earth; their occurrence,
circulation and distribution, chemical and physical proper-
ties, and their interaction with their environment, including
their relationship to living beings (NRC, 1991). Owing to
its central focus on water, the science of hydrology holds a
unique place in the field of earth system science, intimately
intertwined with other water-related disciplines such as
meteorology, climatology, geomorphology, hydrogeology,
and ecology. As an applied science, hydrology is highly
relevant to the management of the world’s water resources
and water quality and for the prediction and mitigation of
water-related natural hazards such as floods and droughts.
Thus, hydrology is an exciting field of study.

What now are the theoretical underpinnings of hydrology,
what are the fundamentals? In many disciplines, a treatise
on the fundamentals starts with a universal “big picture”
theory on which there is consensus among scientists. From
theory one would then move into the specific questions
of how to measure, how to conceptualize more specific
processes and how to model them. The theory would give
guidance on all of these and would be further developed on
the basis of feedbacks from them. Hydrology is different
in this respect from some other natural sciences. There
is no universal theory of hydrology that starts from first

principles. There are different concepts for different parts
of the hydrologic cycle and different spatial and temporal
scales. The various branches of hydrology, however, do
show remarkable parallels. The nature of hydrological
variability is remarkably similar for different processes and
the measurement techniques available to probe them have
similar characteristics as well. Both have distinctly shaped
the descriptive and predictive methods that have evolved in
this discipline over the years and they ultimately control the
accuracy of hydrological predictions. The common threads
of the various hydrological subdisciplines may hence be a
useful starting point for a presentation of fundamentals in
the hydrological sciences. These are the subject of Part 1:
Theory, Organization and Scale of this Encyclopedia.
The objective of Part 1 and this chapter in particular, is
to provide some common ground for the remainder of the
Encyclopedia and to bring out some of the hydrological
concepts that are common to them.

HYDROLOGICAL PROCESSES - WATER
CYCLES AND WHY ORGANIZATION IS AN
ISSUE

The most influential concept in hydrology has undoubtedly
been the water cycle that links the movement of water
on the Earth’s surface with subsurface waters and water
in the atmosphere. It not only provides a general layout

Encyclopedia of Hydrological Sciences. Edited by M G Anderson.
© 2005 John Wiley & Sons, Ltd.
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of the main mechanisms but also allows formulation of
how much water there is in the different compartments (in
the atmosphere, on the land surface, and in the subsurface)
and how fast the exchange takes place (see Chapter 2,
The Hydrologic Cycles and Global Circulation, Vol-
ume 1; Chapter 25, Global Energy and Water Balances,
Volume 1; Chapter 29, Atmospheric Boundary-Layer
Climates and Interactions with the Land Surface, Vol-
ume 1; Chapter 66, Soil Water Flow at Different Spatial
Scales, Volume 2; Chapter 103, Terrestrial Ecosystems,
Volume 3; and Chapter 173, Global Water Cycle (Fun-
damental, Theory, Mechanisms), Volume 5). Obviously,
the movement of water is more complex than an exchange
of water between different boxes. In fact, one could argue
that there are many water cycles, as water moves around at
many space and time scales. There is a multitude of differ-
ent pathways (see Chapter 4, Organization and Process,
Volume 1; Chapter 66, Soil Water Flow at Different
Spatial Scales, Volume 2; Chapter 80, Erosion and Sed-
iment Transport by Water on Hillslopes, Volume 2; and
Chapter 113, Hyporheic Exchange Flows, Volume 3).
Water may fall as rain in the same regions as it is evapo-
rated, a process termed local moisture recycling, and water
may remain much longer in the ground in some places than
in others, so there are huge differences in the time scales
as well. The global water cycle is linked to the global
energy cycle through evapotranspiration on the land sur-
face. Understanding the water cycle is also a key element
in understanding fluxes of matter (e.g. nutrients, sediments)
that are driven by the water fluxes (see Chapter 79, Assess-
ing Uncertainty Propagation Through Physically based
Models of Soil Water Flow and Solute Transport, Vol-
ume 2; Chapter 80, Erosion and Sediment Transport by
Water on Hillslopes, Volume 2; and Chapter 96, Nutri-
ent Cycling, Volume 3).

One of the fascinating observations on hydrological
processes is their astounding variability at all scales, in
both space and time. At the smallest scales of inter-
est in hydrology, water fluxes and composition may
vary between individual pores of the soil, and cli-
mate and hydrological processes vary over continental
scales as well. Infiltration may vary over seconds and
groundwater tables may vary over decades and more.
Within these limits, variability abounds (see Chapter 3,
Hydrologic Concepts of Variability and Scale, Vol-
ume 1, Chapter 7, Methods of Analyzing Variabil-
ity, Volume 1). Virtually any quantitative approach to
this problem requires the selection of a limited set of
spatial and temporal scales. Any particular choice of
time and space scales has a major influence on which
aspects of this hydrological variability are perceived
(see Chapter 8, Fractals and Similarity Approaches
in Hydrology, Volume 1; Chapter 9, Statistical Upscal-
ing and Downscaling in Hydrology, Volume 1; and

Chapter 134, Downward Approach to Hydrological
Model Development, Volume 3).

Hydrological variations are driven by variations in
physiographic factors such as climate, soils, vegetation,
topography, geology, as well as by human activity. These
externally driven variations then propagate through hydro-
logical systems (Sivapalan et al., 2001), leading to an
extremely rich variety of hydrological patterns apparent
at different temporal and spatial scales, in different physi-
cal settings. This means that the patterns of variability are
linked to their causal processes. Although Schumm (1991)
notes that due to nonlinearities multiple processes can lead
to the same form, patterns and form should be able to pro-
vide an indication of the processes that have led to them.
Examining patterns will hence assist in making more rep-
resentative measurements and more accurate predictions
(see Chapter 8, Fractals and Similarity Approaches in
Hydrology, Volume 1, Chapter 9, Statistical Upscaling
and Downscaling in Hydrology, Volume 1).

The drivers also imply that the variability one encounters
in hydrology is usually not fully random but organized in
various ways (Gutknecht, 1993). Types of organized vari-
ability include continuity (Baird, 1996) in time and space
which is often related to storage processes. Another type
is the presence of zones with boundaries between them
(Woo, 2004). Still another type of organization that seems
to exist at all scales is preferential flow — in the voids of
the soil, in macropores, and in both porous and hard rock
aquifers at a range length-scales (see Chapter 9, Statisti-
cal Upscaling and Downscaling in Hydrology, Volume 1;
Chapter 66, Soil Water Flow at Different Spatial Scales,
Volume 2; and Chapter 147, Characterization of Porous
and Fractured Media, Volume 4). On the land surface,
preferential flow occurs from micro rills to streams in the
landscape (Rinaldo et al., 1993). The counterpart to prefer-
ential flow in the time domain is episodic behavior, that is,
a concentration of activity over short periods or events in a
range of processes including runoff, erosion, and sediment
transport. Other types of organization include self-similar
organization, where small-scale variability looks similar to
large-scale variability; the observation that extremes or out-
liers occur more often than would be expected on the basis
of standard statistical distributions (Hurst, 1951; Mandel-
brot and Wallis, 1968); and periodic variability at diurnal,
annual, and multiannual scales (see Chapter 3, Hydrologic
Concepts of Variability and Scale, Volume 1). Clearly,
these organized patterns are linked to the processes that
drive and modulate them.

The presence of spatial and temporal organization in
hydrologic variability has important ramifications for mea-
surements. If it were not for surface runoff concentrated
in streams, it would be almost impossible to measure
the water flowing from a catchment area. On the other
hand, preferential flow in the soils and aquifers tends to
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make point samples unrepresentative. Organization also has
important ramifications for representing the variability in
a quantitative way. The presence of organization or pat-
terns in hydrological systems has been seen as an indication
that they are, what Dooge (1986) refers to as middle num-
ber systems or systems of intermediate complexity. In these
systems, there are too many components to be dealt with
by classical (deterministic) mechanics and just not enough
components to be dealt with by statistical methods sim-
ilar to those of statistical mechanics. Thus in hydrology,
both statistical and deterministic methods are appropriate
depending on the type of variability one means to capture as
well as the questions one asks. This type of system behavior
also means that interactions of processes will be important
at many scales (see Chapter 4, Organization and Pro-
cess, Volume 1) such as interactions between surface water
and groundwater (see Chapter 113, Hyporheic Exchange
Flows, Volume 3); between soils, vegetation, and the atmo-
sphere (see Chapter 12, Co-evolution of Climate, Soil
and Vegetation, Volume 1); between land surface hydrol-
ogy and terrestrial ecosystems at large (see Chapter 101,
Ecosystem Processes, Volume 3, Chapter 103, Terres-
trial Ecosystems, Volume 3); between evaporation and
flood generation (see Chapter 122, Rainfall-runoff Mod-
eling: Introduction, Volume 3; Sivapalan et al., 2005);
between floods and stream morphology (see Chapter 86,
Measuring Sediment Loads, Yields, and Source Trac-
ing, Volume 2); between snow processes and boundary-
layer atmospheric processes (see Chapter 160, Energy
Balance and Thermophysical Processes in Snowpacks,
Volume 4); between catchment hydrology and soil devel-
opment (see Chapter 4, Organization and Process, Vol-
ume 1); and between runoff and landscape evolution (see
Chapter 4, Organization and Process, Volume 1). Not
all the feedbacks will be apparent to an observer, as often
observations are limited to a set of scales that reveal only
a few of the many processes that are present in the hydro-
logical environment (see Chapter 6, Principles of Hydro-
logical Measurements, Volume 1, Chapter 9, Statistical
Upscaling and Downscaling in Hydrology, Volume 1).

FUNDAMENTAL EQUATIONS - ARE THERE
ANY?

Yes, there are fundamental equations in hydrology and the
most important one is the mass balance of water over a
given volume and time interval. This is termed the water
balance equation. It is so central to hydrology that some
observers have noted that the task of hydrology is to solve
the water balance equation. The classic example of its appli-
cation is the estimation of the average evapotranspiration of
a catchment over a long period from rainfall and streamflow
measurements, but it is widely applied at a range of space
and time scales. The water balance equation is the only
equation that can be called a hydrological equation in its

full right and is applicable to the scales hydrologists are
interested in.

Another fundamental equation is energy balance, which
is mainly used when interfacing with the atmospheric sci-
ences and plays a key role in hydrology in the context
of evaporation and snow processes. The remaining bal-
ance equation of classical mechanics, momentum balance,
is mainly used in representing open channel flow in a fluid
mechanics context (see Chapter 5, Fundamental Hydro-
logic Equations, Volume 1, Chapter 135, Open Chan-
nel Flow — Introduction, Volume 4). These balance equa-
tions — fundamental as they are — are not sufficient to fully
describe the dynamics of hydrologic systems. Hence addi-
tional equations, termed empirical flux laws, are needed.
Most of them have four characteristics:

1. Many of the flux laws used in hydrology are based on
flux—gradient type relationships. Examples are Darcy’s
law (water flux in aquifers — hydraulic potential gra-
dient), Fick’s law (matter flux both in aquifers and
in surface waters — concentration gradient); the flux-
gradient method (vertical water vapor flux in the atmo-
sphere — vapor pressure gradient); and the Chezy equa-
tion (water flux in surface waters — energy gradient).

2. Most of them have some element of empiricism,
although derivations from more fundamental laws are
possible. For example, Darcy’s law can be derived
from the Hagen—Poiseulle equation for laminar flow
in capillaries. The assumptions in the derivations may
imply that their applicability is limited to particular
conditions, which may not always be clear. Through
simplifications additional empiricism may creep in.
In the Darcy example, the geometry of soil pores is
far more complex than a bundle of tubes. Thus, an
empirical element will usually be involved in the flux
laws, for example, through empirical parameters in the
flux — gradient relationships.

3. Most of the flux laws have been taken from other
disciplines such as fluid mechanics, soil physics, and
the atmospheric sciences, and hence

4. Many of them apply to the point scale, that is, a sample
size that is small relative to the systems hydrologists
are interested in. They have been derived for minute
control volumes that are amenable to laboratory exper-
iments and the application of continuum mechanics
(Hubbert, 1956), rather than for the objects of inter-
est in hydrology (catchments, aquifers, river reaches,
regions, etc.). In principle, equations can be formu-
lated for lumped systems at larger scales and catchment
models are a good example (see Chapter 10, Con-
cepts of Hydrologic Modeling, Volume 1). However,
repeatable experiments under exactly controlled condi-
tions are not possible at these scales, which challenges
the universality of these equations. Another example
is the stream order laws of Horton (Horton, 1945) and
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other authors that describe the statistical characteristics
of the map view patterns of stream networks. While
important in fluvial geomorphology they have had lim-
ited influence on the hydrological sciences themselves.

Out of the four points listed, the fourth is probably the
most important one for hydrology as a science (Bloschl
and Sivapalan, 1995). Point scale equations can be straight-
forwardly extended to catchments, aquifers, reaches, and
so on provided the boundary conditions are known and
the media characteristics are known spatially (e.g. uniform)
at the scale of the equations. This means there may be
finer scale variability such as grains and voids not resolved
by the equations, but at larger scales where the equations
apply the media are considered uniform. For example, the
mass balance equation for small volumes in aquifers can
be combined with Darcy’s law, which gives a diffusion
type differential equation. It is then possible to use con-
cepts from continuum mechanics to solve for the variable
of interest (e.g. hydraulic head), given the initial and bound-
ary conditions (see Chapter 5, Fundamental Hydrologic
Equations, Volume 1).

The challenge in the hydrological sciences is that hydro-
logical systems are never completely uniform in terms
of their parameters, fluxes, and states and are often not
even approximately uniform. Although there are ways of
dealing with their variability — either explicitly through
distributed (deterministic) models or implicitly through
upscaling methods — it is not a straightforward exercise.
Additional assumptions need to be made about the vari-
ability, both in space and time and, often most impor-
tantly, about the nature and locations of the flow paths, but
much of this information may be “unknowable” in practice
(Savenije, 2001). One is then far removed from the fun-
damental equations and on the “thin ice” of models for a
particular application. This is also one of the reasons why
models generally need to be calibrated to the particular site
of interest (Freeze and Harlan, 1969).

There are two classical paradoxes in hydrology — dis-
persion in the subsurface tends to deviate from Fick’s law
(Levy and Berkowitz, 2003), and runoff events mainly con-
tain old (pre-event) water (Kirchner, 2003). Both paradoxes
are related to small-scale equations not being applicable
at the larger hydrological scale because of media hetero-
geneities (see Chapter 13, Pattern, Process and Func-
tion: Elements of a Unified Theory of Hydrology at
the Catchment Scale, Volume 1, Chapter 152, Modeling
Solute Transport Phenomena, Volume 4).

The issues of heterogeneity relate to the empirical flux
laws but not to the balance equations as the latter are
valid at any scale. Issues of heterogeneity also arise in
specifying initial and boundary conditions from measure-
ments. Notwithstanding these problems, point scale equa-
tions along with continuum mechanics are an essential

basis for hydrology (see Chapter 5, Fundamental Hydro-
logic Equations, Volume 1) both for understanding system
dynamics and for making quantitative predictions.

HYDROLOGICAL MEASUREMENTS - WHY
SIZE MATTERS

With the exception of the laboratory case, experiments are
not repeatable under exactly the same boundary and initial
conditions in hydrology; it is nature that does the exper-
iments (Dunne, 1998; Zehe and Bloschl, 2004). Because
of this, observations generally depend on the climatic and
hydrological context. From the 1960s, there have been
numerous national and international programs, initially on
experimental catchments, to examine similarities and differ-
ences across different climatic and hydrological conditions
(see Chapter 121, Intersite Comparisons of Rainfall-
runoff Processes, Volume 3, Chapter 203, A Guide to
International Hydrologic Science Programs, Volume 5).
These programmes have provided valuable insights but
generalizing the findings beyond the areas of interest has
always been difficult (see Chapter 133, Rainfall-runoff
Modeling of Ungauged Catchments, Volume 3). Each
aquifer, catchment, and river reach — in fact each episode —
seems to have particularities that cannot be specified in
full detail. Because of this, in addition to going into
process detail for a single site (which has been the tra-
ditional approach), contrasting different catchments and
different aquifers based on what has been termed com-
parative hydrology has recently been singled out as an
important avenue to progress in hydrology (see Chapter 3,
Hydrologic Concepts of Variability and Scale, Volume 1,
Chapter 121, Intersite Comparisons of Rainfall-runoff
Processes, Volume 3), with the eventual goal of a common
method for assessing and quantifying hydrological similar-
1ty.

A key to the progress in the natural sciences is the abil-
ity to measure variables to an accuracy that is useful and
at the scales one is interested in. This is another chal-
lenge in hydrology as, in many instances, the processes
of interest are of a scale that is not directly amenable
to the measurement techniques available (Klemes, 1983).
Most measurements are collected by point samples, while
processes occur over catchments, aquifers, and landscapes.
In the time domain, one is often more interested in (tem-
poral) averages (e.g. sediment and nutrient loads) than in
the snapshots as can be obtained in dedicated experiments
(see Chapter 92, Water Quality Monitoring, Volume 3).
Because of this, much of hydrology is constrained by mea-
surement techniques (see Chapter 122, Rainfall-runoff
Modeling: Introduction, Volume 3). This is particularly
the case for spatial distributions which are more difficult to
sample than time series (Grayson and Bloschl, 2000), espe-
cially for hydrological dynamics that take place beneath the
ground surface.
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Over the years, hydrologists have developed ways of
dealing with the space—time variability and the scale
incompatibility of measurements in various ways. The most
efficient methods have been ways of aggregating the vari-
ability by prudent measurements. The classical examples
are measurements of runoff from catchments that aggre-
gate the within-catchment variability and pumping tests
of aquifer transmissivities that aggregate the subsurface
hydraulic variability within the depression cone (Ander-
son, 1997). More elaborate measurements require either
laboratory analyses with typical sample sizes of 1 dm?,
although tracer experiments and irrigation/flume experi-
ments can deal with somewhat larger scales of tens of
meters. Because of this, the sampling design in terms of the
space and time scales is critically important for capturing
the natural variability in a representative way in addition to
ensuring the accuracy of the instruments (see Chapter 6,
Principles of Hydrological Measurements, Volume 1).
In long-term monitoring, where networks are operated by
national hydrographic services, space and time scales are
usually large, while in dedicated field experiments orga-
nized by groups of scientists, space and time scales tend
to be small, although, recently, a number of large-scale
field experiments have been undertaken (see Chapter 203,
A Guide to International Hydrologic Science Programs,
Volume 5). In the latter, remote sensing methods play an
important role as they are able to sample at finer spatial
scales and wider areas than has been traditionally pos-
sible in hydrology (see Chapter 47, Sensor Principles
and Remote Sensing Techniques, Volume 2). With recent
advances in monitoring techniques from small-scale com-
puter tomography to large-scale remote sensing methods
as well as better logistics (see Chapter 6, Principles of
Hydrological Measurements, Volume 1), measurements
are increasingly able to capture wider scale ranges, but
a scale problem remains for which statistical (nonprocess-
based) and deterministic (process-based) upscaling methods
have been developed (see Chapter 9, Statistical Upscal-
ing and Downscaling in Hydrology, Volume 1, Chap-
ter 11, Upscaling and Downscaling — Dynamic Models,
Volume 1).

THE STATISTICAL APPROACH - STATISTICS,
SELF SIMILARITY, AND UP/DOWNSCALING

There are two types of approaches to representing hydro-
logic systems, statistical, and deterministic. In both of them,
data play an important role and both of them have their
merits. The statistical approach is warranted if random vari-
ability (i.e. variability we are unable to interpret/predict in
detail) prevails (see Chapter 7, Methods of Analyzing
Variability, Volume 1; Chapter 9, Statistical Upscaling
and Downscaling in Hydrology, Volume 1; Chapter 10,
Concepts of Hydrologic Modeling, Volume 1; and Chap-
ter 125, Rainfall-runoff Modeling for Flood Frequency

Estimation, Volume 3). It represents the bulk information
(frequency, distribution, dependence) not the details (spa-
tial and temporal occurrence, dynamics). In the statistical
approach it is not usually possible to take causal processes
into account, which renders the extrapolation potential more
limited than that of the deterministic approach, but extrap-
olation may not be needed for the application at hand and it
is the main method used in many applied hydrologic prob-
lems. On the other hand, the statistical approach may be
able to deal with systems that are too complex to be dealt
with in a deterministic way.

A range of statistical techniques for representing vari-
ability are in use in hydrology. Typical steps in a sequential
analysis of statistical variability are (i) looking at the data,
(ii) analyzing the statistical distribution of the data, (iii)
analyzing the first and second order moments (including
an analysis of statistical dependence), and (iv) analyzing
the data by more elaborate methods such as series expan-
sion (see Chapter 7, Methods of Analyzing Variabil-
ity, Volume 1). In these steps increasingly more complex
descriptions are introduced. The second moments (variance
and correlation coefficients) are of particular importance
in hydrology as they are a measure of spread and hence
variability of a variable. The classical example is the rep-
resentation of the spread of a plume of concentration by
the second moments. In a temporal (and spatial) context,
the second moments can be used to represent the con-
tinuity of correlated time series (and correlated random
fields) through correlation functions or variograms. In the
time domain, the correlations can be used for stream flow
forecasting (time series analysis), in the space domain for
spatial estimation using geostatistical methods (see Chap-
ter 9, Statistical Upscaling and Downscaling in Hydrol-
ogy, Volume 1). Series expansions go a step further by
representing the variable of interest by a sum of determin-
istic functions of random variables. To the latter type of
methods belong spectral analysis, wavelet analysis, princi-
pal component analysis, and empirical orthogonal functions.
Their main value in hydrology lies in the reduction of the
dimensionality of the system to assist in identifying the
main controls if the patterns are not apparent in large data
sets (see Chapter 7, Methods of Analyzing Variability,
Volume 1).

The presence of patterns or organized variability is
not always considered a favorable property in statistical
analyses. They can involve nonstationarity, outliers, non-
Gaussian (non-normal) behavior, and thresholds, which are
all characteristics commonly encountered in hydrological
data but not compatible with the usual statistical methods
(see Chapter 9, Statistical Upscaling and Downscaling
in Hydrology, Volume 1). This is particularly an issue
when extreme values (floods, precipitation extremes, low
flows, extreme concentrations) are analyzed by statisti-
cal methods (see Chapter 37, Rainfall Trend Analysis:
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Return Period, Volume 1; Chapter 125, Rainfall-runoff
Modeling for Flood Frequency Estimation, Volume 3).
Analyses of extremes are of particular relevance in applied
hydrology and water resources management. On the other
hand, organization tends to produce striking similarities
across scales. Little wiggles look like big ones, statistically,
and short ones like long ones. The remarkable thing is that
whatever hydrologic variable is examined, it more often
than not turns out that there exists similarity to the same
variable examined at a different scale, at least over a certain
range of scales. This is termed self similar or fractal behav-
ior (see Chapter 8, Fractals and Similarity Approaches
in Hydrology, Volume 1) and is related to the more gen-
eral observation, that there is variability at all scales with
the strength of variability (e.g. quantified in terms of the
second moment) increasing with scale. In the past decades,
statistical fractals have been widely used in many branches
of hydrology, as they are appealing because of three main
reasons. First, they deal with the presence of variability
over a wide range of scales, which is consistent with obser-
vations. Second, this type of behavior can be related, at
least qualitatively, to the dynamic behavior of nonlinear
systems, which is an interesting paradigm for hydrological
processes. Third, and perhaps most important for practical
applications, fractal concepts lead to parsimonious descrip-
tions of rainfall, landscapes, drainage networks, geologic
media, and so on. This means that the statistical models
only involve a few parameters and these can be estimated
more robustly than the more numerous parameters of tradi-
tional concepts. Some of the fractal methods are based on
the first and second moments (see Chapter 7, Methods of
Analyzing Variability, Volume 1) but others involve more
complex descriptions.

Statistical methods, including fractal concepts, can be
used efficiently to address the scale incompatibility of
hydrological processes, measurements, and predictions.
They lend themselves to transferring information between
various scales, for example, between point scale mea-
surements and catchment scale prediction; or large-scale
model output and small-scale predictions. These meth-
ods are termed upscaling and downscaling methods (see
Chapter 9, Statistical Upscaling and Downscaling in
Hydrology, Volume 1). The first generic task of upscal-
ing/downscaling is to derive the statistics of a variable
at one scale from the statistics of the same (or another)
variable at another scale. Methods range in complexity
from regressions between the variables at different scales
to upscaling theory of stochastic hydrogeology (see Chap-
ter 154, Stochastic Modeling of Flow and Transport
in Porous and Fractured Media, Volume 4). The sec-
ond generic task is to generate spatial patterns (or time
series) given the statistical characteristics of the variable
one means to represent. This can be either through inter-
polation between a number of samples or, alternatively,

various disaggregation methods where one is interested in
obtaining a number of realizations of the variable of inter-
est that all exhibit the same statistics as the data. Some
of these methods focus on the second moments by making
use of correlation functions or variograms (see Chapter 7,
Methods of Analyzing Variability, Volume 1, Chapter 9,
Statistical Upscaling and Downscaling in Hydrology,
Volume 1).

A range of statistical methods are available for upscaling
point rainfall to catchments, for disaggregating rainfall
in time, for downscaling the output of global circulation
models to the scale of catchments, to relate the flood
characteristics of catchments of different sizes, to transfer
soil moisture across scales both in a catchment and climate
modeling context, and for characterizing and generating
subsurface media (see Chapter 9, Statistical Upscaling
and Downscaling in Hydrology, Volume 1). One of the
more general observations used in many of the statistical
upscaling methods is that aggregation makes processes
appear smoother, so variability decreases with aggregation
area.

The statistical upscaling/downscaling approach does not
attempt to represent the processes in full detail but rather
relies on (lumped) summary descriptions of variability.
Similar to other statistical methods, this has the bene-
fit of robustness but at the expense of limited extrapo-
lation potential. Alternative upscaling methods exist that
involve equations of the underlying process dynamics in
various branches of hydrology including dynamic hydro-
logic models (see Chapter 11, Upscaling and Down-
scaling — Dynamic Models, Volume 1), land—atmosphere
interactions (see Chapter 29, Atmospheric Boundary-
Layer Climates and Interactions with the Land Sur-
face, Volume 1), soil water flow (see Chapter 66, Soil
Water Flow at Different Spatial Scales, Volume 2), and
stochastic subsurface hydrology (see Chapter 147, Char-
acterization of Porous and Fractured Media, Volume 4,
Chapter 154, Stochastic Modeling of Flow and Trans-
port in Porous and Fractured Media, Volume 4).

THE DETERMINISTIC APPROACH - MODEL
CONCEPTS AND WHY UPSCALING AND
DOWNSCALING IS NEEDED

The alternative to the statistical approach is the deter-
ministic approach, which, likewise, has numerous merits.
Deterministic relationships can be formulated in a causal
way by making use of the fundamental equations and hence
can be used for examining “what happens if” questions in a
more reliable way than is typically possible with statistical
methods. The downside, however, is that the processes may
easily become too complex, so care needs to be taken to
limit the models to those processes that are tractable and/or
for which sufficient data are available. In terms of their
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application, there are two main uses of deterministic mod-
els — explanatory models for furthering our understanding
of a particular system and predictive models for producing
estimates of some future or changed state. In both instances,
there exists a range of model types, from lumped to spa-
tially distributed, from low dimensional to high dimensional
involving many parameters. The simplest ones are based on
input—output relationships of the area of interest, the inter-
mediate ones on some degree of understanding (conceptual
models), and the most complex ones are based on the
fundamental equations discussed earlier (see Chapter 10,
Concepts of Hydrologic Modeling, Volume 1; Chap-
ter 11, Upscaling and Downscaling — Dynamic Models,
Volume 1; and Chapter 134, Downward Approach to
Hydrological Model Development, Volume 3).

Model conceptualization and building usually follows a
set number of steps including collecting and examining
data and other evidence, assessing which processes may
be important for the problem at hand, designing a scheme
of the most important process dynamics in the modeler’s
mind, designing a mathematical model to represent these
concepts, calibrating the model by using the data of the
region, and testing the model by a separate data set of the
same region. If the testing satisfies the modeler’s expecta-
tions, then the model is ready for use, otherwise one or more
of the steps need to be repeated (see Chapter 10, Con-
cepts of Hydrologic Modeling, Volume 1; Chapter 122,
Rainfall-runoff Modeling: Introduction, Volume 3; and
Chapter 155, Numerical Models of Groundwater Flow
and Transport, Volume 4). An important component of
the model building process and model application is the
assessment of the model and data uncertainty to create con-
fidence in the reliability of the model and model predictions
(see Chapter 10, Concepts of Hydrologic Modeling, Vol-
ume 1, Chapter 79, Assessing Uncertainty Propagation
Through Physically based Models of Soil Water Flow
and Solute Transport, Volume 2).

In many subdisciplines of hydrology, spatially distributed
deterministic models are currently used in a routine way
both for addressing practical water resources issues and
for more theoretical analyses. The tremendous computing
power that is available today facilitates the application
of high-resolution models and there exists sophisticated
software, particularly for subsurface hydrology and open
channel flow. While the usefulness of these models is undis-
puted, there does remain significant uncertainty with the
predictions for several reasons including data limitations
and the model formulation (see Chapter 11, Upscaling
and Downscaling — Dynamic Models, Volume 1, Chap-
ter 66, Soil Water Flow at Different Spatial Scales, Vol-
ume 2, Grayson et al., 1992). Specifically, the scale issues
discussed earlier in the context of fundamental hydrologi-
cal equations play an important role here, as the empirical

flux laws used in these models are indeed point scale equa-
tions (Beven, 1989). Awareness of these issues has triggered
research into upscaling methods that are able to deal with
unknown (small scale) spatial variability in the context of
deterministic models. Much of the recent interest started in
the 1970s with the early work of A. Freeze and L. Gelhar
on aggregating the groundwater flow equation, based on
a stochastic approach (see Chapter 154, Stochastic Mod-
eling of Flow and Transport in Porous and Fractured
Media, Volume 4), and picked up additional momentum
in the 1980s when it was realized that the spatial hetero-
geneity of the land surface is important for atmospheric
models (Gelhar et al., 1977; Eagleson, 1986; Shuttleworth,
1988; Chapter 32, Models of Global and Regional Cli-
mate, Volume 1, Chapter 177, The Role of Large-Scale
Field Experiments in Water and Energy Balance Stud-
ies, Volume 5). Those branches of hydrology where the
basic equations are known with some degree of confidence
(e.g. groundwater flow and transport) have had significant
progress, but in other areas such as catchment hydrol-
ogy and hill slope hydrology progress has been slower
(Bloschl, 2001). The upscaling methods are either based
on volume averaging or ensemble averaging (i.e. aver-
aging all possible realizations on the same location) of
the underlying equations. The aggregation methods tend
to work very well if (i) the scale of the natural variabil-
ity to be averaged (such as grains) is small as compared
to the scale of the variability to be explicitly represented
(such as geologic formations), and (ii) if the small-scale
variability is random and does not exhibit organized pat-
terns. Hydrologic variability tends to exhibit organized
patterns such as preferential flow and variability tends to
occur at all scales, so the upscaling methods have not
been used as widely in practice as would be merited by
their theoretical underpinnings. The variability within each
grid cell of distributed models is hence dealt with in a
number of alternative ways including the effective param-
eter method and statistical schemes for representing this
variability (see Chapter 11, Upscaling and Downscal-
ing — Dynamic Models, Volume 1). The most sophisti-
cated methods of dealing with these scale issues have
been developed in subsurface hydrology (see Chapter 66,
Soil Water Flow at Different Spatial Scales, Volume 2;
Chapter 147, Characterization of Porous and Fractured
Media, Volume 4; and Chapter 154, Stochastic Modeling
of Flow and Transport in Porous and Fractured Media,
Volume 4), and to a lesser degree in land—atmosphere
interactions (see Chapter 29, Atmospheric Boundary-
Layer Climates and Interactions with the Land Surface,
Volume 1), although promising research is underway in
catchment hydrology as well (see Chapter 11, Upscaling
and Downscaling — Dynamic Models, Volume 1).
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LINKING IT ALL TOGETHER - FEEDBACKS
AND ELEMENTS OF A THEORY

Over the past decades there has been a trend in the hydro-
logical sciences for a more comprehensive representation of
hydrological processes, moving from an isolated descrip-
tion of one particular component of the hydrologic cycle
to integrating hydrology with biogeochemical processes
(KNAW, 2005). To a large degree, this is reflected in the
many articles of this encyclopedia that deal with process
links. This trend has been triggered both by the increase
in computing power and a realization that feedbacks in
the hydrological cycle may be more important than tra-
ditionally acknowledged, particularly for climate impacts.
Changes in development paradigms in society seem to
have played a major role also Chapter 203, A Guide to
International Hydrologic Science Programs, Volume 5;
Falkenmark, 1991). Feedbacks are manifold and occur at
many scales, and they involve a range of other disciplines.
In the feedback between the water and energy balances at
the land surface, soil moisture plays a crucial role. At longer
time scales, there exist feedbacks between hydrology and
landscape evolution and feedbacks between hydrology and
soil formation (see Chapter 4, Organization and Process,
Volume 1). Feedbacks between hydrological water dynam-
ics and biological processes occur at many scales and in
many ways, for example, in subsurface flow and transport
through microbial activity (see Chapter 105, Microbial
Transport in the Subsurface, Volume 3), in soil for-
mation (Jenny, 1980), in the vegetation dynamics at the
land—atmosphere interface (see Chapter 12, Co-evolution
of Climate, Soil and Vegetation, Volume 1) and in erosion
processes (see Chapter 80, Erosion and Sediment Trans-
port by Water on Hillslopes, Volume 2), and through
biofilm and macrophyte dynamics in open channel flow
and transport (e.g. Battin and Sengschmitt, 1999; Stephan
and Gutknecht, 2002). One avenue to address feedbacks
has been to link the various processes by coupled mod-
els (Bronstert ef al., 2005). The strength of this avenue is
that the experience with models for each of the processes
to be coupled is usually available, but model complexity
may limit the practical applicability. The other avenue has
been to make the feedbacks themselves a focus of theoreti-
cal, quantitative research and this seems to be an emerging
area of hydrology, particularly the interactions of vegeta-
tion, land surface hydrology and climate (see Chapter 12,
Co-evolution of Climate, Soil and Vegetation, Volume 1).
Through transpiration and photosynthesis, the vegetation
links the energy, water, and biogeochemical cycles. A num-
ber of strategies have been put forward to explain the
functioning of vegetation dynamics such as those based on
ecological optimality hypotheses (Eagleson, 1998; Chap-
ter 12, Co-evolution of Climate, Soil and Vegetation,
Volume 1).

This line of research focusing on feedbacks may assist in
addressing a certain tendency of fragmentation of the sub-
disciplines in hydrology with papers “digging the same hole
deeper” prevailing over comprehensive views as pointed
out by some analysts (Burges, 1998). Although diversity
of approach has great advantages and has probably been
one of the strengths of the hydrological sciences, it is also
important to stimulate a process of seeing how one picture
fits with another. Hydrologists are now actively thinking
about what may be the elements of a theory of hydrological
sciences (see Chapter 13, Pattern, Process and Func-
tion: Elements of a Unified Theory of Hydrology at the
Catchment Scale, Volume 1). Most hydrologists would
probably agree that theories for some hydrologic processes
exist — a linear theory of the rainfall runoff relationship
(Dooge, 1973), a theory of infiltration (e.g. Smith et al.,
2002), a theory of stochastic hydrogeology (see Chap-
ter 154, Stochastic Modeling of Flow and Transport in
Porous and Fractured Media, Volume 4), but a compre-
hensive hydrologic theory in its own right is still lacking.
It is important that a theory is different from a model in
many respects — a theory would have to apply to a variety
of circumstances, for example, a range of climates, geolog-
ical settings, and a range of scales. Similar to a model, one
would expect it to be predictive and it must be falsifiable.
From a theory one would expect that it has been so thor-
oughly tested and developed that we know there is indeed
some range of phenomena for which they give correct pre-
dictions every time. With current hydrologic models this
does not seem to be the case. These theories would always
remain part of our understanding of hydrology, even when
new findings take us beyond them in certain ways. The the-
ory would not be invalidated, but rather extended, by new
findings. Clearly, the status of a theory is more than that of
a model.

There may be still some way until a formulation of this
theory becomes viable, but there is value in speculating
about elements that may assist in putting it together (see
Chapter 13, Pattern, Process and Function: Elements of
a Unified Theory of Hydrology at the Catchment Scale,
Volume 1). A new theory may involve an increased focus
on interactions and feedbacks between different processes
such as those involving vegetation, as this would entail a
broadening of the scientific perspectives. To address the
generalization issue, a theory may use comparative hydrol-
ogy (see Chapter 3, Hydrologic Concepts of Variability
and Scale, Volume 1) to develop a common method for
assessing and quantifying hydrological similarity through
comparisons between catchments in different hydrologic
regimes. The theory would have to be valid for all these
regimes. Patterns of hydrological response should perhaps
be given particular attention to isolate the processes that
have led to them, to reconcile the catchment functioning
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with the observations, and for testing hypotheses about pro-
cess interactions and feedbacks. The level of complexity
of a theory will clearly be an important consideration. An
elegant, parsimonious theory may be favored over a more
complex one provided it captures the essential complex-
ity as suggested by the Occam’s razor principle (Sivapalan
et al., 2003). In this respect, characteristic scales and scal-
ing concepts (Skgien et al., 2003) that focus on the order
of magnitudes (similar to fluid dynamics) may assist. In
a broader Earth Science context one may wonder where
the place is of hydrology in the realms of physics and biol-
ogy (Sivapalan, 2003). Harte (2002) noted: “Physicists seek
simplicity in universal laws. Ecologists revel in complex
interdependencies. A sustainable future for our planet will
probably require a look at life from both sides”. In a simi-
lar vein it is likely that hydrology will have to adopt some
of the more complex and less universal concepts ecology
is rich in, in addition to the traditional quest for physical
concepts. For a hydrological theory to become influential,
it will likely have to combine elements from both physics
and ecology.
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2: The Hydrologic Cycles and Global Circulation
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The role of hydrological cycles in earth system, the amount of water on the Earth’s surface and its distribution in
various reserves are first introduced together with the water cycles on the Earth. The concept of mean residence
time, water stored in various parts over the Earth surface as various phases, such as glacier, soil moisture,
water vapor, and water flux among these reserves, such as precipitation, evaporation, transpiration, and runoff,
are briefly explained with their role in global climate system, and their quantitative estimates are presented.
Detailed annual water balances over land estimated by land surface models are introduced, as well. Water
balance requirements over land, atmosphere, and their coupled system are explained with some application of
the concept, and the role of rivers in the global hydrological cycle is quantitatively shown. Finally, the impact
of increasing magnitude of anthropogenic activities on global water system and its relationships with global

changes are briefly discussed.

EARTH SYSTEM AND WATER

The Earth system is unique in that water exists in all three
phases, that is, water vapor, liquid water, and solid ice,
compared to the situations in other planets. The transport
of water vapor is regarded as the energy transport because
of its large amount of latent heat exchange during phase
change to liquid water (approximately 2.5 x 10°Jkg™");
therefore, water cycle is closely linked to energy cycle.
Even though the energy cycle on the Earth is an “Open
System” driven by solar radiation, the amount of water
on the Earth does not change on shorter than geologi-
cal timescales (Oki, 1999), and the water cycle itself is
a “Closed System.”

On global scale, hydrologic cycles are associated with
atmospheric circulation, which is driven by the unequal
heating of the earth’s surface and atmosphere in latitude
(Peixoto and Oort, 1992).

Annual mean absorbed solar energy at the top of the
atmosphere is maximum near equator with approximately
300 W m™2, decreases suddenly at higher latitudes, and is
approximately 60 Wm™2 at Arctic and Antarctic regions.
Emitted terrestrial radiative energy from the Earth at
the top of the atmosphere is approximately 250 Wm™2
for +20 degree north and south, gradually decreases

at higher latitudes, and is approximately 175Wm~2 at
Arctic region and 150 Wm™2 at Antarctic region. As a
consequence, the net annual energy balance is positive
(absorbing) for tropical and subtropical regions in £30
degree north and south, and negative in higher latitudes
(Dingman, 2002) (see Chapter 39, Surface Radiation
Balance, Volume 1).

If there is no atmospheric and oceanic circulation on
the Earth, temperature difference on the Earth should have
been more drastic; temperature in equatorial zone should
have been high enough that the outgoing terrestrial radiation
balances the absorbed solar energy and temperature in the
polar regions, which should have been low enough, as well.
In reality, there are atmospheric circulations and oceanic
circulations that lessen this expected temperature gradation
in the absence of circulations.

Both atmosphere and ocean carry energy from the
equatorial region toward both the polar regions. In the case
of atmosphere, the energy transport consists of sensible heat
and latent heat fluxes (Masuda, 1988). The global water
circulation is this latent heat transport itself, and water plays
active role in the atmospheric circulation; it is not a passive
compound of the atmosphere, but it affects atmospheric
circulation by both radiative transfer and latent heat release
of phase change.

Encyclopedia of Hydrological Sciences. Edited by M G Anderson.
© 2005 John Wiley & Sons, Ltd.
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WATER RESERVES, FLUXES, AND
RESIDENCE TIME (see Chapter 173, Global
Water Cycle (Fundamental, Theory,
Mechanisms), Volume 5)

The total volume of water on the Earth is estimated as
approximately 1.4 x 10'"® m?, and it corresponds to a mass
of 1.4 x 10%! kg. Compared with the total mass of the Earth
(5.974 x 10**kg), the mass of water constitutes only 0.02%
of the planet, but it is critical for the survival of life on
the Earth and the Earth is called Blue Planet and Living
Planet.

There are various forms of water on the Earth’s surface.
Approximately 70% of its surface is covered with salty
water, the oceans. Some of the remaining areas (continents)
are covered by freshwater (lakes and rivers), solid water (ice
and snow), and vegetation (which implies the existence of
water). Even though the water content of the atmosphere
is comparatively small (approximately 0.3% by mass and
0.5% by volume of the atmosphere), approximately 60% of
the Earth is always covered by cloud (Rossow et al., 1993).
The Earth is the planet whose surface is dominated by the
various phases of water.

Water on the Earth is stored in various reserves, and
various water flows transport water from one to another.
Water flow (mass or volume) per unit time is also called
water flux.

The mean residence time in each reserve can be simply
estimated from total storage volume in the reserve and the
mean flux rate to and from the reserve;

T Total Storage Volume o
MM T Mean Flux Rate

there is even a distribution of flux rate coming in and going
out from the storage (Chapman, 1972). The last column of
Table 1 presents some values of the global mean residence
time of water. Evidently, the water cycle on the Earth
is a “Stiff” differential system with variability on many
timescales, from a few weeks through thousands of years.

The mean residence time is also important to consider
when water quality deterioration and restoration are dis-
cussed, since the mean residence time can be an index of
how much water is turned over. Apparently, river water
or surface water is more vulnerable than groundwater to
be polluted; however, any measure to recover better water
quality works faster for river water than groundwater. Since
major interests of hydrologists have been the assessment of
volume, inflow, outflow, and chemical and isotopic compo-
sition of water, the estimation of the mean residence time
of certain domain has been one of the major targets of
hydrology.

EXISTENCE OF WATER ON THE EARTH (see
Chapter 4, Organization and Process,
Volume 1; Chapter 25, Global Energy and
Water Balances, Volume 1)

Table 1 (simplified from a table in Korzun 1978) introduces
how much water is stored in which reserves on the Earth:

e The proportion in the ocean is large (96.5%). Even
though classical hydrology has traditionally excluded
ocean processes, the global hydrological cycle is never
closed without including them. The ocean circulation
carries huge amounts of energy and water. The surface
ocean currents are driven by surface wind stress, and the

Table 1 World water reserves. Simplified from Table 9 of “World water balance and water resources of the earth” by
UNESCO Korzun, 1978. The last column, mean residence time, is from Table 34 of the report

Covering Area Total Volume Mean Depth Share Mean Residence

Form of water (km?2) (km3) (m) (%) Time
World ocean 361300000 1338000000 3700 96.539 2500 years
Glaciers and 16227500 24064100 1463 1.736 1600 years

permanent snow

cover
Ground water 134800000 23400000 174 1.688 1400 years
Ground ice in 21000000 300000 14 0.0216 10000 years

zones of

permafrost strata
Water in lakes 2058700 176400 85.7 0.0127 17 years
Soil moisture 82000000 16500 0.2 0.0012 1years
Atmospheric water 510000000 12900 0.025 0.0009 8days
Marsh water 2682600 11470 4.28 0.0008 5years
Water in rivers 148800000 2120 0.014 0.0002 16 days
Biological water 510000000 1120 0.002 0.0001 a few hours
Artificial Reservoirs 8000 72 days
Total water 510000 000 1385984610 2718 100.00

reserves
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atmosphere itself is sensitive to the sea surface tempera-
ture. Temperature and salinity determine the density of
ocean water, and both factors contribute to the over-
turning and the deep ocean general circulation (see
Chapter 174, Global Water Budgets — Fundamental
Theory and Mechanisms, Volume 5).

Other major reserves are solid water on the continent
(glaciers and permanent snow cover) and groundwater.
Glacier is accumulation of ice of atmospheric origin
generally moving slowly on land over a long period.
Glacier forms discriminative U-shaped valley over land,
and remains moraine when it retreats. If a glacier
“flows” into an ocean, the terminated end of the glacier
often forms an iceberg. Glaciers react in comparatively
longer timescale against climatic change, and they also
induce isostatic responses of continental scale upheavals
or subsidence in even longer timescale. Even though
it is predicted that the thermal expansion of oceanic
water dominates the anticipated sea level rise due
to the global warming, glaciers over land are also a
major concern as the cause of sea level rise associated
with global warming (see Chapter 162, Hydrology of
Snowcovered Basins, Volume 4; Chapter 164, Role
of Glaciers and Ice Sheets in Climate and the Global
Water Cycle, Volume 4).

Groundwater is the subsurface water occupying the sat-
urated zone. It contributes to runoff in its low-flow
regime, between floods. Deep groundwater may also
reflect the long term climatological situation. Ground-
water in Table 1 includes both gravitational and capil-
lary water. Gravitational water is water in the unsat-
urated zone (vadose zone) which moves under the
influence of gravity. Capillary water is water found in
the soil above the water table by capillary action, a phe-
nomenon associated with the surface tension of water in
soils acting as porous media. Groundwater in Antarctica
(roughly estimated as 2 x 10®km?) is excluded from
Table 1 (see Chapter 145, Groundwater as an Ele-
ment in the Hydrological Cycle, Volume 4).

Soil moisture is the water being held above groundwater
table. It influences the energy balance at the land surface
as a lack of available water suppresses evapotranspira-
tion and as it changes surface albedo. Soil moisture
also alters the fraction of precipitation partitioned into
direct runoff and percolation. The water accounted for
in runoff cannot be evaporated from the same place, but
the water infiltrated into soil may be uptaken by suction,
and evaporated again (see Chapter 72, Measuring Soil
Water Content, Volume 2).

The atmosphere carries water vapor, which influences
the heat budget as latent heat. Condensation of water
releases latent heat, heats up the atmosphere, and affects
the atmospheric general circulation. Liquid water in the
atmosphere is another result of condensation. Clouds

significantly change the radiation in the atmosphere and
at the Earth’s surface. However, as a volume, liquid
(and solid) water contained in the atmosphere is quite
little, and most of the water in the atmosphere exists as
water vapor. Precipitable water is the total water vapor
in atmospheric column from land surface to the top of
the atmosphere. Water vapor is also the major absorber
in the atmosphere of both short-wave and long-wave
radiation (see Chapter 196, The Role of Water Vapor
and Clouds in the Climate System, Volume 5).

e Water in rivers is very tiny as a stored water at each
time, however, the recycling speed, which can be esti-
mated as the inverse of the mean residence time, of river
water (river discharge) is relatively high, and it is impor-
tant because most social applications ultimately depend
on water as a renewable and sustainable resource.

The amount of water stored transiently in a soil layer, in
the atmosphere, and in river channels is relatively minute,
and the time spent through these subsystems is short, but, of
course, they play dominant roles in the global hydrological
cycle.

WATER CYCLE ON THE EARTH (see
Chapter 4, Organization and Process,
Volume 1)

The water cycle plays many important roles in the climate
system, and Figure 1 schematically illustrates the various
flow path of water (Oki, 1999). Values are taken from
Table 1 and also calculated from the precipitation estimates
by Xie and Arkin (Xie and Arkin, 1996). Precipitable
water, water vapor transport, and its convergence are
estimated using ECMWF objective analyses, obtained as
four-year mean from 1989 to 1992. The roles of these
water fluxes in the global hydrologic system are now briefly
introduced (see Chapter 182, The Hydrological Cycle in
Atmospheric Reanalysis, Volume 5):

e Precipitation is water flux from atmosphere to land or
ocean surface. It drives the hydrological cycle over land
surface and changes surface salinity (and temperature)
over the ocean and affects its thermohaline circulation.
Rainfall refers to the liquid phase of precipitation. Part
of it is intercepted by canopy over vegetated area, and
remaining part reaches the Earth surface as through-fall.
Highly variable, intermittent, and concentrated behavior
of precipitation in time and space domain compared to
other major hydrological fluxes mentioned below makes
the observation of this quantity and the aggregation
of the process complex and difficult (see Chapter 35,
Rainfall Measurement: Gauges, Volume 1).

e Snow has special characteristics compared with rainfall.
Snow may be accumulated, the albedo of snow is quite
high (as high as clouds), and the surface temperature



16 THEORY, ORGANIZATION AND SCALE

Figure 1

Water vapor Water vapor
over land Net water vapor over sea
3 flux transport 40 10
-—
Evapotranspiration
Glaciers and 75 o
snow 24 064 Precipitation Precipitation
\ Biological 115 Evaporation 391
\_Wwater 1 131
Permafrost \ A
\300 Lake Rarsl River
= Soil moisture 176 2
17 - Runoff
~ 40
23 400 Sea
Flux in State variable 1 Ly

10%5 kg year™

in 10%%kg

Schematic illustration of the water cycle on the Earth Oki, 1999. Values are taken from Table 1 and calculated

from atmospheric water vapor data by European Centre for Medium-Range Weather Forecasts (ECMWF) and precipitation
by Xie and Arkin (Xie and Arkin, 1996) for 1989-92

will not rise above 0°C until the completion of snow
melt. Consequently the existence of snow changes
the surface energy and water budget enormously. A
snow surface typically reduces the aerodynamic rough-
ness, so that it may also have a dynamical effect
on the atmospheric circulation and hydrologic cycles
(see Chapter 41, Evaporation Modeling: Potential,
Volume 1; Chapter 43, Evaporation of Intercepted
Rainfall, Volume 1; Chapter 45, Actual Evaporation,
Volume 1).

Evaporation is the return flow of water from the surface
to the atmosphere and gives the latent heat flux from
the surface. The amount of evaporation is determined
by both atmospheric and hydrological conditions. From
the atmospheric point of view, the fraction of incoming
solar energy to the surface leading to latent and sensible
heat flux is important. Wetness at the surface influences
this fraction because the ratio of actual evapotranspira-
tion to the potential evaporation is reduced due to drying
stress. The stress is sometimes formulated as a resis-
tance, and such a condition of evaporation is classified
as hydrology-driven. If the land surface is wet enough
compared to the available energy for evaporation, the
condition is classified as atmosphere-driven.
Transpiration is the evaporation of water through
stomata of leaves. It has two special characteristics
different from evaporation from soil surfaces. One is
that the resistance of stomata is related not only to the
dryness of soil moisture but also to the physiological
conditions of the vegetation through the opening and
the closing of stomata. Another is that roots can transfer
water from deeper soil than in the case of evaporation
from bare soil. Vegetation also modifies the surface
energy and water balance by altering the surface albedo

and by intercepting precipitation and evaporating this
rain water (see Chapter 42, Transpiration, Volume 1).
Runoff returns water to the ocean which may have been
transported in vapor phase by atmospheric advection
for inland. The runoff into oceans is also important for
the freshwater balance and the salinity of the oceans.
Rivers carry not only water mass but also sediment,
chemicals, and various nutritional matters from conti-
nents to seas. Without rivers, global hydrologic cycles
on the earth will never close (see Chapter 80, Erosion
and Sediment Transport by Water on Hillslopes, Vol-
ume 2; Chapter 114, Snowmelt Runoff Generation,
Volume 3; Chapter 111, Rainfall Excess Overland
Flow, Volume 3; Chapter 112, Subsurface Storm-
flow, Volume 3).

Runoff at hill-slope scale is nonlinear and a complex
process. Surface runoff could be generated when rainfall
or snow melt intensity exceeds the infiltration rate of the
soil or precipitation falls over saturated land surface.
Saturation at land surface can be formed mostly by
topographic concentration mechanism along hill-slopes.
Infiltrated water in the upper part of the hill-slope flows
down the slope and discharges at the bottom of the
hill-slope. Because of the highly variable heterogeneity
of topography, soil properties such as conductivity
and porosity, and precipitation, basic equations, such
as Richard’s Equation, which can express the runoff
process fairly well at a point scale or hill-slope scale,
cannot be directly applied for macroscale because of its
nonlinearity.

The global water cycle unifies these components consist-
ing of the state variables (precipitable water, soil moisture,
etc.) and the fluxes (precipitation, evaporation, etc.).
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WATER BALANCE REQUIREMENTS (see
Chapter 5, Fundamental Hydrologic
Equations, Volume 1)

The conservation law of water mass in any arbitrary
control volume implies a water balance. In this section, the
water balance over land, for atmospheric column, and their
combination are presented (Oki, 1999). Some applications
are introduced, as well.

Water Balance at Land Surface

In the field of hydrology, river basins have commonly been
selected for study, and water balance has been estimated
using ground observations, such as precipitation, runoff,
and storage in lakes and/or groundwater.

The water balance over land is described as,

3S
5 =P—E—R—R,

2
where S represents the water storage within the area, ¢ is
time, (0S/d¢) is the change of total water storage with
time, P is precipitation, E is evapotranspiration, R, is
surface runoff, and R, is the groundwater movement. S
includes snow accumulation in addition to soil moisture,
groundwater, and surface water storage including retention
water within the control volume, defined by the area of con-
cern over land with bottom generally at the impermeable
bedrock. These terms are shown in Figure 2(a). Equa-
tion (1) means water storage over land increases by precip-
itation, and decreases by evapotranspiration, surface runoff,
and groundwater movement.

If the area of water balance is set within an arbitrary
boundary, R, represents the net outflow of water from the
region of consideration (i.e. the outflow minus total inflow
from surrounding areas). Generally it is not easy to estimate
groundwater movement R,, and the net flux per unit area
within a large area is expected to be comparatively small. If

becomes:
s

Fr

—E—R, 3)
This assumption is generally valid at the outlet of a
catchment. In most cases, surface river runoff R, becomes
river discharge through river channel network, and can be
observed at a point unlike other fluxes, such as P and E
that should be spatially measured.

Water Balance in the Atmosphere

Atmospheric water vapor flux convergence gives water
balance information that can complement the traditional
hydrological elements such as precipitation, evapotranspi-
ration, and discharge. The basic concept and an application
of using atmospheric data to estimate the terrestrial water
balance was presented by Starr and Peixoto (1958).

The atmospheric water balance for a column of atmo-
sphere from the bottom at land surface to the top of the
atmosphere is described by the equation,

W o+ @E-P

” 4)

where, W represents precipitable water (i.e. column storage
of water vapor), Q is the convergence of water vapor
flux in the atmosphere. Since the water content in the
atmosphere in the solid and liquid phases are generally
small, only vapor phase of water is considered in equation
(4). The balance is schematically illustrated in Figure 2(b),
and describes that the water storage in an atmospheric
column is increased by the horizontal convergence of water
vapor and evapotranspiration from bottom of the column
(land surface), and decreases by precipitation which goes
out from the bottom of the atmosphere to land.

Combined Atmosphere—River Basin Water
Balance

Equations (3) and (4) can be combined into:

all groundwater movement is considered to be that observed oW 98
at the gauging point of a river (R, = 0), and equation (2) ot t0=FP-E)= a9t + R, ®)
Precipitation — Precipi-
o Precipi- table
4 Evapotranspiration table Vapor water \Vapor flux
water flux — >
— > g P
7 Runoff A e Runoff
Basin > Basin >
storage Groundwater  Precipitation Y storage Groundwater
movement Evapotranspiration movement

() (b)

Figure 2

©

(a) Terrestrial water balance, (b) Atmospheric water balance, and (c) Combined atmosphere-land surface water

balance. (a), (b), and (c) correspond to equations (3), (4), and (6), respectively
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Figure 2(c) illustrates the balance in this equation, and
illustrates that the difference of precipitation and evapotran-
spiration is equal to the sum of the decrease of atmospheric
water vapor storage and horizontal convergence, and also
to the sum of the increase of water storage over land and
runoff. Theoretically, equation (5) can be applied for any
control volume of land area combined with the atmosphere
above, even though practical applicability depends on the
accuracy and availability of atmospheric and hydrologic
information.

The following further assumptions are often employed in
annual water balance computations:

e Annual change of atmospheric water vapor storage is
negligible ((0W /dt) = 0).

e Annual change of water storage at land is negligible
((9S8/0t) = 0).

With these assumptions, equation (5) simplifies to:
Q=P -E)=R, (6)

If a river basin is selected as the water balance region,
R, is simply the discharge from the basin. The simplified
equation 6 demands that the water vapor convergence,
“precipitation-evaporation”, and net runoff should balance
over the annual period when the temporal change of storage
terms can be neglected.

Estimation of Large-scale Evapotranspiration

The equation

aw

E=——-0+P @)

ot
obtained from equation (4) can be applicable over periods
shorter than a year, unlike the assumption adopted for
equation (6). If atmospheric data with precipitation data
are available over short timescales such as months or days,
evapotranspiration can be estimated at the corresponding
timescales, of course, subject to severe limitations imposed
by the accuracy of the data. The region over which the
evapotranspiration is estimated is not limited to a river basin
but depends only on the scales of the available atmospheric
and precipitation data.

Estimation of Total Water Storage in a River Basin
Equations (3) and (4) give

W ok ®)
ar ot ?

which indicates that the change of water storage in the
control volume over land can in principle be estimated
from atmospheric and runoff data. Although an initial value

is required to obtain the absolute value of storage, the
atmospheric water balance can be useful in estimating the
seasonal change of total water storage in large river basins.

Estimation of Zonally averaged Net Transport of
Fresh Water

The meridional (north—south direction) distribution of the
zonally averaged annual energy transports by the atmo-
sphere and the oceans have been evaluated, even though
there are quantitative problems in estimating such values
(Trenberth and Solomon, 1994). However, the correspond-
ing distribution of water transport has not often been
studied although the cycles of energy and water are closely
related. Wijffels et al., (1992) used values of Q from Bryan
and Oort (1984) and discharge data from Baumgartner
and Reichel (1975) to estimate the freshwater transport by
oceans and atmosphere, but their results seem to have large
uncertainties and they did not present the freshwater trans-
port by rivers.

The annual freshwater transport in the meridional
(north—south) direction can be estimated from Q and river
discharge with geographical information such as the loca-
tion of river mouths and basin boundaries (OKi et al., 1995).
Results are introduced in the next section.

RIVERS IN GLOBAL HYDROLOGICAL CYCLE

The freshwater supply to the ocean has an important effect
on the thermohaline circulation because it changes the
salinity and thus the density. The impacts of freshwater
supply to ocean are enhanced in the case of large river
basins because they concentrate freshwater from large area
to their river mouths.

It also controls the formation of sea ice and its temporal
and spatial variations. Annual freshwater transport by rivers
and the atmosphere to each ocean is summarized in Table 2
based on the atmospheric water balance (Oki, 1999). Some
part of the water vapor flux convergence remains in the
inland basins. There are a few negative values in Table 2,
suggesting that net freshwater transport occurs from the
ocean to the continents. This is physically impossible and
is caused by errors in the source data. Although a detailed
discussion of the values in Table 2 may not be meaningful,
it is nevertheless interesting that such an analysis does
make at least qualitative sense using the atmospheric water
balance method with geographical information on basin
boundaries and the location of river mouths. In this analysis,
it should be noted that the total amount of freshwater
transport into the oceans from the surrounding continents
has the same order of magnitude as the freshwater supply
that comes directly from the atmosphere, expressed by Q.

The annual freshwater transport in the meridional direc-
tion has been also estimated based on atmospheric water
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Table 2 Annual freshwater transport from continents to each ocean (10" kgyear~') mean for 1985-88. ‘Inner’

indicates the runoff to the inner basin within Asia and Africa. —Vy- Q indicates the direct freshwater supply from the
atmosphere to the ocean. N.P., S.P., N.At., and S.At. represent North Pacific, South Pacific, North Atlantic, and South

Atlantic Ocean

N.P. S.P. N.At. S.At. Indian Arctic Inner Total
Asia 4.7 0.4 0.2 3.3 2.7 0.1 11.4
Europe 1.7 0.0 0.7 24
From Africa -0.2 0.9 -0.2 —-0.4 0.1
rivers N. America 2.9 4.8 1.1 8.8
S. America 0.5 0.4 5.7 8.3 14.9
Australia 0.1 0.1 0.2
Antarctica 1.0 0.1 0.8 1.9
From Total 8.1 1.9 12.2 9.3 4.0 4.5 -0.3 39.7
atmosphere —Vy- Q 9.9 -11.1 —-12.7 —-14.0 —-14.0 2.2 —39.7
Grand Total 18.0 -9.2 -0.5 —-4.7 -10.0 6.7 -0.3 0.0
Annual water transport South America, and the peaks at the equator and 10°N are
40 * P — é}\%?g"hefe 100 due to rivers in South America, such as the Magdalena and
a 1 Oceani Orinoco. Large Russian rivers, such as the Ob, Yenisey,
g 20 g and Lena, carry the freshwater towards the north between
FEETNE WA PR e 50-70°N.
L 50 g These results suggest that the hydrological processes over
S'x/ = land play nonnegligible roles in the climate system, not only
2 7107 3 by the exchange of energy and water at the land surface,
% -20 i but also through the transport of freshwater by rivers, which
S 30 affects the water balance of the oceans and forms a part
_ap L 0 of the hydrological circulation on the Earth among the

90S 60S 30S EQ. 30N 60N 90N
Latitude (Mean 1989-1992)

Figure 3 The annual freshwater transport in the merid-
ional (north—south) direction by atmosphere, ocean, and
rivers (land) Oki etal., 1995. Water vapor flux trans-
port of 20 x 10> m3year~' corresponds to approximately
1.6 x 10'® W of latent heat transport. Shaded bars behind
the lines indicate the fraction of land at each latitudinal
belt

balance with results shown in Figure 3. The estimates in
Figure 3 are the net transport, that is in the case of oceans,
it is the residual of northward and southward freshwater
flux by all ocean currents globally, and it cannot be com-
pared directly with individual ocean currents such as the
Kuroshio and the Gulf Stream. It should be noted that the
directions of river flows are mostly steady unlike ocean or
atmospheric circulations, and concentrates the freshwater in
one direction through out the year.

Transport by the atmosphere and by the ocean have
almost the same absolute values at each latitude but with
different signs. The transport by rivers is about 10% of
these other fluxes globally (this may be an underestimation
because O tends to be smaller than the river discharge
observed at a land surface). The negative (southward) peak
by rivers at 30°S is mainly due to the Parana River in

atmosphere, continents, and oceans.

GLOBAL WATER BALANCE ESTIMATED BY
LAND SURFACE MODELS

The values quoted in Table 1 and Figure 1 are estimated
based on various observations with some assumptions in
order to obtain global perspectives. These values are some-
times different in other references probably because source
of observed data, methodology to estimate, and assump-
tions are different. In some cases, global water balance are
estimated using empirical relationship of evapotranspiration
to precipitation in each latitude (Baumgartner and Reichel,
1975).

Recently, under an international research project, land
surface models (LSMs) were used to estimate global
water and energy balances for 1986 through 1995 in
order to obtain global distribution of surface soil mois-
ture, which is not easy to obtain but relevant for under-
standing the land-atmosphere interactions (IGPO, 2002).
The project was called the Global Soil Wetness Project
(GSWP) and its goal was to produce state-of-the-art
global data sets of land surface fluxes, state variables,
and related hydrologic quantities (see Chapter 178, Mod-
eling of the Global Water Cycle: Numerical Models
(General Circulation Models), Volume 5; Chapter 201,
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Land-Atmosphere Models for Water and Energy Cycle
Studies, Volume 5).

In the second phase of the project (GSWP-2), Mete-
orological forcing are hybrid products of National Cen-
ter for Environmental Prediction (NCEP)/Department of
Energy (DOE) reanalysis observational data and satellite
data, and provided at 3-hourly time step for a period
of thirteen and half years from July 1982 to December
1995. The first three and half years data is used for spin
up. The land surface parameters are specified from Earth
Resources Observation and Science Data Center (EDC)
for land-cover data and International Geosphere—Biosphere
Programme Data Information System (IGBP-DIS) for soil
data. Both land surface parameters and meteorological forc-
ing are at one degree resolution for all land grids excluding
Antarctica.

Figure 4 illustrates the model derived global water
balance over global land excluding ice, glacier, and
lake. Numerics in the box corresponds to the 10-year
mean annual value of 8 LSMs participated to GSWP2
(Oki et al., 2005). The vertical ranges shown above
and below the boxes indicate the maximum and min-
imum values in interannual variation of mean annual
value among 8 LSMs. The horizontal ranges shown left
and right of the boxes indicate the maximum and min-
imum values of intermodel variation of 10-year mean
value by 8 LSMs. Generally speaking, intermodel vari-
ation exceeds the interannual variation, which suggests
that the uncertainties associated with the selection of
a model or a procedure is larger than the sampling

error of estimating global water balance. In the case of
rainfall, intermodel variation is small because common
precipitation forcing was given to LSMs and the differ-
ences among LSM estimates were caused by the differ-
ent judgment of rain/snow recognition by each modeling
group.

The advantage of using models estimating global water
balance is the ability to have more detailed insights than
observation of only estimates. For example, snow over land
excluding ice and glacier area is approximately 10% of total
precipitation, and the ratio of surface runoff and subsurface
runoff is approximately 2:3 in Figure 4. In some LSM,
neither surface nor subsurface runoff process is considered
and that is the reason why minimum values are zero. Even
though now it is impossible to assess the validity of these
breakdowns since there is no observational information of
either the separated amount of the snow and rain, or the
surface and subsurface runoff. However, on the other hand,
such estimates will stimulate interest to collect and compile
global information on these quantities in the future.

Further, evapotranspiration were estimated separately by
bare soil evaporation (Es), evaporation from intercepted
water on leaves (Ei), evaporation from open water (Ew),
and transpiration from vegetation (Et) as in Figure 5, even
though the intermodel variation is quite large partially
because some LSM does not consider one or more of
these path of evapotranspiration. Even though the values
in Figure 5 are not definitive, it is interesting to see that
bare soil evaporation and transpiration from vegetation are
closely comparative, and interception loss is approximately

Global terrestrial water budget
Unit: mm year™!
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Figure 4 Global terrestrial water balance averaged for 1986-1995 estimated by eight land surface models in
boxes. Interannual variation range (vertical) for 1986 through 1995 and intermodel discrepancies (horizontal)
among eight models are presented for the annual mean estimates. A color version of this image is available at

http://www.mrw.interscience.wiley.com/ehs



THE HYDROLOGIC CYCLES AND GLOBAL CIRCULATION 21

Global composition of evapotranspiration
Unit: mm year™?
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Figure 5 Global composition of evapotranspiration averaged for 1986-1995 estimated by eight land surface models
in boxes. Interannual variation range (vertical) for 1986 through 1995 and intermodel descrepancies (horizontal)
among eight models are presented for the annual mean estimates. A color version of this image is available at

http://www.mrw.interscience.wiley.com/ehs

10% of the total evapotranspiration. It would be exciting if
these estimates are revised and validated by some observa-
tional measures, and intermodel discrepancies are reduced.

ANTHROPOGENIC EFFECTS ON THE GLOBAL
WATER CYCLE (see Chapter 34, Climate
Change - Past, Present and Future, Volume 1)

Global water cycles are essential in the Earth System
because of flux exchange, mass and heat transport, and
control on biogeochemical cycles (see Chapter 189, Land
Use and Water Resources Under a Changing Climate,
Volume 5).

According to the paradigm shift of research in natural sci-
ences, after the wide recognition of global environmental
problems, it is the era “The Anthropocene” for geosciences
to study the real situation of the Earth (Crutzen, 2002)
including the various impact of anthropogenic activities.
Water cycle is one of the most exposed nature and vul-
nerable to human impacts. Therefore hydrological science
should deal with water cycles on the Earth, its impact on
human society, and the anthropogenic impact on water
cycles on the Earth (see Chapter 117, Land Use and
Land Cover Effects on Runoff Processes: Urban and
Suburban Development, Volume 3; Chapter 118, Land
Use and Land Cover Effects on Runoff Processes: Agri-
cultural Effects, Volume 3; Chapter 119, Land Use and
Landcover Effects on Runoff Processes: Forest Harvest-
ing and Road Construction, Volume 3).

Human impacts on hydrologic cycles are various. Land
use/land-cover transforms, topographical modification and
compression of soil layers, including building cities and
cultivation of different species of plants (agricultural activ-
ities), have large impacts on water cycles through changing
the boundary conditions. Water withdrawals and uptake for
irrigation, and municipal and industrial water usages modify
water cycle significantly for both quantitative and qualita-
tive aspects (see Chapter 132, Rainfall-runoff Modeling
for Assessing Impacts of Climate and Land Use Change,
Volume 3; Chapter 187, Land Use Impacts on Water
Resources — Science, Social and Political Factors, Vol-
ume 5).

These anthropogenic impacts on surface/subsurface water
cycles may have indirect effects on atmospheric circula-
tion and regional climate, for example, deforestation may
have caused long-term decrease of precipitation in partic-
ular months when large-scale circulation (such as Asian
Monsoon) is not dominant for precipitation but the local
boundary condition matters (Kanae et al., 2001).

Figure 6 schematically illustrates the impacts of
increasing population and economic activities associated
with consumptive life style on hydrological cycles, water
withdrawals, and resulting change in water stress. Water
withdrawals are increased directly by the increase in
population and water usage per capita, and indirectly
through the increase in food production. Food production
also changes land use, and land use is changed by
industrialization, as well. Increased industrial activities
and land use change are increasing the emission of the
Green House Gases (GHGs), and changing climate. Any
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Figure 6 Diagramillustrating major pathways how demo-
graphic and economic growth have influence on the
changes in hydrological cycles and water withdrawals
through changes in land use, water withdrawals, and cli-
mate related to food production and the emission of the
Green House Gases (GHGs)

change in both supply side (hydrological cycle) and demand
side (water withdrawals) will incur adaptation in water
resources management, and it will be serious if the climate
change will be associated with more intense and intermittent
precipitation, which will cause more frequent occurrence
of floods (Milly et al., 2002) and droughts (Manabe et al.,
2004).

Finally, globalization has increased worldwide trades,
and it is associated with true water transport and “virtual
water” trade. True water transport is the water transport
contained in food, beverage, and other industrial products,
and it occurs in local, regional, and international scales. The
“virtual water” trade is not the transport of physical water,
but it is a concept to consider the external cost of water
consumption; namely, the virtual water content of goods
is equal to the amount of water required if the transferred
goods are produced in the importing/consuming region or
country (Allan 1998; OKki et al., 2003). Even though virtual
water trade does not correspond to the amount of physical
water transport, the concept is useful to assess the real water
scarcity in each region, and will be utilized when water
resources management issues are concerned. Hydrological
sciences are often applied for such issues, and should well
cooperate with such socioeconomic concepts of water (Oki
et al., 2004).
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3: Hydrologic Concepts of Variability and Scale

ROSS WOODS

Catchment Processes and Water Resources Group, National Institute of Water and Atmospheric

Research, Christchurch, New Zealand

All hydrological phenomena have significant variations in time and space. Typically, these variations are driven
by variations in physiographic factors such as climate, soils, vegetation, topography, geology, as well as by
human and animal activities. These externally driven variations then propagate through hydrological systems,
leading to an extremely rich variety of hydrological variability apparent at different temporal and spatial scales,
in different physical settings. Virtually any quantitative approach to this problem requires the selection of a
limited set of spatial and temporal scales within a particular physiographic setting. Any particular choice of
time and space scales has a major influence on which aspects of this hydrological variability are perceived. This
article surveys hydrological variability in both time and space, across a range of scales.

INTRODUCTION
Variability

Variability is the change in hydrological quantity when
comparing one spatial location with another, or one time
with another. Variability occurs naturally, and also because
of human activity (e.g. land cultivation, urbanization, and
forest management). We can see evidence of this variability
in measurements of rainfall, air temperature, soil moisture,
snow cover, groundwater level, and streamflow, or any
other hydrological quantity.

Everyday life already provides us with an intuitive
understanding of the many aspects of variability, for
example, from the common experience that air temperature
is variable with space and time. We know about the time
variation of temperature on at least three different scales:
first, it is generally cooler at night and warmer during the
day; second, daytime temperatures are cooler on cloudy
days; and third, it is generally cooler in winter and warmer
in summer. These three examples of temporal variability are
at different timescales: the first is at the daily timescale, the
second has no particular timescale (cloudiness may last for
seconds or for days), and the third is at the annual timescale
(we will define the concept of scale more carefully in
the following text). We also know that air temperature is
variable from place to place: it is cooler in the shade of
a leafy tree than standing out in the sun, and it is cooler

on the mountaintops than in nearby lowlands. We thus have
experience of spatial variability for at least two space scales,
the plant scale (of the order 1 m) and the landscape scale
(perhaps 10km).

Scale in this article is used to mean a spatial or
temporal measure over which a hydrologic variable is being
considered. For example, we may think of the amount of
water held in the rooting zone of a soil at an instantaneous
timescale, or an average value over the timescale of a
day or a year or other period. When we choose a scale,
this affects how we perceive soil moisture, or whatever
other phenomena we care to think of. If we look at the
moment-to-moment variability of instantaneously measured
soil moisture, we see a particular variation. If we examine
daily averaged soil moisture at the same place over the
same period, we see something different. This difference
is the effect of timescale on variability (e.g. Figure 1).
Similarly, we can consider this soil water at the spatial
scale of a “point” or a field average, or a catchment
average. Again, a change in the scale of observation causes
a change in the perceived variability. When one considers
measurements or model estimates that are obtained at
discrete times and locations, then the concept of scale
needs to be expanded: Bloschl and Sivapalan (1995)
recognized this need, and defined a ‘“scale triplet” that
quantifies the spacing, the extent, and the support of a
measurement or model estimate. Chapter 6, Principles

Encyclopedia of Hydrological Sciences. Edited by M G Anderson.
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soil moisture in the Mahurangi catchment, northern New
Zealand, during October 1999, showing that temporal
variability depends on our choice of temporal scale.
Storms on the 8th and 21st of October caused soil moisture
to rise sharply. Soil moisture also has variability at longer
and shorter timescales that are not visible here

of Hydrological Measurements, Volume 1 presents this
notion in more detail.

This article discusses concepts that are used to describe
hydrological variability, and then examines the forms
of variability typically encountered in hydrology, looking
at variability in time, in space, and finally simultaneous
variability in both time and space. Within each of the
sections following, material is generally organized by scale,
beginning with phenomena at finer scales. Examples of
each type of variability are given, using measurements of
hydrological quantities. Since these examples are frequently
drawn from New Zealand, they are particular manifestations
of a more general concept. It is not practical in this brief
article to survey the full gamut of hydrologic variability
at every scale across the globe. The purpose of the
examples is to simply provide an illustration of each
concept. Although this article focuses on the occurrence
and movement of water in hydrological systems, many of
the same concepts are also used to describe the occurrence
and movement of energy and of substances transported by
water, such as sediments and nutrients. The focus here is
generally qualitative, introducing the nature of hydrological
variability and the concepts hydrologists use to deal with
variability. Chapter 7, Methods of Analyzing Variability,
Volume 1 presents quantitative methods for analyzing the
types of variability introduced in the following text.

Defining the Quantity of Interest

Hydrological variability is much more intricate than
our simple air temperature and soil moisture examples
would suggest. We have already noted that the varia-
tion we observe depends on space scale, time scale, and
physiographic setting. In addition, to make meaningful

statements about hydrological variability, we need to spec-
ify the hydrological quantity we are interested in. For
example, we may be interested in a water flux such as
precipitation, snowmelt, throughfall, infiltration, evapora-
tion, recharge, or streamflow, or a store of water such as
the snowpack, canopy storage, root-zone soil water stor-
age, or water level in an aquifer, river, lake, or wetland.
For example, we would expect the temporal variability of
groundwater level at a location to be quite different to
the temporal variability in rainfall, because of the typically
damped response of groundwater to weather. The hydrolog-
ical cycle for water shown in Chapter 2, The Hydrologic
Cycles and Global Circulation, Volume 1 explains these
fluxes and storages, and their relationship to one another.
Since each of them possess a different type of variation, we
will need to be specific about the flux or store when using
a description of variability.

Hydrological Variability at a Range of Scales

Hydrological variability makes the hydrologist’s task both
interesting and challenging. The same phenomenon has to
be treated differently depending on the space and timescales
of the problem being considered. At the simplest level,
hydrologists treat variability by measuring or estimating the
variations at scales that are relevant to the problem at hand
(and can be measured), neglecting other variations. This
distinction is also referred to as resolved and unresolved
variability. The selection of appropriate time and space
scales at which to resolve variability is often a challenging
task. Figure 2 provides some guidance by showing the
range of time and space scales that are relevant to several
hydrological processes. For a comprehensive review of
scale issues, see Bloschl and Sivapalan (1995).

The spatial or temporal scale we use has a great effect
on the variability we perceive: the scale can act as a
filter, which lets us see some aspects of hydrology and
masks out others. We can of course make very detailed
observations over long time periods or over large regions,
encompassing many sources of variability (e.g. hourly
rainfall measurements for many years, or satellite imagery
at 5m resolution over thousands of square kilometers).
However, humans do not generally comprehend all these
scales at once, and typically take steps to reduce or
compress the amount of information, perhaps by reducing
resolution (e.g. using time series of monthly rainfall), or by
reducing the extent of the data set (e.g. using only a day of
15-s rainfall data).

The Nature of Variability: Random and
Deterministic

Descriptions of variability can be divided into two main
types: random (happening by chance, unexplained, stochas-
tic, probabilistic) and deterministic (caused by preceding
events or natural laws, predictable, cyclic, trend, pattern).
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Figure 2 Schematic relationship between spatial and temporal process scales for many hydrological processes
(Reproduced from Bléschl and Sivapalan (1995) by permission of John Wiley)

One extreme worldview is that all hydrological variability
is deterministic, because every hydrological event has a
cause that is knowable at least in principle. However, there
are many situations in which the deterministic approach
is impractical. There is a long history of treating hydro-
logical quantities as random phenomena, not because they
are intrinsically unpredictable, but simply because the ran-
dom approach is convenient for some tasks. There are also
situations in which detailed knowledge of variations and
their causes is less helpful than identifying an effective
descriptor, such as a statistical parameter or distribution,
which captures the essential behavior of the system, with-
out requiring a detailed enumeration of every part of the
system. A well-known analogy is the use of thermodynam-
ics to describe the net effect of many interacting molecules,
and indeed several attempts have been made to construct
hydrological theories using this approach.

The same physical variable can be treated as a random
quantity in one context, and as deterministic in another.
As an example, consider the rain falling on a small area
in a severe storm. For the purpose of understanding a
catastrophic flooding event caused by a particular storm, it
is appropriate to use detailed measurements of how much
rain fell at what time and over which locations to understand
the movement of storm runoff and the subsequent flooding.
This is a deterministic approach to storm rainfall. However,
when designing a structure to withstand severe storms, it
is often more useful to consider storm occurrence to be a
random phenomena and make a statistical description of
storm rainfall, assessing the probability that an event of a
certain magnitude might occur. Random and deterministic
approaches can also be combined, so that, for example, one
might consider the total depth of rain in a storm to be a
random variable, but use one or more deterministic patterns



26 THEORY, ORGANIZATION AND SCALE

to describe the expected temporal variation of rain intensity
during any storm.

Random and Deterministic Temporal Variability

When considering temporal variability, a natural separation
between random and deterministic variability is often quite
clear. The cyclical movement of the Earth, each day
and each year, leads to regular cycles of incoming solar
radiation at the top of the Earth’s atmosphere. These cycles
are conveniently described deterministically, for example,
using harmonic functions. These regular cycles of incoming
solar radiation are reflected in hydrological variability, to a
greater or lesser extent depending on which variables and
locations are considered.

The daily cycle is driven by the Earth spinning on its
axis, causing the Sun to (apparently) rise and set, so that
incoming solar radiation increases and then decreases each
day. These regular changes in energy cause daily cycles in
evaporation and melting that in turn may cause daily cycles
in soil moisture content, snowpack storage, water table
position, and streamflow. In some settings, the daily cycle
of solar radiation causes thunderstorms or strong winds at
particular times of the day, which may then cause other
daily cycles in hydrological variables. The two hydrological
variables most conveniently described with a deterministic
daily cycle are evaporation and snowmelt. At this same
timescale, the occurrence and intensity of precipitation is
the most obvious example of temporal variability that is
conveniently described as random (not withstanding the
tendency for afternoon thunderstorms in the tropics).

A similar chain of causes and effects also occurs each
year, as the Earth orbits about the Sun. The Earth’s axis
is tilted at 23.5 degrees to the orbital plane, so in July
when the North Pole points towards the Sun, the Northern
Hemisphere faces the sun more directly (summer), while the
Southern Hemisphere sees the Sun more obliquely (winter).
Six months later, when the North Pole points away from
the Sun, the seasons are reversed. The consequent seasonal
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changes of incoming solar radiation cause changes in the
hydrological cycle, generally becoming more pronounced
as we move away from the equator. There is typically less
energy available for evaporation and melting in winter than
in summer. During the time of year when evaporation and
melt rates are less than precipitation, water may accumulate
in storages (e.g. in soil, aquifers, snowpacks, wetlands or
lakes) and/or run off as streamflow. As one moves into
summer, the energy available for evaporation and melting
may increase enough to exceed the precipitation rate so that
stored water is evaporated or melted. In very wet or very
dry locations where either precipitation or available energy
is dominant all year round, this seasonal cycle plays a minor
role in the hydrological system.

At some timescales, hydrological variables are under-
stood mainly as random variables. We can illustrate this
using both very short and very long timescales, in which our
understanding of cause-and-effect is typically the weakest.
At the finest space and timescales, highly intermittent tur-
bulent atmospheric processes produce variations in rainfall.
As a result, rainfall at those scales appears random.

Figure 3(a) shows 30-s rainfall accumulations that fluc-
tuate strongly in time, with structures at many different
timescales. At the other extreme, rainfall at timescales
longer than a year typically shows little structure that can
be represented deterministically (but see the discussion of
the El Nino Southern Oscillation (ENSO) in the following
text). In Figure 3(b), the year-to-year variation of annual
rainfall at Warkworth in northern New Zealand provides an
example of this apparently random phenomena.

Random and Deterministic Spatial Variability

Detailed spatial data for hydrology is much less comprehen-
sive than the corresponding temporal data, mainly because
of the difficulties of making spatial measurements covering
areas large enough to be hydrologically significant. As a
result, hydrologists’ current treatment of spatial variability
is still maturing. There are very few direct spatial analogues
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Figure 3 Apparently random variability: (a) Rainfall depths measured every 30s during a storm over a 6 h duration;
(b) annual rainfall depths at one rain gauge over a 70 year duration.
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of the regular daily and annual cycles, except perhaps the
wave-like landform-vegetation complexes known as tiger-
bush, where a succession of parallel crests and troughs
lead to repeated patterns of moisture content and vegetation
growth (e.g. Bromley et al., 1997).

Spatial trends are perhaps more common than spatial
cycles — for example, the tendency for precipitation to
increase and temperature to decrease, as elevation increases.
Figure 4 shows one example of this correspondence in
spatial patterns for accumulated rainfall in a small area
of northern New Zealand. At the global scale, there is a
trend for temperature to decrease as one moves to higher
latitudes, as a consequence of the fact that land at high
latitudes only faces the Sun obliquely, and thus receives
less solar radiation per unit land area.

Much more common than either trends or cycles are
irregular formations, sometimes with a repeated spatial
structure (e.g. hillslope—floodplain—stream bed) at a variety
of spatial scales. An irregular spatial structure is character-
istic of almost every hydrological variable. Such systems
show a level of organization that is intermediate between
deterministic and random — scientifically intriguing, yet
elusive. Since the influential work of Mandelbrot (1982),
substantial research effort has been directed into recogniz-
ing and quantifying patterns in observed hydrology, espe-
cially using concepts based on this idea of self-similarity.
Although this methodology has been used to describe the
scaling of many types of natural variability (e.g. topogra-
phy, rainfall, river networks), further progress is needed to
integrate these patterns into a coherent theory of hydrology.
The ideas of self-similarity do allow a concise description
of how variability changes from one scale to another, but
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at present there is little insight into why these relationships
exist, or how they might be used to improve our knowledge
of the occurrence and movement of water within hydrolog-
ical systems.

Some spatial patterns in hydrology have a well-
understood cause, such as the soil moisture patterns caused
by a well-observed storm, or the occurrence of an aquifer
that has developed as a result of geological structures
that are well mapped. Some current-day patterns are not
the result of current conditions at all, but are a legacy
of historical climate or tectonic activity. Our knowledge
of these causal relationships is frequently valuable in
obtaining and interpreting information on spatial variability
in complex hydrological settings.

Hydrological Variability Depends on the Physical
Setting

It is important to remember when reading this very gen-
eral introduction, that there are many different manifes-
tations of variability besides those illustrated here. For
example, the dominant forms of variability observed in
a temperate landscape are very different from those seen
in regions of extreme cold or aridity. Global hydrological
variability is much more intricate than is commonly pre-
sented in textbooks, and although some themes are repeated
across the planet, there is a rich diversity between loca-
tions. Chapter 121, Intersite Comparisons of Rainfall-
runoff Processes, Volume 3 provides an introduction to
intercomparison in the watershed setting.

For further information, the reader is encouraged to con-
sult a reference that takes a comparative approach, such
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Figure 4 Spatial patterns of elevation (from 20-m elevation contours) and rainfall (interpolated from 19 months of data
at 13 rain gauges). A color version of this image is available at http://www.mrw.interscience.wiley.com/ehs
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as Falkenmark and Chapman (1989). There, the authors
propose a global hydrological classification, using maps of
topography (sloping and flat land), climatic aridity (humid
and dry climates), and potential evaporation (cold, tem-
perate, and warm regions). They then provide illustrative
examples of the hydrology for each of the classes in the
classification system. That approach provides a structured
introduction to the astonishing variety of hydrological sys-
tems present on our planet, but is beyond the scope of
this article.

TEMPORAL VARIABILITY

Weather and climate is the most common direct cause
of observed temporal variation in hydrological phenomena
such as soil moisture, snow cover, river flow, or groundwa-
ter levels. Hydrological systems will modulate the meteo-
rological variations, damping some of them and amplifying
others, but the ultimate cause of temporal variability can
usually be traced back to meteorological processes that
control precipitation and evaporation. The other common
source of temporal variability is water or land management
by humans. Regardless of the source, we almost always
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have temporal variability at a wide range of timescales,
both the relatively regular diurnal and annual fluctuations,
as well as irregular fluctuations.

Diurnal Cycle

Figure 5 shows three examples of diurnal cycles in hydrol-
ogy. Soil moisture content measured near Warkworth in
subtropical northern New Zealand increases during the
morning as incoming radiation increases, typically reach-
ing a minimum level shortly after midday each day. The
details of the timing at any particular site will depend on
the exposure of the site to radiation, and the response char-
acteristics of the soil and vegetation. The groundwater level
on the Heretaunga Plains of the temperate eastern North
Island of New Zealand reaches its maximum each morning
around 7 AM. local time, and the minimum level occurs
about 12h later. The diurnal fluctuations at this site are
typically 0.2m: the timing and amplitude of the diurnal
cycle can vary greatly from one location to another, depend-
ing on factors such as how close the groundwater level is
to the ground surface and the moisture status of the soil
just above the groundwater table. If groundwater is being
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Figure 5 Examples of hydrological systems with strong diurnal cycles: (a) variations in soil moisture near Warkworth,
northern New Zealand, caused by diurnal cycle in evaporation (horizontal bars indicate periods of rainfall); (b) variations in
shallow groundwater level in Hawke’s Bay, eastern North Island of New Zealand, caused by diurnal cycle in evaporation;
(c) variations in streamflow on Jollie River at Mt Cook Station, central South Island of New Zealand, caused by diurnal

cycle in snowmelt
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pumped, then this can change the diurnal cycle significantly.
River flow in the Maryburn River in the subalpine central
South Island of New Zealand reaches a maximum in mid-
afternoon when the peak of the snowmelt from its 52-km?
catchment reaches the river flow-recording site. The cycle
is most pronounced on rainless days in early summer when
the seasonal snowpack is melting.

Storm Event

When precipitation falls as a discrete storm, separate from
other storms, this is known as an event. There are many
ways to define storms, so the timescale for events is not
precisely defined, but typically ranges from a few minutes
to a few days. At even finer timescales of a few seconds,
there are significant effects of kinetic energy of raindrops
in causing surface erosion. However, although the process
might be understood at this timescale, it is treated in prac-
tice by estimating a time-averaged input of kinetic energy.
The time-varying response of a hydrological system varies
tremendously depending on the time pattern of the rainfall,
the physical attributes of the land (including its manage-
ment), the stored water at the beginning of the storm, and
the spatial distribution of the rainfall. Figure 6 shows an
example from the Mahurangi River at Sheepworld, a 2.6-
km? catchment near Warkworth, northern New Zealand.
For the purposes of this article, the message to be taken
from Figure 6 is merely that streamflow responds nonlin-
early to rainfall, that is, there is not a direct proportionality
between rainfall and streamflow. Thus, temporal variability
in rainfall is transformed or filtered by catchments. Under-
standing the transformation from rainfall to streamflow has
occupied thousands of hydrologists for decades, because of
its practical engineering significance and its apparent sim-
plicity. Articles Chapter 111, Rainfall Excess Overland
Flow, Volume 3 and Chapter 134, Downward Approach
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Figure 6 Event-scale variability in hourly rainfall and
streamflow from the Mahurangi River at Sheepworld. The
response to the small rainfalls over 18—-21 November is
disproportionately low

to Hydrological Model Development, Volume 3 explore
this topic in detail.

Extremes

An important and dramatic practical expression of tempo-
ral variability is the occurrence of extreme hydrological
events — most obviously floods, severe snowstorms, and
very high lake and groundwater levels, and also droughts
and very low levels in lakes, rivers, and groundwater. The
temporal distribution of floods depends greatly on the phys-
ical setting, with some regions having floods that occur at
consistent times of the year because of the seasonal weather
cycle and its interaction with the landscape and with water
resource management, while others can have floods at any
time of year, or in fact have years without any signifi-
cant floods, or even any streamflow at all. The year-to-year
variation in flood magnitude is very often treated using
statistical techniques to assist in extrapolation from flood
records of a few decades’ duration up to events that might
only be expected once a century, especially as part of the
design of engineering structures. Chapter 125, Rainfall-
runoff Modeling for Flood Frequency Estimation, Vol-
ume 3 provides a detailed treatment of this subject.

Low river flows typically show less interannual variabil-
ity than floods, mainly because the distributions of river
flows are typically skewed towards lower values, and mea-
sured river flows cannot be lower than zero.

In the plots of flow data shown in Figure 7, two rather
different examples of interannual variability are shown. The
Grey River at Dobson, whose catchment lies in a very high
rainfall area, has little year-to-year variation in flood size. In
contrast, the much drier Hakataramea River only produces
significant floods occasionally. One simple way to quantify
interannual variability is to consider the largest or smallest
value from every year of record, and then calculate the
coefficient of variation (CV, i.e. standard deviation/mean)
of this set of observations. Small values of CV (less than
one) indicate that the years are similar to one another. The
CV values for annual floods are shown in Table 1: for each
river, the CV for low flows is less than the CV for floods.

More apparent in Figure 8 is the difference in the range
of flows for the two sites. The range of flows in the
Grey, from lowest to highest, is less than a factor of 100,
whereas the range in the Hakataramea is more than a
factor of 1000. Methods for characterizing and comparing
the distributions of hydrological variables such as river
flows are given in Chapter 7, Methods of Analyzing
Variability, Volume 1.

Annual Cycle and Seasonality

The seasonal cycle is perhaps the most ubiquitous in hydrol-
ogy: it is evident in many (but not all) hydrological systems.
The causes and effects of seasonal cycles vary considerably
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lllustrations of interannual variability in flood peaks: (a) floods vary little from year to year on the Grey River at

Dobson (3830 km?), on the west coast of New Zealand’s South Island, where rainfall is frequent and substantial (catchment
average annual rainfall exceeds 3500 mmy~'); (b) substantial interannual variability in flood peaks on the Hakataramea
River above Main Highway Bridge (899 km?), on the much drier east coast of New Zealand’s South Island (average annual
rainfall is ca. 700mmy~') (Data from both sites are recorded every 15 min, and the plots show daily maxima)

Table 1 Coefficients of variation for floods and one-day
low flows in two contrasting rivers in New Zealand

CV of annual  CV of annual

River maximum minimum
measurement site floods one-day flows
Grey River at Dobson 0.24 0.16
Hakataramea River 1.40 0.48

above Main Highway
Bridge

from region to region, and also across different elements
of the hydrological cycle. For example, in regions where
temperature is both above and below freezing, seasonal
hydrological responses are driven by the accumulation of
snow in the cold season and its release as meltwater in the
warm season (Figure 9a). In more temperate regions with-
out snow, where rainfall exceeds evaporation in winter, but
the reverse is true in summer, water typically accumulates
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in soils and aquifers over winter (Figure 9b, c), possibly
to the extent that water flows into rivers under gravity
drainage (Figure 9d). In summer, the water stored in soils
and groundwater reduces as plants draw on it to transpire,
and gravity drainage gradually exhausts all the pore water
it is able to influence. In both these settings, the observed
temporal pattern of storage is as much the same (high in
winter, low in summer), but the mechanism is different. Of
course, there are many regions where neither or both of
these descriptions may apply, and it is outside the scope of
this article to provide a detailed classification and descrip-
tion of hydrological regimes.

Seasonal hydrological cycles are of tremendous biolog-
ical, economic, and cultural significance to almost any
phenomena that is affected by freshwater, and has response
times of months or more. Hydrological seasonality is not
only important to hydrologists! To give just a few exam-
ples, seasonal changes in soil moisture and rivers affect the
growth and viability of almost every kind of terrestrial plant
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Interannual variability in low flows for the same two rivers shown in Figure 7: these two rivers have rather

similar interannual variability in low flows (Data from both sites are recorded every 15 min, and the plots show both daily

minima and maxima each day)
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Figure 9 Examples of hydrological systems with annual cycles (horizontal bars indicate winter): (a) streamflow (monthly
averages) in the predominantly snow-fed Jollie River, central South Island, New Zealand; (b) soil moisture (weekly
averages) near Warkworth; (c) groundwater level (hourly data and monthly averages) on the Heretaunga Plains in
Hawke’s Bay, eastern North Island, New Zealand; (d) streamflow (weekly averages), for the Mahurangi River at College
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and creature. The availability of water in the warm grow-
ing season affects the economic viability of many kinds
of terrestrial food production. Finally, many human activi-
ties and cultural constructs are centered on the seasons, for
example, numerous forms of recreation that use freshwater
and snow. It is not hard to see that any changes in the sea-
sonal structure of hydrology would have very far-reaching
effects, right across the planet.

Interannual Variability

At timescales longer than a year, detailed understanding of
hydrological variability tends to be limited to those sys-
tems with long characteristic response times, such as deep
groundwater systems and large lakes, which respond rel-
atively gradually to changes in external forcing. In those
systems, the impact of a particular event (e.g. a large
input of water from a flood) may take years to propa-
gate through the system, and so that system’s response
may be well understood. In more rapidly responding hydro-
logical systems, our understanding is crucially dependent
on understanding the behavior of the external systems

such as climate. At timescales longer than a year, atmo-
sphere—ocean phenomena, such as ENSO, PDO (Pacific
Decadal Oscillation), and others, are understood to pro-
vide significant controls on interannual and interdecadal
variations in rainfall, temperature, and solar radiation, all
of which can significantly influence hydrology. Statisti-
cal analyses have shown that important linkages do exist
between these ocean—atmosphere phenomena and local
weather (e.g. Salinger and Mullan, 1999).

Finally, at multidecadal and century timescales, climate
change can completely alter the hydrological cycle. For
example, during previous ice ages, large portions of the
earth’s surface were permanently covered in ice. Over
the last hundred years, a gradual increase in temperatures
has occurred, and the most likely scenario is for this
temperature increase to continue. This is likely to produce
a long-term trend in recorded data for water temperature,
snow occurrence, glacier size, and freshwater input to high-
latitude oceans. In addition, but with less certainty, forecasts
have been made that this global warming will lead to an
accelerated hydrological cycle, with more intense rain and
more evaporation (Watson et al., 2001).
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Hydrological Treatments of Temporal Variability

To summarize, hydrologists have a range of strategies for
responding to temporal variability. We frequently resolve
the variability down to days, hours, minutes, or even
seconds using high-resolution recording instruments or
explicit time steps in detailed simulation models. If this
approach is impractical or inappropriate, we may select
particular time periods of interest, and confine our study to
those periods — the study of particular floods or droughts in
hydrological systems is an example of this. Finally, where
interest is predominantly in providing answers at longer
timescales, but short timescale effects are known to be
relevant, we may statistically summarize the short timescale
variation and use mathematical techniques (e.g. Eagleson,
1978; Milly, 1994) to integrate over this variability.

SPATIAL VARIABILITY

Spatial phenomena in hydrology are mainly driven exter-
nally by spatial patterns in climate, soils, vegetation, topog-
raphy, and geology. However at very long timescales,
complex spatial organization develops which is created by
the internal dynamics of the hydrological system. In surface
hydrology, this self-organization appears to manifest itself
in (i) consistent upslope-to-downslope structure of soils
and hillslope geomorphology (e.g. Chappell and Ternan,
1992); (ii) regularities in channel network geomorphology
(e.g. Rodriguez-Iturbe et al., 1992, but see also Kirch-
ner, 1993); and (iii) braided river networks (Sapozhnikov
and Foufoula-Georgiou, 1997). However, our knowledge of
how and why such regularities emerge remains very lim-
ited, and as a result, they (and other emergent features) have
yet to find a place in a coherent theory of hydrology.

Geological variation is a dominant source of spatial
variability in groundwater-dominated systems, and several
distinctive approaches have been developed to conceptual-
ize and quantify subsurface variability in hydrology (e.g.
Anderson, 1997). A distinction between deterministic and
random approaches is once again useful. The random (or
stochastic) approach has been used to quantify a continuous
model of heterogeneity, while more deterministic methods
have typically been used when a discrete model of geolog-
ical facies is employed.

For both surface and subsurface hydrology, the extremely
complex nature of the problem and the difficulties in
making comprehensive measurements have limited the
amount of progress made, although in both cases very
sophisticated approaches have been developed. Frequently,
the level of sophistication in the concepts has outstripped
our ability to collect data that might allow us to choose
amongst the competing ideas.

In the light of the more complex, less well-understood
situation with spatial variability, here some characteristic

spatial patterns in a number of the driving variables known
to influence spatial variability in hydrology are outlined.
However, since it is not clear how these factors combine,
we are unable to provide a clear synthesis at this stage.
We conclude this section by summarizing a number of
approaches currently taken by hydrologists to address the
resulting challenges.

Climate

Climate and weather variability in space occurs in all
three spatial dimensions, right down to the scale of a
raindrop. Vertical variability is a relatively well-understood
matter for meteorologists, but is generally neglected in
hydrology, where the emphasis is generally on exchanges
of water and energy at the ground surface. At the very fine
scale of a raindrop, instantaneous rainfall is patchy and
evaporative forcing is turbulent. However, if one considers
average fluxes over timescales of minutes or more, then the
corresponding spatial scales are correspondingly larger.

Within a rainstorm, there are numerous nested evolving
structures, typically within any characteristic scale between
the smallest turbulent eddy and the extent of the entire
storm. Figure 10 shows several snapshots of a rainstorm at
scales from hundreds of kilometers down to a few hundred
meters. Structure and complexity is visible at every scale.
This intricate system is generally either conceptualized as
a continuous hierarchy of scales, linked by some form of
self-similarity, or as a discrete hierarchy of macro-, meso-,
and microscales.

In locations where the vertical relief provided by hills and
mountains is significant, an additional feature is typically
found — rainfall tends to be greater at higher elevations.
More specifically, rain is typically greater on the upwind
side of mountain ranges, where orographic uplift causes
rapid cooling of the air. Such cooled air has less capacity
to hold moisture, and excess water is precipitated as rain or
snow. On the downwind side of the range, the air is able
to warm again, and rainfall may be lower, because of the
increased moisture capacity of the air. In cases of extremely
steep mountains, the downwind rainfall may also be lower
if much of the moisture in the air column is rained out on
the upwind side.

At the very largest spatial scales, one finds a climate
regime — that is, a region with a characteristic set of
seasonal weather patterns. Thus, one has, for example, a
Mediterranean climate, with cool wet winters and warm
dry summers, in contrast to the humid tropical climates
found near the equator. The Koppen climate classification
(Trewartha and Horn, 1980) provides a formal list of
climate types with operational definitions that have been
mapped for the globe.

The pragmatic response of hydrology to within-storm
spatial variability is to make a very limited attempt to
resolve the within-storm spatial patterns. Only recently



HYDROLOGIC CONCEPTS OF VARIABILITY AND SCALE 33

X-band radar at
18-Aug-1998 16:16:00

C

7.5 km

-band radar at 18-Aug-1998 16:15:00

Annual rain (mm)
0-400
400-800
800-1200

1 1200-1600

I 1600-2400

I 2400-3200

I 3200-4800

I 4300-20000
No data

10

(b)

" -4
-3
Marvex \3. S5
: - : ly
200 km mm/h » 0 300 Kilometers

©

Figure 10 Spatial rainfall patterns for three space-time combinations (a) hourly rain over a 15-km radius near Warkworth,
northern New Zealand; (b) hourly rain over a 200-km radius near Auckland, New Zealand; (c) estimated average annual

rainfall over New Zealand

have weather radar and numerical modeling technology
begun to show promise of reliable quantitative estimates
of rainfall. The lack of spatial knowledge has greatly
restricted progress in understanding surface hydrology.
However, it has had little effect on groundwater hydrology,
which is relatively unresponsive at the timescale of a
storm. Spatial patterns driven by orographic effects are
better understood, but spatial gradients are substantial and
often poorly measured. Climate regions are generally well
resolved in space and time — over small study areas, the
existence of a single region is generally taken for granted.

Soils

Soils develop as a result of interactions between geology,
climate, topography, vegetation, and biological processes;
this happens over periods that are long in comparison to
many hydrological timescales. In geologically young land-
scapes, the evolution of soils is actively linked to the
hydrological cycle. As a result of the numerous factors
affecting soil formation and development, soils show com-
plex spatial patterns.

The soil pedon, at a scale from a millimeter up to no big-
ger than a fist, provides discrete three-dimensional objects
around which water may flow preferentially; such flow is
a significant cause of complex water and solute movement.
The study of macropore flow is an active area of research;
suitable research concepts are beginning to emerge, but
much remains to be done in order to provide a quantita-
tive assessment of the effect of macropore flow. Water flow
within a pedon, known as matrix flow, is a well-advanced

topic of soil physics, with a relatively mature understand-
ing of the dominant processes. However, the application of
this knowledge at larger scales is problematic, because pure
matrix flow usually occurs only over short spatial scales.

As one moves downward from the ground surface, soils
typically show sharp vertical contrasts in their physical
properties, including porosity and permeability. These lay-
ers of soil are known as horizons, and they play a major
role in surface water hydrology, through their ability to limit
vertical flow of water and redirect it downslope. Once we
descend more than a few meters below the surface, hori-
zons tend to be thicker, but the material is now geological,
not soil. We discuss geology in the next section.

In the presence of sloping land, soils typically show
a topographically related structure, with shallower, lighter
soils on the upper slopes of hills, and deeper, heavier soils
at the base of the slope, where soils are generally wetter.
This spatial arrangement is known as a soil catena. The
direct observation of soil properties using core or point-
based measurements is rarely practical as a method of
obtaining highly resolved spatial soils data. Within limited
spatial extents, the above spatial associations between
soil and topographic position provide a potential method
for mapping spatial patterns of soils. Remote sensing
techniques, for example, microwave, ground-penetrating
radar, and electromagnetic induction or resistivity, do
provide alternative methods for obtaining spatial soils
information, though not always in traditional formats.

Except in experimental settings, hydrologists tend to use
rather generalized soil maps developed by soil scientists.
Soil maps typically define a type of soil within a defined
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region. However, since the hydrologist is typically con-
cerned with water (and solute) storage and movement,
recourse is needed to a table of physical properties for each
type of soil, known as a pedo-transfer function. This rather
generalized approach has tended to limit progress.

Geology

Geology has all the complexity of soils, but over a much
deeper and less accessible region, well below the earth’s
surface. Anderson (1997) has recently reviewed the geo-
logical heterogeneity of sedimentary systems and provides
two complementary views of heterogeneity: continuous and
discrete. In the continuous view, statistical descriptions are
used to describe random fields of hydrogeological proper-
ties such as permeability and porosity. The discrete view, on
the other hand, emphasizes recognizable structures, known
as facies, which are effectively homogeneous. In either
case, the essential feature is that some regions permit more
rapid flow and transport than others, and that the rela-
tive locations and extents of these regions are important.
See Chapter 9, Statistical Upscaling and Downscaling in
Hydrology, Volume 1 for more details on this topic.

Mathematically sophisticated models of flow and trans-
port have been developed on the basis of statistical models
of geology. These models enable predictions of heteroge-
neous flow fields. However, the challenges of obtaining
enough geological data to parameterize these models still
make the task a challenging one.

Vegetation

Vegetation interacts strongly with the hydrologic cycle, both
in influencing water movement and being affected by water
availability. In this respect, it is rather like soil. However,
the timescales for vegetation are much shorter in some
cases, given that the lifetime of a plant may be as short
as a few weeks. On the other hand, plant communities
can continue at the same location for centuries, if suitable
conditions persist.

At the finest scale of an individual plant, the spatial
pattern of plant roots (and water uptake) or the presence
or absence of a plant’s canopy over the ground surface
(controlling throughfall) can cause spatial patterns of mois-
ture content at scales of centimeters, below and in between
plants. At scales of tens of meters in landscapes with slop-
ing land, one may find the same arrangement as found in a
soil catena, with different types and amounts of vegetation
at the base of the slope, because of the relative abundance
of soil moisture at the bottom of the slope. In addition, dif-
ferences in the topographic aspect of a hillside may cause
differences in solar radiation, and thus in evaporation.

At scales from a few meters to many kilometers, plants
may form communities with particular mixtures of species
that form a community. The plant canopy will typically

show some vertical structure, with one or more upper stories
and an understory. At larger scales than this, plants tend
to reflect the climate and physiography of the region, and
community composition may change in response to long-
term changes in climate.

Topography

The rich structure of topographic variability interacts
with hydrology at scales ranging from microtopography
(1-1000mm wide depressions and rills) to hillslopes
(10—1000m long) and stream environments (0.1—1000m
wide), up to channel networks (1-10000km long). Each
environment hosts distinctive hydrological processes and
spatial complexity.

Microtopographic features are generally sufficiently
numerous and variable, in relation to most field studies and
practical applications, that they are treated using either a
representative uniform value per unit area or by statistical
approaches. For example, depressions in the land surface
that may provide storage of water can be approximated
as an equivalent storage capacity per unit land area, while
rills could be assumed to occur at regularly spaced intervals
across a hillside.

Hillslopes and streams are large enough in relation to
some hydrological studies that their spatial structure may
be resolved in two or three dimensions down to the meter
or submeter scale (e.g. from topographic survey), in order
that the spatial structure of water movement along or within
them is explicitly investigated. For studies at larger scales,
more generalized approaches are often taken, where, for
instance, a hillslope may be represented using a sloping
plane or another suitable geometric model. Similarly, a
generalized stream geometry may be used to represent the
broadscale details, using perhaps a trapezoidal cross section
and planar long section.

Similarly, the tremendously rich three-dimensional geo-
metric detail of channel networks extending over thousands
of kilometers can be represented either explicitly (albeit
only down to the resolution of the available data) or in
summary form, or as a statistical summary of the distances
(or travel times) which water moving along the channels
must cover in order to traverse the network.

Figure 11 shows the predominantly hilly topography of
New Zealand at a range of spatial scales, from a few
hectares to thousands of square kilometers. Since surface
topography is readily accessible to many measurement
techniques, enormously rich data is now available in some
locations. As a result, topography is a common source of
spatially detailed data in hydrological studies, often without
equivalent detail in other hydrologically relevant fields, for
example, precipitation, whose spatial patterns are often very
important but difficult to measure.
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Catchments and Aquifers

Catchments and aquifers are the dominant human-scale
hydrological systems in which all the factors listed above
can interact. With so many different sources of spatial vari-
ability all influencing water storage and movement, each
with multiple spatial scales, it is perhaps no surprise that
spatial variability in hydrology is only dimly understood
at present.

What do we know about spatial variability in hydrologi-
cal responses such as soil moisture, evaporation, groundwa-
ter, and streamflow? We know that almost all these patterns
are difficult to observe in detail, and in the common situa-
tion when the observational data is limited, the patterns are
difficult to interpret. Putting aside these very serious limi-
tations for one moment, we can say that large differences
from place to place in precipitation (e.g. a factor of two or
more) generally lead to pronounced differences in hydrol-
ogy. In fact, such strong spatial gradients of precipitation
are generally sufficient to overwhelm almost any other dif-
ferences, say in soils, vegetation, geology, or topography.
However, in places where the spatial precipitation gradi-
ents are subtler, all the other factors are potentially of great

importance, and it is not yet possible to make general state-
ments about the detailed interactions of all these factors.

Instead, we may make some statements about the effects
of patterns in each of these factors, assuming no variabil-
ity in any of the others. Other things being equal, one
may generally find that forested areas have more evap-
oration, drier soils, and lower streamflows, when com-
pared to areas with short vegetation. Similarly, areas with
a high proportion of clay soils can only infiltrate water
slowly; if the rain falls mainly as intense, infrequent
storms, then soil moisture is only occasionally replen-
ished. The flow of streams in these areas will fall quickly
as summer comes. Steeper terrain causes water to flow
towards flatter locations, where water tends to accumu-
late and move more slowly. Along the same lines, geo-
logical structures with thicker layers or larger pores can
store more water and will respond more slowly to tempo-
ral changes in inflows. Most of these generalizations are
based in interpretations of rather limited spatial data sets,
often in the presence of confounding effects from other
variables. For detailed examinations of spatial patterns in
hydrology, see the collection of studies by Grayson and
Bloschl (2000).
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In response to these difficulties, a number of strategies
have been evolved. The first step to managing the com-
plexity is usually to limit the spatial extent of the study
area as much as possible, and to assume simple boundary
conditions so that flow enters and leaves the study area in
as few ways as possible. Thus, catchment boundaries and
impervious strata are both commonly used no-flow bound-
aries. The second step is to assume that at most only one or
two of the above sources of variability are significant. Thus,
one might build a groundwater model with detailed geolog-
ical heterogeneity, but assuming that rainfall and recharge
are effectively spatially uniform. Or, one might model a
catchment using a detailed spatial representation of precip-
itation, but assuming that soil and vegetation characteristics
are effectively uniform.

More sophisticated treatments of spatial patterns may
seek to identify a characteristic spatial scale over which
spatially averaged quantities are calculated. The assump-
tion here is that the details of finer-scale heterogeneity
may be neglected without losing important information.
The representative elementary volume (REV) idea (Hub-
bert, 1956; Bloschl et al., 1995) provides a clear example
of this approach, with the REV being defined in order to
average over the pores and grains in a porous medium,
and an equivalent continuum representation for flow being
assumed to apply at the scale of the REV. This concept
forms the conceptual basis for much of groundwater hydrol-
ogy. However, it relies on the assumption that variability at
scales larger than the REV will be resolved — in practice,
this is not always simple because of the difficulty of col-
lecting sufficient data. However, the continuum approach
remains a generally accepted paradigm for groundwater.

Inspired by the REV, an entirely analogous concept, the
representative elementary area (REA), has been suggested
for catchment hydrology (Wood et al., 1988). It was sug-
gested that the REA might provide an averaging scale suit-
able for a continuum representation of hydrology, and this
idea has been further extended by Reggiani et al. (1998), to
a representative elementary watershed. However, consider-
able challenges still remain in (i) identifying an area that is
truly representative, rather than simply being an arbitrary
averaging area and (ii) finding physically meaningful ways
to parameterize the effects of subarea heterogeneity: this
latter task will remain extremely challenging until charac-
teristic forms are determined for the heterogeneity.

Following several reviews of REA ideas, some attempts
to generalize from the REA concept have included the
Dominant Length Scales idea of Seyfried and Wilcox
(1995), the Dominant Processes Concept of Grayson and
Bloschl (2000), and dominant sources of space-time vari-
ability by Woods and Sivapalan (1999). However, at this
stage, it is fair to say that our concepts of spatial pattern
in surface hydrology remain incomplete, being either too

qualitative or too limited in applicability to form the basis
of a widely adopted approach.

SPACE-TIME VARIABILITY

The ultimate challenge in the context of this article is to
combine temporal and spatial variability at a wide range
of scales. If a hydrological system is highly damped, then
it may be reasonable to view the system as a succession
of steady states. However, in most cases, space variability
is intimately linked with temporal evolution. At this early
stage of understanding, most of our knowledge on space-
time variability in hydrology is preliminary based on a small
number of hydrological datasets and on simulation models
that are not validated in detail. The concepts are perhaps
easiest to grasp if one thinks of a time sequence of images,
each showing a bird’s-eye view of a catchment or aquifer at
a moment in time. What is the nature of the movie formed
from these images? What do the images look like? How
does this change if we look closely at part of the image?
What controls the way the images change over time? Do
they change smoothly or abruptly in time?

Aquifers are generally dissipative systems, using their
storage capacity to filter out high-frequency variability
in both space and time. However, heterogeneity, such as
localized areas of fracturing or high transmissivity, will
cause localized changes in flow, distorting the smoothness
that might otherwise predominate.

Similar concepts apply for catchments as well, but across
a wider range of timescales. At the very short timescales of
storms in river catchments, the complex time-space patterns
of weather are concentrated in space by catchments (via
downslope flow in hillsides towards valley bottoms and via
flow along river networks towards larger streams), and also
filtered in time (temporal oscillations are typically damped
by the variety of travel times present in a catchment)
(Sivapalan et al., 2001). To take a specific example, imagine
a catchment with travel times in the river network that range
from 3 h for the most remote parts of the catchment, down
to zero for places at the catchment outlet. Water that is in
the river at the catchment outlet at 3 P.M. is then a mixture
of rain that fell at the outlet at 3 P.M., and rain that fell
at noon in the upper reaches of the network (and every
space-time combination in between). The spatial extent
of the catchment, combined with the travel times through
it, provides this space-time filtering. Water from different
places and times are mixed together by the catchment,
damping out both the spatial and temporal variability.

To understand these complex systems, we need to
understand both the space-time features of the driving
forces and the processes by which they are transformed into
hydrological responses. At present, it is common to think of
rainfall and radiation as providing the space-time drivers,
while soils, vegetation, topography, and geology are viewed



HYDROLOGIC CONCEPTS OF VARIABILITY AND SCALE 37

as static, and provide only spatial variability. Of course
at longer timescales, even these ‘“‘static” environmental
variables do change significantly over time, for example,
through land use changes, soil development, and landscape
evolution. The interactions among all these fields lead
to space-time fields of hydrological variables such as
evaporation, snowpack, soil moisture, streamflow, and
groundwater.

Rainfall

As a space-time phenomenon, rainfall is astonishingly vari-
able. As well as the fundamental differences between storm
types that cause rain (e.g. thunderstorm vs. stratiform rain-
fall), rainfall has complex space and time structures right
down to the raindrop. The dominant paradigm is that of
a complex spatial structure that both moves in space and
evolves over time. The spatial element plays the dominant
role in the description and time acts as a modifying agent
over which spatial patterns change. Somewhat analogous
to the treatment of geological heterogeneity as either con-
tinuous or discrete, there are two conceptual approaches to
the spatial aspect of rainfall models. Fractal and multifrac-
tal models (e.g. Seed et al., 1999) use a cascade of nested
structures: a simple relationship explains the connections
between spatial scales purely as a function of the ratio of
those two scales. In this model, the same essential spatial
structure is repeated over and over again at a continuum of
spatial scales. Discrete conceptual models are still nested
spatial models, but these instead use just a few discrete con-
cepts, such as storm, large mesoscale area, small mesoscale
area, and storm cell (e.g. Sivapalan and Wood, 1987).

In general, such models typically have parameters that
must be estimated from observed rainfall, rather than
directly evaluated from knowledge of atmospheric physics.
This has limited the transferability of such models to
regions without space-time rainfall data, and they remain
an active area of research.

Streamflow

Observations of the detailed space-time response of stream-
flow, or indeed the entire hydrological cycle, are extremely
rare, and as a result, our understanding of such fields is
limited. Several theoretical constructs have been suggested
(e.g. Woods and Sivapalan, 1999), but all such theories
await comprehensive data suitable for validation. Most
attempts to construct these theories concentrate on a lim-
ited range of timescales (e.g. flood only) and are relevant to
a limited range of hydrological settings. Much theoretical
work remains to be done in this area, but little progress can
be expected without more comprehensive data. An attempt
to measure multiple sources of hydrological variability at
multiple scales is described in Woods et al. (2001), but no
conclusive results have emerged at this stage. Figure 12
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Figure 12 A time sequence of spatial patterns of rainfall
and streamflow in the Mahurangi catchment in northern
New Zealand. Rainfall (a) and flow (b) are shown in pairs,
with rainfall for the previous hour associated with each
hour of flow, since the catchments have a response time
of the order one hour. A color version of this image is
available at http://www.mrw.interscience.wiley.com/ehs
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shows the time-evolution of spatial patterns in both rain-
fall and streamflow, showing some indication of the spatial
damping role played by catchments, and also some unex-
plained variability.

Soil Moisture

Detailed and spatially extensive space-time observations of
soil moisture have permitted significant progress in under-
standing its variability. Grayson and Western (1998) have
identified a consistent spatial structure over time in small
experimental areas, and proposed the observational concept
of catchment average soil moisture monitoring (CASSM).
The idea is that some locations in the landscape are consis-
tently good indicator sites to represent spatially averaged
soil moisture. Such an approach provides spatial informa-
tion through the assumption that the site is representative,
and provides the temporal information by monitoring con-
tinuously at just the CASSM site. Additional observations
have suggested that spatial patterns themselves may show a
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switching behavior over time in some settings, from a pre-
dominantly topographically controlled pattern when soils
are relatively wet to a predominantly soil-controlled pattern
during drier periods (Grayson et al., 1997).

Recently, a relatively comprehensive theoretical frame-
work has been proposed for space-time variability of soil
moisture (Albertson and Montaldo, 2003), and this may go
some way to interpreting the time-evolution of statistical
spatial variability in soil moisture.

SUMMARY

Variability is fundamental to hydrology. Without it, we
would have solved most of our great challenges decades
ago. To make useful quantitative statements about variabil-
ity, we need to quantify and summarize these place-to-place
or time-to-time changes. Table 2 provides some exam-
ples of the approaches taken to conceptualize and quantify
hydrological variability in space and time.

Early efforts to interpret variability have been con-
founded by the changes in variability that occur as scale
changes. The recognition of spatial scale as a controller
on the expression of variability has at least allowed us to
understand why spatial hydrology seems so complex, but
much remains to be done both in terms of measurement
and theoretical constructs. There are numerous options for
making progress on hydrological variability, depending on
the nature of the variability.

At the coarsest level, we lack a fundamental context in
which to place our knowledge of variability. For example,
suppose you are somehow able to unravel the intricacies
of time and space variability of some aquifer or catchment.
How do we decide whether your hard-won knowledge can
be applied elsewhere? Surely some of your conclusions will
carry over to other similar systems elsewhere, but how do
we define “similar”? The scientific hydrology community
has no globally agreed way of assessing similarity, and this
is a considerable impediment to the transfer of information
and the assembly of meaningful international data sets
for comparative studies (McDonnell and Woods, 2004).

Securing agreement on this ought not to be onerous or time-
consuming if we set realistic expectations for a relatively
general, but widely accepted, system for determining broad
similarity. Once the basic elements of such a classification
method is that in place, they can be refined to suit local or
specialist needs as required.

At the technical level, much is still to be gained from
improving our measurement technology, in order to observe
variability in hydrology (e.g. evaporation, soil moisture,
mountain catchments) and in the key drivers (e.g. precipita-
tion, geological structure). Recent advances in measurement
have stimulated new conceptual approaches, and we must
remain optimistic that this will remain a fruitful source of
inspiration. Most difficult, but potentially rewarding, would
be improvements in subsurface measurement techniques,
for there we are often working almost “blind”, generally
with at best a peephole view of the hydrology.

It seems that many of the questions about temporal
variability are well understood, at least for timescales from
seconds up to years. This is in part due to the relative ease
with which we can measure at high temporal resolution for
years at a time, and in part due to the small number of
dominant sources of temporal variability (mainly climate).
At timescales of decades and longer, we are at more
of a disadvantage simply because we do not have good
quality observational data over sufficient time with which to
investigate the questions. This problem seems unlikely to be
fully resolved for several decades, unless longer historical
records of hydrological response can be reconstructed.

Every step forward in understanding variability at various
spatial and temporal scales is crucial to advancing the the-
oretical underpinnings of hydrology. We strongly suspect
that some of our concepts are inappropriate or incomplete,
and frequently this is because our treatment of variability is
suspect. For example, the effect of macropores on hillslope
water flow remains poorly developed, and as a result, our
detailed models of water movement do not usually include
macropores. It is possible that much of this difficulty occurs
because we do not know how to represent the spatial occur-
rence and connectivity of these pathways. If that problem

Table 2 Examples of deterministic and random views of hydrological variability

Deterministic

Random/statistical

Temporal e Time series (for many variables)

e Constant value (e.g. temperature of deep groundwater) e
e Diurnal cycle (e.g. solar radiation, evaporation,

snowmelt)

e Annual cycle (e.g. soil moisture, snowmelt, streamflow)
Map (where possible, e.g. vegetation type, topographic

Spatial °
elevation)
¢ Constant value
e Transect along hillslope catena

e Transect across mountain range (orographic uplift and

rain shadow)

e Rain bursts

Occurrence and magnitude of storm events
e Occurrence and magnitude of floods and
droughts

Interannual variability in climate

Climate statistics

e Soil
e Geology
Microtopography
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were solved, it is possible that familiar dynamical equations
could then be solved in some as-yet unquantified geometry.
Then again, a completely new approach may be needed. In
a more general sense, there is still a considerable legacy of
thought that the idea of an equivalent homogeneous medium
exists, which has essentially the same hydrological charac-
teristics as the spatially heterogeneous medium of the real
world. This concept has pervaded both surface and subsur-
face hydrology for many decades, but now seems certain to
be superseded by approaches that acknowledge the crucial
role of spatial heterogeneity. There are many hydrological
questions, especially those connected with the transport of
solutes and particulates, for which a typical medium is not
especially helpful. Often, the key attribute of such a trans-
port system is in fact not the typical path but the fastest or
most effective transport path.

Given the very limited current observational capabilities
for spatial hydrology, it seems almost certain that the
next major advances ought to come in this area. Some of
this progress seems likely to emerge from the fusion of
simulation models of the hydrological cycle with remotely
sensed data. Hydrologists will need to continue to actively
engage with the remote sensing design process in order to
ensure that the data collected not only has desirable space-
timescales but is also as sensitive as possible to both water
and energy.

As hydrologists gradually solve the problem of charac-
terizing spatial and temporal variability at a wide range of
scales, across a variety of hydrological settings, we will be
ready to focus our attention on the dynamics. Hydrologi-
cal dynamics went through a tremendous period of growth
and innovation in the 1960s and 1970s, to some extent
because temporal variations were sufficiently well observed
and conceptualized that the time was ripe to explore the
dynamics. Let us hope that we will soon be in the same
position with regard to space-time variability!
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Water, its movement, changes of state, and chemistry, is fundamental to the nature of planet Earth. It is involved in
the most important processes near the surface and supports life as we know it. Hydrological sciences potentially
address all aspects of water movement and transformation, although with major divisions between hydrology,
which is essentially focused on the principle of conservation of mass; hydraulics, based on conservation of
momentum (Newton’s laws of motion); and meteorology, based on the laws of thermodynamics. This review of
processes takes a primarily hydrological viewpoint, concerned with where water is, its pathways, and impacts on
other aspects of the environment. A good understanding of these processes is an essential prerequisite to modeling
and forecasting the behavior of water, and much of the history of hydrological science reflects changes in our
conceptual understanding of how and where water moves. The main theme of this article is the way in which the
landscape influences the flow of water, particularly surface hydrology, and how the hydrology in turn influences

the form of the landscape.

Introduction - The Hydrological Cycle

Water has a number of properties that give it an over-
whelming influence on the environment and life of planet
Earth. The equilibrium temperature of the Earth’s surface at
about 15°C is a balance between incoming solar radiation
and outgoing long-wave radiation at the ambient tempera-
ture, with important secondary corrections for atmospheric
and albedo effects (see Chapter 25, Global Energy and
Water Balances, Volume 1). Water is able to change in
state between solid, liquid, and vapor at a range of tem-
peratures that are close to this equilibrium, and so plays a
large part in providing a global thermostat, with substan-
tial areas of ice, open water, and atmospheric vapor that
interact to control regional temperatures and energy flows
between low and high latitudes.

On geological timescales, water is exchanged with the
earth’s crust, principally through burial in sediment, sub-
duction along tectonic plate boundaries, and release in
volcanic eruptions, leading to the large volumes of water
in the oceans today. In the global circulation of water
(Figure 1) over shorter time spans, a few large reservoirs
dominate the storage of water and, through their slow
turnover, act to moderate the circulation processes and the
weather (UNESCO, 2000). The smaller stores, and those
most intimately associated with surface water hydrology,

are the atmosphere, rivers, and soil moisture. With high
fluxes and short residence times, these stores are char-
acterized by high variability in time and space, giving
surface hydrology its dynamic character and large regional
contrasts.

Catchments have residence times that increase with their
catchment areas. For small catchments, residence time is
limited by the response time for soil moisture that stores and
releases precipitation, whereas the response time for larger
catchments (>>100km?) is determined more by travel
time through the channel network. Because of their longer
residence times, larger catchments respond more strongly
to storms that both cover greater areas and have longer
durations, whereas small catchments typically respond most
strongly to localized intense storms.

The atmosphere ultimately draws its water from the
greater evaporative potential of the oceans, and can
only maintain its moisture supply over the continents by
exchanging water and thermal energy with the land and veg-
etation through rainfall and evapotranspiration. The global
distribution of hydrological regimes can be characterized
by the interaction of precipitation and evapotranspiration,
which is strongly related to temperature. The seasonal pat-
terns of these variables immediately give a strong indication
of the overall pattern of hydrological responses (Figure 2).

Encyclopedia of Hydrological Sciences. Edited by M G Anderson.
© 2005 John Wiley & Sons, Ltd.
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Figure 1 The global hydrological cycle on an annual scale. The area of each block indicates its areal extent, and the
depth, on a perspective scale and its mean depth over its area. T indicates residence time in each store, and arrows
show major transfers between the principal stores. Geological and other long-term exchanges are not included. A color
version of this image is available at http://www.mrw.interscience.wiley.com/ehs

Where potential evapotranspiration exceeds precipitation,
there is little soil moisture and most runoff is associated
with infiltration of excess overland flow. Where potential
evapotranspiration is less than precipitation, runoff is asso-
ciated mainly with saturated conditions. In between these
extremes, the role of groundwater is potentially greatest,
with significant recharge that can then act as a dominant
supplier of runoff where bedrock lithology and structure
allow significant transmission of water. Finally, cold con-
ditions lead to precipitation as snow and frozen soil, giving
regimes where seasonal melting becomes the dominant
hydrological process. Many areas show a significant season-
ality so that the dominant processes may change through-
out the year, as indicated for some of the example areas
sketched in the figure. These issues are pursued in greater
detail below, with their implications for and dependencies
on the landscape form.

HYDROLOGICAL PATHWAYS

All of the various hydrological processes and pathways
discussed here are examined completely elsewhere in
the Encyclopedia. The focus here is on the interactions
with geomorphological and other processes that help to
determine the importance of each pathway. With only
few and generally minor exceptions, the surface skin of
the landscape acts as a one-way system that transports
water, sediment, and solutes downhill and downstream,
ultimately towards the sea. Gravity drives this one-way
system and water is usually its direct or indirect agent. Its
gravitational potential is constantly being renewed by the
solar energy that drives evapotranspiration, and about 0.1%
of this energy is used to erode the land. Only very small
amounts of material are recycled in precipitation, and the
continual downward movement of earth materials would
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Figure 2 Hydrological regimes in terms of seasonal variations in temperature and precipitation. For the three example
areas, monthly values for precipitation (P) and evapotranspiration (E), associated with temperature show the overall
hydrological regime over the year. Arid conditions occur where P >> E, humid conditions where P <=E, and
cold-dominated regimes where the temperature is below freezing. Groundwater is most important, in the presence
of an aquifer, where P and E are similar, because there is substantial infiltration without dominance by shallow

subsurface flow

therefore reduce the continents to a low-lying plain over
10—100 million years if they were not periodically uplifted
through tectonic activity.

During the denudation of the land, geomorphological
processes bring about a structural organization of the land
surface that is broadly related to the hydrological regimes
shown in Figure 2. The style of the landscape is a response
to the mechanisms and potential to export water and earth
materials to the oceans. In permanently cold regions, at high
latitudes and at high elevations, landscapes are dominated
by glaciers and ice caps that convey water as ice, both
across broad ice shelves and in relatively narrow ice
streams and glaciers focused on topographic depressions
that convey most of the ice and the eroded sediment.
In humid regions, landscapes are organized into a strong
hierarchy of branching river networks, with the 12 largest
rivers draining half of the land area. For both ice streams
and rivers, the organization into dominant paths indicates
a nonlinearity in the driving processes. This nonlinearity
is much more marked for sediment transport than for
rivers, and the valleys in which they flow are necessarily
produced as eroded depressions in the land so that structural
organization may be primarily a response to sediment flow
rather than hydrology on its own (Kirkby, 1993).

Only the most arid areas show a lack of organization,
with internal drainage and sediment accumulation where

all precipitation can evaporate without draining to the
sea, and wind (that does not respect the gradient of
the land) may be the most important agent of sediment
transport. Even arid areas, however, eventually develop
drainage networks, partly as sediment fills depressions and
creates continuously sloping pathways to the sea, and partly
as a relic of previous, more humid climates, as global
climates have changed and tectonic plates have moved. On
the boundary between humid and arid regimes, limestone
regions may mimic aridity by allowing water to percolate
downwards, so that drainage need not rely on a surface
channel network, although many limestone areas have both
surface and subsurface drainage routes, reflecting their
evolutionary history.

Here we focus on areas that are dominated by river
flow, where there are generally connected dendritic chan-
nel networks that periodically or continuously carry flows
of water, solute, and sediment. Although the same hydro-
logical principles apply everywhere within this system, the
balance between processes differs enough to alter the domi-
nant processes and behaviors in different parts of the system
and under different climatic regimes. Hillslopes are domi-
nated by processes of runoff generation and the potential for
areas to be connected or isolated from drainage channels.
Channelways are dominated by the routing of flow, by rela-
tionships between channel and floodplain, and by issues of
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sediment transport. Groundwater is also dominated by the
transmission system and its evolution.

Hillslopes

Hillslopes are distinguished from channelways by the lack
of continuous drainage lines, but it will be seen that this
separation is somewhat arbitrary, because channel heads
change in position over time during storms and over longer
periods, and because there may be subsurface drainage
lines that have no surface expression. A more functional
definition may be in terms of surface morphology, defining
hillslopes as the upstream areas without continuous surface
channels, and channels by the existence of eroded banks
to give a morphological feature. This definition remains
difficult to apply in practice, particularly where channels are
delimited without field survey, from maps, Digital Elevation
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Models (DEMs), or remotely sensed images. However,
the functional definition can be linked to the stability of
the landscape form, in the sense of linearity for sediment
transport processes, and will be used here.

Figure 3 shows the main pathways for water on the
hillslope (see Chapter 66, Soil Water Flow at Differ-
ent Spatial Scales, Volume 2). Precipitation falls on the
vegetation and the soil surface. Some water is inter-
cepted on foliage and some held in puddles on the
surface as depression storage. These stores, together
with soil moisture, are available for evaporation, and
plants also draw water up from the soil through their
roots and transpire it through their leaves, transport-
ing nutrients, supporting photosynthesis, and maintain-
ing the rigidity of soft tissue. Water penetrates the
soil surface as infiltration, both across a saturated inter-
face in wet depressions and through the direct entry
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Figure 3 The principal pathways for precipitation on the hillslope. Water is most strongly diverted downslope at levels
where the infiltration capacity is decreasing with depth, often associated with soil horizons, and may be extracted by
evapotranspiration over the full depth of plant roots. Subsurface flow can take place both through the soil matrix and
along discrete macropores. A color version of this image is available at http://www.mrw.interscience.wiley.com/ehs
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of raindrops in unsaturated areas. Percolation continues
down into the soil, which generally becomes less per-
meable with depth, although with important exceptions
to this rule. Where permeability is maintained into the
bedrock, there is scope for recharging groundwater within
the rock.

At the soil surface, and progressively through the soil
profile during the infiltration process, flow may be diverted
laterally to increment downslope discharge and may also
be lost to evaporation and root uptake. At the surface,
any water diverted becomes overland flow, which has the
greatest impact on storm hydrograph response because
of its relatively high flow velocity. Overland flow rarely
exceeds half of the rainfall and is generally less than
10%. At the surface and at all levels in the soil, water is
diverted when the soil beneath becomes saturated, and this
may occur either because of decreasing vertical infiltration
rates or because of saturation by laterally flowing water
from upslope. The balance between these processes varies
significantly with soil types, but more strongly with climate,
which has a consistent influence on the spatial and temporal
patterns of hillslope hydrology, and its interaction with
geomorphology.

Humid Areas

Humid areas are those in which precipitation exceeds
potential evapotranspiration over the year as a whole so
that there is generally a reservoir of soil moisture. If
there is a dry season, there may be some alternation
between humid and semiarid behavior through the year.
The excess of rainfall over evapotranspiration generally
leads to substantial infiltration. The infiltrated water may
percolate down to groundwater where the parent material
acts as a good aquifer, but elsewhere must contribute to
lateral subsurface flow at some depth within the soil profile.

Where there is an aquifer, percolating water can flow
down through open fissures, as for example, in most karstic
limestones, or more slowly through matrix pores as in
many sandstones, so that the time delay between rainfall
and the corresponding rise in groundwater piezometric
levels varies substantially with rock lithology and joint
structures, from a few days to many years. In addition,
alternating and/or spatially varying lithological sequences,
dipping strata, and disconformities between aquifers and
impermeable layers can greatly complicate the relationships
in any area. Fissures in karstic limestones are enlarged
by solution of the limestone along preferential flow lines,
initially very slowly and then more rapidly as they grow in
size, and may generate flow connections that have little
relation to surface topography. Thus, although recharge
rates can be estimated, detailed local studies are needed to
understand the relationships between groundwater recharge
and discharge sites. However, in a uniform aquifer, the
uniform recharge is eventually returned to streams under

low flow conditions, and the piezometric surface therefore
drains towards the channels, with a form that broadly
mirrors surface topography, but with much reduced relief.

Where there is no aquifer, then the soil and rock at
depth is, in principle, saturated, but transmits a negligible
amount of water. Thus, the subsurface moisture profile
shows saturation at depth, and, on average a general
decrease in the proportion of saturation upward towards
the surface. However, there may be consistent differences
in this profile, for example, with more frequent saturation
above a relatively impermeable iron pan horizon and less
frequent saturation below it. There are also differences over
time, for example, when intense rainfall wets the surface,
driving a wetting front down into unsaturated soil below.

Movement of water in the soil is driven by gravity and
by the gradient in hydraulic potential, generally drawn from
wetter to drier zones by capillary forces. A simple theory
assumes that a soil has a uniform hydraulic conductivity
at any moisture content, and that water advances into drier
areas along a uniform front. However, soils generally have
two or more populations of pores that can be distinguished
as matrix and macropores. For a soil consisting of randomly
arranged aggregates, the interior of each aggregate acts as
a matrix, while the spaces between the aggregates behave
as macropores. For a cracking soil, such as heavy clay, the
mass of clay may behave as the matrix, while shrinkage
cracks between them providing macropores that vary in
size with the shrink-swell history. Other macropores can be
initiated as animal burrows, surface channels reroofed by
bank collapse, or through internal erosion (hydraulic piping)
by water, and these processes may reinforce one another.

Flow in the soil matrix approximately follows the simple
theory, but flow in macropores bypasses matrix flow so
that the overall wetting front below a saturated surface
generally consists of a shallow uniform wetting front
with spikes of much greater penetration in a thin film
of water following the walls of macropores, along which
secondary wetting fronts spread into parts of the matrix
adjacent to each macropore. In some cases, the overall
flux is largely dominated either by matrix infiltration or
by macropore flow, but there are many cases where both
are important (Beven and Germann, 1982; Brammer and
McDonnell, 1996);

Where the soil is unsaturated, the total potential gradient
(gravitational plus hydraulic) is much greater in the vertical
than lateral directions and flow is predominantly vertical,
but where water reaches the saturated level, the potential
gradient becomes greatest in a downslope direction and
flow becomes predominantly lateral. This most commonly
occurs close to the surface, but in some cases may give
rise to more than one such perched water table within
the regolith.

In a humid area with low permeability bedrock, every
point down a slope profile contributes additional water



46 THEORY, ORGANIZATION AND SCALE

to the shallow subsurface discharge. For a uniform soil,
this subsurface runoff contribution, j, will be more or less
constant downslope so that the total subsurface discharge
at unit area a from the divide is given by:

q=ja 6]

where the unit area a is defined as the area drained per unit
contour width and is the same as distance from the divide
where contours are parallel.

If the saturated subsurface discharge is considered to take
place in a layer with fixed hydraulic conductivity K, and the
gradient of the flowing layer is s (that will be approximately
the same as the surface gradient in many cases), then the
depth i of flowing water over the impermeable bedrock
is obtained by equating the two expressions for subsurface
discharge:

q = ja=Khs 2)

And the depth of subsurface flow is:

h= 3)

N|\.
v | Q

It can be seen from this expression that the depth of
flow tends to increase with the “topographic index”, a/s.
If soil depths are more or less uniform downslope, then the
degree of saturation is positively linked to the flow depth, 4.
It follows that the degree of saturation is generally more or
less constant on the upper part of the slope profile, which is
usually convex, so that s increases with a, and the degree of
saturation increases sharply towards the base of the slope,
where a tends to increase because of the plan convergence
towards stream heads and s tends to decrease because of
profile concavity.

Levels of saturation vary over time depending on the
sequence of previous rainfalls. Under wet conditions, flow
velocities near the surface are high enough to respond
during the course of a storm, and under dry conditions,
velocities deeper in the soil are slow enough to maintain
low flows for several months after the last rainfall. Once
the soil becomes saturated by this wedge of subsurface
flow, additional rainfall cannot infiltrate however low its
intensity, and flow is diverted laterally as ‘“saturation
excess” overland flow. Clearly this condition is met most
frequently near the base of the slope, leading to time-
varying areas of saturation excess overland flow and
the concept of the dynamic “saturated contributing area”
(Beven and Kirkby, 1979).

Semiarid Areas

In contrast, semiarid areas are characterized by an excess
of potential evapotranspiration over precipitation. Thus,
much of the rainfall that infiltrates into the soil is used
by plants for transpiration, and, even where surface crown

cover is sparse, the broader root network is able to utilize
soil water efficiently. Under these conditions, the main
movement of soil moisture is vertical, with little or no
lateral subsurface flow. The conditions for saturation excess
overland flow therefore rarely or never occur, and overland
flow occurs only when and where rainfall intensity exceeds
the infiltration capacity of the soil, which decreases as
the wetting front penetrates into the soil. This is called
infiltration excess overland flow or Hortonian overland flow
after Horton (1933), who made this concept widely known.

Where the soil surface is directly exposed to raindrop
impact, without protection by overhanging vegetation or
stones, the surface layer of aggregates can be broken into
their constituent particles that are then packed into the
surface, creating an almost impermeable crust and seal-
ing macropores. Crusts can also form in depressions where
fine particles are washed in and below the surface where
the fines are concentrated below a layer of sand or stable
aggregates (Valentin and Bresson, 1992). In all cases, they
greatly reduce infiltration rates and therefore increase infil-
tration excess overland flow (see Chapter 111, Rainfall
Excess Overland Flow, Volume 3). Over time, crusts may
be broken by, for example, plant shoots, ploughing, and
wetting/drying cycles, so that their development and sur-
vival are highly dynamic in relation to weather and crop or
natural plant growth.

Although semiarid areas are dominated by infiltration
excess overland flow and vertical exchanges of soil water,
there is a transition between the typical “humid” and “arid”
responses. Infrequent storms and high intensities favor
this Hortonian behavior, whereas frequent, low intensity
storms favor subsurface flow and saturation excess behavior
(Figure 4). Some areas show regular seasonal transitions
between these modes, and exceptional periods of weather
can lead to nontypical behavior for any area (Beven, 2002).
Thus, summer thunderstorms can give infiltration excess
overland flow in Britain and winter periods with persistent
rainfall can generate subsurface flow in southern Spain.

With the dominance of vertical soil moisture exchanges
in semiarid areas, the effect of topography is less important
than for humid areas, and differences in overland flow
response are more focused on areal differences in land use
and soil properties.

In storms, most water infiltrates into the soil, even though
local runoff coefficients may be high. As storm size is
increased, more water infiltrates and penetrates deeper into
the soil and some will be out of the reach of plant roots and
evapotranspiration. This very small fraction of the rainfall
is then available to percolate to depth, eventually recharging
groundwater. Hillslope recharge is significant only in areas
of well-developed karst, where surface water can reenter
the soil through enlarged joints. Thus, in principle there
is always a saturated zone at depth, but this interacts
minimally with surface hydrology except in karstic areas.
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Figure 4 Generalized dependence of runoff coefficient and style of overland flow on degree of aridity and on storm
rainfall intensities. Saturation excess overland flow is more common in humid areas, with a high ratio of rainfall to
potential evapotranspiration, and under low rainfall intensities, indicated by low values of mean rain per rain day. A color
version of this image is available at http://www.mrw.interscience.wiley.com/ehs

Connectivity

Overland flow is generated locally by infiltration and
saturation excess mechanisms according to the climatic
regime and local surface properties. However, not all of
this flow necessarily reaches a stream channel, but may
reinfiltrate on the way. This applies to overland flow
generated from seminatural areas and uniform cropland,
and also from artificial features, particularly roadways and
cultivation artifacts such as wheel-tracks and headlands in
ploughed fields.

The concept of connectivity considers whether a flux
from a point A reaches a down-flow point B. The flux
may be of any quantity, but in the present context refers
to water flow. At any moment connection is either on or
off but, over a period, there is a frequency distribution that
varies from point to point, and connection may be expressed
in terms of other hydrological state variables, usually with
some uncertainty.

In humid conditions, there is generally good subsur-
face connectivity that determines the dynamics of saturated
areas. Normally, the topographic index, a/s (from equa-
tion 3) increases steadily downslope along a flow path,

but this is not necessarily the case. Where the topo-
graphic index shows a continuous increase and soils are
more or less uniform, then saturation at a point can
only occur when all points down-flow are already satu-
rated, guaranteeing complete connectivity between every
point and the catchment outlet. Where, however, differ-
ences in soil properties or intervening topography give a
reduction in saturation along the flow path, then connec-
tivity of surface flow only occurs if every point along
the path is saturated. Figure 5 shows an example of
the forecast pattern for an area in the Yorkshire Dales,
UK, based on a 2m DEM, where anomalous down-flow
decreases in the topographic index occur at the mar-
gins of a summit plateau and between incised side slope
gullies.

In general, humid areas generate runoff only in the
narrow and variable saturated area close to the streams.
In any storm overland flow, discharge is initially zero or
very low and rises more or less linearly across the saturated
area. Summed across the frequency distribution of storms,
discharge can begin to grow far upslope in the most extreme
storms, but only closer and closer to the stream in smaller
and more frequent storms. The general form of increase
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Figure 5 Example of partially connected overland flow, Wharfedale, UK (Reproduced from Lane etal., 2004, by
permission of John Wiley & Sons Ltd)). In many areas, saturated areas at any moment may not be connected to
the catchment outlet by a continuously saturated pathway. Such disconnected areas are not contributing strongly to
peak flows, although flow from them helps to saturate other areas downslope. A color version of this image is available

at http://www.mrw.interscience.wiley.com/ehs

in runoff production downslope may be expressed in a
relationship such as

j = joexp (%‘“) “)

where j is the local rate of runoff production at distance
x downslope, xo is a scale distance that decreases as storm
size increases, and the discharge is obtained by summing
this expression downslope.

In semiarid conditions, without the unity provided by
subsurface flow, connectivity is generally much less com-
plete. The two main reasons are thought to be spatial
variability at various scales and the structure of rainstorms.
In uncultivated areas, vegetation cover is generally incom-
plete in semiarid areas with bare patches between perennial
plants. Bare patches may be crusted and have less of the
organic litter and faunal activity that is concentrated under
the vegetation, and therefore have lower infiltration and
higher runoff. Bare patches may be joined to form a con-
nected drainage path, but frequently drain into a vegetated
area so that their runoff is lost and they do not connect with
the streams. At a larger scale, fields may form a tapestry of
different runoff generation rates so that high runoff areas
may not connect with streams.

Storms in many semiarid areas consist of brief showers of
intense rain with longer periods of lower intensity between
them. Runoff may be generated widely during a shower
and flow can begin to move downslope, but when the

intensity drops this flow may reinfiltrate, with connected
flow only reaching the stream from a narrow band along
its banks. Average overland flow velocities are commonly
only 1-2cms™! so that flow travels only 18—36m during
a 30 min shower.

Both patchiness (i.e. spatial variability in runoff gener-
ation) and the short duration of intense showers limit the
connectivity of overland flow, so that discharge increases
less than linearly with increasing drainage area downslope.
Instead, discharge in a storm initially increases downslope
and finally reaches an asymptotic upper limit. The effective
connection distance is generally greater in larger storms and
discharge increases to a higher asymptotic value. Taking a
weighted average across all storms, there is therefore a con-
tinuous increase of average discharge downslope, but at an
ever decreasing rate, perhaps corresponding to a downslope
increase in runoff production j and discharge ¢, of the form:

j= Ji
(1 +x/x1)
. X
g = jixiIn (l—l- —) (5)
X1

Thus the downslope buildup of overland flow discharge
in humid and arid regions takes the strongly contrast-
ing forms sketched in Figure 6, both giving partial area
contribution but generated through different mechanisms.
In humid areas, saturation excess mechanisms concentrate
runoff generation at the base of the slope. In semiarid areas,
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Figure 6 Sketch showing buildup of overland flow downslope in humid and semiarid climates. In humid areas, with
saturation excess overland flow, local runoff generation generally increases downslope so that overland flow discharge
increases more than linearly with hillside catchment area. In semiarid areas, although overland flow may be generated
widely, flow from areas far upslope commonly reinfiltrates before reaching the stream, as storm intensity decreases.
Overland flow discharge therefore increases less than linearly with hillside catchment area. A color version of this image

is available at http://www.mrw.interscience.wiley.com/ehs

with infiltration excess overland flow, runoff is generated
everywhere but reinfiltrates because of the short connection
distances (Kirkby et al., 2002).

Roads and similar linear features tend to generate high
volumes of local runoff, with an impermeable surface and
local intersection of subsurface flow paths in cuttings.
Like natural streams they provide efficient conduits to
channel flow that collects in them, and in some areas they
can significantly increase the effective drainage density
and connectivity, particularly in forest areas (Croke and
Mockler, 2001).

The form of the hillslope hydrograph is generally highly
nonlinear, and typically shows a lower threshold for storm
runoff, as well as increasing fraction of runoff as storm
size increases. In humid regions, this is associated with an
increase in the saturated area, and in semiarid areas with
reductions in infiltration over time and the short duration
of intense rainfall pulses, as sketched in Figure 7, although
with wide variations according to the intensity structure
of the storm. In the most extreme storms, all hillslopes
would theoretically give 100% runoff irrespective of soil
and climate, but the largest observed storms generally fall
far short of this extreme, so that hillslope hydrographs
generally show much greater and earlier response to rainfall
as storm size increases, in strong contrast to the more linear
response of stream channels.

Because of the different flow velocities along differ-
ent primary pathways, the response time and peak flow
generated along different pathways also varies greatly.
Figure 8 illustrates the differences in observed peak flows
for infiltration and saturation excess overland flow, and for
shallow subsurface flow. It can be seen that they differ by

more than an order of magnitude. Delays to peak show
corresponding strong contrasts. In humid areas, both satu-
ration excess overland flow and subsurface flow contribute
to flood hydrographs. In some cases, the two pathways can
generate double peaked hydrographs but, more commonly,
subsurface flow supports the tail of the overland flow peak,
giving a highly skewed hydrograph form, in which shal-
low subsurface flow is able to maintain low flows for many
weeks after rainfall and provides sufficient water in some
headwater areas to supply regional stream base flows. For
arid areas, there is no subsurface contribution, and runoff
commonly reinfiltrates as rainfall intensity decreases so that
hydrographs not only show a rapid rise with a burst of
intense rainfall, but also an abrupt decline as rainfall ceases.
A hydrograph form is therefore more symmetrical for a
pulse of rainfall and more generally shows a pattern of rise
and fall, which closely mirrors the storm profile. Although
there are wide variations, hillslope hydrographs in humid
areas commonly peak in about 1h and fall again over 24 h
or more; whereas arid hillslope hydrographs peak within
15 min and fall again within 30 min.

Channelways

In their upper reaches, channels generally provide good
transmission of the water flow delivered to them by hills-
lope hydrological pathways (see Chapter 143, Mountain
Streams, Volume 4). This is because they are eroded
forms, with thin or absent regolith cover, so that there is
little opportunity for reinfiltration except over aquifers.
Natural and artificial channels typically intersect overland
and shallow subsurface flow, and their effect on hydrolog-
ical response results from the partially opposing effects of
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Figure 7 Generalized runoff coefficients for infiltration excess overland flow, for soils with different infiltration
characteristics. Comparing sites with different infiltration rates, total storm runoff increases as infiltration rates fall.
For comparable conditions, plots of accumulated runoff against accumulated rainfall show a family of nonoverlapping
curves as infiltration rates are changed. Such behavior is described empirically by the SCS curve method (xx), as
well as by applying infiltration equations (here Green and Ampt, 1911). A color version of this image is available at

http://www.mrw.interscience.wiley.com/ehs

the surface and subsurface regimes. Firstly, direct chan-
nel precipitation provides an important component of rapid
response to storms. Secondly, overland flow will be trans-
mitted with lower reinfiltration losses within a channel.
Thirdly, a high water table will be depressed locally by a
channel cutting through it so that the initial response to rain-
fall may be a recharge of the water table, with only a slow
release of the added water: this effect is strongest where the
water table depression extends across the whole interchan-
nel area (Holden et al., 2004). Thus, an increase in channel
density is likely to increase storm runoff in semiarid areas
through the first two effects, but can reduce peak flows in
humid areas with a high water table through the dominance
of the third effect. Nevertheless, in wet climates, shallow
water tables in the riparian zone may be very dynamic dur-
ing events and contribute to subsurface stormflow (Sklash
and Farvolden, 1979).

Farther downstream, channelways are increasingly asso-
ciated with floodplain deposits that may absorb and carry
part of the flow below the surface in endorheic flow and
that allow high flows to spread over a much broader area.
Where the sediment load is high relative to the transport-
ing capacity of the channelway, channels are mobile, with

frequent lateral shifting and often with multiple threads of
flow in braided floodplains and deltas.

Permanent Flow

Channel flow is an almost linear process and the hydrology
of large basins corresponds fairly closely to the assumptions
of the Instantaneous Unit Hydrograph (IUH, Chapter 122,
Rainfall-runoff Modeling: Introduction, Volume 3), or
Geomorphological Unit Hydrograph (GUH), in which hill-
slope input hydrographs are linearly related to downstream
output hydrographs, using the network width function
(Surkan, 1968; Kirkby, 1976; Valdes et al., 1979) to trans-
form input to output within an area of uniform inputs. The
assumption of linearity is physically based on a constant
downstream routing velocity that is equivalent to a straight
line relationship between discharge Q and cross-sectional
area A:

0 =c(A— Ao (6)

where ¢ is the routing velocity (Beven, 1979). This rela-
tionship empirically compares favorably for many rivers
with the power law expression (Q o< A'“%) more com-
monly used.
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Figure 8 Peak hillslope responses from different runoff generation mechanisms (data from Dunne, 1978). The curves
summarize empirical data that shows that the three runoff generation mechanisms, infiltration excess overland flow,
saturation excess overland flow, and subsurface flow respectively generate lesser peak flows from a given area. Data
also shows that runoff from these mechanisms generates respectively longer delays to peak flow

Clearly, equation (6) does not fully express the physical
relationship between channel morphology and discharge,
and, to that extent the linear assumption breaks down,
and therefore does not provide the best available routing
model. However, it does clearly demonstrate and explain
the close relationship between channel network morphology
and hydrograph response. Provided that attention is paid
to the spatial and temporal patterns of rainfall, then
catchments draining more than about 100km? show a
strong relationship between network morphology and flood
hydrograph form, while smaller catchments show less of a
link. The critical crossover catchment area varies somewhat
with conditions, and is essentially the area above which the
response time due to channel flow becomes greater than
the response time of the hillslope hydrograph. For areas
below this crossover, the nonlinearity of hillslope response
then plays an increasing role in determining the form of the
outlet hydrograph.

Where storms move across a catchment, then the move-
ment of the storm cell, or the generation of new cells also
has a strong impact on flood magnitudes. Where the storm
moves downstream at a rate comparable to the celerity of
the flood wave, there is very strong reinforcement of the
flood peak, since storm rainfall from all parts of the catch-
ment arrives at the outlet more or less simultaneously. If,
however, the storm moves upstream, then the flood peak is
attenuated and its duration extended.

Ephemeral Flow

In areas where streams are dry for part of the year, because
of aridity or in karst areas, flow only occurs above a
threshold determined by the subsurface flow capacity, in
either deep karstic aquifers or in fluvial sediments within
the channelway. Where storms are local, then flow may also
be local, building up within the storm area and declining
again through bed transmission losses downstream. In these
environments, the simple near-linear behavior of humid
streams is suppressed.

In extremely arid areas, or along channels with extensive
gravels or karst sinkholes, floods may only occur with
storms, and many events produce a flow in only part of the
catchment. Other areas show a transitional behavior, with
connected flow for part of the year and dry beds, sometimes
with moisture persisting in bed gravels.

Since bursts of intense rain may produce a flood of only
short duration and local extent, the movement of storm
cells, and their sequence over time, becomes even more
critical for the generation of floods over a catchment of
more than a few km?. Clearly, larger storms have more
bursts of intense rain, and each burst may be larger, so that
the potential for reinforcement increases with overall storm
size, adding to the nonlinearity of arid catchment response.

Although recharge is generally small in semiarid areas,
it is greatest along the stream channels because flow per-
sists longest there. In many cases, this recharge supports
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moisture within a local aquifer formed by sediment along
the channelway. Where there is a uniform regional aquifer,
however, recharge occurs primarily along the channels so
that the piezometric surface is highest along the stream net-
work, with a general form that is a low-gradient inversion
of the surface relief.

IMPACTS ON THE LANDSCAPE

It has been shown above that the hydrological response
of the landscape is strongly structured by the climatic
regime, as well as by the form of the landscape. Turning
to the impacts of the hydrology on the landscape, it will
be seen below that the hydrology organizes and structures
both the vegetation cover and the landscape morphology,
although changes in morphology are only slowly imple-
mented through the action of erosion and sediment trans-
port, generally over periods of tens to hundreds of thousand
years. Since climate is changing continuously, and on more
rapid timescales, it is geologically normal to see an imbal-
ance between the landscape forms and the contemporary
hydrology, with landscapes rarely if ever in phase with cli-
mate and hydrology.

The flow of water is, as explained above, strongly influ-
enced by the form of the landscape, expressed in hillslope
plan and profile form, and in the density and morphology
of the channel network. It is also strongly influenced by
the climatic regime, expressed most relevantly by the bal-
ance between precipitation and potential evapotranspiration.
The climatic link is significantly mediated by the vegeta-
tion cover that interacts strongly and dynamically with the
hydrology, both influencing the response of the surface to
rainfall and growing in response to available water.

Water flow is also, directly or indirectly, the main driver
of sediment and solute transport, and the distribution and
flow of water is therefore responsible for the erosion of
the landscape, creating a second important impact and
feedback. However, significant erosion of the landscape
generally takes thousands to hundreds of thousand years
so that the current landscape is not molded by current
hydrology, but has been molded by a set of previous
climates that commonly differ appreciably from the present.
It is therefore important to consider the response times of
different elements of the landscape and the implications of
better or worse coupling between present hydrology and the
present landscapes.

Vegetation Growth

Plant crown cover protects the soil surface, and its extent
determines the proportion of the surface exposed to raindrop
impact. Large drops fall at a terminal velocity of up to
10ms~', and their momentum is largely absorbed where
they fall on living or dead vegetation, or on surface litter

or mulch on the soil surface. Drops that fall from the leaves
may approach terminal velocities from high forest canopies
(>10m), but their impact is generally much reduced below
multistorey canopies or lower vegetation.

The vegetation, in turn, grows at a rate that is closely
related to the transpiration stream, although there are varia-
tions according to the type of metabolic pathways (C3 or C4
plants), the level of atmospheric and soil CO,, and the avail-
ability of nutrients, particularly nitrogen and phosphorus.
Thus, many of the differences between humid and semiarid
hydrological responses are directly related to natural vegeta-
tion growth, and artificial management of vegetation cover
can create similar contrasts (see Chapter 117, Land Use
and Land Cover Effects on Runoff Processes. Urban
and Suburban Development, Volume 3—Chapter 120,
Land Use and Land Cover Effects on Runoff Processes:
Fire, Volume 3). This is most relevant in the context of
human land management. Cropland is kept artificially clear
of cover through tillage and harvesting for part of the year.
Rangeland is grazed, keeping vegetation cover artificially
low and is cleared periodically by fire to promote fresh
growth in many regions. Widespread farming practices thus
commonly allow seasonal crusting of the soil surface and
infiltration excess overland flow in areas that would natu-
rally be dominated by saturation excess runoff year round.

In semiarid areas, natural vegetation cover is generally
incomplete, except for a carpet of annuals following rain.
Perennials tend to be denser in areas of greater moisture,
and therefore concentrated particularly along channelways,
where flow lasts longest and moisture persists in the
bed sediments.

Sediment and Solute Transport

Hillslope hydrology is vital to most sediment transport.
Although hillslopes are not generally the most active part
of the landscape, they provide almost all of the material
that eventually leaves a river catchment through the more
active channelways (see Chapter 80, Erosion and Sedi-
ment Transport by Water on Hillslopes, Volume 2). The
processes by which material is weathered and transported
to the streams are therefore vital to an understanding of
how the catchment works. The regolith is also the raw
material from which soils are developed. Geomorphologi-
cal processes form an essential part of this crustal recycling
that continually renews the surface, and is itself ultimately
driven by the hydrological cycle (Holden, 2004; Kirkby
et al., 2002).

Water helps to break up the rocks into soil in the
processes of weathering and drives the sediment transport
processes that carry soil materials down to the ocean,
progressively eroding the land. The balance between the
rates of the various sediment transport processes has a very
strong influence on the form of both the landscape and its
soils, and plays a large part in the distinctive appearance of
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landscapes in different climatic regions. Hillslope erosion
also provides the raw material that rivers transport through
their valleys to the oceans. Changes in hillslope erosion
rate may not immediately be matched by similar changes
in river sediment transport, resulting in either floodplain
aggradation and widening, or valley incision.

Material transport processes are of two very broad types,
(i) weathering and (ii) transport of the regolith. Within each
of these types, there are a number of separate processes
that may be classified by their particular mechanisms into
three main groups. Most slope processes are greatly assisted
by the presence of water that helps chemical reactions,
makes masses slide more easily, carries debris as it flows,
and supports the growth of plants and animals. For both
weathering and transport, the processes can conveniently
be distinguished as chemical, physical, and biological.

Weathering Processes

Weathering is the in-place transformation of parent materi-
als into regolith and the further transformation of regolith
materials. Chemical transformations change the chemical
composition of the minerals in the regolith. The net effect
of these changes is to remove the more soluble constituents
of the rock minerals and change them into a series of
new minerals, which become more and more like clay-
forming minerals. Rock composition can be simplified as a
combination of bases, silica, and sesquioxides (Carson and
Kirkby, 1972). Bases are the most soluble so that weather-
ing removes them first. Silica, although at least 10 times less
soluble than bases, is itself at least 10 times more soluble
than the sesquioxides. The changes due to chemical weath-
ering can be shown on a triangular diagram (Figure 9),

Silica

Sandstone

Shale/clay

Bases Sesquioxides

Figure 9 Schematic weathering of rocks, represented as
a mixture of bases, silica (Si0,), and sesquioxides (Al,O3,
Fe,03). The arrows illustrate courses of weathering for
typical rock types and their lengths indicate relative rates
of change. Thus, in the general course of weathering,
bases are lost first, followed by sesquioxides, and long
continued weathering leads to clay and eventually lateritic
residual soils. A color version of this image is available at
http://www.mrw.interscience.wiley.com/ehs

which shows the proportional composition in terms of these
three components. Weathering first reduces the proportion
of bases and then the proportion of silica so that all par-
ent materials eventually end up in the sesquioxide corner,
essentially as clays, which are the end products in equilib-
rium with the pressures and temperatures in the regolith.
In general, minerals that are formed close to the surface,
such as the clays, are less liable to change in this way,
and so undergo less chemical weathering than, for example,
igneous rock minerals that were formed at high tempera-
tures. Chemical weathering usually produces new minerals
that are physically weaker than before, and so makes the
material more easily transported by physical processes.

Physical weathering transforms rock and regolith mate-
rials by mechanically breaking them into smaller frag-
ments. In some cases, chemical and biological processes
help this mechanical breakdown. The most important pro-
cesses of physical weathering are freeze—thaw and salt
weathering. Biological processes are also effective through
a combination of biochemical and mechanical methods,
mainly through root action and faunal digestion (e.g. worms
and termites).

Transport Processes

Where there is a plentiful supply of material, and the
process which moves it can only move a limited amount
for a short distance, then the rate of transport is limited by
the Transporting Capacity of the process, which is defined
as the maximum amount of material that the process can
carry (Kirkby, 1971). Other processes are limited, not by
their capacity to transport but by the supply of suitable
material to transport, and are described as Supply Limited.
Although there is not always a completely rigid line
between Transport Limited and Supply Limited processes,
it is an important distinction, and has a substantial impact
on the way in which landscapes evolve. Landscapes that
are dominated by transport limited removal are generally
covered by a good layer of soil and vegetation, and
slope gradients tend to decline through time. Landscapes
where removal of material is mainly supply limited, on the
other hand, tend to have sparse vegetation, thin soils, and
steep slopes which tend to remain steep throughout their
evolution. There is a general tendency for humid landscapes
to be dominated by transport limited removal and semiarid
landscapes by weathering limited removal.

Solute and Nutrient Transport The process of
solution is closely linked to chemical weathering. As
material is altered in place by weathering, the lost material
is removed in solution. Rocks that weather rapidly therefore
also lose material in solution rapidly. Rain falls on the
soil, where it picks up solutes from the regolith, at a
concentration roughly proportional to the amount of each
constituent in the regolith, and its solubility. Some water
is lost to evapotranspiration, and this carries little or no
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solutes so that the remaining overland flow and subsurface
flow runoff has an increased concentration of solutes.
This distillation effect becomes marked in relatively arid
climates, where the evapotranspiration is high. In extreme
cases, some of the soluble material reaches its maximum
saturated concentration, and any further evapotranspiration
leads to redeposition of the dissolved material near the
surface, most commonly for calcium, which is often found
to form crusts of calcrete near the surface in arid and
semiarid areas. The concentration of solutes is therefore
generally highest in dry climates, but the total amounts
removed in solution are less than for humid areas.

Where a flow of water contains dissolved material, the
rate at which the solutes are removed is determined by
their concentration in the runoff water. This leaching is
generally the most important process in carrying solutes
down the slope and into the rivers. Once material is leached
out, it generally travels far downstream and its rate is
supply limited.

When material is physically transported down a hillslope,
it may travel as a mass or as independent particles. In a mass
movement, a block of rock or soil moves as a single unit,
although there may be limited relative movement within the
block. The movement of the block is mainly determined
by the forces on the block as a whole, and the individual
rock or soil fragments within the block are in close contact
so that they are moved selectively according to their size,
shape, or density. The alternative to a mass movement
is a particle movement, in which grains move one, or a
few, at a time, and do not significantly interact with one
another as they move. For a particle movement, forces
act on each particle separately, and they move selectively,
mainly depending on their sizes and also on other factors
such as shape and density. Both mass movements and
particle movements can occur at a range of rates. In general,
however, movements that are driven by large flows of water
tend to be more rapid than drier movements and tend to be
supply limited, whereas drier and slower movements tend
to be transport limited.

Mass Movements Mass movement of material is
decided by a balance of forces, some of which promote
movement and some of which resist movement. For mass
movements, the forces act on the block of material that
is about to move, and for particle movement on each
individual particle. The main forces promoting movement
are those of gravity and water detachment. On a slope,
there is always a component of the weight of the material
that tends to pull it downslope, and this applies equally
to particle and mass movements. Friction and cohesion
provide resistance to movement.

There are many names for different types of rapid and
slow mass movements. In rapid mass movements, the
crucial distinction is between slides, in which the moving
mass essentially moves as a block over a failure surface,

and flows in which different parts of the mass move over
each other with differential movement or shear. It is usually
found that flows occur in masses with more water mixed
into the moving mass, in proportion to the amount of
regolith or rock material. In a slide, water is often very
important in reducing the frictional resistance, and allowing
movement to begin, but there is little water within the
moving mass. In a flow, there is usually almost at least
as much water as solids, and sometimes many times more.
Water and regolith materials can be mixed together in
almost any proportions if they are moving fast enough,
although coarse materials (sand, gravel, and boulders) can
only remain suspended in the mixture in the fastest or most
viscous flows.

Initiation of rapid mass movements occurs when gravity
forces overcome frictional resistance and cohesion, either
in a narrow zone or throughout the depth of the mass. Initial
movement dilates the failure zone, separating the moving
solids and reducing frictional resistance so that move-
ment initially accelerates. Comparing mass movements with
increasing proportions of water in the mass, the intergranu-
lar resistance during movement decreases progressively as
grain to grain contacts become less frequent. Flow contin-
ues until either the driving forces decrease, generally by
running out onto a lower gradient, or the frictional forces
increase because of drainage of the water.

The essential contrast with slow mass movement (sea-
sonal soil creep) is that it does not involve movement
bounded by a discrete slip surface. Failures occur between
individual soil aggregates and not over the whole of an
area. Movements are usually driven either by “heaves” of
expansion or contraction, or by apparently random move-
ments between aggregates. Heaves are usually caused by
freezing and thawing of soil water, or by wetting and dry-
ing of the soil. Random movements are usually caused by
biological activity that mixes the soil in all directions. In
all cases, these movements would not cause any net down-
hill movement on level ground but, on a slope, the steady
action of gravity causes more downhill than uphill move-
ment, and there is a gradual downhill transport of regolith
material, at a rate which increases with slope gradient.
These three main drivers for soil creep, wetting—drying,
freeze—thaw, and biological mixing, can all be of similar
magnitudes, although one or other dominates in any par-
ticular site. Tillage erosion is an additional form of slow
mass movement, driven by ploughing and other cultivation
that turns and dilates the topsoil at rates 100—1000 times
more rapidly than in soil creep, moving material downslope
without the direct agency of water.

Particle Movements Where there are cliffs, rockfall
from bedrock slopes and its incorporation into talus slopes
provides one important category of particle movement. The
debris builds up screes of coarse debris that eventually
weathers into finer material and may be removed.
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Water is directly responsible for the other main process
of particle movement, in the group of wash or soil erosion
processes. In these processes, material may be detached
by the two processes of raindrop impact and flow traction,
and transported either by jumping through the air or in
a flow of water. Combinations of these detachment and
transport processes give rise to the three different processes,
rainsplash, rainwash, and rillwash.

Raindrops detach material through the impact of drops
on the surface. Drops can be as large as 6 mm in diameter
and fall through the air at a terminal velocity that is related
to their size. For the largest drops, the terminal velocity is
10ms~!, but they only attain this after falling through the
air for about 10 m. If their fall is interrupted by hitting the
vegetation, drops hit the ground at a much lower speed
and have much less effect on impact. As drops hit the
surface, their impact creates a shock wave that dislodges
grains of soil or small aggregates and projects them into
the air in all directions. Grains that are as large or larger
than the raindrop which moved them may be detached, so
that grains of up to 10 mm can be detached by raindrop
impact. The total rate of detachment increases rapidly with
the energy or momentum of the raindrops, and therefore
with the rainfall intensity. As a working rule, the rate of
detachment is roughly proportional to the square of the
rainfall intensity. Where the raindrops fall into a layer of
surface water that is deeper than the raindrop diameter
(6 mm), the impact of the drop on the soil surface is largely
lost. Impact through thinner films can still detach aggregates
into the water, and other grains jump into flowing water
films that can then transport grains which they do not
have the power to detach. These forces are also responsible
for breaking up the surface aggregates and packing them
into the soil surface to form a crust, as described above,
which severely limits subsequent infiltration and increases
infiltration excess overland flow runoff.

Transportation through the air, in a series of hops, is
able to move material both up- and downslope, but there
is a very strong downslope bias on slopes of more than
about 5°. As a rough guide, the net rate of transportation
(downhill minus uphill) increases more or less linearly
with slope gradient and inversely with the grain size
transported. The gross rates of material transport, for
rainsplash, are generally similar to those for soil creep.
Rainsplash, however, is strongly particle size selective and
operates only on the surface, whereas soil creep operates
over a significant depth of soil and carries material together
as a coherent mass. Protection from raindrop impact, either
by vegetation or by stones, strongly suppresses rainsplash
and crusting by reducing the impact velocity of raindrops.
Microtopography, including tillage features are gradually
smoothed out as rainsplash redistributes material, eroding
high points, and filling depressions.

Once there is overland flow over the soil, material can
be carried in the flow, and some material can move much
farther than through the air in rainsplash. The presence
of overland flow provides a thin layer of water on the
soil surface, generally distributed rather unevenly following
the microtopography that may attenuate the impact of
raindrops. In shallow flows, the combination of detachment
by raindrop impact and transport by the flowing water
is the most effective transport mechanism and is known
as rainflow. This process is active in inter-rill areas, and
provides a significant fraction of the material carried into
and along rills and larger channels.

If flow is deeper (i.e. more than 6 mm), raindrop detach-
ment becomes ineffective, and detachment is related to the
tractive stress of the flowing water. Sediment is detached
when the downslope component of gravity and the fluid
entrainment forces overcome frictional and any cohesive
resistance in the soil, that is, when the safety factor falls
below its critical value. It can be seen that detachment
increases with discharge and gradient, and decreases with
grain size except where cohesion is significant. Flows that
are powerful enough to detach material generally suppress
raindrop detachment, and detached material is also carried
by the flow. This combination of processes is called rill-
wash, and is responsible for most of the erosion by running
water in major storms. Much of the material exported from
an eroding field is the direct product of channel enlargement
during the storm, and almost all of the material detached by
raindrop impact must also eventually leave the area through
these channels.

Combining the effects of these three wash processes that
are active during storms under a sparse vegetation cover,
much of the area is subject only to rainsplash that feeds
into areas, some spatially disconnected, with thin films
of water where rainflow is dominant. These areas in turn
provide sediment to the eroding channels where rillwash is
actively detaching material and enlarging the channels. In
larger storms, the areas of rillwash and rainflow increase
and become better connected to the channels. The runoff
generated per unit area and the area contributing runoff to
the outlet therefore both increase, giving a more than linear
response of runoff to increased storm rainfall. Because
sediment transport also increases more than linearly with
discharge, the nonlinearity of the sediment load dependence
on rainfall is much stronger than for the water flow.

Selective transportation removes fine material from the
soil, leaving a lag of coarse material that armors the surface.
As the surface is lowered by erosion, the armor layer
consists of the coarsest fraction in the layer of soil that
has been eroded, and so develops more and more over
time. The coarse armor progressively begins to protect the
soil by reducing detachment rates, increasing infiltration
by preventing soil crusting and providing an increased
resistance to flow, and all of these effects reduce the rate
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of erosion until some equilibrium is approached. In this
equilibrium, local differences in sediment transport rate
balance differences in armor grain size. This effect is most
commonly seen in a relationship between surface grain size
and gradient, with coarser material on steeper slopes.

The effects of selective transportation are only evident
where the regolith contains some coarse material. This
usually consists of weathered bedrock, but may consist of
fragments of calcrete or other indurated soil horizons. Thus,
the erosion of deep loess deposits or deeply weathered
tropical soils, for example, that contain little or no coarse
material, is not affected by the development of armoring,
and may continue unchecked to great depths, often allowing
the formation of extensive gully systems. On shallow, stony
soils weathering from bedrock on the other hand, the effect
of armoring is increased because, as the surface erodes,
lower layers of the regolith contain less and less fines, and
the end point of erosion may be a rocky desert. Some rocks,
for example, coarse sandstones and granites, produce a
discontinuous distribution of grain sizes in their weathering
products, dominated by joint-block boulders of weathered
rock and the sand grains that are produced as the boulders
breakdown. On these rocks, desert slopes often show a
sharp break in slope at the base of steep hillsides, between
straight slopes close to the angle of rest and the basal
concavity. If grain size is plotted against gradient for these
slopes, the sharp break in slope represents missing gradients
that correspond to the gap in the grain size distribution.

It would be hard to overemphasize the extreme impor-
tance of land cover and agriculture for wash processes.
Through the actions of vegetation in preventing crusting
and improving soil texture though the addition of organic
matter, there is a very strong casual link from vegetation
cover to increased infiltration capacity and reduced runoff
and erosion. As forests have been cleared for agriculture,
erosion rates have greatly increased, removing the most fer-
tile topsoil or stripping mountains to bare rock and causing
sedimentation along rivers. In the Middle East, Northern
Europe, North America, and Brazil, this process of severe
erosion and eventual partial recovery is evident at vari-
ous stages. Today, land management for food production
and amenity remains an important issue, requiring sensi-
tive choices to limit erosion while maintaining productivity.
Furthermore, through crusting, armoring, and the promotion
of infiltration excess overland flow, wash processes have a
powerful impact on hydrological response.

Channel Cutting and Infilling

Many sparsely vegetated areas develop rills and ephemeral
gullies that are defined as temporary channels, formed
during storms and destroyed by infilling between storms.
In cultivated fields, infilling is generally through tillage,
sometimes deliberately after each storm and otherwise fol-
lowing the annual cultivation calendar. In uncultivated

areas, natural processes of wetting and drying, or freezing
and thawing, create a loose surface layer that accumulates
downslope along the depressed rill lines and gradually oblit-
erates them. Rills are small channels, generally 5—10cm
deep that are formed on a smooth hillside and are not asso-
ciated with a depression. Over a series of storms, the rills
reform in different locations and gradually lower the whole
hillside more or less evenly. Ephemeral gullies form along
shallow depressions, and therefore reform along the same
line in each storm, gradually enlarging and deepening the
depression, while the infilling processes bring material from
the sides and widen the depression.

In a particularly large storm, channels may form, which
are too large to be refilled before the next event. These
channels then collect runoff in subsequent events, leading to
further enlargement, and may become permanent additions
to the channel network. Where the soil is stronger close to
the surface than in the horizons beneath, either due to
the presence of a tough vegetation root-mat or due to
the exposure of an indurated soil layer, then gullies that
breach the surface layer may incise rapidly into the weaker
horizons beneath. As material is exported, undercutting of
the surface layer can lead to further rapid growth of a
linear or branching gully system that disrupts agriculture
and roads and may be very difficult to heal. These features
can also intercept groundwater and may enlarge through
subsurface piping, particularly in sodic soils.

Hillside erosion, either by wash erosion or mass move-
ments, may deliver more sediment to the main channels
than they are able to carry. In the short term, high erosion
rates initiated by reductions in vegetation cover generally
increase downstream transporting capacity less than the
increase in load, so that channelways aggrade, giving broad
valley floors, often with braided channels. Contrariwise,
reductions in hillslope erosion, for example, by convert-
ing agricultural land back to forest, may cause downstream
incision. In the long-term, channel systems adapt to carry
changed sediment loads, but historical changes have shown
that this adjustment may take hundreds of years (see Chap-
ter 84, Floodplain Sedimentation — Methods, Patterns,
and Processes: A Review with Examplesfrom the L ower
Rhine, the Netherlands, Volume 2).

Sediment transport in rivers is highly episodic, and
sediment concentrations increase more than linearly with
discharge so that sediment flux is strongly concentrated
on the largest flood events, and more than half of the
annual sediment load is carried in 5% of the time. In
a flood event, layers of sediment are entrained roughly
in the proportions in which they lie on the stream bed
(equal mobility), where fine material is released when the
flow entrains the coarser material that shelters it. However,
material is deposited selectively according to grain size.
The coarsest material typically travels short distances, as
bed load, and its movement is usually transport limited.
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Finer material is carried progressively farther in each flood
event, and for the finest material is effectively supply
limited, with transport limited by the lack of available
material. Thus, silt and clay wash load and solute transport
are largely controlled by the hillslope source areas for
these materials. The progressive reduction in stream travel
distance with increasing grain size is responsible for the
much coarser grain size distributions found on stream beds
than in hillslope soils, as similar volumes of material pass
through every part of the system, from weathered bedrock
to soils to channel deposits and down to the sea.

FEEDBACKS

The landscape form shapes the hydrological response to
precipitation, both on the hillslopes and through the channel
network, particularly in flood events. The form of flood
hydrographs has a strong impact on the sediment transport
throughout the catchment and, in the long-term, erodes and
shapes the catchment. This nonlinear feedback loop rein-
forces some components of the hydrological response and
some landscape features to give the familiar characteristics
of fluvial landscapes, and the differences between land-
scapes that are often characteristic of particular lithologies,
climates, and tectonic settings.

Landscapes evolve over time in response to the internal
redistribution of sediment, usually with some net removal
of material to rivers or the ocean. The way in which
channel networks and hillslopes evolve depends on their
initial form, the slope processes operating, and the boundary
conditions that determine where and how much sediment
is removed.

The assemblages of sediment and solute processes tend
to fall into two groups (Figure 10), corresponding to
the dominance of infiltration excess overland flow or
subsurface flow.

In humid areas, where subsurface flow is dominant, wash
processes are less important than large and small mass
movements for transporting sediment. Subsurface flow
carries dissolved material, often removing more material
in solution than is lost as particulate sediment. This
leads to good soil development, dominance of transport
limited removal, and a strong hydrological reinforcement of
hollows (plan concavities). Hollows preferentially generate
subsurface flow so that solution is greatest there, leading to
enlargement of the hollows, and this is particularly striking
in areas with soluble rocks. These hollows then generate
saturation excess overland flow, enlarging them by some
surface erosion. Mass movement processes give rise to
convex (creep) or rectilinear (landslides) profiles so that
the characteristic slope profile consists of a broad convexity
and a narrow concavity that is often also concave in plan,
forming a hollow around stream heads.

In contrast, semiarid areas are dominated by infiltration
excess overland flow; surface wash processes are the most
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Storm rainfall Soi linear hollows
- - ) coarse soails
Infiltration Overland flow erosion =
Mass
Percolation movements Fing soils
Subsurface Soluti
flow olution concave hollows

Saturation

Balance of
sediment &
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Figure 10 Overland and subsurface flow pathways and
their geomorphic consequences. In semiarid conditions,
hillslope development is dominated by overland flow and
soil erosion, with relatively low chemical weather, and
slopes are typically concave in profile, with coarse-textured
soils. In humid areas, subsurface flow dominates, pro-
moting weathering and mass movements, and tending
to produce fine grained soils on mainly convex slope
profiles, often with strong plan convergence around
stream heads. A color version of this image is available
at http://www.mrw.interscience.wiley.com/ehs

important and solution less rapid. Soils are less weathered,
thinner, and with lower clay content, and removal is com-
monly supply limited. The dominance of wash processes
gives rise to concave slope profiles with only a narrow con-
vexity around divides and, with none of the reinforcement
processes to emphasize hollow development, landscapes
tend to be more rectilinear in plan form.

Climate and hydrology also influence the density of
stream channels within a landscape. Channels may be
considered as a balance between hillslope processes that
tend to fill them with sediment and channel processes that
tend to clear them out. Both sets of processes are episodic
so that stream heads may be filled with mass movement
deposits for thousands of years before they are evacuated
in a major flood. Thus, there are elements of chance in
the position of observed stream heads due to the incidence
of prior major flood events. The observed position may
therefore fluctuate over time, but the persistence of a major
valley represents some kind of time average of the balance
between processes.

Theoretically (Smith and Bretherton, 1972), this balance
is related to the balance between processes that increase
less than linearly with drainage area (creep and rainsplash),
for a given gradient, and those that increase more than
linearly (certainly rillwash and perhaps landslides), that is,
between processes that are not driven directly by water flow
and those that are. For an unchanneled hillslope, it can
be shown that there is a strong correspondence between
the development of profile concavity and the dominance of
water-driven processes.

As with hillslope forms, it is the balance between
processes that determines the observed drainage density.
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Two generalizations can be made, although the determining
factors are still not fully understood. The first observation
is that drainage density is generally higher in semiarid
than in humid areas (e.g. Melton, 1957), and this seems
to be a natural corollary of the narrower convexities in
semiarid areas. The second observation is that drainage
density is higher where gradient around the stream head is
steeper. This result seems to indicate that the rate of water-
driven processes increases more rapidly with gradient than
for creep and rainsplash. The first of these effects is the
stronger and creates regional contrasts, resulting in drainage
densities of >100kmkm~2 in some semiarid areas, and
down to 1-5kmkm~2 in many humid areas. The gradient
effect is generally weaker with about a 10 times range in
the area needed to support a stream head, and is observed
within as well as between areas following local topography.

CONCLUSION

In following the influences on catchment hydrology, it is
clear that the form of the landscape is vitally important
in affecting the response of the landscape to a storm
event. The form of the landscape, however, is already a
product of the hydrology over a long period, determining
the soil, vegetation, hillslope forms, and channel network
morphology. The climate has never remained constant, and
is now changing, perhaps more rapidly than ever before. In
understanding the structure of hydrological processes and
their dynamic organization with respect to vegetation and
landscape morphology, it is necessary to understand which
parts of the physical system are truly constant, and which
are dynamically changing in response to differences in both
land use and climate.

FURTHER READING

Bull L.J. and Kirkby M.J. (Eds.) (2002) Dryland Rivers, John
Wiley: Chichester, p. 388.
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5: Fundamental Hydrologic Equations
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In this article our goal is to present an overview of the fundamental principles that are the basis of most
models used in hydrology. We develop the fundamental principles of mass, momentum, and energy conservation
and express them in mathematical form. We first outline the general approach that can be used to develop a
mathematical statement of a conservation law, using a so-called Eulerian framework, where we consider volumes
fixed in time and space through which material may flow. We then derive the general conservation equations
for mass, momentum, and energy for the case of flowing fluids. We next provide examples from hydrology
that illustrate the application of the general conservation principles. We begin with relatively straightforward
applications of the conservation equations and progress to more complex and less direct applications. Our
first and simplest example is the advection—dispersion equation, which is a relatively transparent application
of the conservation of mass principle, augmented with a so-called gradient-flux model, Fick’s law, which
describes the dispersion and diffusion of solute mass within the bulk flowing fluid. Next we present the
Navier—Stokes equations, which are the conservation of momentum equations for a Newtonian fluid. The next
suite of examples involves flow in porous media, which is described by more than one conservation principle
applied simultaneously. Our last example is from engineering hydraulics, the Saint Venant equations, which are

gross but practical simplifications of the general conservation statements.

INTRODUCTION

The principles of mass, momentum, and energy conser-
vation are fundamental to quantitative hydrology. Most
physically based models in hydrology respect these prin-
ciples, and those models that violate them are viewed with
great suspicion. These fundamental conservation principles
are applied in the form of mathematical expressions so that
they can be communicated precisely and succinctly and
used for quantitative analysis. One may view mathemat-
ics as a “grammar” and “language” to communicate the
“literature” of physical principles. In this article, we shall
therefore focus mostly upon the mathematical development
of the conservation principles and their manifestation in
hydrology. In this way, we hope that our development will
give physical meaning to the mathematical expressions. We
will assume that the reader has an elementary understanding
of multivariate calculus and differential equations.

We first state the fundamental principles and then outline
the general ways in which mathematical expressions for
these principles are formulated. We then develop general

mathematical equations for each principle for the specific
case of a flowing fluid, which in hydrology is usually water.
These general equations are then typically used as the basis
for expressions used in hydrology. We therefore conclude
the article with a sequence of examples from hydrology to
show how the principles are manifested in expressions that
describe hydrologic processes.

FUNDAMENTAL CONSERVATION
PRINCIPLES

The three fundamental principles are:

1. Conservation of mass: Mass is neither created nor
destroyed.

2. Conservation of momentum: The momentum of a body
is conserved unless it is acted upon by a force, in which
case the rate of change of momentum equals the net
force on the body.

3. Conservation of energy: Energy is neither created nor
destroyed.

Encyclopedia of Hydrological Sciences. Edited by M G Anderson.
© 2005 John Wiley & Sons, Ltd.
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There are two general ways in which these fundamen-
tal principles are applied in hydrologic analysis. In one
way, the principles are used to establish an accounting or
bookkeeping scheme to keep track of the mass, momen-
tum, or energy moving into and out of a finite-sized closed
region called a control volume. When applied to control
volumes, the resulting conservation laws typically lead to
algebraic expressions that quantify the gross behavior of
the entire control volume. In the second general usage,
conservation statements are written that apply at every
mathematical point in a continuous medium. The conserva-
tion statements are then written in the form of differential
equations, which when solved, yield detailed, point-wise
information about the system. These continuous conser-
vation statements can be understood and developed as
limiting cases of finite-sized control volume statements.
Generally, the control-volume approach is simpler to apply,
but leads to coarser, bulk results. The second approach,
using differential equations, has the potential to provide
much more detailed information at the cost of a more dif-
ficult computation. Indeed, for many problems, analytical
solutions do not exist for the differential equations and
analytical simplifications or numerical approximations are
required.

All the three conservation principles follow the same
essential theme. When applied to a control volume, the con-
servation principles imply that the amount of the conserved
quantity (mass, momentum, or energy) entering a control
volume during a specified time period, less the amount leav-
ing during that time period, must equal the net change in
conserved quantity stored in the control volume during that
time period.

For example, consider the control volume shown in
Figure 1, which contains a catchment. The dotted line
represents the surface of the control volume. If we let P
be the precipitation rate, and ET be the rate at which water
evaporates or transpires from plants out of the catchment,
and G, and G, be the rates at which groundwater enters
and leaves the catchment, and Q;, and Q. be the rates at
which surface water enters and leaves the catchment, then
we can write the following statement for the conservation
of mass (water) for an arbitrary time period At:

(P —ET + Gin - Goul + Qin - Qout)At = AS (l)

where AS is the change in mass stored over the time period
At and where each term in the brackets has dimension of
mass per unit time [M/T]. This algebraic expression of
mass conservation is called a water balance. The terms in
the water balance may depend upon other variables, leading
to a more complex expression.

G out

Figure 1 A control volume is any closed region where
fluxes across the volume boundaries and changes in
internal storage of mass, momentum, or energy are
accounted for over specified time intervals. The catchment
above can be considered a finite-sized control volume.
P is precipitation flux, ET is the evapotranspiration flux,
O, and Qo are surface water flow into and out of the
catchment, and Gi, and G, are subsurface fluxes into and
out of the catchment

DIFFERENTIAL FORM OF CONSERVATION
EXPRESSIONS

Differential representations of the fundamental conservation
principles for flowing fluids are typically developed in one
of two ways. In the first way, one refers to a control volume
and then considers how a physical quantity, such as the
mass contained in the control volume, changes with time.
In this case, the control volume is usually fixed in space and
time while fluid moves through it. This type of description
is called an Eulerian description. In the second approach,
a system under examination is considered to be composed
of so-called material particles, which are small elements
of constant mass. One then describes how properties such
as the energy content, momentum, and geometry of each
particle change in time. This type of description is known
as a material or Lagrangian description of the system.
In a sense, one tags along with an element of fluid mass
and describes how it moves and its geometry, momentum,
and energy change. The two different descriptions lead
to different mathematical representations for the same
conservation concepts. Convenience dictates the preference,
although the Eulerian approach appears to be most common
in hydraulics and hydrology. We shall develop Eulerian
expressions here.

The derivations for the differential form of the mass,
momentum, and energy conservation expressions all follow
the same basic pattern. We consider a finite-sized control
volume, fixed in space with fluid moving through it, and a
time interval from ¢ to t + At. We then write expressions
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for: (i) {Stored}, and {Stored};;a;, the amounts of the
conserved quantity stored in the control volume at times
t and t + At; (ii) {Net flux},— ;1 a;, the net amount of the
conserved quantity carried into or out of the control volume
by the flowing fluid during the time interval ¢ to ¢t + At;
and (iii) {Sources};— 1+as, the net amount of the conserved
quantity added to or removed from the control volume by
other processes during the time from ¢ to # + At. Processes
that can add or remove a conserved quantity to or from
the control volume are typically specific to a conserved
quantity. For example, the process of heat conduction can
transport energy into and out of the control volume. With
the expressions described above, the conservation principle
for the control volume is written:

{Net flux}, ;1 ar + {Sources}— 1+ ar

= {Stored};; p; — {Stored}, 2)

If we then divide this expression by the volume of the
control volume and the time interval Ar, and shrink the
volume and time interval to a point in space and time, then
a differential conservation expression results.

The differential conservation equations are idealiza-
tions that apply at the mathematical point and instant in
timescale, whereas the finite-volume conservation equa-
tions, such as the catchment-scale water balance (equa-
tion 1), apply to finite volumes for discrete intervals of time.
Accordingly, if the differential conservation equation holds
at each point in a region of space over a continuous time
interval, then a finite-volume conservation expression can
also be developed for any closed finite subvolume and time
interval in that region.

The general conservation equations that we develop are
valid for any continuous media such as solids, gases, and
liquids. In the case of hydrology, the most common medium
will be water. The only critical assumption is that the
media be continuous, meaning that its physical properties
change smoothly in time and space, such that derivatives
of these properties exist at all points. We shall see later
in the examples where we develop equations for flow in
porous media that we have to first define a continuum to
apply these principles. We next derive the differential mass,
momentum, and energy conservation equations.

Conservation Of Mass

The mass conservation principle states that mass is nei-
ther created nor destroyed. Einstein showed that this is
not exactly true, since mass and energy are equivalent.
However, for almost all processes of interest to hydrol-
ogy, energy levels are not high enough for a measurable
exchange between mass and energy. Consequently, mass is
essentially conserved in hydrologic systems.

Az

N/

z
t ;y AX
X
Figure2 A control volume that is used to develop
differential forms of the conservation principles. We
conceptually shrink this finite-sized control volume to a

mathematical point to develop differential forms of the
conservation principles

To develop a differential expression, we examine mass
conservation over an interval of time from ¢ to ¢ + Ar for a
rectangular control volume of size Ax AyAz fixed in space
at a point (x, y, z) (Figure 2). To avoid confusing subtleties,
we first assume that the control volume is always fully
saturated with water. Later we will consider more than one
fluid phase when we develop expressions describing the
unsaturated zone in soils. We also assume that we can define
mathematically continuous parameters such as density p
and dependent variables such as velocity with components
(vx, vy, v;). To derive the mass conservation expression,
we must compute the net mass flux into the control volume
and equate it with the change in mass storage over the time
interval At.

Consider the two faces of the control volume that are
perpendicular to the x coordinate direction, one located at
x and one at x + Ax (Figure 3). Over the time interval,
At the mass carried into the control volume by the
flowing fluid on the x face is pv,|,AyAzAt, and the
mass carried out of the x + Ax face is pvy|y1ar AYAZAY
(the notation pv,|,1ay 1S to be read “pv, evaluated at the

PVx

X + AX

Z
b
X

Figure 3 The control volume used to develop the
conservation of mass equation. Here, p is the fluid density
and vy is the x-component of the fluid flow velocity.
Accordingly, pvyx is the x-component of the mass flux
vector
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Table 1 Conservation of mass flux terms

Face Inlet mass flux Outlet mass flux
X PVxIxAyAzAtL PVxlx+axAyAzAtL
Y PVylyAXAZAL PVylyrayAXAZAL
z OVz|: AXAY AL OVzlzpnz AXAY AL

point located at x 4+ Ax”). In the same fashion, we can
express the mass flux across the faces in the y- and z-
direction. The fluxes across each face are summarized in
Table 1.

The mass contained in the volume at time 7 and time
t + At is simply the density times the volume at those
times, or pAxAyAz|, and pAxAyAz|,1a;. Referring to
the general conservation principle in equation (2), where
we assume that there are no sources of mass inside the
volume, we can write the finite-volume mass conservation
expression

(PUxlx — PUx|r+ax) AyAzAL
+ (ovyly — pUyly+ay) AxAzAT
+ (pvxl; — pUclera) AXAy At
= (pli+ar — Pl AXAYAZ 3)

Dividing by the volume AxAyAz and the time interval
At we have

(pvxlx — PUxIxtax) + (/Ovy|y - ,OUy|y+Ay)

Ax Ay
(pvl; — PVl 4 a7) Pli+ar — plo)
e TP 4
Az At “)

Last, recognize that as the dimensions of the vol-
ume and the length of the time interval shrink, we can
interpret terms as derivatives (ovy|y — PUx|xrax)/AXx —
—d(pv,)/0x, where d(pv,)/0dx is the partial derivative of
pv, with respect to x, and can be thought of as the rate
at which the value of pv, changes in the x-direction. The
result is the mass conservation equation for a flowing fluid,

dpv) _ dlpvy) o) _ dp

5
ax ay 9z at )

This equation is also known as the continuity equation.
The continuity equation is written using the so-called vector

notation as

0
—V-(p7) = - ©)

where v is the notation for the water velocity vector, and
the divergence operator V.() is defined for Cartesian coordi-
nates as V-(pv) = d(pv,)/dx + d(pvy)/dy + d(pv;)/0z.

/ \

Figure 4 Divergence of a quantity is positive at a point
when the flux of the quantity is diverging from a point. In
the absence of sources of the quantity at that point, the
amount of the quantity at that point must be decreasing

A conservation expression is often betrayed by the
divergence operator, in vector form V-(f), where f is
the flux rate of a conserved quantity into a point by
some transport process (e.g. in the conservation of
mass, equations (5) or (6), the mass flux rate is pv
and the transport process is the flow of water). As
shown in Figure 4, a positive divergence at a point
indicates that the flux of the conserved quantity is
diverging or flowing away from the point. Accordingly,
the amount of the conserved quantity at that point
must be decreasing with time. Mathematically, if for
example, the divergence of the mass flux is positive
at a point, V-(pv) > 0, then by equation (6), dp/0t <0
and the mass at that point must be decreasing. The
divergence is easy to recognize when written in vector
form such as in equation (6).

Essentially, the differential continuity equation is a
balance between the net mass flux rate into a mathematical
point (the three terms on the left-hand side of equation 5)
and the rate at which the mass stored in the point changes
in time (the term on the right-hand side). However, because
the equation is derived from a finite-sized control volume, it
is sometimes easier to interpret the differential conservation
equations with a small control volume in mind. We will
show in examples to follow that a conservation principle
is concealed in many of the common expressions used in
hydrology.

An important, special case of the continuity equation
is that for an incompressible fluid. If the fluid is incom-
pressible, dp/d¢t = 0 and so V-(pv) = 0, and since Vp =0
also holds for an incompressible fluid, the continuity equa-
tion (6) becomes

Vv=0 @)

Conversely, at any moment when the divergence of the
fluid velocity is not zero, V-v # 0, then the fluid must be
compressing or expanding. Indeed, we state without proof
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that V-v equals the volumetric rate of deformation of a fluid
element (Panton, 1984).

Conservation Of Momentum

The relationship between momentum and force is given by
Newton’s second law, which states that a force F (a vector)
on an isolated body equals the mass of the body times the
acceleration. Acceleration is defined as rate of change of
the velocity vector dv/df so

— dv d(mv)
F = m— =
dt dr

(8)

where the momentum is mv. The conservation of momen-
tum principle states that the momentum of a body is constant
unless it is acted upon by a force, in which case the rate of
change of momentum equals the net force (equation 8). The
conservation of momentum equations can be developed for
a flowing fluid in much the same fashion as the continuity
equation. There are actually three equations, since momen-
tum is a vector quantity, unlike mass, which is scalar.

To develop the momentum balance, we must consider
all forces acting on the fluid, since forces are a source
of momentum. It is sometimes difficult to determine what
forces are relevant to a problem, especially when the
reference frame (coordinate system) that is used for the
problem is accelerating. Such a coordinate system is called
a non-inertial reference frame. For large-scale problems
in geophysical fluid dynamics, in the order of tens of
kilometers and more, the acceleration of the earth’s surface,
relative to the fixed stars, means that a coordinate system
fixed to the earth will be non-inertial. For smaller-scale
problems, the effect of the earth’s rotation is negligible and
can be ignored.

We derive the differential form of the conservation of
momentum for a flowing fluid in an inertial (nonaccelerat-
ing) reference frame. For simplicity, we will only present
the development for the x-component of momentum in
detail. We follow the same procedure that we used to
develop the mass conservation equation: we consider a
small control volume of size AxAyAz fixed in space at
a point (x, y, z) and compute the momentum flux by fluid
flow into the volume over a time period from ¢ to ¢ + At,
plus any momentum-generating forces acting on the fluid,
and equate these with the change in momentum stored in
the volume.

The x-momentum contained in the volume at time ¢
and time f 4+ At is the fluid density times the velocity in
the x-direction (i.e. the x-component of momentum) times
the volume, or pv, AxAyAz|, and pv, AxXAyAz|;1a;. Fol-
lowing the argument for the conservation of mass, the
x—component momentum fluxes carried into and out of the
volume by the flow are summarized in Table 2.

Table 2 Conservation of momentum flux terms
Inlet Outlet
X-momentum X-momentum
Face flux flux
X PVxVx|xAYyAzAL OVx VxlxtaxAyAzZAt
y OVxVylyAXAZAL OVxVylyrayAXAZAL
z PVxVz|: AXAY AL OVxVzlzpazAXAY AL

Two other similar tables could be listed for the y- and z-
component fluxes. Each term in this table is actually an
impulse, that is, a force through time, which according
to equation (8), is an increment of momentum, that is,
F x dt = d(mv).

The terms in Table 2 quantify the flux of momentum into
the control volume by the flow of the fluid. To complete
conservation law, we must account for remaining sources
of momentum, namely, the forces acting on the fluid.

The forces acting on the fluid include gravity, pressure
gradients, and friction (viscous stresses). Here it is best
to conceptualize the conservation equations with a control
volume in mind (a point-scale volume for the differential
equations). In that context, forces acting on a fluid are often
conceptualized as body forces, acting on the bulk material
or as surface forces, typically pressure and viscous drag
effects acting on the boundaries of the control volume. We
next compute the impulses contributed by these forces on
the fluids.

The x-component of impulse contributed to the fluid
in the control volume by gravity is simply the mass
of fluid times gravity (the gravity force) times the time
interval, pg, AxAyAzAt where g, is the x-component of
the acceleration of gravity.

To show how pressure leads to a net force, we must
consider the small control volume again (Figure 5). Pres-
sure over an area is a force, so there is an inward directed
force on each face of the control volume. If the pressure

X X + AX

VA
L~
X

Figure 5 Pressure on aface creates a force that is directed
toward the center of the volume. If pressures on opposite
sides of the volume are the same, then each generates
the same force and the net force is zero. Pressure forces
therefore result from pressure differences, which are
quantified by the pressure gradient
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is the same everywhere, then there will be no net force
on the volume. A net force results when there is a differ-
ence in pressure force in a given direction. Accordingly, the
net x-component impulse contributed by fluid pressure is
(plx = Plrrax)AyAzAt. As we show next, a stress imbal-
ance across the control volume also leads to a net force.

Internal shearing and viscosity lead to stresses that are
felt on each face of the control volume. Consider the control
volume in Figure 6. On the x face at x + Ax is shown
three components of the viscous stress t. For example,
on the face perpendicular to the x-direction, there is a
normal viscous stress 7., and two shear components, one
pointing in the z-direction, t,, and one in the y-direction,
7. The viscous stress state in the fluid can be described
by a 3 x 3 viscous stress tensor that is given in Cartesian
components as

A tensor is a generalization of the concept of a vector, and
has magnitude and directional properties (Bird et al., 1960).
For our purposes, each component of the stress tensor can
be thought of as a force per unit area such that a net
force on a surface from a stress component is the stress
component times the area over which it acts. Following
the example for pressure from above, (see Figure 5) the
net impulse from the viscous stress force in the x-direction
results from the differences in normal stress components
at x and x + Ax, (=Tuxlx + Txx|x+Ax)AyAzAt’ plllS the
x-component of the net shear stress forces contributed
by differences in shear forces at the faces perpendicular
to y-direction, (—7yyly + Tyxly+ay)AxAzAr and the z-
direction, (—T,l; + Toxlzan) AxAyAt. Note that stress
here is positive for tension, in contrast to pressure, which

P
Txz

yX

> Tyx
- 0~ rxy

z
[4ifj;?

X

Figure 6 Stress over an area is a force. The net
x-component force is a sum of the force caused by the
normal stress on the face normal to the x-direction, 7y

plus the shear stresses on the other faces, such as 14,
and 1y,

is positive for compression; in some developments stress is
positive for compression however.

We now collect the expressions for the flux of momentum
through the boundary of the control volume, the sources of
momentum from surface and body forces, and equate the
sum to the change in the momentum stored in the control
volume at times ¢ and Af to give

(PVxVx|x — PULVx|xsax) Ay Az AL
+ (Pvxvyly — PULVy|yay) AXAZAL

+ (PUxvzl; — PV VL[4 a) AXAY AL

+ 08 AxAyAzZAL + (ply — plrvax) AyAzAL
+ (= Tuxlx + Taxlx+ax) Ay Az AL

+ (= Tyxly + Tyxly+ay) Ax Az AL

+ (= Texls + Texlzra) Ax Ay At

= (pVxli+ar — PV ) AZAYAZ 9

Dividing by the volume and time interval, and shrinking
the control volume and time interval as we did in equa-
tions (3) to (5), we arrive at the following conservation of
the x-component of momentum equation

_dpuv) v, dpvu)  dp
ax dy 0z ox

0Txx 0T,y 0Ty, d(pvy)
Otex | Oy 0Tz = 10
+<3x+8y+8z>+pg o1 (10)

Similarly, there are two more equations for the y- and
z-components of the momentum vector

_ dpuevy)  Bovyvy)  B(puvy)  Op
dax dy 9z dy
a-[yx a'[yy 8‘Eyz _ 0 (Iov}')

+ ( o + 3y + 5z + o8y = ot
_ d(pvyvy) . d(pvyv;) _ d(pv:v2) — a_p
ox dy dz 02

0Ty | 0Ty | 07 d(pv;)
- = 12
+<8x+8y+8z tog = (2

(an

All three equations can be written in a compact vector
form as

a(pv)
ot

—V-(pvv) = Vp+ VT4 pg = (13)

The terms in equation (13) can be read from left to
right as: (i) the net flux of momentum into the point by
the flow of the fluid (note the divergence operator here);
(ii) the source or sink of momentum per unit volume by the
pressure gradient (a net force caused by a force imbalance);
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(iii) the source or sink of momentum per unit volume due to
viscous stress gradients (again a force imbalance); (iv) the
source of momentum due to the gravitational force, all
summed and balanced by; (v) the time rate of change of
momentum at the point.

Equation (13) is sometimes more specifically called the
conservation of linear momentum to distinguish it from
the conservation of angular momentum equation. We will
not discuss angular momentum here. The three equations
contained in (13), one for each coordinate direction, are
often the equations of motion and can be thought of as
statements of Newton’s second law.

Conservation of Energy

The conservation of energy principle states that energy is
neither created nor destroyed. For a control volume, this
implies that the net rate at which energy is transferred into
or out of the control volume by heat or work must balance
the net rate of change of energy stored in the control volume.
Energy can be stored in three forms: (i) internal energy
u, which is the energy stored by molecular motions and
vibrations of the material in the control volume; (ii) kinetic
energy, given by mv?/2 for a body and by v%*/2 on a
per unit mass basis, where v? is the magnitude of the
velocity vector of the bulk fluid squared; and (iii) potential
energy. Gravity can be treated in terms of potential energy
or as work against a force. Potential energy is “stored”
by work against a potential field ¢, where the potential
field is related to the acceleration of gravity by V¢ = g.
Therefore, for the situation where z is pointed up and the
acceleration of gravity is uniform and directed down, the
gravitational potential is ¢ = gz, where g is the magnitude
of the gravity vector and z is measured from a specified
plane in a direction opposite to the gravitational field.
Instead of following the potential approach, we will develop
the fundamental conservation of energy equation where we
treat gravity in terms of work.

We again consider a fixed control volume AxAyAz.
The internal and kinetic energy inside the control volume
at time ¢ and 7+ Ar is p (u+1/2v%)|, AxAyAz and
p (u+1/20%)],, ,, AxAyAz. Energy is transported into
the control volume by the bulk fluid flow. Over the time
interval Az, the energy transport by the bulk fluid is given
by the terms in the Table 3.

Table 3 Conservation of energy flux terms

Next we determine the energy transfers by heat and work.
Here we let the vector g, be the heat-flux vector with
units of energy per unit area per unit time. The net heat
conduction into the control volume over the time interval
At is then given by

(Gnxlx = Gnxlxrax) AyAzAL + (th|y - th|y+Ay)AXAZAt
+ (Gnzlz — Gnelz+a) Ax Ay At (14)

We consider work by the bulk fluid by body forces such
as gravity, and work done by the fluid at the surface of
the control volume by pressure and viscous stress. Work
by definition is a force through a distance in the direction
of the force. Work by the fluid on the surroundings is
negative (energy loss) and work on the fluid is positive
(energy gain). The work by the x-component of gravity is
the gravity force (which is the acceleration of gravity in
the x-direction, g,, times the mass of fluid pAxAyAz)
multiplied by the distance moved in the direction of
the force (v,Atr). Summing the work by all components
gives:

P (Uxgx + Vy8y + V-8 ) Ax Ay Az AL 15)

The fluid gains energy (work on the fluid) when the
velocity vector and gravity vectors are oriented in the same
direction.

The energy added by pressure forces can be described
in simple terms as a force multiplied by the velocity
at the surface of the control volume. The force is the
pressure times the area. Summing from all sides, the
energy entering over the time interval Ar from pressure
work is

{(pvx)|x+Ax - (pvx)lx}AyAZAt
+ {(pv)ly+ay — (P))Iy ) AxAzAL
+{(pv2) JAxAyAr  (16)

az — (pvy)

We will examine the meaning of the pressure work term
in more detail later.

Viscous-stress work takes the form of a force (differ-
ence in stress x area) times distance in the force direc-
tion (velocity x time interval). For example, the net work
from normal stresses on the x faces iS ([Tyx|xiax —

Face Inlet energy flux Outlet energy flux

X 0 Vyx (u—l— %vz)‘XAyAzAt P Vx (u+ %v2>‘X+AXAyAzAt

y oV, (u+ lv2>‘ AXAzZAt oV, <u+ 1v2)‘ AXAzZAt
v 2 y Y 2 y+ay

z oV, <u+ lvz)‘ AXAyAt PV, (u+ lv2> AXAyAt
z 2 z z 2 Z+Az
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Tox|x JAYAZ) (v At). We must account for both normal and
shear stress components. Summing the stress-related work
on all faces, and rearranging, we have

{(TaxVx + TayVy + TuzV) x4 Ax
— (TaxUx + TayUy + TugV) [ JAYAZAL
+ {(Tyxvx + Tyyvy + Ty V) ly4ay
— (Tyx Uy + TyyVy + 7y, 0) [, JAX AZ AL
+ {(Toe v + Ty vy + Tee V) 214z

— (T vy + TyyVy + T V)| JAX Ay At (17)

The physics of energy transfer by radiation is complex.
We represent it by R, the radiation flux density per unit
volume. The net energy lost by radiation over the time
interval At is then

RAxAyAzAt (18)

The conservation of the energy equation is now obtained
by summing the terms for the flux of internal energy
across the boundaries of the control volume, the net
transfer of energy by conduction, pressure and viscous
work, and radiation and equating that with the difference
in energy stored at times ¢ and f 4 At¢. Following the
familiar procedure, we divide by the volume and time
interval to arrive at the conservation of energy equation
with ¢, = u + 1/202,

_ 9(pvee)  d(pvye)  d(pvee)
0x ay 9z

0qn:  Oqny  Oqn;
+ p(ve&x + vy 8y + v:82) o Dy 9z

_9(puy)  A(pyy)  A(pv)
ax ay 0z

+ _(fxx Ux + fxyvy + fxzvz)
ax

+ 5(Tyxvx + Tyyvy + Tyzvz)

0 d(pe;)
+ &(fzxvx‘l‘fzyvydl_'[zzvz) —R= 81‘[

(19

In vector notation,

—V-(pve;) + p(v-g) — — V-(pv) + V-T0) —
_ 9(per)

ot

Vg,
(20)
Although the equation appears impenetrable, it has a

simple interpretation. Reading each term in the vector-
notation equation (20) starting at the left: (i) the net rate

of energy input by transport with flowing fluid; (ii) the rate
of work done on the fluid per unit volume by gravitational
forces; (iii) the rate of energy input per unit volume by heat
conduction; (iv) the rate of work done on the fluid per unit
volume by pressure forces; (v) the rate of work done on
the fluid by viscous forces; (vi) the rate of energy received
per unit volume by radiation; and (vii) the right-hand side
which equals the net rate of energy gain per unit volume.

To better appreciate the pressure work term V-(pv), we
chain out the derivative to give

p(V-v) +v-Vp 2

The first term can be interpreted as a contribution to
internal or thermal energy. Because (V-v) is equal to the
volumetric rate of deformation of a fluid, p(V-v) can
be interpreted as a force (pressure) times a deformation.
The term thus represents the heating or cooling of the
fluid because of compression or expansion. In the second
term v-Vp, the pressure gradient can be interpreted as a
force imbalance across a fluid element that is multiplied
component-wise with the velocity, and thus is a contribution
to the kinetic energy.

The conservation of energy is often further divided into
a conservation of a mechanical energy equation and a
conservation of a thermal energy equation. The mechanical
energy equation is given by

v? d v?
- V. ,057 +pvg —0-Vp+1(V-T) = 5 p?
(22)

The terms of the mechanical energy equation (22) rep-
resent: (i) the transport of kinetic energy into the volume
by the bulk fluid flow; (ii) the work on the fluid by the
gravitational force; (iii) a velocity times a force gradient,
or pressure work; (iv) a velocity time a stress (force) gra-
dient; equals (v) the rate of change of kinetic energy at the
point.

The conservation of thermal energy is then given by
subtracting the mechanical energy equation from the total
energy equation to give

a(pu)

—V-(pvu) —V-g, — pV-u+T7: Vo — R = (23)

where T : Vv is notation for the complex expression

V=1, — Oux + Tyx 3Uy + Tox avz
0x 0x 0x

Uy avy av,

+ rxyg + ryya—); + T”E

0V, ov, v,

+ XZ 8 + \Z 8 +rZZ az
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The terms in the thermal energy equation (23) represent:
(i) the transport of thermal energy into the control volume
by the bulk fluid flow; (ii) the flux of heat into the volume
by conduction; (iii) the heating or cooling of the fluid by
volume expansion; (iv) the heating (always) of the fluid by
viscous dissipation because of fluid—fluid friction; (v) the
net transport of energy into the volume by radiation equals
(vi) the rate of change of internal energy within the volume.

Summary of Conservation Equations

1. Conservation of Mass:

0
—V-(p7) = a—f (24)

2. Conservation of Linear Momentum (three equations):

S =, __ 0(pv)
— ~(,0vv)—Vp+V-r+,og=T 25)

3. Conservation of Total Energy:

— V-(pve,) + p(v-g) — V-q, — V-(pv)
d(pe;)

V(T.0) — R =
+ V-(T-v) o7

(26)

(a) Conservation of Mechanical Energy:

2
V. (w%) + (V) —0Vp + pug

_8 v? 7
=5 \°7 27

(b) Conservation of Thermal Energy:

—V-(ovu) — pVO+T: Vi — Vg, — (¢ — )

_d(pu)
T

(28)

HYDROLOGY EXAMPLES

We conclude this article with several examples of these
general conservation principles from hydrology. Most of
the models used in hydrology are based upon one or more
of the fundamental equations above, typically augmented by
semiempirical expressions that describe specific processes.
Here we focus upon the equations and their relationship
to the fundamental conservation statements. We refer the
reader to the other articles in this volume for a com-
prehensive development of the physical principles behind
these hydrology examples. In the examples that follow,

we begin with relatively straightforward applications of the
conservations and progress to more complex and less direct
applications.

Our first and simplest example is the advec-
tion—dispersion equation, which is a relatively transparent
application of the conservation of mass principle, aug-
mented with a so-called gradient-flux model, Fick’s law,
that describes the dispersion and diffusion of solute mass
within the bulk flowing fluid. Our second example is the
Navier—Stokes equations, which are mathematically com-
plex and challenging, but are essentially just the conserva-
tion of momentum equations augmented with a model that
describes the dissipation of momentum to heat caused by
internal friction (viscosity) within the fluid.

The next suite of examples involves flow in porous
media, which is described by more than one conserva-
tion principle applied simultaneously. First we develop the
groundwater flow equation, which results when the con-
servation of momentum equations are substituted into the
mass conservation equation. The conservation of momen-
tum equations appears in the form of Darcy’s law, which
was only recognized as a conservation of momentum equa-
tion after its original formulation. We then consider the
simultaneous flow of more than one fluid in porous media,
which can be described with a coupled system of equations,
sometimes called the multiphase flow equations. Often, in
the air-water systems found in unsaturated porous media
(e.g. soils), the multiphase flow equations can be simplified,
flow of air ignored, and a single equation called Richard’s
equation can be used to describe the flow of water.

Our last example is from engineering hydraulics, the
Saint Venant equations which are perhaps the most diffi-
cult to directly connect to the fundamental equations as
developed above. The Saint Venant equations are gross
simplifications of the general conservation statements, but
prove to be quite practical and are widely used in applica-
tion to flood routing and open-channel flow.

Advection-Dispersion Equation

An equation that arises frequently in hydrology is the advec-
tion—dispersion equation, which describes the transport of
solutes such as a salt or dissolved species in a flowing
fluid. It is applied in open fluids, such as streams, lakes,
and rivers, as well as in porous media (see Chapter 69,
Solute Transport in Soil at the Core and Field Scale,
Volume 2 and Chapter 152, Modeling Solute Transport
Phenomena, Volume 4).

To develop the advection—dispersion equation, we first
define the solute concentration ¢ as the mass of the solute
per volume of solution. The mass of solute in a control
volume (assuming that the solution fills the entire control
volume) is then the concentration multiplied by the volume
of the control volume, cAxAyAz. The corresponding
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expression from the earlier conservation of fluid mass
development is pAxAyAz (cf. equation 3).

Solute is transported by the flow of the bulk fluid and
by a combination of diffusion and dispersion relative to
the bulk flow. The mass of solute transported by the bulk
flow of water that moves at mean velocity v, across the
face perpendicular to the x-direction in time period At is
vycAyAzAt. Recall that the corresponding expression from
the conservation of fluid mass development is v, p Ay Az At
(Table 1).

Mass transport relative to the bulk flow by diffusion and
dispersion is often modeled using Fick’s law, which for
one-dimensional transport in the x-direction is given by
—Ddc/dx, with dimensions of [M/L?T] or mass crossing
unit area in unit time, where D is the diffusion/dispersion
coefficient with dimensions of [L?/T]. The negative sign
indicates that solute mass moves in the direction from high
concentrations to low concentrations. In three dimensions,
Fick’s law is written using the diffusion/dispersion coeffi-

cient tensor D and the solute concentration gradient vector

Ve as —
—D-Ve¢ 29)

The mass flux across the control volume face normal
to the x-direction over time period At by diffusion and
dispersion is then — (Dxxac/ax + D,,0c/dy + szac/az)
AyAzAt, which simplifies for the case of a diagonal diffu-
sion/dispersion coefficient tensor to — D, dc/Ix AyAzAt.

The net flux of mass across the control vol-
ume face perpendicular to the x-direction is then
(vxc — Dy 0c/0x — Dy, dc/dy — szac/az) AyAzAt.
The conservation of solute mass is therefore written (cf.
equation 24)

— 9
V.(c — D-Ve) = a—f (30)

This is called the advection—dispersion equation. This
equation is often simplified for the case of incompress-
ible fluid, where V-v =0. Using this fact, after we
apply the chain rule to the first term in equation (30),
we get V-(vc) = (V-v)c +v-Vec =v-Ve and the advec-
tion—dispersion equation becomes

— 3
Ve — V-(D-Ve) = a—j 31)

We can also modify this equation to take into account
other sources of solute. For example, if a solute is dissolving
from a solid mineral into the solution at a rate W, which
has dimensions of mass of solute entering the solution,
per volume of solution per unit time [M/L3T], then the
advection—dispersion equation becomes

— 9
Ve — V-(D-Ve) + W = a_j 32)

If W is positive, then solute is dissolving into solution.

Navier-Stokes Equations

The Navier—Stokes equations describe the motions of a
class of fluids that have the same mechanical behavior
(response to stress). The Navier—Stokes equations are
fundamentally the conservation of momentum equations
(equations 25). To describe the motions of a fluid with
the conservation of momentum equations (25), we must
first provide a theory for the viscous behavior of the fluid.
That is, we need to provide a model for (V-T) in terms
of primary dependent variables and perhaps additional
parameters. Such a theory is called a constitutive theory
or a closure theory and the model for these terms is called
a constitutive model or constitutive equation. In the case
of fluids, one of the most common models for viscous
behavior is that of a Newtonian fluid. When the Newtonian
model for viscous stress is used in the conservation of
momentum equations, the resulting equations are called the
Navier—Stokes equations.

According to the Newtonian model of viscosity, the
viscous stress is linearly proportional to the strain rate.
Specifically, in Cartesian coordinates,

v, 2 _
Tox = 214 — (V) (33)
0x 3
ry =202 2 v ) (34)
> dy 3
9 2
T =20 — Zu(VD) (35)
0z 3
dvy  dvy
xy = byx = ~ 36
Ty = Ty M(8y+3x) (36)
dv,  dv,
Tz = Tezx = MU 9z + E (37)
Y gL (38)
zy yz ay BZ

where u is the viscosity of the fluid. The terms for the strain
rate can be understood intuitively. For example, if dv, /dx
is not zero, then the fluid is stretching or compressing in
the x-direction. Terms such as dv,/dy describe shearing
motion. For example, if dv,/dy is greater than zero, then
the x-component of velocity increases as the y coordinate
value increases. The difference in x velocity of fluid at two
points separated from each other in the y-direction leads to
shearing, and this shearing motion is the principal source
of internal friction in fluids.

To derive the Navier—Stokes equation in their traditional
form, the conservation of momentum equations are first
rearranged. Consider the x-component of equation (10).
Using the continuity equation (5), the x-component of the
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conservation of momentum equation may be written

dvy 0V, 0V, ap
— — 4, —4v,— )| - =
P (vx ax o ay vz 9z ) ox
0Ty 0Ty 0Ty,
+ +—+—— )+ =
< ax ay 9z Pox =10
Now, we substitute in the Newtonian n_lodel, equa-

tions (33)—(38) for the viscous stress tensor T to get, (for
the x-component)

oV, 0V, 0V, ap
—plx—+v,— +v; - —
X dy

0V,
ot

(39

a 9z ax
+u (i (zavx 2w ) 2 (av‘ + aﬁ)
ox ax 3 ay \ dy ox
T (3”*’ + 81)) g (40)
0z \ 9z ax ot

Similarly, for the y and z coordinate directions,

dvy dvy dvy ap
p (vx ax o ay vz 0z ay

a0 (dv, dv, 0 v, 2 _ _
+”<ax<ay+ax>+ay<ay 3V

d (dv, dv; dv,
— =+ =p—— 41
+Bz<az +8y)>+pgy '081 “4D)

n ad E)vx_i_avZ +3 8vZ+8vy
. dx \ 0z ax dy \ dy 9z

d v, 2 v,
— (2= -2V =p— 42
+8z< 3z 3)( v)>>+pgz v (42)

There are four primary unknowns in these equations: the
three velocity components and the fluid pressure. A closed
system of equations is formed with the three Navier—Stokes
equations (40), (41), and (42), the continuity equation (6),
and the relationships between pressure and density and
viscosity and density. These equations are extremely chal-
lenging to solve, even numerically, and are rarely tackled
in the form given above. Typically, a simplified set of equa-
tions is used.

If the fluid can be assumed to be incompressible, and
viscosity does not change, then the continuity equation (7)
applies and the more common form of the Navier—Stokes
equations results, here in vector form,

v

at (“43)

—p0-VU —Vp 4+ uVT + pg = p

The Navier—Stokes equations are thus the conservation
of momentum equations for the case of a Newtonian
fluid. The Navier—Stokes equations make a surreptitious
appearance in our next suite of examples, which involve
flow in porous media.

Flow In Porous Media

Flow in porous media that is fully saturated with water is
described by the groundwater flow equation. In this section,
we derive the groundwater flow equation by combining the
conservation of mass equation with Darcy’s law. Darcy’s
law is an empirical law that relates the flux of water to the
forces that drive water. We then develop the equations that
describe the flow of both air and water in porous media
(the multiphase flow equations), and finally simplify these
equations to arrive at what is called Richards equation, a
model of the flow of water in partially saturated porous
media (see Part 6: Soils and Part 13: Groundwater).

Groundwater Flow Equation

To write equations describing flow in porous media in
differential form requires that we first define continuous
porous media properties, such as porosity, that are valid at
a mathematical point and vary smoothly in space. Because
pores and solid grains in aquifers can be rather large
(compared to molecules in a fluid), it is not clear how to
define the porosity or other porous media properties at a
mathematical point. This issue has received much attention
in the literature (see Baveye and Sposito, 1984) so we will
only outline the basic steps involved.

Continuous porous media properties are defined in terms
of volume averages centered at a specific point. See
Figure 7 for a cartoon of the idea. Consider V, a finite-sized
spherical averaging volume that contains porous media and
is centered at point (x, y, z). The volume contains solids
of volume V; and voids of volume V,, where V = V; + V,.
The porosity n at the point (x, y, z) is defined as the ratio
of the volume of voids in the volume, to the total volume,

Vs
nxy.2) =+ (44)

If the center of the averaging volume is moved infinites-
imally to a nearby point (x + Ax, y, z), then we can define
the porosity at the new point in the same way. Mov-
ing the averaging volume throughout the domain allows
us to define the porosity at all points in the area under
investigation. Because it is defined using a finite-sized aver-
aging volume, porosity is a scale-dependent quantity, which
means that the numerical value of the porosity in most natu-
ral materials depends upon the averaging volume size. Note
that we never shrink the averaging volume to a point — it
must be finite in size to produce continuous properties.

To develop the groundwater flow equation, we first
write the conservation of mass equation for porous media.
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Spherical averaging volume
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(xy,2)

Figure 7 Most variables that describe porous media
properties are defined with respect to a finite-sized
averaging volume. For example, the value of the porosity
at a point (x,y, 2) is defined as the ratio of the volume
of voids in the averaging volume to the total volume
of the averaging volume. When properties are defined
in this way, they are continuous at the mathematical
point scale, such that derivatives of them are well
defined. A color version of this image is available at
http://www.mrw.interscience.wiley.com/ehs

Consider the same control volume that we used to develop
the conservation of mass equation (Figure 2). In our earlier
development, the volume was filled with fluid only; now it
is filled with both solids and fluid. Here we are concerned
with the conservation of fluid mass in the volume. If the
porous media is fully saturated with water, then the volume
of water in the control volume is equal to the volume of
voids, V,, = V, = nAxAyAz and the mass of water in the
sample is pn AxAyAz.

In porous media, water flow is quantified by the specific
discharge vector g. Consider an averaging volume in
Figure 8, and the cross-sectional area A, perpendicular to

Figure 8 Each component of the specific discharge vector
q is defined using a finite-sized averaging area oriented
perpendicular to the component to be defined as the ratio
of the volume of water crossing the area in a time interval
divided by the size of the averaging area and the length of
the time interval. A color version of this image is available
at http://www.mrw.interscience.wiley.com/ehs

the x-direction. If the volume of water that crosses the
area A, in a time interval Ar is Q,, then we define the
x-component of the specific discharge vector, g, as

O«

= — 45
A At “45)

qx

that has dimensions of [L/T]. The other components of the
specific discharge vector are defined in a similar manner.
Although the specific discharge has the same dimensions
as flow velocity, it is a volumetric flux. The mass flux into
a control volume across the face perpendicular to the x-
direction is then pg,AyAz. Accordingly, the conservation
of mass equation in porous media becomes (cf. equation 5)

_9(pgx)  9(pgy)  9(pg:) _ (pn)
ox ay dz ot

(46)

The specific discharge is modeled in porous media with
Darcy’s law. Darcy proposed his famous law in 1856 on
the basis of an experiment consisting of a sand packed
column with two water reservoirs on either end maintained
at a constant elevation, shown schematically in Figure 9.
Darcy found that the specific discharge through the column
depended inversely upon the length of the column and
linearly upon the difference in vertical elevation between
the water levels in the two reservoirs, with water flowing
from the reservoir with higher water elevation to that
with lower, or g, o« —dh/dx for x aligned with the axis
of the column, where the minus sign indicates that the

=

vy \

3

Arbitrary datum

Figure 9 A cartoon of Darcy’s column experiment. The
column is filled with porous media and connected to two
reservoirs in which the water levels are maintained at
a constant elevation. A color version of this image is
available at http://www.mrw.interscience.wiley.com/ehs
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direction of flow is opposite to the direction in which % is
increasing. The quantity £ is called the hydraulic head, and
dh/dx is the x-component of the hydraulic head gradient.
Hydraulic head is a measure of the mechanical energy
of the fluid and is only properly defined for irrotational
flows, which in practice means, for fluids with constant
density or with density that is a function of fluid pressure
alone. The value of the constant of proportionality in the
relation between flux and the head gradient depends upon
the porous media (high for sand, low for silt) and the fluid
(low for a relatively viscous fluid, high for a relatively
inviscid fluid). In one dimension, for the flow of water,
qx = —K dh/dx where K is the hydraulic conductivity. In
natural porous media, stratification of sediments can result
in a directionally dependent hydraulic conductivity. Darcy’s
law is then written in terms of the hydraulic conductivity

tensor as
oh
qx Kxx ny sz g-l)’cl
{ dy } == |:ny Kyy Kyz:| dy 47
z sz sz Kzz M
¥4
or in vector notation, g = —?-Vh, where
— K« ny sz
K=| Ky, Ky, Ky
sz sz Kzz

is the hydraulic conductivity tensor. Darcy’s law works
well for most situations encountered in the field, although it
loses accuracy whenever inertial forces become important,
for example, when head gradients or pore sizes are very
large (Bear, 1972). A more general Darcy’s law expression
applies to fluids other than water and to situations where
hydraulic head is not properly defined,

k
qg=——+(Vp—pg) (48)
n

where k is the permeability tensor with dimensions [L?],
and p is the dynamic fluid viscosity, with dimensions
[M/LT]. The permeability is related to the hydraulic
conductivity by K = kpg/u.

Darcy’s law can be conceived of as a form of the con-
servation of momentum equations. Consider equation (48),
rewritten as follows

=1

k png=—(Vp—pg (49)

=1
where k is the inverse of the permeability tensor.
The term on the left side of equation (49) quantifies the
loss of momentum through friction with the pore walls,

whereas the terms on the right are forces that drive
the fluid. Although it was originally proposed on the
basis of empirical observation, Darcy’s law has subse-
quently been justified from the Navier—Stokes equations
by considering slow flow (called creeping flow) in pores
(Bear, 1972).

To develop the equation describing the flow of water in
saturated porous media, we begin with the conservation of
mass equation (equation 46) and substitute for the specific
discharge with Darcy’s law (equation 47),

d(pn)

V.(pK-Vh) = -

(50)

We state without derivation that when the porous media is
fully saturated with water, and a hydraulic head formulation
is valid, the storage term d(pn)/d¢ can be written in terms
of hydraulic head as d(pn)/dt = pS;0h/dt (Freeze and
Cherry, 1979), where S; is the specific storage coefficient,
which characterizes how the aquifer and pore fluids com-
press in response to changes in stress. If spatial gradients in
density are assumed sufficiently small (a good assumption

in fresh waters), then V-(pK-Vh) = pV-(K-Vh), and the
groundwater flow equation results,

= oh
V-(K-Vh) = SSW (51

Because we have factored out density, this equation can
be viewed as a conservation of volume equation, combined
with the conservation of momentum equations in the form
of Darcy’s law. The term on the left is the volume of water
entering or leaving a point, per unit volume of porous
media per unit time (flux divergence), and the term on
the right side is the change in the volume of water at a
point per unit volume of porous media per unit time. With
the appropriate boundary conditions, this equation can be
solved in a problem domain to determine the hydraulic head
at every point.

Multiphase Flow And Richards Equation

If more than one fluid is present in the porous media, we can
generalize the single flow equation to the multiphase flow
equations. The approach is conceptually straight forward:
we write distinct mass conservation and Darcy’s law
statements for each fluid, as well as a statement that
says the total fluid volume cannot exceed the porosity.
The end result is a coupled system of equations that
describe the flow of each fluid. We develop the equations
for a two-phase system consisting of air and water. We
show how the coupled system of equations from the
multiphase formulation can be simplified into Richards
equation if we assume that the air phase is infinitely
mobile.
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We note at this point that there are many possible
ways to formulate the multiphase flow equations and
Richards equation. Our presentation here should not be
considered a comprehensive development of the theory,
but as an example of the application of the fundamental
equations.

In multiphase flow, each individual fluid is a distinct
phase, meaning that it has unique physical properties and
is separated from other phases by an interface. A pressure
difference caused by interfacial tension exists across the
interface between each pair of fluids (e.g. air and water)
and is called a capillary pressure p.,

Pc = Pa — Pw (52)

where p,, py are the air and water fluid pressures. For a
single interface as in an individual pore, the capillary pres-
sure is given by p. = 20,,/r where o,, is the interfacial
tension between these fluids and r is the radius of curvature
of the interface between the fluids (Bear, 1972).

Following equation (46), the conservation of mass equa-
tions for air and water are

d d 0 9(path)
— 5 Wabax) — T \Palay) — 7 \Pabaz) = 53
8x(pq ) 8y(/oqy) aZ(pqz) ” (33)
0 0 ) . 9 (pwby)
ax (Pwquwx) dy (pWwa) 9z (Pwquz) = a1
(54)

where the subscripts a, w refer to the air and water phases,
and 6, and 6, are fluid contents, analogous to porosity
and defined for an averaging volume V as (e.g. for the
air phase),

6, = — (55)

where V, is the volume of air in the averaging volume.
Each fluid phase thus requires an independent conservation
of mass equation. The sum of all the fluid contents must
sum to the porosity,

n = ea + ew (56)

The fluid content is related to the capillary pressure by
a nonunique and hysteretic (history-dependent) pressure-
saturation characteristic relationship (Bear, 1972),

90( =9a(l’c)a a=a,w (57)

This relationship also implies that the capillary pressure
is a function of the fluid contents.

Each fluid phase is described by a distinct Darcy’s law
with its own permeability that depends upon fluid content

k(6y), a = a, w (Bear, 1972). Typically, the permeability

felt by a fluid phase drops to essentially zero when the
phase no longer fills a connected pathway through the
pores. For multiphase flow, Darcy’s law is written for each
phase as,

RO -
qde = _—'(VPa - potg)v ¢=a,w (58)

o

Substituting Darcy’s law into the conservation of mass
equations gives the following two equations for air and
water (for the case where the off diagonal components of
the permeability tensor are zero)

a kxx (00() apa
ax [P \Gx Pt
d kyy(0o) (0pa
+ = [pa”— (L - pagyﬂ
dy Ha dy

0 |: k. (0a) <8Pa >:|
+ — | P — Pz
0z 12249 0z

_ 9(0a0y)
T

a=a,w 59)

or, in vector notation,

(6, 3(poba
2 (pa L )-<Vpa—pa§)> _ Ao e (60)

a at

For the case of two fluids, there are four unknowns: p,,
Pw> 04, 0. These can be determined by solving the four
independent equations: (i) the two fluid flow equations
(equations 60); (ii) the capillary pressure relationship (equa-
tion 52); and (iii) the constraint on the pore volume (equa-
tion 56). In addition, the permeability-fluid content rela-

tionships k(6,) must be known a priori. These coupled
equations are very challenging to solve because they are
strongly nonlinear.

Richards equation results when we simplify the air—water
multiphase flow equations. Richards equation is typically
used to describe water flow in the unsaturated zone, the
zone where water and air are present in the subsurface.
First, we assume that air is infinitely mobile. Consequently,
no pressure gradients develop in the air phase and the pres-
sure in the air phase is a constant everywhere p,. Under
this assumption, the capillary pressure is essentially equiva-
lent to the water pressure: —py, = p. — p, and the capillary
pressure—fluid-content relationship (equation 57) simplifies
to a single relationship that is a function of water pressure
alone: 0y, = Oy (py).

Richards equation is conventionally written in terms of
hydraulic head, which is related to the water pressure
through

h=z+4+y (61)
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where z is the elevation of the point of measurement and
Y = pw/pwg is the pressure head. Darcy’s law for water in
the unsaturated zone can be written using hydraulic head as

9w = —K(6y)-Vh (62)

where K (6y) is the water-content dependent hydraulic
conductivity. Substituting this into the conservation of mass
equation for water, and assuming that the fluid density
is constant, yields the so-called mixed form of Richards
equation,

90y,

V.(K(6,)-Vh) = .

(63)

There are two unknowns in this equation: the hydraulic
head & and the water content 6,,. These unknowns can be
determined by solving Richards equation with a specified
water-content pressure relationship 6, = 6,,(py) or, as a
function of pressure head, 6y, = 6 (V).

Richards equation can also be written in terms of
hydraulic head. To do this, we eliminate the water content
0, from the mixed form, equation (63), by substituting the
water-content pressure relationship 6y () and then express
water pressure in terms of pressure head to give

V(K (Y)-Vh) = C(lﬂ)% (64)
where 00,,/0t = db,,/dyray /ot = C(¥)dy /ot and C(Y)
= db,, dy is the specific moisture capacity. The specific
moisture capacity plays the same role in the unsaturated
zone as the specific storage coefficient does in the saturated
zone and characterizes the incremental change in water
content with an incremental change in pressure head.
Richards equation is also nonlinear: to solve the equation
one must know the value of the hydraulic conductivity and
specific moisture capacity at each point, but these cannot
be specified without knowing the pressure head.

Saint Venant Equations For Open-channel Flow

Open-channel flow is often modeled using a one-
dimensional form of the conservation of mass and
conservation of momentum (see also Chapter 135, Open
Channel Flow — Introduction, Volume 4). For this
application, the equations are called the Saint Venant
equations. The Saint Venant equations are simplified
versions of the conservation of mass and momentum, where
the following assumptions are made (Chow et al., 1988):

1. Flow is one-dimensional, depth and velocity vary only
in the longitudinal direction of the channel.

2. Flow is gradually varying along the channel so
that hydrostatic conditions exist and vertical flow is
negligible.

3. The longitudinal axis of the channel is approximated
by a straight line.

4. The bottom slope of the channel is small. The channel
bed is fixed.

5. Resistance coefficients for steady, uniform turbulent
flow are applicable.

6. The fluid is incompressible and density is constant.

The Saint Venant equations are developed for a con-
trol volume positioned across the channel, which has
cross-sectional area A and width along the channel dx
(Figure 10). The volume of the control is then A dx. For
such a control volume, the conservation of mass is written
for the time increment from ¢ to ¢ + At:

p(Qlx — Qlitar)At + pg dxAt = pA dx|i1ar — pAdx|;
(65)

where Q[L3/T] is the flow in the channel such that V =
QA and g[L3/LT] is the lateral inflow with units of flow
per unit length of the channel. Dividing by the length of
the control volume (dx) and time increment A¢ and density
p, we arrive at a one-dimensional conservation of mass
equation:
00 0A
ix 79T % (66)
To describe the flow in the channel, we must also provide
a conservation of momentum equation. To develop this
equation, we must sum the forces on the control volume,
account for the flux of momentum into the control volume
by the flow of the fluid, and then equate these with the
change in momentum in the control volume. The forces
considered in the Saint Venant equations are: (i) gravity;
(ii) friction along the bottom and sides of the channel;
(iii) expansion forces produced by changes in the channel
cross section; (iv) wind shear force; and (v) pressure forces.
We present the mathematical expressions for these forces
without derivation (see Chow et al., 1988). The gravity
force on the control volume is given by pgASydx, where
So is the slope of the channel bottom. The friction force
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Figure 10 A schematic of the channel used to develop the
Saint Venant equations
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on the control volume is —pgASdx, where Sy is the so-
called friction slope. The expansion/contraction forces are
incurred when the channel contracts or expands suddenly.
It is given by —pgAS.dx, where S, is called the eddy
loss slope. Wind shear on the free surface is given by
—pW;Bdx, where W, is the wind shear factor and B is
the width water surface perpendicular to the flow direction.
The pressure force is given by —pgAdy/dx dx, where y is
the depth of water in the channel.

An impulse of momentum enters the control volume
from upstream as pBV Qdt|,, where B = 1/V?A [ [v*dA
is the Boussinesq coefficient that accounts for nonuniform
velocity at a cross section and v is the velocity through a
small element dA of the cross section. Momentum also
enters from lateral inflow into the channel with veloc-
ity v, as +pPBv,qgdxdt. The momentum outflow at the
downstream boundary is pBV Qdt|,,a,. The conservation
of momentum for the control volume can thus be writ-
ten as

PIBYV Qli — BV Qlryaxldt + pBuyg dx dr
+ pgASpdx dt — pgASydx dt — pgAS, dx dt

3
— pW;Bdxdr — ,ogAa—y dx dr
X
= pVAdx|ipar — pVAdx|; (67)

Dividing by the length of the control volume dx and
the time interval gives the Saint Venant conservation of

momentum equation,

(pBV Q)
=y T pBYxqg + pgASo — pgASy
dy  9(pQ)
— pgAS, — pW;B — pgA— = 68
P8 pWy PEAZT o1 (68)
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This article highlights several key considerations in a successful measurement programme. These are:

of interest.

The need to have a clear set of objectives or hypotheses to be tested

An understanding of the temporal and spatial variability of the phenomena of interest.

An understanding of the characteristics of the instruments available for measurement, including errors.
Matching of the temporal and spatial characteristics of the measurement with those of the processes

Considering the trade-offs inherent in sampling including the number of measurements and accuracy.

Considering a range of practical issues related to setup in the field and the need to check and manage the

data as it is collected.

Successful monitoring programs are well designed, well resourced, and analysis will occur during the
monitoring program. Timely analysis allows an ongoing review of performance and appropriate modification,

which is critical to success.

New and emerging sensor technologies, as well as the ever-increasing availability of remote sensing
information, bode well for the future of hydrological measurement. The synthesis of “smart measurements”
with theoretical developments and modeling will yield the greatest advances in the coming years.

INTRODUCTION

There are at least three main reasons why we might want
to undertake measurements of hydrological phenomena:

e improving the understanding of processes (e.g. a plot or
small catchment study) involving hypothesis testing
quantifying a resource (e.g. stream gauging)
compliance (e.g. regular water quality measurement).

In all cases we are seeking data to provide some insight
into the “truth” about a hydrological phenomenon, but the
detail of information we wish to obtain from the data is
quite different. In Case 1, we might want to characterize
a particular process, determine the pathways of water to
a stream, or define the heterogeneity of an aquifer. This
information may be used to develop predictive models, test
theories, or even develop new theories. Case 1 generally
places the most rigor on the associated sampling design

since it is likely that a number of measurements of differ-
ent fluxes or states will be involved, each with different
spatial and temporal characteristics. Similar considerations
may be involved in Case 2, albeit simpler. Case 3 is often
a prescriptive type of measurement where the basic mea-
surement, frequency of sampling, and possibly the sample
size are specified as part of the compliance requirement.
Nevertheless, an understanding of the principles of mea-
surement, sampling, and statistical analysis is required for
proper design of sampling strategies for compliance mon-
itoring. In this article, we focus on fundamental principles
underlying measurements, with examples most relevant to
Cases 1 and 2.

The most important question to answer before any
measurements program can be designed is “What are the
objectives of this data collection — that is what are the
hypotheses that are being tested”? This sounds like a simple
question but it is all too often ignored, or answered in only
a cursory manner. A detailed answer will provide the basics

Encyclopedia of Hydrological Sciences. Edited by M G Anderson.
© 2005 John Wiley & Sons, Ltd.
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needed to design a sampling strategy including:

phenomena to be measured

key spatial and temporal scales of interest
required accuracy and

available resources.

This article is based on the assumption that a clear answer
to the question has been provided, but such “trite assump-
tions” should never be made in a real sample design!
Indeed, the objectives should be returned to many times,
since, as discussed below, sampling design is an itera-
tive process. Hydrological measurement is also generally
an expensive activity involving a significant capital cost of
equipment, personnel for design, construction and mainte-
nance, and travel and infrastructure costs. Hence, there are
strong incentives for the design of measurement systems to
be well targeted to the questions at hand.

The article is presented in four main sections. In the
first section, we summarize some common hydrological
instruments and logging equipment and discuss recent
advances. We then present some fundamental issues related
to scale, followed by a discussion of considerations in
planning a measurement system. Finally, we address key
practical matters to be considered in the measurement of
hydrological variables.

This article focuses on fundamental principles, provid-
ing examples to assist the explanation; but it is not a
comprehensive review of measurement instruments or data
logging equipment. There are a number of reference texts
that provide excellent discussions of hydrological measure-
ments and details on particular measurement methods and
sampling protocols. A selection of these texts is included
in the “References” section. In addition, the Internet pro-
vides access to information from the major manufacturers
of instrumentation, most of whom can provide technical
assistance and guidance for using their equipment.

INSTRUMENTS AND DATA LOGGING
SYSTEMS

Instruments

A compilation of the most common hydrological measure-
ment techniques is provided in Table 1. This list is by
no means exhaustive but covers the techniques in general
used for measurement of the most commonly required data
related to the wide range of activities that are part of hydro-
logical monitoring. The measurements have been divided
into four broad categories; meteorological, surface water,
porous media, and physico-chemical techniques.

The Table is organized so that the phenomenon being
measured is identified in the first column, with the actual
parameter that represents the phenomenon in the second

column. The technique(s) used for each parameter are then
identified in the third column and the typical time-step
and resolution of the technique/instrument are noted, as
well as its typical error margin. These error margins are
generally manufacturer specified and typically represent
performance under ideal conditions. Actual performance
in the field often depends on installation, calibration, site
characteristics, and maintenance. Finally, a brief comment
is made about each technique. Where possible, a suitable
reference that provides greater detail about the technique
is noted.

The techniques range from time-honored methods that
have been in use for decades to those that take advantage
of the latest scientific advances in monitoring and recording
of data. All are point measurements collected in sifu unless
otherwise stated. Techniques with extensive calibration and
increased complexity are also identified.

Many of the techniques and sensors listed in Table 1 can
be interfaced to a data logging system. Data loggers vary in
the number of channels available, the input signal formats
that can be measured, measurement precision and accuracy,
measurement rates, storage (memory) capacities, memory
volatility, robustness, programming language, and power
requirements. The choice of a data logger is dictated in
part by the number, variety, and characteristics of the sensor
outputs to be used and by the conditions in which the logger
is to be deployed. Some sensors have requirements for high
sensitivity, such as net radiometers, which typically produce
voltage output in the ©V range and thus require analogue
input channels with sufficient sensitivity and accuracy in
this range. These are typically not available on the cheaper
loggers. Counter channels on data loggers typically have
lower and upper limits on input frequencies. Systems such
as eddy correlation systems also typically require higher
end loggers with relatively high measurement rates and
processing speeds. Many data loggers can be interfaced
with modems and telemetry systems. There is also an
emerging suite of microsensors and processors with inbuilt
low-power radio systems that can develop self-configured
networks (sensor webs). Applications of such systems to
hydrological monitoring are likely to develop over the
next decade.

The measurement techniques described in Table 1 are
mostly ground-based, physical measures. The burgeoning
use of satellite-based remote sensing and chemical (espe-
cially isotopic) measurement techniques form a relatively
new and exciting frontier for measuring hydrological pro-
cesses (see Section “Advances in techniques”). For the sake
of brevity, they have been omitted from Table 1. Remote
sensing measurement techniques are more discussed in
detail in Part 5 (Chapter 46, Principles of Radiative
Transfer, Volume 2 to Chapter 61, Estimation of River
Discharge, Volume 2) and chemical/isotopic techniques
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are discussed in Part 10 (Chapter 116, |sotope Hydro-
graph Separation of Runoff Sources, Volume 3).

Advances in Techniques

In recent times, there have been some major advances
in measurement techniques, and this continues to be an
area of active development. The number of satellite-
based remote sensing platforms has increased dramatically
and they are more focused on environmental applications
(see Chapter 47, Sensor Principles and Remote Sens-
ing Techniques, Volume 2 and Part 5 generally). Important
components of the water balance such as soil moisture
(e.g. via Time Domain Reflectometry-based devices) and
evapotranspiration (e.g. via eddy covariance equipment)
are now much cheaper and simpler to measure. Logging
equipment is getting cheaper and smaller, and the cost of
telemetry has dramatically reduced, particularly where cel-
lular phone coverage is available or distances permit low-
power radio-based communication networks. This has led
to the development of “sensor webs” where large numbers
of compact sensor/logger/telemetry units can be deployed
with an automatic feed of information to Internet-connected
computers, making real-time data available at relatively low
cost. In some cases, sensors are considered “disposable”
such as those dropped ahead of fire fronts to provide real-
time information to fire fighters. This sort of technology is
rapidly developing and is certain to find hydrological appli-
cations, where the limitation of a relatively small number of
point measurements has constrained our ability to observe
spatial patterns. Similarly, the ground truthing of satellite
observations will be enhanced by more spatially dense sen-
sor networks.

Streamflow measurement remained almost unchanged
for 100 years with discharge measured using a propeller
meter at points across a cross section. But this has been
revolutionized with the advent of Acoustic Doppler Current
meters and profilers, providing fast, accurate information
on velocity fields over a wide range of depths. Sensors
measuring important water quality parameters in situ are
also developing to include nutrients and other measures of
ecological significance, although the costs of these devices
are still high.

Techniques involving tracers to assist in defining path-
ways and residence times of water, sediment, and other
constituents in the environment have been available for
many years but are gaining more widespread use in hydrol-
ogy (e.g. Kendall and McDonnell, 1998). These methods
are particularly useful because they provide complementary
information to that obtained from more traditional meth-
ods. For example, a study into hill slope processes of water
movement would commonly include wells and soil mois-
ture equipment to measure time series of responses in the
saturated and unsaturated zone, but also knowing how long
water had been in the soil, or perhaps what pathway it had

taken is likely to add a great deal to understanding of the
hill slope behavior. In addition, the combined use of time
series of discharge data and conservative tracers, such as
chloride, can substantially decrease parameter value uncer-
tainty during the calibration of catchment models (Kuczera
and Mroczkowski, 1998). There are other examples of com-
plementary measurements such as remote sensing and in
situ sensors collecting time series. The former provides
detailed spatial information but only a snapshot in time,
whereas the latter is “dense” in time but only at a point.
Together they can help build some detail in both time
and space.

Many of the developments in measurement are aimed
at providing more data at lower cost and this is generally
achieved by making a “surrogate” measure that is related to
the phenomena of interest and is quick to make. Calibration
between the surrogate and the actual phenomena is therefore
of critical importance with many of these new sensor
technologies. Our experience is that “factory calibrations”
should always be checked under the conditions in which
the device is to be used, and rechecked at regular intervals
to correct for any drift (see also later discussion).

We look forward to more developments in measure-
ment technology. Hydrology would greatly benefit from
nonintrusive measurements of shallow subsurface flow, pre-
ferred pathways, and hydraulic properties of soils that
can be applied over large areas. Other methods to indi-
cate the pathways of water such as isotopic and other
tracers will increase in use as they provide new infor-
mation of particular importance to environmental issues.
Remote sensing will continue to improve, and the syn-
thesis of different data sources into integrated products
will produce information in which we will have much
improved confidence. The development of new instrumen-
tation enabling higher density of measurements in space
and time or the ability to cover large areas will also con-
tinue. But to exploit all this new capability fully, and avoid
getting “lost in a sea of data” we will still require a careful
design of measurement programs based on some fundamen-
tal concepts.

FUNDAMENTAL ISSUES OF SCALE

Designing an efficient program for measurement of hydro-
logical variables involves a conundrum. We make measure-
ments to inform us about a process or resource, but to make
those measurements efficiently, we need to know about that
process or resource. Designing measurement programs is
therefore an iterative activity and one that often draws on
past experience from other places. We use measurements
to tell us about the phenomena and as we learn more, we
can use this knowledge to design a better sampling pro-
gram. Similarly, we can set up a hypothesis, test it with
some data, and then refine the hypothesis and measurement
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program. We can often add modeling to this iterative loop
to further enhance the information that we glean from the
data collected. For example, if we know that a particu-
lar water quality parameter varies rapidly during a runoff
event but only slowly during baseflow conditions, we can
use this knowledge (a “model” if you like) to design a
structured sampling approach that provides more informa-
tion than the same number of samples obtained with a naive
random or uniform sample spacing in time. Such a design
can be statistically sound, thereby maximizing the value
of the data. A variety of sophisticated random approaches
exist that can incorporate existing knowledge as well as
information on sampling costs to maximize the efficiency
of a sampling effort.

Sampling theory is a well-developed field in itself
and texts such as Thompson (2002) provide a range
of useful sampling schemes. The following is based on
Thompson (2002). They key advantages of a statistically
sound sampling scheme are that:

e it allows statistical inference of the population charac-
teristics with known confidence;

e it minimizes the likelihood of the inadvertent biasing
of measurements associated with subjectively choosing
“representative” sites;

e it provides a representative data set derived from sites
that are objectively chosen; and

e well-designed sampling schemes can incorporate exist-
ing knowledge to maximize the efficiency (i.e. minimize
uncertainty), minimize costs, and to be robust to errors
in the existing knowledge.

Fundamentally, a sampling design consists of assigning
probabilities of selection into the sample for all members of
a population, then randomly selecting from the population.
Simple random sampling assigns an equal probability of
selection to every member of a population (say every point
in a spatial field). More sophisticated approaches assign
unequal probabilities based on existing information about
a phenomena and/or about the cost of sampling in such a
way as to maximize the value of the information gained
from the measurements. In this case some points are more
likely than others to be selected, for example, it might be
worth allocating a higher probability of selection to high
flows when sampling water quality for load estimation or
using randomly selected transects for spatial sampling to
minimize costs of moving between measurement points.
The interpretation of the measurements then takes into
account the probability of selection when inferences about
the population characteristics (say the mean) are made.

Some useful sampling designs include stratified random
sampling, cluster sampling, a variety of model-based sam-
pling schemes including designs that utilize existing or
more densely sampled auxiliary data (say topographic infor-
mation in a regression), sampling in the presence of spatial

(or temporal) correlation, and adaptive sampling, among
others. Stratified random sampling allows a population to be
stratified, say on the basis of geology, soil type, or elevation,
and then samples are taken randomly within each stratum
(group). Adaptive sampling uses information already col-
lected during the measurement process to aid in selecting
the next points in the sample. An example might be a sam-
pling design that samples more intensively around a point
when specific (usually rare) conditions are encountered, say
a preferential recharge area of coarse sediment on a flood-
plain otherwise dominated by fine sediments. It is useful
where clusters of rare events occur. This allows the sam-
pling process to focus on a particular interest while still
obtaining useful information about the population.

It is important to note that structured sampling approaches
are always based on some form of model or understanding
of a variable’s behavior, and that if this turns out to be
wrong then poor results can be obtained if such approaches
are applied naively; however, there are designs that are
robust to model errors. Of course, this is clearly also the
case with choosing “representative” sites using some sub-
jective approach. Another issue relating to sample selection
that can arise is related to systematic sampling in the pres-
ence of a periodic process. If the sampling interval closely
matches the period (or an integer multiple thereof), then
biases in estimates of both mean properties and variability
are likely to result. This is an issue with sun-synchronous
remote sensing platforms, as they always observe at the
same point in the diurnal cycle.

A prerequisite for useful hydrological measurements is
that the temporal and spatial scales of the measurement
appropriately match those of the phenomena of interest.
For example, if we are interested in the total annual runoff
from a small arid-zone ephemeral stream, a sensor that takes
an instantaneous water level every week will not provide
useful information. The sampling frequency (a week) is too
large compared to the timescale of the process (probably
minutes to hours in this example), whereas a week may be
quite sufficient for measuring a slow-changing groundwater
level. There is some basic theory that provides a framework
for these scale considerations. The spatial (and temporal)
dimensions of measurements can be characterized by three
scales as depicted in Figure 1. These scales are the spacing,
the extent, and the support, and have been termed the scale
triplet by Bloschl and Sivapalan (1995).

The spacing refers to the distance (or time) between
samples, the extent refers to the overall coverage of the
data (in time or space), and the support refers to the
averaging volume or area (or time) of the samples. All
three components of the scale triplet are needed to uniquely
specify the space and the time dimensions of measurements.
For example, for TDR soil moisture samples in a research
catchment, the scale triplet in space may have typical values
of, say, 10 m spacing (between the samples), 200 m extent
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(i.e. the length of the plot sampled), and 10cm support
(the diameter of the region of influence of a single TDR
measurement). Similarly, for a remotely sensed image, the
scale triplet in space may have typical values of, say, 30 m
spacing (i.e. the pixel size), 10km extent (i.e. the overall
size of the image), and 40 m support (i.e. the “footprint”
of the sensor). The footprint of the sensor is the area
over which it integrates the information to record one
pixel value. It is usually on the order of the pixel size
but not identical to it. There are more complex cases
such as measurements of evapotranspiration using eddy
covariance equipment where the support is difficult to
define and may vary in time due, for example, to different
wind conditions. Similarly, the support for a groundwater
measurement well may not be clearly defined. While the
terms spacing, extent, and support are commonly used in
spatial analysis, the analogous terms in time series analyses
are sampling interval, length of record, and smoothing or
averaging interval (e.g. Blackman and Tukey, 1958).
Ideally, measurements should be taken at a scale that
is able to resolve all the variability (in both space and
time) that influences the hydrological features in which we
are interested. In general, because of logistical constraints,
this will not be the case and so the measurements will
not reflect the full natural variability. For example, if the
spacing of the data is too large, the small-scale variability
will not be captured and the measurements will appear
“noisy” or discontinuous. If the extent of the data is too
small, the large-scale variability will not be captured and
will translate into a trend in the data. If the support is
too large, most of the variability will be smoothed out.
These examples are depicted schematically in Figures 2
and 3. Figure 2 is for the temporal domain, where the sine
wave relates to the natural variability of some hydrological
variable and the wavelength is related to the scale of the
true hydrological features. The points in Figure 2(a) relate
to the scale triplet of the measurements. Similar concepts
apply to the spatial domain (Figure 3). We are often
particularly limited with capturing spatial variability since
many of our techniques are essentially point measurements.
Measurements of soil hydraulic conductivity are good
examples where the measurement support is limited — just
a few cm? for laboratory measurements of soil cores to
perhaps a few m? for small-scale permeameter tests to

Length Length

Definition of the scale triplet (spacing, extent, and support). After Bléschl and Sivapalan (1995)

Spacing too large — noise

(C)

Extent too small — trend

(b)
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AN AT

Support too large — Smoothing out
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Figure 2 Pattern of a generic temporal phenomena
showing the effects of too large a spacing (a); too small
an extent (b) and too large a support (c). After Bloschl and
Sivapalan (1995)

perhaps 10000m> or more for large-scale well pumping
tests in sandy aquifers. A large number of tests would be
required to fully characterize a particular location. Often
in such instances, a statistical approach is taken where
sampling is designed to define the statistical properties of
the phenomena and the data are used in a stochastic rather
than a deterministic manner.

It is clear that measurement is a sort of filtering, that
is, the true spatial and temporal patterns are filtered by the
properties of the measurement, which are then reflected in
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Figure 3 (a) shows the pattern of generic spatial phenom-
ena; (b) shows sampling over the whole extent but with a
large support thereby smoothing the small-scale variabil-
ity; (c) shows sampling over the whole extent with a small
support and medium spacing that captures the basics of
the pattern but not the detail; and (d) shows sampling with
too small an extent where we see a trend and some detail
of a small section of the pattern. Redrawn from Western
et al. (2002). A color version of this image is available at
http://www.mrw.interscience.wiley.com/ehs

the data. The effect of this filtering is to introduce errors into
the observed variability if the scale of the measurement does
not match the scale of the process. There is a substantial
body of literature that deals with methods for defining and
predicting the way in which variability is captured (or not
captured) by the measurement characteristics (e.g. Wiener,
1949; Krige, 1951; Matheron, 1965, 1973; Blackman and
Tukey, 1958; Federico and Neuman, 1997). An important
practical outcome of that work is the development of
methods to (i) assess how many measurements are needed
to capture (to a certain accuracy and under particular
assumptions) a natural pattern and (ii) to quantify the
bias in variability introduced by filtering (e.g. Journel
and Huijbregts, 1978; Vanmarcke, 1983; see Chapter 9,
Statistical Upscaling and Downscaling in Hydrology,
Volume 1).

PLANNING A MEASUREMENT SYSTEM

The hypotheses being tested, or objectives of the sampling
exercise will define the processes (or states and fluxes) that
need to be measured. But do the instruments available have
the characteristics to measure what you really need and
how do you match the type of measurement to the process
of interest?

Matching of Measurement to Process

While often a quantitative treatment will not be needed, a
qualitative consideration of the scale of the natural vari-
ability and that of the measurements is important to assess

at least the magnitude of information on variability not
resolved by the sampling. In Figure 4, the spatial spac-
ing and extent of several different types of measurement
devices are plotted versus their typical temporal spacing
and extent. The shaded area refers to the domain between
spacing and extent of the measurements. For daily rain
gauges, the domain covers ranges, in time, from 1day to,
say, 100years, and in space, from 10km (average spacing
of the gauges) to 2000 km (size of the region). Figure 4
also shows the typical scales of TDR measurements of soil
moisture in research catchments as well as a number of
space-borne sensors relevant to hydrology.

Figure 5 is a similar plot of spatial and temporal scales
related to key hydrological processes (after Bloschl and
Sivapalan, 1995). Figure 4 can be compared with Figure 5
and the parts of the space-time domain that overlap are
those where we have measurement techniques that are
appropriate for describing the process of interest, whereas
areas that do not overlap are not described well. In other
words, from a particular measurement one can only “see”
processes within a limited window (determined by the scale
triplet), and processes at larger and smaller scales will not
be reflected in the data. For example, daily rain gauges
cannot capture atmospheric dynamics at the 10-km scale
as the temporal spacing is too large, but on the other
hand the Meteosat satellite sensor is commensurate with
atmospheric processes from thunderstorms to fronts and one
would expect it to capture these processes with little bias
as a result of scale incompatibility. The comparison also
indicates that TDR measurements can potentially capture
runoff generation processes in a small research catchment
setting. Figures 4 and 5 are used here just as examples, but
the concept of matching measurements with processes in
space and time is critical to efficient measurement design.

Accuracy and Error

The preceding discussion highlighted that poor sampling
design can introduce considerable error or uncertainty but
that these can be minimized by considering the spatial and
temporal characteristics of the phenomena of interest to
ensure that measurements are representative of the variabil-
ity. Once the preferred temporal and spatial characteristics
of a measurement are defined, consideration must be given
to the accuracy of the measurement itself. Measurements
can be a direct measure of a hydrological variable (such as
the stage of a stream, rainfall depth, or snow water equiv-
alent measured by weighing a snow core), or they can be
indirect measures where some feature that is closely related
to the variable of interest is recorded. In either case, the
measurement accuracy can be defined via knowledge of
the sensor response and quality of calibration.

If the measurement error is large relative to the overall
magnitude of the signal, the spatial or temporal patterns
apparent in the data will be a poor representation of the
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Figure 4 Space and timescales of rainfall and soil moisture variability that can be captured by different instruments
represented as the domain between spacing and extent of the measurements. After Bléschl and Grayson (2000)

true underlying pattern. For example, random errors in TDR
measurement of soil moisture are typically 2% v/v for field
applications. In a temperate environment, soil moisture may
vary by over 30% v/v so the relative error is low, but in
dry times when soil moisture is close to wilting point, the
range may be only 5% v/v and the measurement error is
significant. Measurement of water level in a stream can
be quite accurate (within a few mm), but there may be
considerable error in the rating curve that converts depth
to discharge because of, for example, extrapolation of the
curve above the highest gauged water level.

There are two types of measurement errors, systematic
and random. A systematic measurement error may be intro-
duced either by an improper measurement setup (such as
the catch deficit of rain gauges caused by wind exposure)
or by improper rating functions (e.g. incorrect TDR calibra-
tion curves). Systematic errors can also be introduced by
systematic sampling. For example, sun-synchronous satel-
lite orbits lead to sampling at a consistent time during
the diurnal cycle, thereby potentially introducing a bias in

the observed variables. In many cases, it will be possible
to correct for such systematic errors, provided additional
(more accurate) data are available for comparison. A ran-
dom measurement error is inherent in the stochastic pro-
cesses of nuclear decay and neutron scattering, which
underlie the operation of neutron soil moisture meters or
it may be introduced by inaccurate readings of an observer
who reads off the stage of a stream gauge. While for ran-
dom errors it is not possible to apply a correction, taking
multiple measurements of the same variable significantly
reduces random errors and allows the statistical uncertainty
to be assessed. For example, if there is a measurement
error variance of 3 (%V/V)? attached to a single TDR mea-
surement, 10 such measurements at the same location and
time pooled together only have a measurement error of 0.3
(%V/IV)?, provided the errors of these 10 measurements
are statistically independent. More generally speaking, the
measurement error variance decreases with the inverse of
the number of samples that are aggregated (see any basic
statistics text e.g. Kottegoda and Rosso, 1996).
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Figure 5 Schematic relationship between spatial and temporal process scales for a number of hydrological processes

(after Bloschl and Sivapalan, 1995)

Trade-offs in Measurement

There is often a trade-off between great accuracy and
few points (and hence a poor resolution/coverage), and
poorer accuracy and lots of points. An important example
in hydrology is the use of remote sensing data. For
example, weather radar does not measure rainfall, but radar
reflectivity, which is correlated with rainfall intensity, also
depends on other factors (such as drop-size distribution
and the presence of snow), only some of which are
known. As a consequence, there is often a substantial
error introduced when converting reflectivity to rainfall
and good measurement systems integrate rain gauge and
radar data. Other examples in remote sensing include
soil moisture as estimated from SAR sensors where a
huge number of points (pixels) in space are available
but correlations between the SAR backscatter and soil
moisture tend to be poor. The same is true with some
ground data. For example, in an Alpine environment, it
typically takes of the order of 3 min to measure snow depth

but it may take 30min or more to collect a sample of
snow water equivalent. Similarly, total suspended solids
(TSS) in a stream is best measured by collecting a
sample, filtering a known volume in the laboratory, and
weighing the dried solids, but stream turbidity, which can
be measured continuously using attenuation of light, is
often related to TSS concentration, albeit with some error.
The optimum sampling strategy will often therefore involve
some combination of a few measurements of high accuracy
(to test surrogate relationships and calibrations) and many
measurements of lower accuracy (to provide the spatial
and temporal spacing required to capture the processes
of interest).

Trialling and Pilot Studies

The preceding sections provide some basic concepts to
assist in designing a measurement system, but there is
nothing like a trial to see how those ideas translate to reality.
There are two basic forms of pilot studies, small-scale field
applications and synthetic studies.
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Field trials are designed to test the real-world perfor-
mance of sensors or monitoring networks to see if they
do indeed perform as expected. Is the information suffi-
cient to meet the objectives or test the hypotheses? Are the
errors greater than was thought? Is the real-world variability
greater or smaller than expected? Essentially, this is part of
the iterative process referred to earlier where the field-pilot
study is the opportunity to learn more about the phenomena
of interest and refine the sampling before fully committing
to an expensive program.

Synthetic studies can also be useful, particularly in
the early planning phases of a measurement program.
The idea is to use either similar data from elsewhere or
simulated data with the characteristics of data expected
from the instruments in the field to test how well the
objectives of a sampling program are likely to be met.
For example, if we are interested in estimating the total
annual load of suspended solids from a river, we might
use data from a similar river with high-resolution flow and
TSS measurement to trial a range of different sampling
strategies. This is done by “subsampling” from the TSS
and flow data to see how the annual load estimates vary
depending on how many samples are taken at what time.
Is regular sampling the best or is it better to separate base
flow from high flow? What is the minimum number of
samples needed during high flow to estimate storm loads
within the accuracy that is needed? Synthetic studies can
also be used to assess the impact of error on the usefulness
of the data. This is common in remote sensing applications
where a “perfect pattern” is generated and then noise is
added to see whether the resulting data are still useful for
the intended applications.

Network Design and Site Selection

Network design and site selection are critical to quality
monitoring outcomes. Network design covers aspects of
site density and distribution and has been discussed earlier
from a theoretical perspective, to maximize the likelihood
of the data meeting the measurement objectives. In practice,
accessibility, availability of power, coverage by cellular
phone for telemetry, and agreement by landholders should
also be considered.

Site selection is associated with the specific characteris-
tics a site should have, which vary between measurement
types, and must be determined from an understanding of
the characteristics of the measurement systems. Examples
of key requirements include fetch requirements for eddy
correlation measurements and the desirability of locating a
stream gauge at a hydraulic control. Often a site is chosen
to be “representative” of a broader area. A highly accurate
measurement at a point can introduce considerable error
to a survey if it is extrapolated to a larger area of which
that point is not representative. For example, piezometers
sited along fault structures are likely to be unrepresenta-
tive of groundwater conditions in the same geological unit

away from fault structures. It may be necessary to under-
take a broader survey or use other data to quantify this
“representativeness”. Soils, geology, vegetation, and topo-
graphic mapping can be used to define the distributions
of these characteristics in a study catchment compared to
a broader area. In addition, remotely sensed data (both
satellite and airborne geophysical data) may be required to
define representative sites, particularly for subsurface stud-
ies. Similarly, the shape of a flow-duration curve indicates
important features of streamflow response that can be used
to compare catchments.

PRACTICAL ISSUES

To achieve trouble-free operation and high-quality data, a
number of important practical issues must be addressed.
These include:

power
time and date

telemetry

quality assurance

calibration

data archiving and documentation

security and protection

occupational health, safety, and site access
capital/operation cost trade-offs.

It is difficult to give prescriptive answers on how these
issues should be addressed, partly because technologies
are changing rapidly and partly because they are often
very situation-dependent. Thus, the following discussion
aims to identify common issues rather than providing
detailed solutions.

Power requirements of modern electronics are usually
low and it is possible to run monitoring systems off
batteries that can be periodically replaced. However, for
extended operation, where telemetry is required, or for some
higher power consumption sensors, such a solution is not
sufficient. In these cases, solar panels offer a reasonably
cheap and reliable power source for many environments.
Solar panel charging circuits should include appropriate
voltage regulation. It is valuable to monitor battery voltages
to detect problems early, especially in telemetered systems,
and to use loggers with nonvolatile data storage so that
loss of data due to power problems is limited. It is still
the case that a large proportion of reliability problems with
instrumentation are related to power supply reliability, so
attention to detail is important here as in other aspects.

Time and date: the golden rules are to make sure that they
are set properly, that different data loggers (and computers
used to access and reset data loggers) are synchronized, and
that “summer” time issues are dealt with. Our preference is
to always use the local standard time or UTZ. It is useful if
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the clock in a data logger continues to run during a power
outage because solar charging systems would allow loggers
to restart measurements. This requires a backup power
source (usually an internal logger battery) to maintain the
core logger operation.

A variety of telemetry options are available and this is an
area of rapid change with developments such as novel uses
of modern cellular phone systems including text messaging,
and innovations like sensor webs becoming available. The
options at present include landlines, cellular phones, various
satellite uplink options, and radio networks. Each of these
options has advantages and disadvantages in terms of data
rates, capital and operating costs, coverage (an issue in
remote areas), and reliability. The key general advantages of
telemetry are near real-time data access and archiving, early
identification of instrument problems, and a reduced cost of
station maintenance due to reduced site visit requirements.

Quality assurance is a critical part of any measure-
ment campaign and it has pre-, co-, and post-measurement
aspects. Many factors go to ensuring high-quality data.
Elements that need to be considered here are sensor
quality, sensor and logger calibration, sensor installa-
tion (poor installation = poor measurements), sensor and
site maintenance, data checking, data documentation, and
data archiving.

Calibration involves both ensuring that the data logging
system measures and records the sensor response correctly,
as well as relating the sensor response to the variable
being measured. The golden rule is “do not rely on
factory calibrations supplied with an instrument”, especially
where the environmental characteristics affect the sensor
response (e.g. soil type effects on soil moisture sensor
response). Calibration is an ongoing process because for
most sensors, relationships drift over time. The frequency
of recalibration required for different types of sensors varies
greatly as a result of different instrument stabilities. Where
multiple measurements of the same variable are being
made, instrument cross-calibration and intercomparison
are important for maximizing our ability to compare
measurements. In some cases, there can be a dependence
of the sensor response on the installation, as is often
the case with soil moisture sensors. In such cases, field
calibration is preferred. It is also important to ensure
appropriate site maintenance occurs, particularly where
some site exclusion causes vegetation conditions to be
markedly different to maintenance of the surrounding area.
Appropriate maintenance for sensors (e.g. cleaning) and
loggers (e.g. battery changes) also needs to be considered.

Data checking and archiving are also important compo-
nents of quality assurance, but is something that is often not
done well. Gross data checking can be undertaken automat-
ically by comparing measurements to expected ranges, by
checking rates of change over time, and by comparisons to
appropriate climatologies. This should be done as soon as

possible after data collection and ideally in real time. It is
no use realizing a year later that there was an instrument
problem that could have been fixed immediately. Other
important aspects of data checking include plotting data,
comparing data to models, and intercomparisons between
sites and sensors. Once data are checked they need to
be stored (usually in digital format) in well-documented
formats, with meta data about the measurement and qual-
ity assurance procedures and site characteristics, including
geographic coordinates (with information stating the map
coordinate system used). This is time consuming but criti-
cal to the long-term utility of your data. To ensure long-term
database integrity, appropriate backup, archiving to stable
media, and planned media migration are necessary. Again
this is an area that is often not done well, particularly in the
research environment. It is salutary to consider how much
data has been generated during PhD and other research stud-
ies around the world, but is for all intents and purposes lost.
The cost of digital storage is constantly reducing and the
Internet provides an ideal avenue for making data widely
available. Hopefully, this will encourage better archiving of
data over time.

Physical security of instrumentation from interference by
people, animals, and the physical environment is important.
Prevention of interference by people and animals is depen-
dent on using adequate enclosures, housings, and cable
protection systems (e.g. cable conduits). Animals can be
curious and can cause damage to equipment, especially
cables, or disturb the site, which can be problematic if
it influences the variable being measured (Figure 6). An
example is destruction of vegetation cover under a net
radiometer. Insects such as ants can cause problems by col-
onizing instrument housings. Issues to consider related to
the physical environment include flooding during extreme
events, adequate water proofing, anchoring of sensors (and
cables) in streams, wind loads on masts and tripods, light-
ening protection, and control of operating temperature for
some instruments.

A variety of occupational health and safety issues exist
with any field activity. These range from issues such as
traffic accident risks, being stuck in remote areas due to
vehicle breakdown, exposure to the environment (heat and
cold), and exposure to risks associated with local fauna
and flora (e.g. snake bites) to issues specifically associated
with setting up and maintaining measurement stations.
This latter group can include elevated working platforms,
excavations, machinery, and plant related risks (e.g. drilling
rigs), and risks associated with stream gaugings by wading,
from boats and from aerial cableways, among others.
Modern occupational health and safety procedures generally
require risk assessment of work activities, appropriate
risk mitigation approaches, and appropriate training of
personnel. It is always useful, while in the warm security
of your office, to think through all of the possible problems
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Figure 6 Before and after — curious animals around a reflector for aircraft overpass of a microwave sensor. Photos
Rodger Young. A color version of this image is available at http://www.mrw.interscience.wiley.com/ehs

you may encounter in the field and plan a solution to each,
being sure you pack the necessary materials or equipment
to carry out your plan.

Given many of the practical issues discussed above,
it is clear that there can often be significant trade-offs
between capital and operating costs. For example, telemetry
systems generally reduce time requirements and travel cost
for infield logger maintenance. Good quality installations
with robust enclosures and housings also generally require
a lesser basic maintenance of equipment. Therefore when
planning a measurement system, this trade-off needs to be
considered early in the process as it affects site design and
equipment purchasing.

Back in the Office

A critical element to successful measurement programs
is checking and using the data as soon as possible after
it is collected. Part of the planning for a measurement
program is designing what will be done with the data
to actually test the hypothesis. Analysis methods may
have even been tested as part of synthetic or pilot field
studies. Early use of the “real” data will quickly expose
instrument errors or flaws in the measurement program that
may prevent your objectives being met. It is difficult to
overstate the importance of this step. When in the middle
of major field programs, it is very easy to be overwhelmed
by the immediate practical matters of the measurement
network and put off initial analysis of the data. High-
quality measurement programs are regularly reviewed by
reconsidering the objectives, analyzing whether the data are
best meeting those objectives, ensuring that the data quality
and archiving processes are sound, and so on.

SUMMARY

This article highlights several key considerations in a
successful measurement programme. These are:

e The need to have a clear set of objectives or hypotheses
to be tested.

e An understanding of the temporal and spatial variability
of the phenomena of interest.

e An understanding of the characteristics of the instru-
ments available for measurement, including errors.

e Matching of the temporal and spatial characteristics of
the measurement with those of the processes of interest.

e Considering the trade-offs inherent in sampling, includ-
ing the number of measurements and accuracy.

e Considering a range of practical issues related to setup
in the field and the need to check and manage the data
as it is collected.

These steps are summarized in the boxed section below.

Successful monitoring programs have a number of com-
mon features that contribute to the success. They are well
designed and well resourced financially and in terms of
expertise both in the initial stages and for the full mea-
surement period. Good monitoring programs tend to be
comprehensive in terms of measuring a number of comple-
mentary responses. Analysis will occur during the monitor-
ing program and will look at the interrelationships between
measurements to take advantage of complementarity and to
test against the theoretical framework underlying the exper-
imental design. However, it is important that the analysis
is not blinkered by the assumed theoretical framework as
this may disguise important results. For instance, the anal-
ysis of chemical (conservative ion and isotopic) techniques
in conjunction traditional streamflow data is challenging
previous conceptions of rainfall-runoff processes in a num-
ber of humid catchments (see discussion by McDonnell,
2003). Timely analysis allows an ongoing review of per-
formance and appropriate modification, which is critical to
success.

There are a number of new and emerging sensor tech-
nologies, as well as the ever-increasing availability of
remote sensing information that bodes well for the future of
hydrological measurement. But as has always been the case,
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A) What are the processes we are trying to capture
(or hypotheses we are testing) with the measure-
ment programme?

e What is the variability in time and space of the
feature of the process that we will be measuring?

e Which variables should we measure and how
representative are they of the process?

e What is the typical length scale of the feature
of interest?

e How quickly does the feature change and
are there particularly important timescales (e.g.
diurnal, seasonal etc.)?

e What are the minimum and maximum values that
are expected to be measured?

e Do we have predictive methods (e.g. relation-
ships to auxiliary data) for defining the variation
of the feature and how accurate are these?

B) How will the actual measurement be made?

e What measurement device (or devices) could
be used?

What is the accuracy of the chosen devices?

e What is the sampling support (time and space) of
the device?

e Over what extent (time and space) do we need to
make measurements?

e What level of calibration is needed for the device
(initial and ongoing)?

e What are the practical constraints related to time,
cost, and the logistics of the measurements to
be made? Will telemetry be used? (Answers will
indicate the possible number of samples or sites
and enable the network to be planned.)

e Are there alternative variables to be measured
that perhaps are less representative of the
process or less accurate, but can be more
easily collected?

C) We then need to try and match the needs of the
measurement exercise with the variability in the
feature being measured and the characteristics of

Box Basic questions for the design of a measurement program

the measurement device. In this step we need to
recall that:

e if the spacing is too big compared to the feature
of interest, we will not characterize small-scale
variability (it will become ““noise’’);

e if the extent is too small, we will miss out on the
big scale pattern and instead measure a trend;

e if the support is too large, small-scale variability
is smoothed out;

e if the sampling error is large compared to
the variance of the feature, we will not detect
the pattern.

Compromises will always be needed and, because
of lack of knowledge, there will be some guesswork.
Pilot trials in the field or using synthetic data can
assist in this step. There will ultimately be constraints
imposed by equipment, finances, and so on, and hence
the final measurement system will not be “ideal.”” A
realistic assessment is needed of whether the original
objectives will still be met given these pragmatic
limitations, or whether the objectives themselves need
to be revised.

D) Implementation of the measurement network

o how will the power be supplied?

e what amount of data storage or telemetry speed
is needed?

e what physical protection is required?

e what are the capital and operating costs of
various options?

e what procedures are in place for data checking
and archiving?

The next step then is to look at the data set
as it becomes available and ask how well did the
measurement programme meet the objectives or enable
the hypotheses to be tested? Are revisions to the program
required? And so the process begins again as we
understand more about both the underlying processes
and the practical performance of our design.

it is the synthesis of “smart measurements” with theoreti-
cal developments and modeling that will yield the greatest
advances in the coming years.
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7: Methods of Analyzing Variability

LARS GOTTSCHALK
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In an introductory part basic concepts from probability theory, and specifically from the theory of random
processes, are introduced as a basis for the characterization of variability of hydrological time series, space
processes and time-space processes. A partial characterization of the random process under study is adopted in
accordance with three different schemes:

1. Characterization by distribution function (one dimensional),

2. Second moment characterization, and

3. Karhunen—Loeve expansion, that is, a series representation in terms of random variables and deterministic
Sfunctions of a random process.

The article follows the same division into three major sections. In the first one, distribution functions of
frequent use in hydrology are shortly described as well as the flow duration curve. The treatment of second-
order moments includes covariance/correlation functions, spectral functions and semivariograms. They allow
establishing the structure of the data in space and time and its scale of variability. They also give the possibility
of testing basic hypothesis of homogeneity and stationarity. By means of normalization and standardization,
data can be transformed into new data sets owing these properties.

The section on Karhunen—Loeve expansion includes harmonic analysis, analysis by wavelets, principal
component analysis, and empirical orthogonal functions. The characterization by series representation in its
turn assumes homogeneity with respect to the variance—covariance function. It is as such a tool for analyzing
spatial-temporal variability relative to the first- and second-order moments in terms of new sets of common

orthogonal random functions.

INTRODUCTION

Observations from studies of hydrological systems at an
appropriate scale are characterized by complex variation
patterns in time and space and reflect regularity in a sta-
tistical sense. It is commonly reasonable to apply concepts
from statistics and probability theory to be able to prop-
erly describe these observations and model the system. The
theory of random processes is of particular interest.

The basic ideas of probability theory and random pro-
cesses are well known. Experiments are basic elements
of probability theory and statistics and are defined as
actions aimed at investigating some unknown phenomenon
or effect. The result is, as a rule, a set of values in a region
in space and/or an interval in time. An experiment in a

laboratory can be repeated and different realizations can be
obtained under the same conditions (experimental data). In
hydrology, it is the nature that performs experiments and
therefore it is not possible to control the conditions (his-
torical data). The historical data at hand are considered as
samples (or realizations) from some very large or even infi-
nite parent population. In the following small letters, say x,
will denote the sample while capital letters, X, will denote
the corresponding theoretical population. The structure of
the available data guides the method to be used for analyz-
ing variability. It is possible to distinguish between three
different situations:

1. An observation point in space is fixed and only the
development in time is observed at this point, as

Encyclopedia of Hydrological Sciences. Edited by M G Anderson.
© 2005 John Wiley & Sons, Ltd.
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Steamflow (m3s™1)

illustrated in Figure 1, where the annual streamflow
for the Gota River for the period 1807-1938 is
shown. This is referred to as a time series x; =
x(t), k=1,..., N, where #;, denotes the (regular)
observation points in time (here years) and N is the
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Figure 1 Time series: Streamflow of the Gota River at
Sjotorp, Sweden 1807-1938
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number of observations (in the example, N = 131).
The process is characterized by an active and inherent
dynamic uncertainty, the properties in different points
change with time in a random manner. In the general
case, the order in which time series is sampled is
of outmost importance as the temporal fluctuations
show persistence, that is, adjacent observations show
dependence. The opposite situation when data are
independent and can be reshuffled without loss of
information is an important special case.

The second situation — a space process x; = x(U;),
i =1,..., M- is illustrated by georadar measurements
reflecting the geological structure of the top layer of
the Gardermoen delta deposit at Moreppen (Norway)
along transects of some 10th of meters. U; denotes
the position in space of the i-th measurement, of
totally M (Figure 2). In the example, observations are
made at a regular grid in space. More common is
the case of spatial measurements from an irregular
observation network. It may be assumed in this case
that the changes over time of the system are small (at
a human timescale). The uncertainty in the description
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Figure 2 Space process: The geological structure of the top layer of the Gardermoen delta deposit at Moreppen
(Norway), as reflected by georadar measurements (ground penetrating radar (GPR) signals for four profiles. The strong
reflectors in the dipping forest unit are from silty layers with high soil moisture content. Yellow and green colors reflect
drier sand. A color version of this image is available at http://www.mrw.interscience.wiley.com/ehs
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of the properties of a disordered system, for which
the development in time does not matter, is of passive
nature. Though the changes in time of a characteristic
at a given position might be negligible, its value is
unknown until it is measured. Measurements in all
possible points are, as a rule, neither feasible nor
economic, and the information value is lowered by the
measurement errors as well. Persistence in data is also
of relevance for spatial data, that is, the order in which
they are sampled in the two-dimensional space is of
vital importance.

3. Figure 3 offers an attempt to illustrate of the most
general case showing the space-time development
of streamflow (monthly values) along the different
branches of the Rhone River (French part). In real-
ity, observations of such a time-space process xj, =
x(Uj, ), i=1,...,M;k=1,..., N represent mea-
surements in discrete irregular points along the river
network at discrete regular times (and not as the fully
reconstructed space-time development as in Figure 3),
that is, a vector of data where columns represent differ-
ent points in space and rows time. These observations
are used to get an idea about the pattern of variation
of the whole system by means of reconstructing the
past development in time and space and/or forecasting
the future.

The scale problem is fundamental in all description and
modeling of time-space processes. A phenomenon that
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Figure 3 Time-space process: Estimated streamflow of
the Rhéne River for 12 months of the year (Reproduced
from Sauquet and Leblois, 2001, by permission of Societe
Hydrotechnique de France)

seems to contain mainly deterministic elements in a micro
scale might at a larger scale demonstrate characteristics that
vary much and demand a probabilistic approach for their
description. At a still larger scale (macro scale), the same
structure can appear to be a part of an object that can
be described by its mean value or by classes. Variation
of precipitation intensity at annual and daily timescales
seems to behave totally at random, while, at a finer
timescale, (minutes) this variation assumes a dynamically
varying pattern (Figure 4). At the monthly scale, a seasonal
variation might be present. In other words, there is, as a rule,
the lower and the upper boundary for the variation range
(distance or time) within which a model for characterization
of the patterns of variations has a practical value. This is
the point of departure for the application of classical theory
of random processes in hydrology, which has been mainly
applied to study stationary (time independent) random
processes like annual or submonthly quantities (upper three
graphs, and lower graph in Figure 4). Possible large-scale
elements like “trends” and “periods” were looked upon
as “deterministic”’, and, as such, identified and subtracted
from the original data (e.g. Hansen, 1971; Yevjevich,
1972). This perspective contrasts with the current view
accepting “. .. irregularly changes, for unknown reasons on
all timescales” (National Research Council, 1991). Random
process models need to be changed accordingly. The scale
problem is of course not only limited to processes in
time. Referring to the geological structure in Figure 2,
the patterns of variability and its character will change
drastically both when going down in scale as when going
up. The topic of scale is further developed in Chapter 6,
Principles of Hydrological Measurements, Volume 1
and Chapter 9, Statistical Upscaling and Downscaling in
Hydrology, Volume 1).

Let us turn back to probability theory terminology and
continue formalizing the description of the outcome of
an experiment. In the elementary case, the population is
described in terms of a random variable and, in more
complex situations, as a random process (random field).
Figure 3 may be used to illustrate our basic model, where
each point in the sample space U € 2 (points along rivers)
maps into a time function X(u,t). A point U; in space can
be specified, which results in a random process in time, a
time series, X (1) = X, (¢), like the one shown in Figure 1.
If the data of the series fulfill the condition of having an
independent identical distribution (i.i.d.), they can be treated
as a sample of a random variable X. Only in this latter
case, the one-dimensional probability distribution Fy(x)
will give a complete characterization of X. The time t = ¢,
can be frozen, which leads to a random process in space
only X(u) = X;(u), illustrated in Figure 2. Also, in this
case, a one-dimensional distribution describes variations
across space. The i.i.d. condition should, of course, be
fulfilled to give a complete description.
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Many important characteristics of random processes viz.
homogeneity (stationarity), isotropy, and ergodicity, permit
a more effective use of the limited data amount available for
estimation of important properties of the process. The strict
definitions of these characteristics can be formulated with
the help of the multivariate (M-dimensional) distribution
function F;(X) (abbreviated df). A random process is called
homogeneous if all multivariate distributions do not change
with the movement in the parameter space (translation,
not rotation). This implies that all probabilities depend on
relative and not absolute positions of points in the parameter
space. The term “stationary” instead of homogeneous is
usually used for one-dimensional random processes (time
series), that is, the df does not change with time. A process
is called isotropic if the multivariate distribution function
remains the same even when the constellation of points is
rotated in the parameter space. A random process is ergodic
if all information about this multivariate distribution (and
its parameters) is contained in a single realization of the
random field. It is important to note that this property is
also related to the characteristic scale of variability of the
process. If the process is observed over a time interval (or
region in space), which in its extension is of the same order
of magnitude as the characteristic scale (or smaller), the
estimate of the variability of the process will by necessity
be negatively biased. The process will not be able to show
its whole range of patterns of variability. A rule of thumb
has been to say that a process needs to be observed for a
period of time that is at least 10 times the characteristic
scale of the process, in order to eliminate the negative bias
in the variance. In times when environmental and climate
change are in focus and accepting that the process shows
variability on a range of scales, the dilemma related to the
ergodicity problem is obvious. Do the observed data reveal
the real variability of the natural processes under study?
In Chapter 9, Statistical Upscaling and Downscaling in
Hydrology, Volume 1, this topic is brought further and the
process scale related to the natural variability is confronted
with the measurement scale, defined in terms of extent
(coverage), spacing (resolution), and support (integration
volume (time) of a data set).

The parameter space of a random process X(U,t) in the
general case includes an unlimited and infinite number of
points. Characterization by means of distributions functions
is therefore only of a theoretical value. When complex
variation patterns are concerned, a possibility of a direct
estimation of the underlying multivariate distribution func-
tion is not tractable. The conventional way of handling this
difficulty is to accept a partial characterization. The two
most widely used are as follows:

1. Characterization by distribution function (one dimen-
sional).
2. Second-moment characterization.

In a characterization by the distribution function, only
the first-order probability density is specified. In a char-
acterization by distribution function in the general case, a
multivariate distribution would be needed for a complete
characterization. The one-dimensional distribution consti-
tutes in this case the marginal distribution of the data. The
flow duration curve (fdc) widely used in hydrology is a
good example. In a second-moment characterization, only
the first and second moments of the process are specified,
that is, mean values, variances, and covariances. Random
processes, which are postulated to be homogeneous (sta-
tionary), in practice satisfy this condition only in a weak
sense and not strongly, which means that they possess this
property only with respect the to the first- and second-order
moments (weak homogeneity, weak stationarity). A further
possibility is to apply

3. Karhunen—Loeve expansion, that is, a series represen-
tation in terms of random variables and deterministic
functions of a random process.

The deterministic functions can either be postulated as
for harmonic analysis and analysis by wavelets or they
can be determined from the data themselves by analysis in
terms of empirical orthogonal functions (eof) or principal
components (pca).

In this article, these three ways for representation of a
random process will be followed, thus defining three meth-
ods for describing variability of hydrologic variables. The
development of relations between variability and scale is
treated in Chapter 9, Statistical Upscaling and Down-
scaling in Hydrology, Volume 1, although some aspects
of the problem are touched upon here as well. Before
going into a detailed statistical analysis the importance of
“looking” at data should be stressed. A visual inspection
of graphical plots of the observed data like those shown in
Figures 1, 2, and 4 is a natural point of departure when ana-
lyzing variability. In our age of nearly unlimited computing
power, this visual graphical data exploration is becoming
increasingly important. A further step is an exploratory data
analysis, where different hypotheses concerning the struc-
ture of the data are tested (Tukey, 1977).

CHARACTERIZATION BY DISTRIBUTION
FUNCTION

Restricting ourselves to the one-dimensional case, the basic
problem is the following: find a distribution function (df)
Fx(x) (probability density function fx(x), pdf), which is
a good model for the parent data xi, x;,...,xy. From
probability theory, it is well known that this distribution
only gives a full description of phenomena in case data
can fulfill the condition of being independent identically
distributed (i.i.d.). In many applications in hydrology, the
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i.i.d. assumption is rather postulated than really tested and
the one-dimensional distribution is to be interpreted as a
partial characterization (the marginal distribution function
of a multivariate one). Anyhow, this marginal distribution
might be a proper tool to study the data. The application
of the normal distribution for frequency analysis of runoff
data by Hazen (1914) symbolizes the start of the fitting
a theoretical distribution to observed data in hydrology.
Somewhat later, it became obvious that the river runoff
distribution is not symmetrical and also the gamma distribu-
tion was introduced in hydrological analysis (Foster, 1924;
Sokolovskij, 1930). Important benchmarks in the utilization
of probability theory and statistical methods in hydrology
were the developments by Kritskij and Menkel (1946), who
suggested a transformation of the gamma distribution and
Chow (1954), who introduced the lognormal distribution.
Figure 5 illustrates the change in the distribution (pdf) of
precipitation with changing time step for data from to two
stations in Norway, starting from a highly skewed distribu-
tion for daily data, to a lognormal shape for monthly data
and ending with a symmetric normal distribution for annual
data. This example provides an illustration of the central
limit theorem in statistics that states that the distribution
of a sum of random variables converges to normal distri-
bution as the number of elements in the sum approaches
infinity. How quickly the sum converges (and also if it
converges) depends on how well certain assumptions are
fulfilled. Still, it is important to note that data follow sta-
tistical laws and that knowledge of these laws helps when
analyzing and interpreting results as well as in choosing
an appropriate model. The list of theoretical distributions
applied to hydrological data since Hazen can be made very
long. A remark might be that the advantage of using a
more complex distribution with many parameters instead
of the classical ones (the normal, the gamma, the lognor-
mal) is usually minor in relation to the small data samples
commonly available and thereby related uncertainty.

The flow duration curve (fdc) represents the relationship
between the magnitude and frequency of daily, weekly,
monthly (or some other time interval) of streamflow for
a particular river basin, providing an estimate of the
percentage of time a given streamflow was equaled or
exceeded over a historical period (Vogel and Fennessey,
1994). The fdc has a long tradition of application for
applied problems in hydrology. The first paper on this topic,
in accordance with Foster (1933), is the one published
by Herschel in 1878. The interpretation of fdc by Foster
is “(Frequency and) duration curves may be considered
as forms of probability curves, showing the probability
of occurrence of items of any given magnitude of the
data”. In this respect, an fdc is a plot of the empirical
quantile function X, that is, the p-th quantile or percentile
of streamflow for a certain duration versus exceedance

probability p, where p is defined by
p=1—-P{X <x}=1-Fx(x) (1)

Foster sees two distinct uses of the fdc: (i) if treated
as a probability curve, it may be used to determine the
probability of occurrence of future events; and (ii) it can be
used merely as a conventional tool for studying of the data.
Mosley and McKerchar (1992) look at the problem from a
different point of view: “It (a flow duration curve) is not a
probability curve, because discharge is correlated between
successive time intervals, and discharge characteristics are
dependent on season of the year. Hence the probability
that discharge on a particular day exceeds a specific value
depends on the discharge on proceeding days and on the
time of the year”. Indeed, the fdc gives a static and
incomplete description of a dynamic phenomenon in terms
of cumulative frequency of discharge. To have a complete
description, it is necessary to turn over to a multivariate
distribution, which defines the parent distribution of the
data. Anyhow, the marginal distribution of this parent
distribution is the fdc. It is a natural point of departure when
analyzing streamflow data, which is evident from its wide
practical application (Foster, 1933; Vogel and Fennessey,
1995; Holmes et al., 2002).

Foster, in his original paper, compared daily, monthly,
and annual fdcs and recognized the fact that the differences
between the curves for different durations (timescale)
changed with the type of river basins. Searcy (1959)
performed a similar comparison. With present computer
technology, it is usually taken for granted that the fdc
is founded on daily data records (Fennessey and Vogel,
1990; Yu and Yang, 1996; Holmes et al., 2002), although
exceptions exist where monthly and 10-day period data are
applied to determine the fdc (Mimikou and Kaemaki, 1985;
Singh et al., 2001).

SECOND-MOMENT CHARACTERIZATION

The characterization of a random process by means of
moments is an alternative to the characterization by means
of distribution function. When analyzing hydrologic data
as realizations of random processes, it is as a rule nei-
ther tractable nor of interest to formulate models in terms
of distribution functions. The most common situation is
the one when only one realization of the random pro-
cess is at hand. In order to be able to solve problems of
identification, interpolation, and extrapolation, it is usually
assumed that the following conditions are satisfied, namely
that the random process studied is ergodic, homogeneous,
and isotropic. Usually, the second-order homogeneity is a
sufficient condition, which is also called weak homogeneity
(weak stationarity), as explained earlier. The classical meth-
ods for the second-order analyses of stationary stochastic



102 THEORY, ORGANIZATION AND SCALE

processes are based on the works by Wiener (1930, 1949)
and Khinchin (1934, 1949), where similarity and relation-
ship between autocorrelation function (acf) and spectral
function (sf) have been explained. Correlation and persis-
tence (memory, inertia) described by means of acf and sf,
which are statistical moments of the second order, belong to
the most important characteristics of random processes. If
a random process has a normal distribution, then the infor-
mation of the first (mean value) and second order (acf,
sf) are sufficient for an application to multidimensional
problems, that is, in this case, weak stationarity implies
strict stationarity.

As stated earlier, the point of departure for our study
is a space-time random process. Depending on the way
data are sampled from this general process, the observations
may be looked upon as a random variable, a time series,
a random vector, and a dynamically coupled time-space
process, respectively.

Random Variable

It is a common situation in hydrology that observed data
are treated as a sample from a random variable, as already
mentioned in the previous section. The typical situation is
data sampled over time with regular intervals at a fixed site
in space — X1, X2, ..., Xy. The situation of data sampled on
a regular or irregular network in space at a fixed time is
also of interest, for example, snow or soil moisture surveys.

If X is a random variable with cumulative distribution
function Fy(x), the first moment is the mean value or
expected value of X:

m=my = E[X] Q)

The second-moment E[X?] is the mean square of X.
Central moments are obtained as the expected values of
the function g(X) = (X — m)". The first central moment
is zero. The second central moment is by definition the
variance of X:

0’ =0} = Var[X] = E[(X —m)*] = E[X*] —m?® (3)
The square root of the variance o is the standard
deviation oy of X.If m = 0, the standard deviation is equal
to the root of the mean square. When m # 0, the variation
of X is usually described by means of the coefficient of
variation: oy

V=Vx= 4)

my

The skewness coefficient y; is defined from the third-
order central moment

E[(X —mx)’]  E[X3]=3myxE[X*]+2m}
Y= 3 = 3 )
Ox Ox

Moments are used to describe the random variable
and its distribution. The mean value is a measure of
central tendency, that is, it shows around which value the
distribution is concentrated. Other alternative measures are
(i) the median, Me, the value of which for X corresponds
to F(x) =0.5 (i.e. the middle value in the distribution)
and (ii) the mode, M, which corresponds to the value of
x when the pdf is at maximum (i.e. the most frequent
value). The variance, alternatively the standard deviation,
describe how concentrated is the distribution around its
center of gravity, the mean. The skewness describes how
symmetrical the distribution is. If y; = 0 the distribution
is totally symmetrical, while if y; > 0, it has a “tail” to
the right (towards large x values) and if y; < 0, it has a
“tail” to the left (towards small values of x). The parameters
my, ox, and y; offer an acceptable approximation of the
(marginal) distribution function Fy (x) of the variable X for
most applications in hydrology. In the applied case, my, oy,
and y) are substituted by the corresponding sample moments
X, s, g1, respectively:

1 N
X=— Y x(t) (6)
1 N
sx? == ) x(w)? =% @)
k=1
1< 1<
(N DX =3F Y x(w)’+ 2)7)
_ k=1 k=1
gl - 3 (8)

59

The moments of the sample are accompanied with
sampling errors (standard errors) and biases. The well-
known formula for the standard error of the mean is

Ox

or as estimated from the sample
5. = X (10)

* VN

The standard error of the mean is not dependent on the
distribution of the population. Standard errors of higher-
order moments are related to the theoretical distribution
(Kendall et al., 1987). The moments developed here are
obviously of the same importance whether or not the
necessary i.i.d. conditions are satisfied. On the other hand,
it is important to clearly state whether the moments of
the one-dimensional distribution of a random variable are
considered or the moments of the marginal distribution
of a random process. In the latter case, the standard
errors and the bias of the moments are related to the



METHODS OF ANALYZING VARIABILITY 103

structure (covariance function) of the data (see “Time
Series” below). The classical methods for statistical tests
for random variables are thus not directly applicable in this
latter case.

Time Series

A time series is a sequence of data that are sampled over
time with regular intervals at a fixed site in space or data
that are sampled along a line in space at regular intervals
at a fixed time — x(#), x(%2), ..., x(ty) like in Figure 1.
The difference, compared to the previous section, is that
the order in which data are sampled in the parameter space
t, b, ..., ty is of vital importance here. The two first-order
moments my and oy determine the marginal distribution
function Fy(x) of the random process X (¢), like in the
case of a random variable. However, for a random process,
a descriptor of the random structure of this process needs to
be added and the autocovariance function (acf) (the second-
order mixed moment) determines this structure as an accept-
able approximation. The covariance B(t, t’) of the state of
a random process between two different points in time X ()
and X (¢') defines this autocovariance function (of ¢ and ¢’):

B(t,t) = Bx(t,t) = Cov[X(?), X()]
= E[X(1), X(t)] — m(t)m(t") (11)

Similarly, the autocorrelation function is defined by

" . B@1)
P(L”—PX(LU—W (12)

which is the correlation coefficient between X (r) and X (/).
A weakly stationary random process has the following
properties:

E[X()] =m(t) = m,
Var[ X (¢)] exists for all 7, (Var[X (7)] < o0), (13)
and B(t,t) = B(|t —t|) = B(1)

T = |t—t'| describes the relative distance between the two
points in time. The autocovariance function, as well as the
autocorrelation function, depend therefore only on relative
positions in time, and not absolute ones. A simple measure
of the scale of variability can be defined as the integral
under the autocorrelation for 7 > 0, the integral scale Oy
of a stationary process, that is,

Ox = /Oop(r)dr (14)
0

For stationary processes, a characterization using the
spectral function (sf) Sx(f), where f is the frequency, is

equivalent to the covariance function characterization:

Sx(f) = / " By(m) e T dr (15)
and ~
Bx(f) = / Se(f)e > T df (16)

These two equations are usually referred to as the
Wiener—Khinchin relations.

The stationarity assumption equation (13), which also
is the theoretical background for the derivation of the
Wiener—Khinchin equations, demands finite variance. The
existence of a process with variation at many scales might
violate this assumption theoretically. The demand of a
weak stationarity is then too strong. An alternative is
then to put the demand of stationarity on the differences
[X (#;) — X (t;)], that is, that its mean value is constant and
variance is finite and independent on absolute position. This
means mathematically:

E[X(#) — X(1)] =0, a7
and Var[X(t;) — X ()] = E[(X (1) — X (1;))°]
=2y(lth —n)) =2y(x) (18)

The conditions above are called the intrinsic hypothesis.
In classical works on turbulence and also in meteorology,
the function equation (18) is named structure function
(Kolmogorov, 1941). It is also called variogram (Matheron,
1965) and y(r) is accordingly called semivariogram (sv),
that is,

y(1) = JE[(X (1) — X(12))*] (19)

The intrinsic assumption is more general than the demand
for second-order stationarity (weak stationarity). If the
condition for weak stationarity is satisfied, that is, the
variance exists and equals B(0), the following relation
between the semivariogram and covariance functions can
be established:

y(t) = B(0) — B(7) (20)

The semivariogram is not commonly used for analyzing
temporal data in hydrology. It is treated more in detail in
the section for the analysis of spatial data below.

The covariance E(k) and correlation functions r(k) of
the sample are estimated by (stationarity is assumed):

R R 1 N—k
Bk =Bk A = —— 3 x(t)x(t0) — T3
k=1

k=0,...,K 21

rk Aty = B(k)

r(k) = - k=0,....K (22)
S
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where k is the time lag in terms of the interval Ar between
observations in time and K is the maximum lag. The
standard errors grow with increasing lag as fewer and fewer
observations are available for estimation. A rule of thumb
is to set K = 0.1*N as only a few foremost terms can be
known with some acceptable confidence. An estimate of
the sample semivariogram y (k) when data are available at
regular time intervals is

) ) 1 N—k )
) =Pk M) = 5 g(xa,) x(t110)%;
k=0,...,K. (23)

The estimation of the sample spectral function is more
complicated. There exist two principal approaches. One
relies on the Wiener—Khinchin equation (15) and the spec-
tral function is calculated from the sample autocorrela-
tion function by numerical integration of this equation.
The other is founded on an expansion of the observed
data in terms of Fourier series, resulting in a so-called
periodogram. Very fast algorithms are available, that is,
FFT (fast Fourier transform) for this purpose. The highest
frequency that can be represented by the sample spec-
tral function is the so-called Nyquist frequency fny =
1/(2At). Low-frequency components with wavelengths in
the order of magnitude of the total period of observations
(T = N*At) or larger are estimated with poor accu-
racy and are numerically filtered out. The sample spec-
trum thus cover frequencies for the range %1 /T < f <
1/(2At), where K as before is the truncation level for
the time lag. Figure 6 illustrates the estimated acf, sv,
and sf of the discharge data from the Gota River, Swe-
den (Figure 1). This river drains a large lake Vinern,
which explains the very high autocorrelation in these
series both for the annual and the monthly time step. A
seasonal variation pattern as well as a strong between
year variability is noted. Note that the Nyquist fre-
quency of 0.5 in the lower left diagram for annual data
relates to a period of 2years, while the corresponding
lower right diagram for monthly data relates to a period
of 2 months.

How far can the information about the variability of
the studied process contained in the acf, sv, and sf be
interpreted, that is, which model can be applied? This
question is linked to the discussion in the introductory
section about the existence of variability in data across
a range of scales. A traditional approach, as already
commented on, has been to divide the variability in time
series into two parts, namely, one related to deterministic
variations and the remaining one to random fluctuation.
The goal in this approach has been to be able to describe
the random part by a stationary random process. The
deterministic part in its turn may be described by long-term

trends as well as purely periodic fluctuations. A common
model for this case would look as follows:

X(t) = D, + P + Si(t) (24)
where D; denotes the trend, P; and S; represent the
periodic elements in the mean value and standard deviation

respectively, and &(¢) is the random fluctuations. The
random component is found by means of rearrangement:

X(@®) - D, — P,

e(t) = S,

(25)
which then is assumed to be a stationary process. It can be
described by a simple Markov process like an autoregres-

sive model of order one, AR(1), or two, AR(2). The corre-
lation function for these latter two models has the form:

p(t) = p(1)° (26)

p(z) = (1—p(MHp(r —2) — (p(1) — p(Hp2)p(t — 1)
p(2) — p(1)?

(27)

The first one exponentially decays towards zero. For the
second one, it is more difficult to deduct its performance.
It can be shown that it also decays exponentially for large
lags towards zero from the positive side if both the lag one
and lag two correlations are positive or as a periodically
damped oscillation around zero when the two correlations
have different signs. The corresponding spectra have the
form:

Sx(f) =02 L= p()" (28)
X 14 p(1)? = 2p(1) cos2rf)
2 2

1+ b% + b% —2b1(1 + by) cos(2 f)
—2by cos(4m f)

where b and b,, are the parameters of the AR(2) scheme
Xy = bix;—1 +byx,—» + &. This is simplified to x; =
bix,_1 + ¢&; for the AR(1) case for which by = p(1).

The AR(1) and AR(2) models are both examples of
Markov models or “short memory processes” and as
such they are members of the larger family of ARIMA
(auto regressive integrated moving average) models (Box
and Jenkins, 1970), which have been widely in use
in hydrology.

Another development in stochastic hydrology has been
initiated by the findings of Hurst (1951) when analyzing
the long record of water level information from the Nile
River and also other long-term geophysical observation
series. Hurst studied asymptotic behavior of the range of
cumulative departures from the mean for a given sequence



METHODS OF ANALYZING VARIABILITY 105

Autocorrelation
o
N
L1

0.1 01 ™o a8 9401112131415 16 18 19.2

Years

10000
9000
8000 / \
7000 /
6000 /
5000 /
4000 /
3000

/

2000 /
1000

Semivariogram

0
0123456 78 91011121314151617181920
Years

100000

10000 NN ——
7

Log-spectrum

1000

0 005 01 015 02 025 03 035 04 045 05

Frequency

Autocorrelation

Months

14000

N\ A A /\/\/\

12000
RSNV,

10000 / \/

8000

Semivariogram

4000

6000 /
/
|

2000

00 12 24 36 48 60 72 84 96 108120132144 156 168180152
Months

1000000

100000 ’\'\'\

Log-spectrum

10000
0 005 01 015 02 025 03 035 04 045 05

Frequency

Figure 6 Autocorrelation, semivariograms, and spectral functions for annual and monthly data from the Goéta
River, Sweden. A color version of this image is available at http://www.mrw.interscience.wiley.com/ehs

of runoff for N years. In case of a Markov model, this
statistics will grow as N®3  where N is the number of
years of observations. Hurst found that the growth of the
rescaled range with the number of years rather followed a
relation N, with H > 0.5, where H is named the Hurst
coefficient. A scientific discussion followed with a focus
on the ability of random models to reproduce the so-called
Noah and Joseph effects of natural series, that is, the ability
to reproduce extreme extremes and the tendency of long
spells of dry and wet years. A natural mechanism inducing
a long memory to the system was proposed as a possible
explanation to this behavior and a fractional Gaussian noise
(fGn) model containing such a “long memory” component

was developed by Mandelbrot and Wallis (1968, 1969a,b).
fGn is able to generate synthetic data with H different
from 0.5. The correlation function and the spectral function
respectively have the expressions:

p(x) =@ - — @+ D] -
S(f) =cf'H

(30)
3D

A recent contribution to this discussion is provided by
Koutsoyiannis (2002, 2003), who especially criticizes the
notion of “deterministic trends” in the model equation (18)
and also gives an alternative interpretation of the Hurst
phenomenon: “It relies on an ‘absence of memory’ concept
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rather than a ‘long memory’ concept. The hypotheses
proposed is that not only does the system disremember
what the value of the process was 100years ago, but
it further forgets what the process mean value at that
time was”. The idea is thus a composite random process
with variations at several timescales (Vanmarcke, 1988).
Koutsoyiannis (2003) shows that a Markovian underlying
process with random fluctuations of the process mean at
different scales yields a process very similar to fGn, the
composite process being stationary. In the same sense,
it can be argued that trends cannot be deterministic,
but rather reflect this variability at a range of scales.
Looking back at the times series in Figure 1, a trend can
for sure be identified in the data for a period of time
of, say, 30years. For the next 30-year period, the trend
has changed and continues to change for subsequent 30-
year periods.

Are then the periodic components in hydrologic time
series to be considered as deterministic ones? Indeed,
the astronomic periodic fluctuations originating from the
Sun and the Moon ranging from half a day to 10th
of thousands of years with the annual cycle being the
most important are of a deterministic character and might
contribute to the variability of hydrologic records. The
strength of these signals to the outer atmosphere is filtered
through a complex chain of processes, resulting in an often
weak oscillation entering the surface hydrologic system
with an intensity that may changeover time. The annual
cycle, the seasonal variation, is anyhow strong for most
climates. River flow regimes, and related seasonal patterns
in precipitation, show large variations around the globe
and maybe useful for classification of hydrological regional
features. The regime is usually defined as the average
seasonal pattern over many years of observations. The
assumption is that the hydrologic regime is stable and shows
the same average pattern from year to year. There indeed
exist flow regimes for which this is true, for example,
snowmelt fed regimes in cold climates. However, many
flow regimes show instability (Krasovskaia and Gottschalk,
1992; Krasovskaia, 1996, Krasovskaia et al., 1999), that is,
the seasonal patterns alternate among several flow regime
patterns during individual years in a chaotic way. Climate
change accentuates this instability and gives rise to a change
over time in the frequency of different seasonal patterns
observed at a site.

It is important to underline the difference in working with
the statistics of a random variable and that of a random
process (here time series). The autocovariance in data,
independent of whether it reflects a short or a long memory
process, introduces a loss in the precision in parameter
estimation and also in biases. Accepting that our process
is described by an AR(1) model, the standard error of the
mean value is (Hansen, 1971):

N2
LS 2p(H N = p(D) —d = p)
N (1 - p(1))?

(32)
This standard error can be compared with that for the
mean of a random variable equation (11). This comparison
allows defining the “equivalent number of independent
observations”, N,, that is, the number of independent
observations that have the same precision in the estimate

of the mean:

2p(HNA —p(1) =0 = p(l))N]_1

N.=N|[1+
[ N (1= p(1))?

(33)
For an AR(1) process, the variance estimate is

b 20(1) N1 —p()—(1—pM)
Oy = O —
o N(N —1) (1—p(1))?

(34

which is a negatively biased estimate. The fact that data
are correlated does thus hamper the process from showing
its full range of variability during a short observation
period. For an AR(1) process, the characteristic integral
scale is Oy = —At/In[p(1)] = 0.5A7(1 + p(1))/(1 — p(1)),
where At is the time step. It was noted when discussing
the ergodicity concept that the process needs to be observed
during an interval that is at least 10 times this scale to secure
that the true variability of the process is not underestimated.
Turning back to the Go6ta River data with a lag one cor-
relation coefficient of 0.476, this means that the 131 years
of observations is replaced by 47 years of equivalent inde-
pendent data. The estimated timescale is 0x = 1.35 years
and the variance is underestimated by about one per cent.
Koutsoyiannis (2003) gives the corresponding standard
error estimate of the mean for a “long memory” process:

Ox
NI-H

The corresponding “equivalent number of independent
years” would then be

(35)

Ox

N, = N>~ (36)

A corresponding expression for a “long memory” process
for an unbiased estimate of the variance is (Beran, 1994):

2 N -1 )

Oy=——0C
X — X
N — N2

(37

that is, an underestimation of the real variability of
the process.

Random Vector

Data sampled at several fixed sites in space over time
with regular intervals: x(U;, ;) at M stations at points
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U, i=1,...,M at N points of time, #, k=1,..., N
might be considered as a realization of a random vector.
This is a common situation in meteorology and hydrology.
It is possible to determine the first- and second-order
moments at each site and between sites from this data
set. A special case is when only one observation at each
site is available, common in hydrogeology. It is then not
possible to estimate individual moments for a single site.
The characterization of variability between sites is done
in terms of a semivariogram. The general situation is
treated first.

Let the M random variables X, X, ..., X denote the
elements of the random vector X. The mixed second order
moment — the covariance B;; —between two elements of X;
and X; is defined as the expected value of the product of
the deviations from respective mean values:

Cov[X;, X;] = B;; = E[(X; —m;)(X; —m;)]
= E[X;X;] — mm; (38)

If we divide B;; by o;0;, the dimensionless correlation
coefficient between X; and X; is obtained as follows:

i COV[X,‘,Xj] i B,‘j

Pij = Px;x; = (39)

0,0; 0,0;

It follows from the definition that B;; = Bj;, pij =
pji and that |p;;| <1 (and consequently that B;; < 0;0;).
Independence of two random variables means that there
is no correlation, while the opposite is not valid. The
correlation coefficient is a measure of the degree of
linear dependence. The covariance of M random variables
X1, X5, ..., Xy (which are elements of the vector X) can

be arranged in a symmetrical M by M covariance matrix
B=B X

Bll B12 PP BIM
le B22 I BzM

B= . . ) ) (40)
By B Bywm

The Spatial Correlation Function

In the applied situation, first- and second-order sample
moments are determined from the observations x(U;, ;) in
M stations at points U;, i = 1,..., M at k points of time,
t, k=1,..., N. As a first step, the time means can be
calculated for each station as

N
_ 1 .
xi:ﬁki]xu{i’tk)’ i=1,....M 41

The variance can be obtained as

N

. 1

By =s*= NZx(u,-,tk)z—fiz, i=1,....M
k=1

pairwise covariances as

N
A 1 __ ..
Bij = N E x(ui, t)x(uj, i) — X;Xj; ih,j=1,....,.M

k=1
(43)
and pairwise correlation coefficients as
rij = By . dj=1,....M (44)
(s5i57)

The only condition for these calculations is that observa-
tions are stationary in time.

A second step would be to investigate the relationship
between moments for two points in dependence on the
distance between them, direction, and also special phys-
iographic characteristics at these points. Figure 7 shows
diagrams illustrating pairwise correlation coefficients r;;
in dependence on the distance h;; between the observa-
tion points for precipitation events in the Oslo region.
The data sample has been divided in dependence on the
precipitation type into two parts — frontal and convective,
respectively.

A third step in the analysis is a check of the validity of
the assumptions. Performing such a check, it is important
to bear in mind that moments estimated empirically might
have statistical errors. A large scatter in the correlation
coefficients’ values can be noted in Figure 7, but, in gen-
eral, these values lie within the boundaries of a confidence
interval for a theoretical correlation function. The premises
of homogeneity and isotropy are hardly always satisfied.
It is common that the correlation structure demonstrates
homogeneity, while the covariances do not. An appropriate
model in this case will be

Bij = o;0;0(hij) (45)

We can cope with the condition of anisotropy by a simple
linear transformation of the coordinate scale, assuming an
elliptical form of the direction dependence. The problem of
nonhomogeneity in the mean and variance can be handled
by means of a respective normalization and standardiza-
tion of the initial data. This is actually not a complete
solution as it is necessary to find an approach for inter-
polation of the mean and, alternately, mean and variance.
These statistical parameters, however, can be expected to
have a more even and uniform spatial distribution than
the initial observations and their map representation does
not absolutely require application of stochastic interpola-
tion methods.

The model equation (45) assumes that it is possible to
find an analytical expression p(h;;) that can be fitted to the
ensemble of points in the diagrams in Figure 7. A choice
of this correlation function is not totally free, however. The
following conditions must be satisfied (Christakos, 1984):
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Figure 7 Dependence of the values of pairwise correlation coefficients on the distance between observation points for
precipitation events of frontal precipitation (a) and convective precipitation (b). Data from the Oslo region, marked by
the rectangle on the map, have been used. The circles on the map show the location of the observation points. (from
Skaugen T, Personal communication 1993)

1. The standardized covariance p (k) must be a real, even, 4. Variances of linear combinations of variables X(u;),
and continuous function (possibly, except for A = 0) i=1,..., M, should be positive, which is guaranteed
for which it is valid for each A that if the standardized covariance function is positively

definite, that is,
p(—h) = p(h) (46) .
, » , DO ximep(hp) >0 (49)
Thus, only functions of positive & can be considered. P

2. The standardized covariance p(h) always has an upper

boundary for all M and real coefficients A, ..., Ay (different
o] < p(0) =1 (47) from zero).

Matérn (1960) presents different methods to derive
“appropriate” isotropic correlation functions. Below follow
some frequently used expressions for correlation functions:

3. The decay for h — oo is determined by the following
expression:
p(h)

TS i @

ph) = exp(—azhz) “Gaussian” (50)

2 —n
\ghirez )D is the dimension of the vector u (thus, here o(h) = (1 :zh ) . n>0 51
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o(h) (ah)'K,(ah),a >0,n >0 (52)

~ 2 M)

where o and n are parameters and K, is the modified
Bessel function of the second type. The latter expression
describes the so-called Matérn class of correlation functions
for an isotropic random process (Handcock and Stein,
1993). o > 0 is a scale controlling the range of correlation.
The smoothness parameter n > 0 (which, for the general
case, is a real number) directly controls the smoothness
of the random field. The following cases are of a special
interest:

n= 1; p(h) = exp(—ah) (33)

2

that is, the exponential function which in one dimension
represents a fist-order autoregressive process (Figure 8a);

n=1; pth)=a hK(a h) 54)

which corresponds to equation (53) in two dimensions
(Figure 8b);

1

n= 152 p(h) = (1 + Bh)exp(—ah) (55)
1,
0.8
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the linear exponential function which corresponds to a
second-order autoregressive process in one dimension
(Figure 8c).

As n — o0, the expression equation (52) approaches the
Gaussian function equation (50). This model forms the
upper limit of smoothness in the class and will rarely rep-
resent natural phenomena because realizations from it are
infinitely differentiable. Parameters « and n, in principle,
can be determined by means of least square methods for
an ensemble of pairwise correlations. In practice, a man-
uval “try and error” fitting is applied, relying totally on
visual criteria. Data are usually too sparse to allow identi-
fying the true structure of the studied spatial process. The
importance of the choice of theoretical covariance model is
revealed only when using the identified covariance structure
for simulation of spatial fields. Figure 9 shows the results of
simulations with equal spatial integral scales of the model,
but with the two extremes of smoothness, exponential, and
Gaussian, respectively. The difference is striking and under-
lines the importance of the choice of theoretical correlation
to be used for simulations.

The Semivariogram

In the situation when only one observation x(U;) is at
hand at each site in space U;; i =1, ..., M, site-specific
mean values and standard deviations remain unknown. This
is a frequent case in (hydro)geology. The semivariogram
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a=1.0
a=20

4 6 8 10
Distance

Figure 8 Examples of theoretical correlation functions: exponential function (equation 53) (a); modified Bessel
function (equation 54) (b); linear exponential function (equation 55) (c). A color version of this image is available at
http://www.mrw.interscience.wiley.com/ehs
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Figure 9 Simulated data in space with the turning band method (a) with an exponential correlogram model and (b) with

a Gaussian correlogram model

is the appropriate alternative to the covariance (which

assumes these moments to be known) to describe spatial
dependency, that is,

1 2

y(h) = EE[(X(U,') — X(u; +h))7] (56)

The sample semivariogram is estimated form empirical
data as

NS B )
P = D ) —x )]

(i, ))eR ()

(57

where R(h) = {(i, j) : |h-g] < |u;-u;| < |h + ]} and N(h)
is the number of elements in distance class R(h). A dia-
gram that shows 7 (h) and a corresponding value of h
is in a general case a function of vector h, which can
depend on both magnitude and direction of h. In the latter
case, when semivariograms are different for different direc-
tions, the phenomenon studied demonstrates anisotropy. An
anisotropic semivariogram has to be transformed into an
isotropic one in order to be used (Journel and Huijbregts,
1978). In the following, isotropy will be assumed and, thus,
distance can be handled as a scalar A.

It can be expected that the difference [X () — X (@ +
h)] increases with the distance between observations, /.
Observations, situated in the vicinity of each other, can be
expected to be more alike than those far away. However,
in practice, y(h) often approaches some positive value Cy,
called the nugget-effect, when h approaches zero. This value
reveals a discontinuity in the semivariogram in the vicinity

of the origin of coordinates at the distance that is shorter
than the shortest distance between observation points. This
discontinuity is caused by variability in a scale smaller than
the shortest distance and also by observation errors.

The procedure of estimation of a theoretical model to an
experimental variogram depends on discrete empirical val-
ues at specified distances. It can involve a certain degree of
subjectivity. Procedures for automatic estimation are least
square estimation (LSE), maximum likelihood (ML), and
Bayesian estimators (Smith, 2001). Such automatic meth-
ods are becoming more frequent in hydrology but, still,
subjective trial-and-error fitting dominates. An experimen-
tal variogram is very sensitive to errors and uncertainties
in data (Gottschalk ef al., 1995).

Similar to the premises that have been formulated for
a theoretical correlation function, the following conditions
should be satisfied for a theoretical semivariogram (Chris-
takos, 1984):

1. A semivariogram y(h) should be a real, even, and
continuous function (possibly with the exception of
h = 0) for which the following condition is valid for

any h:
y(=h) =y(h)

2. The value of this function should follow the following
dependency when £ approaches infinity:

(58)

h
lim J/}§|2) = 0lh] —> o0 (59)
3. Variance of linear combinations of variables X(U,),
i =1,..., M, must be positive, which is satisfied when
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— y(h) is conditionally positively definite, that is,

M M M

ZZAjAky(h) > 0 when ZA,- =0 for all M
j=1 k=1 j=1
(60)
In this case, it can be noted that there is no demand that
y(h) should have some upper boundary as in the case of
the correlation (covariance) function, which might be seen
as an advantage of using the semivariogram.

Depending on the behavior of the semivariogram for
large values of h, theoretical models can be subdivided
into two categories: models with a so-called “sill” and those
without it. Presence of a sill means that / increases from
zero to a specified value, sill, and is constant thereafter
(Figure 10). The value of y(h) at this distance 4, say, a,
is approximately equal to the observation’s variance. a is
called range. The range a is an important characteristic
as this distance indicates that observations are correlated
within it, while they are independent at larger distances. If
the range a is smaller than the shortest distance between
observations, a pure nugget-effect is observed, that is, data
are independent. The phenomenon studied demonstrates in
this case a completely random pattern with respect to the
distances between observation points available.

Below, five often used theoretical semivariograms are
presented: (i) linear; (ii) spherical; (iii) Gaussian; (iv)
exponential; and (v) fractal. The nugget-effect is denoted
by Cy, sill is denoted by Cy + C; and range by a:

1. Linear (Figure 11a)

y(h)=Cy+Bxh0<h<a
y(h)y=Co+Cih>a (61)

where B is the slope for 0 < h < a.
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Figure 10 A semivariogram and its parameters. A color
version of this image is available at http://www.mrw.
interscience.wiley.com/ehs

2. Spherical (Figure 11b)

3h 1 /h\°
V(h)=Co+C1<§—)——<—> O<hs=a
a

y(h) =Co+Cih>a (62)

3. Gaussian (Figure 11c)

32
y(h) = Cy + Cy [1 —exp (a—};)} (63)
0

The parameter ay is related to the range as agp =

1/(y/3a), where a is estimated visually as a distance at

which the experimental semivariogram becomes stable.
4. Exponential (Figure 11d):

y(h) = Cy+ Cy |:1 — exp (;—:)] (64)

Exponential semivariogram converges asymptotically
towards a sill.
5. Fractal (Figure 11e):
Finally, there are models without a sill that describe
the phenomenon with, in principle, infinite variance
and therefore these models can be associated with
phenomena variations at all scales, a fractal process.
A theoretical semivariogram model has the following
form:
y(h)=Co+Axh?;, 0<b<2 (65)
The parameter b must be strictly greater than zero and
strictly smaller than 2. It can be shown that it is related to
Hurst H, which has been used before for characterization
of fractal phenomena, as b = 2H.

The existence of an upper boundary, sill, means that
the variance is limited. Therefore, the relationship y (h) =
B(0) — B(h), where B(0) corresponds to the sill, Cop, is
also valid. Furthermore, if the covariance is standard-
ized as p(h) = B(h)/B(0) =1 — y(h)/B(0), the theoret-
ical expressions for spatial correlation function p(h) (equa-
tions 50—55) can be directly related to those for y(h)
above. It can be noted that the Gaussian model equa-
tion (63) corresponds to equation (50) and the exponential
model (equation 64) to equation (53). No discontinuity for
h = 0 (nugget) has been included in the correlation func-
tions, however. The choice of models is, thus, somewhat
different in meteorology/hydrology and hydrogeology. It
is, of course, possible to choose any of the semivari-
ogram models referred to earlier and/or correlation func-
tions with or without a nugget. The only exception is the
fractal model equation (65), which does not have a bounded
variance.
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Examples of theoretical semivariograms: (a) linear, (b) spherical, (c) Gaussian, (d) exponential, (e) fractal. A

color version of this image is available at http://www.mrw.interscience.wiley.com/ehs
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Figure 12 Estimated semivariogram of the ““sand class”
of GPR data (Figure 2) for at tilt of 4 degrees of the
geological layers

Figure 12 shows the estimated empirical semivariogram
of the “sand class” of GPR data illustrated in Figure 2.
The amount of data is for this case extensive (100000
data points) and they are observed in a regular network.
That is why the resulting empirical semivariogram is so
regular. We note that in case of a geological structure soil
classes are described by set functions (present—not present)
and need to be studied separately (e.g. Langsholt et al.,
1998).

A more common situation is illustrated in Figure 13
with groundwater levels in Gardermoen aquifer northeast
of Oslo, Norway. Groundwater levels were recorded in
185 observation points in May 1993. The observations
are relatively few, irregular, and clustered, and this has a
significant influence on the resulting estimated empirical
semivariograms (Figure 14).

The estimated global semivariogram from these data
is presented in Figure 14a. Figure 14b shows the four
directional semivariograms (note the difference in scale
for the variogram between the two figures). Irregular
and limited amount of data results in irregular empirical
semivariograms. It is an evidence of the uncertainty in
specifying spatial dependence in the same manner as the
scatter of estimates of spatial correlation in Figure 7.

Spatial-temporal Random Processes

The most general case is a random process in time as well
as in space. The observations are thus not realizations of
a random vector as in the previous case, but rather a set
of time series for each site of observation. In the general
case, the joint time-space dynamics of the process under
study needs to be considered in terms of two-dimensional
time-space covariance functions. Common examples are the
development of precipitation over an area at a timescale



METHODS OF ANALYZING VARIABILITY 113

9000.00 . i
8000.00 . |
7000.00 . . i
6000.00 35,  * '
5000.00 . TR |
4000004 = '. . . i
3000.00 . i

2000.00 4 2t B

Ll Ll T T Ll
5000.00 6000.00 7000.00 8000.00 9000.00

Figure 13 Location of 185 observation points of ground-
water levels in the Gardermoen area in May 1993 (Repro-
duced from Engen, 1995, by permission of University of
Oslo)

of minutes or hours and runoff at an hourly timescale
for a small catchment. At larger timescales say a week,
a month, or a year in most hydrologic situations there
exists no dynamic link between the processes in space and
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time and they can be treated separately by a covariance
structure in space and another in time. The methods that are
developed below in Section “Karuhnen—Loeve expansion”
of this article are well suited to handle this latter situation.
For the general case, a dynamic spatial-temporal model
needs to be formulated. Models for precipitation may serve
as examples (e.g. Northrop et al., 1999). For simple linear
hydrologic systems expressed in terms of an ordinary or
partial differential equation, it is possible to directly derive
a theoretical covariance function from these equations
(Gottschalk, 1977, 1978). Here, only some simple examples
of time-space correlation functions are treated.

For the general formulation of a time-space process,
Vanmarcke (1988) distinguishes between three impor-
tant special types of two-dimensional covariance func-
tions, namely,

e the covariance structure is separable, that is, 0'2,0(/1, 7)
=0o2p(h)p(r) and an example is o2p(h,T) =
o2expl—(h/ki)? — (t/k2)?)

e the correlation structure is isotropic, that is, the covari-
ance structure can be expressed in terms of the “radial”
covariance function where r = vh2 4+ 12 : 62pR(r) =
a2p(r,0) =c2p0,r) = o?p(h, T)

e the covariance structure is ellipsoidal, that is, by appro-
priate scaling and rotation of the coordinate axes ran-
dom fields with ellipsoidal covariance structure can be
reduced to isotropic random fields.

Gandin and Kagan (1976) suggest a covariance model
similar to the second type for use in meteorology and

climatology:
) (66)

Covlh, 1] = 02,0 (‘ (%) +7

where v is a velocity and & /v can be interpreted as a time
of travel. Bass (1954) refers to a similar expression for
application in turbulence theory.
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Figure 14 Estimated global semivariogram (a) and four direction variograms (b) (Reproduced from Engen, 1995 by

permission of University of Oslo)
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KARUHNEN-LOEVE EXPANSION
Introduction

A technique of expanding a deterministic function f(¢),
defined on a finite interval [a, b], into a series, based
on some special deterministic orthogonal function (e.g. a
Fourier series), is well known from mathematics. The prob-
lem can be generalized also to two dimensions, where
function f(u) is defined for an area €2 (e.g. two-dimensional
Fourier series). In a similar manner, a random func-
tion can be expanded in terms of random variables and
deterministic orthogonal functions. The “proper orthogonal
decomposition theorem” (Loeve, 1945) states the follow-
ing: “A random function X (¢) continuous in quadratic mean
on a closed interval has on this interval an orthogonal
decomposition:

X(0) =) b b Y () (67)
with

El&nénl = S, (68)

/ Y (1) Y (1) At = 8y (69)

if, and only if, the |A,|* are the proper values (eigenval-
ues) and the v, (¢) are the orthonormalized proper functions
(eigenfunctions) of its covariance. Then the series con-
verges in quadratic mean uniformly on I”.

The eigenfunctions, which, as noted from the above
theorem, are the eigenfunctions of the covariance, are thus
determined from the following equation (a Fredholm’s
integral equation of the first type):

_/B(t, 1) Y (') di’" = [Anl® ¥ (1) (70)

Furthermore, the covariance can be written as a series
expansion

Cov[X (1) X ()] = B(t, 1) =Y [hal” ¥ () ¥u(t') (71)

which for the variance reduces to the simple expression

Var[X()] = B, 1) = ) [l (72)

The &, s are random variables and are derived from the
relation

Ankn =/X(t) Y (1) dr (73)

The covariance between the random function X (¢) and
&, is
Cov[X (1) &1 = Ay Y (1) (74)

The representation equation (67) of a random function is
widely used under the name “Karhunen—Loe¢ve expansion”.
It appears to have been introduced independently by a
number of scientists (see Lumley, 1970): Kosambi (1943),
Loeve (1945), Karhunen (1946), Pougachev (1953) and
Obukhov (1954). In case of normally distributed data,
the statistical orthogonality equation (68) is equivalent to
independence and the projection equation (73) is equivalent
to conditioning. Karhunen—Loeve expansion is used for
analyzing data in terms of a “spectral” representation for
reconstruction and simulation of data. It might also be an
effective tool for dimensionality reduction of large data sets
to eliminate redundant information.

Harmonic (Spectral) Analysis

In physics, the most important orthogonal decomposition is
the harmonic one, for, loosely speaking, it yields “ampli-
tudes”, and hence “energies”, corresponding to various
parts of the “spectrum” of the random function. Follow-
ing Loeve’s strict formulation, the random function has an
imaginary as well as a real part. A more physical approach
avoids complex number algebra (Vanmarcke, 1988). In
this latter case, the stationary random function X(¢) is
expressed as a sum of its mean m = ¢p/2 and 2K sinusoids
with positive and negative frequencies f; = £kf;, random
amplitudes c; and phase angles 6y, k =1,..., K.

1 K
X(t)=5co+ Y cxcosQufit + 0) (75)
2 k=—K

All random amplitudes and phase angles are mutually
independent random variables and the phase angles are
uniformly distributed over [0,27]. Every single term in the
sum has a mean zero and the variance o} = (1/2)E[c}].,
and the total variance

1
Var[X ()] =) EE[c,f] (76)

Equations (75) and (76) have there direct parallels to
equations (67) and (72) above. Generalizing to a contin-
uous spectrum for a homogeneous process, that is, with
B(t,t') = B(|t — t'|), we derive the two-sided spectral
function equation (16). It can be rewritten with the help
of known trigonometric relationships and taking into con-
sideration that S(f) is an even function, as

S(f) ei27tft — f B(|t/ _ t|)ei2nft' dt/ (77)

oo

This expression can be compared with equation (70).
Similar results can be obtained if [a, b] is finite, as long
as the spectrum S(f) is a rational function. Analytical
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expressions for this case can be found in Davenport and
Root (1958) and Fortus (1973).

Wavelet Analysis

In the Fourier series representation, the orthonormal base
function v, (¢) is generated by dilation of a single function
Y (t) = €', that is, ¥, (t) = ¥ (nt). For any integer n with
large absolute value, the wave has high frequency, and for
n with small absolute value, the wave has low frequency.
So every function is composed of waves with different
frequencies. The sinusoidal function is defined on one
period of 2 and the condition for the existence of a series
expansion is that the random function is absolute integrable
over this period.

2
/ 1X(1)>dt < o0 (78)
0

In case of wavelets, the point of departure is also an
orthogonal decomposition in accordance with equation (67)
(Chui, 1992). The difference first of all lies in the fact that
the random function is defined on the real line and that the
random function thus satisfies the condition

/Oo X ()]>dt < oo (79)

o

The two function spaces are quite different since, in
particular, the local average of every function must decay
to zero at o0 and the sinusoidal (wave) functions do not
satisfy this condition. Waves that can satisfy this condition
should decay to zero at 00, and, for all practical purposes,
the decay should be fast. Small waves or “wavelets”
are thus appropriate. It is preferred to have one single
generating function, like in Fourier series (mother wavelet
or analyzing wavelet ¥ (¢)). But, if the wavelet has a very
fast decay, how can it cover the whole real line? The answer
is to allow shifts along the real line. The power of two is
used for frequency partitioning

(2t —k) (80)
It is obtained from a single wavelet function by binary

dilation (i.e. dilation by 2/) and dyadic translation (of k/2/).
Normalization results in

Vi) =229 27t — k) 81

The normalizing equation corresponding to equation (69)
has the form

/ Vi k(O m (@) dt = 8j; Sgm (82)

The series expansion is written as
o0 o0
X0y =Y Y Buwix® (83)
Jj=—00k=—00

The coefficients in the series expansion are determined
from

Bk = fX(t) Yk (1) dt (84
A simple example is the Haar function
1 0<t<1
Y@ =1-1 3<t<l (85)
0 else

Similar to the harmonic analysis, we can turn over to a
continuous representation and define a wavelet transform
as (Chui, 1992):

o0 1 r—t
Wi(t,s) = / x(t)—y % <—> dt (86)
-0 VS| s

where ¥ *(¢) is the complex conjugate of i (z). The inverse
transform of equation (86) for reconstruction of x(¢) is
written down as

X(t) = i/m /OO W(z,s)izw (t_—f> drdr (87)
Cy J ot s §

where Cy, is a constant of admissibility, which depends on
the wavelet used and needs to satisfy the condition:

00 1.7 2
c¢=/ LAC) PR (88)

o o

(&(w) is the Fourier transform of v (¢)).

Basic works introducing wavelets are those by Grossman
and Morlet (1984) and Meyer (1988). Wavelet decomposi-
tion has found many applications in, for instance, image
processing and fluid dynamics and turbulence. Wavelets
also provide a convenient tool for studying scaling charac-
teristics of a random process (Mallat, 1989; Wornell, 1990;
Kumar and Foufoula-Georgiou, 1993). A simple example
from Feng (2002) illustrates the application to hydrologic
data (Figure 15). In this case, a quadratic spline function
is used as mother wavelet to be able to reconstruct and
simulate observed periodic hydrological time series.

Principal Component Analysis (pca)

The basic matrix equation for the principal component
analysis of a random function is expressed as

ByW = WA (89)
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Figure 15 lllustration of traditional wavelet decomposi-

tion and reconstruction: (a) shows measured time series
with five main periods; (b) decomposed wavelet series
¥a(t); and (c) reconstructed series (from Feng, 2002)

where in the general case By is a covariance matrix, W
a coefficient matrix of eigenvectors, and A a diagonal
matrix of eigenvalues. Each M by M symmetrical posi-
tively definite covariance matrix By has a set of M positive
eigenvalues. Furthermore, there exists a linear transforma-
tion Z = WTX of the original observation matrix X, which
has a diagonal covariance matrix B;. W' is an M by M
coefficient matrix representing the eigenvectors of By. The
variables Z are named Principal Components. The observa-
tion matrix X can now be expressed as a linear combination
of the principal components:

X=W¥Z (90)

The coefficient matrix W is orthogonal, that is, vyt — |,
The principal components Z have the following covariance
matrix: 1
BZ=;ZZT=WTBpD=A o1
where By is, as before, the covariance matrix of X,By =
(1/m)XXT and A is the diagonal matrix of eigenvalues

Azj, j=1,..., M. If equation (90) is written as a sum:
M M
Xjo= Y Witk = ) Yk Ziss
k=1 k=1
j=1,...,.M;t=1,...,n (92)

where z), is the normalized values of z; with respect to its
variance Aj. Parallels to equation (67) can be seen clearly
by a simple exchange of symbols. From equation (91), we
have

1 — 1<

- G2k = A8 — L =8uj, k=1 M

n thzkt — M A/k, n Zj,Zk, - jk]v =1,...,
=1 =1

93)
and using the condition of orthogonality of the coefficient
matrix W we get

M

1 .

Vi =8 k=1...M (94
=1

Finally, multiplying equation (91) by ¥ from the left
yields

M
D By =My, j=1,.... M 95)
=1

Also, here there are parallels to equations (68), (69),
and (70), respectively, if a symbol change is done.

The method of pca representation is usually carried out
in terms of the solution of the matrix equation (89) of very
general applicability. Principal component analysis (factor
analysis) has its root in psychometrics. The classical work is
the one by Hotelling (1933). The generality of the method
might be a strength for many applications, but with cau-
tion. Hydrological time series data are as a rule collected
at regular time intervals. For this case, we can apply the
matrix equation as a simple approximation of the more gen-
eral equation (70). In the case of application to spatial data
in meteorology, as pointed out by Buell (1971), there are
very strong geometrical elements (in the general case, the
covariance matrix represents covariances between irregu-
larly spaced observation points) that can be advantageous,
but which are missing in the matrix formulation. Hydro-
logical applications have, as a rule, the same strong geo-
metrical elements and By is usually the covariance matrix
(equation 40) with elements B;; = E[(x; — m;)(x; — m;)],
i,j=1,..., M, covariances between values x; measured
at point U; and x; measured at point U;.

It is found appropriate to differ between situations when
geometrical aspects of the problem are strong and when
they are not. In the latter case, the pca matrix formulation
equation (89) is appropriate. In the other case, the point of
departure is equation (70) and, for discrete data, a numerical
solution of this equation should be developed. The name for
this situation that will be used here is empirical orthogonal
functions (eof).

Empirical Orthogonal Functions (eof)

The notion of empirical orthogonal functions was first
introduced in the classical work by Lorenz (1956). Other
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earlier applications of this technique in meteorology are
those by Obukhov (1960) and Holmstrom (1963) (with-
out using the name ‘“eof”’). Already Lorenz mentions the
parallel in the problem with that of factor analysis (prin-
cipal component analysis) used by psychologists quoting
the classical work by Hotelling (1933). The point of depar-
ture for the development of this technique for Lorenz was
dimensionality reduction, that is, getting rid of the large
amount of redundant information contained in meteorolog-
ical data. In psychology, on the other hand, the central point
was to interpret psychological tests into observed behav-
ior of their patients. Today both approaches are used in
meteorology and climatology as well as in hydrology and a
difference can be traced in the interpretation of the empir-
ical functions — are those only mathematical constructions
or can they be interpreted in some process oriented way. In
the latter case, this has led forward to the use of rotations of
the principal components yielding possibilities for a better
interpretation of results (see Richman, 1986 and Jolliffe,
1990, 1993 for an overview). Long unfruitful discussions
about the possible distinction between pca and eof can be
found in the climatological literature. One such distinction
should be related to how the normalization is performed.

The point of departure in the works by Lorenz and
Holmstrém is a random process X(u,t) that develops in
space U = (uj, up) over a certain domain in space 2 and
time ¢. Equation (70) is for this case generalized to a
process in space:

/Q B(u,u) ¢, (U) du’ = A, * ¥, (U) (96)

It is important to emphasize that this integral equation
formulation is the appropriate one for problems like in
meteorology and hydrology dealing with a random function
X on a continuum in space. The geometrical relations
involving the domain of integration and the relations
between the points U;, i = 1, ..., M are completely ignored
in the matrix formulation. The fact that function values
are obtained from measurements at discrete points (perhaps
sparsely located) is a practical limitation to the numerical
solution of the problem (e.g. Obled and Creutin, 1986).

X(u,t) is expanded into double orthogonal series of the
form

XU, 1) =" 2,(t) PulU) 97)

where eigenfunctions ¥;(u) and Y (u) as before are ana-
lytically orthogonal:

/Q/’Jfk(u)%(u) du = &; (98)

that is, ¥ (U) can be regarded as a deterministic function. It
is determined by numerical solution of equation (96). The

functions v (U) depend both on the covariance function and
the area €2.

zj(t) and zx(¢), on the other hand, are statistically
orthogonal or uncorrelated:

Elzi(t)zj ()] = &4} (99)

where §; is Kronecker’s delta and A7 is the eigenvalue
as before.
The function z;(¢) is obtained as

2k (1) =/ /X(u, Hy(u)du (100)
Q

that is, by means of projection of the realization at time ¢
on the k-th eigenfunction.

For a given analytical expression for the autocorrelation
function, eigenfunctions corresponding to it can be found.
Fortus (1975) and Braud (1990) show an analytical solution
for the case when 2 is a circle. B(U,V) can be written as a
series expansion:

BUY) = Y k2 (Wih, (V) (101)

n

in correspondence with equation (71). The expansion equa-
tion (97) can be truncated till, say, N terms as

N
Xy, 1) =Yz ()Y ()

n=1

(102)

which minimizes the variance in the estimation error of X
by Xn:

E[/Q/{X(u,t)—f(,v(u,t)}z] du

and which obtains the value > >” A7 In case of high

redundancy in the data the expansion equation (102) con-
verges rapidly, which indicates a possibility of truncating
the series expansion after rather few terms. This is the idea
behind the use of eof for dimensionality reduction. The
functions z;(t), often called amplitude functions, represent
time series that are not linked to any specific points of
the domain 2. On the other hand, they can be used to
construct X (Ug, t) for a point Uy if the functions W, (uy),
n=1,..., N are known at this point. Figure 16 illustrates
the principle where the eof method is applied to monthly
runoff data from the Rhone basin in France. Amplitude
functions are shown as well the results of prediction of the
runoff pattern for independent stations to the right (Sauquet
et al., 2000). Figure 3 in the introduction of this article
shows a prediction of the monthly flow patterns for the
whole river system.

(103)
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Figure 16 Example of spatial interpolation of monthly runoff patterns for the Rhone basin in France (a). The first six
amplitude functions are shown in (b) and the result of prediction of the runoff pattern for independent stations in (c)
(Reproduced from Sauquet et al., 2000 by permission of the European Geosciences Union). A color version of this image

is available at http://www.mrw.interscience.wiley.com/ehs

CONCLUDING REMARKS

In the introductory part of this article, it was adopted to
use a partial characterization of the random process under
study in accordance with three different schemes:

1. Characterization by distribution function (one dimen-
sional).

2. Second-moment characterization.

3. Karhunen-Loeve expansion, that is, a series represen-
tation in terms of random variables and deterministic
functions of a random process.

This should not be understood so that one replaces the
other. On the contrary, these three schemes for partial
characterization complement each other. All methods of

analyzing variability developed in this article are applied
in practice without consideration of the parent distribu-
tion of the data. On the other hand, all these meth-
ods have a strong theoretical base if normality can be
assumed. For instance, as already noted, normally dis-
tributed data weak homogeneity equals strict homogene-
ity. For normally distributed data, statistical orthogonality
is equivalent to independence and a projection onto a
system of orthogonal axes is equivalent to conditioning.
Furthermore, the assumption of normality opens up for
related statistical tests. Analyzing the distribution func-
tion of the data is therefore a logical first step (after
“looking at data”). If the data are far from normally dis-
tributed, it might be worthwhile to utilize a transforma-
tion to normal. The following transformations to normality
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are often used in hydrology: (i) In(x) in case of lognor-
mally distributed data; (ii) The cube root (x/x)'/3 (Wilson
and Hilferty, 1931) transformation in case of gamma dis-
tributed data; and (iii) the more general power transforma-
tion [(x 4+ ¢)" — 1]/ h, where h and ¢ are parameters (Box
and Cox, 1964).

The characterization by second moments allows estab-
lishing the structure of the data in space and time and
its scale of variability. It also gives the possibility of
testing basic hypothesis of homogeneity and stationar-
ity. By means of normalization and standardization, data
can be transformed into new data sets owing these prop-
erties. The characterization by series representation in
its turn assumes homogeneity with respect to the vari-
ance—covariance function. It is as such a tool for analyzing
spatial-temporal variability relative to the first- and second-
order moments in terms of new sets of common orthogonal
random functions.

The conclusions is thus that the approaches developed
here form logical steps in a sequential analysis of variabil-
ity: (i) looking at data, exploring data; (ii) analyzing the
distribution of data; (iii) analyzing first- and second-order
moments; (iv) analyzing data by means of series expansion.
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The application of fractals and similarity concepts in hydrology has given rise to a better understanding of the
space-time organization of forms and processes that are relevant to the hydrologic cycle. Indeed, a variety of
literature results support the conjecture that scaling holds for most hydrological variables in time and space.

This chapter concentrates on fields where fractals and similarity approaches have proved helpful in fostering
advances in specific hydrological studies. In particular, precipitation and drainage network morphology are
addressed. A few specific applications to the study of natural forms and patterns relevant to the hydrological
sciences are presented first, while the application of scaling concepts to the study of processes themselves is
later discussed.

Because of its highly irregular behavior, the rainfall process is one ideal candidate to be approached by
means of self-similarity and/or (multi)fractal description models. Such models involve increasing complexity
and computational burden as soon as the interest moves from the one-dimensional time series to the three-
dimensional case, where the full space-time pattern of rainfall is considered. Examples of recent interesting
results are presented with reference to the one-, two-, and three-dimensional approaches to rainfall modeling

based on similarity concepts.

INTRODUCTION

As a geophysical science, hydrology investigates both
natural forms and processes. Forms are the underly-
ing physical matrix where hydrological processes actu-
ally take place. Forms may be shaped by the host pro-
cesses themselves, for example, according to some energy
expenditure criterion. Therefore, both forms and pro-
cesses evolve in time and space, although the (space
and/or time) scales of significant variations of forms are
usually orders of magnitude larger than those of the
dynamics of most hydrological processes (see Chapter 3,
Hydrologic Concepts of Variability and Scale, Vol-
ume l).

The wide range of self-similarity approaches, presently
exploited in hydrology, found on the pioneering intuition
by Mandelbrot (1983) that the description of natural forms
and processes can hardly be bounded within the limits of

the regular Euclidean geometry, since, for example, “clouds
are not spheres...”, with analogue statements applying to
most of the objectives of scientific investigation in the geo-
physical sciences. He developed the idea of fractals, or
fractal sets, in order to achieve a more suitable mathe-
matical description — and, therefore, a deeper interpretation
and understanding — of the observed forms and processes
in nature.

Similarity approaches in general allow the transfer
of information between scales (see Chapter 11, Upscal-
ing and Downscaling — Dynamic Models, Volume 1) or
between places, and are frequently based on similarity
indices — ratios or dimensionless numbers — that charac-
terize some aspect of the hydrological processes. Two
catchments with the same set of similarity indices should
have a similar hydrological response. Fractals describe the
situation where the similarity indices change predictably
with scale.

Encyclopedia of Hydrological Sciences. Edited by M G Anderson.
© 2005 John Wiley & Sons, Ltd.
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Indeed, the application of fractals and similarity
concepts in hydrology has given rise to a bet-
ter understanding of the space-time organization of
many processes within the hydrologic cycle, including
precipitation (see Chapter 28, Clouds and Precipitation,
Volume 1), evaporation (see Chapter 45, Actual Evapo-
ration, Volume 1), soil moisture (see Chapter 72, Mea-
suring Soil Water Content, Volume 2), runoff production
(see Chapter 111, Rainfall Excess Overland Flow, Vol-
ume 3), and groundwater flow (see Chapter 145, Ground-
water as an Element in the Hydrological Cycle, Vol-
ume 4). This chapter concentrates on a few examples
of cases where fractals and similarity approaches have
proved helpful to foster advances in specific hydrologi-
cal studies, although it is evident that analogous ‘“scal-
ing” approaches actually span over the whole panorama
of hydrological investigations with promising results and,
sometimes, very exciting perspectives. Such fields of
investigation also include, for example, stream chem-
istry, where chloride concentration in stream flows
(see Chapter 91, Water Quality, Volume 3) is shown
to exhibit fractal scaling (Kirchner ef al., 2000), and
snow hydrology (see Chapter 159, Snow Cover, Vol-
ume 4), the related scaling issues being discussed by
Bloschl (1999).

The basic theoretical concepts of fractals and self-
similarity are initially recalled in the following, and addi-
tional resources for deeper insights into such fundamentals
are provided. Specific applications to the study of some
natural forms and patterns relevant to the hydrological
sciences are then presented, focusing mainly on the sup-
porting physical matrix of most hydrological processes,
that is, the drainage network in case of surface processes.
The application of scaling concepts to the study of pro-
cesses themselves is later discussed with reference to the
rainfall process in both time and space (see Chapter 28,
Clouds and Precipitation, Volume 1), this being the driv-
ing motor for the land phase of the hydrological cycle
(see Chapter 2, The Hydrologic Cycles and Global Cir-
culation, Volume 1). Finally, a few comments are provided
in the conclusions about the role of fractals and sim-
ilarity approaches based on the results obtained in the
various fields of investigation and their effective con-
tribution in advancing our knowledge in the hydrologi-
cal sciences.

FRACTALS AND SELF-SIMILARITY
CONCEPTS

The concept of similarity is used to describe any object
(and its generating process) that is invariant under ordinary
geometric similarity (change of scale), and the object is
therefore termed self-similar. This implies that the whole
object can be split into N parts, obtained from it by a

similarity of ratio r (after some geometric transformation)
so that the latter is expressed as:

1
r(N) = W (H
and the similarity dimension is:
log N
D = _ eV )
logr(N)

This definition also applies for common objects such as a
line, a square, or a cube. Self-similar objects are also called
scaling objects in the literature.

In nature, objects are seldom self-similar in the strict
sense; rather, they may show statistical self-similarity, in
the sense that random variations may affect the similarity
of the smaller parts with respect to the original shape. Also,
these smaller parts may be skewed by uneven reduction of
scales in the different directions, and are called self-affine
objects in this case.

A stochastic process P is said to be self-similar according
to the above definitions when, once averaged at two
different scales, it displays the following property:

d .y
{PAT,/\X(I‘JC)}:)L {Pr x(t, x)} 3)

where the symbol i indicates equality in the probabil-
ity distribution, A is a scale factor, and H is the scaling
exponent, which under suitable conditions can be related
to D with simple relationships (Feder, 1988). Equation (3)
indicates that the probability distribution of the averaged
process is independent of the scale used for integra-
tion, and, therefore, the averaged quantities Pr x (¢, x) and
Py7.x(t, x) display the same distribution when rescaled
by a factor of A”. As a consequence of this property, we
can also state that the raw moments of any order are scale
invariant, so that E[P},, ] = A" E[P] ], with ¢ denot-
ing the moment order. These properties are also referred to
as simple scaling in the literature.

It is important to note that scaling properties usually
apply in nature over a certain range of scales commonly
bounded by a lower limit (the inner scale) and an upper
limit (the outer scale).

The scaling exponent H is also termed the Hurst
exponent, since the fractal behavior is an indication of
long-term persistence or large spatial correlations, which
is indicated as the Hurst phenomenon in the literature (see
Hurst, 1951; Mesa and Poveda, 1993 for a discussion on
the estimation of the Hurst exponent).

Hurst observed that the annual flows of rivers in suc-
cessive years were not statistically independent but exhib-
ited long-term dependence, with years of high and low
flow tending to cluster together rather than be randomly
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interspersed. This has important implications for reservoir
design, and the cause of the phenomenon continues to be
the subject of much debate — is it due to long-term per-
sistence or does it result from an overlaying of multiple
sources of variation having different timescales?

Similarity approaches were initially developed as empir-
ical relationships based on observations of, for example,
drainage network properties (Horton, 1945) and annual flow
in rivers (Hurst, 1951). These relationships were given a
mathematical foundation by Mandelbrot (1967, 1983) who
developed the idea of fractals — processes or objects with
fractional dimension whose distinguishing characteristics
are variability and structure at all scales and the absence
of a characteristic scale.

The similarity dimension equals the fractal or Hausdorff
dimension (see Mandelbrot, 1983 for definitions) only for
strictly self-similar fractals. However, fractals needs not be
self-similar in general, and the Hausdorff dimension is a
more general definition of the fractal dimension.

In a Euclidean framework, the topological dimension
Dy — in simplified terms the “intuitive” dimension that
represents the number of independent coordinates required
in order to identify a generic location on the object in
hand — is always an integer, while the so-called “critical”
Hausdorff dimension D need not be an integer. They just
satisfy the inequality D > Dr.

Following Mandelbrot (1983), a fractal is, by definition,
a set for which the Hausdorff dimension D strictly exceeds
the topological dimension Dy, so that in such cases, D >
Dr. Every set with a noninteger D is a fractal (e.g. the
Cantor set), although fractals may have an integer D (e.g.
the Brownian motion), still not greater than the Euclidean
dimension but strictly greater than Dy .

The most common methods to determine the Hausdorff
dimension of a physical object are the Richardson (1961)
and the box counting methods. The first one is also known
as the compass method, as it simply requires to represent
in a log—log plot, for several different compass sizes, the
number of compass lengths needed to cover the object in
hand. In case of scale-invariant behavior, this exercise will
result in a straight line with negative slope that can be
represented as a power law, and the slope itself is the
sought fractal dimension. This method was first applied by
Richardson to handle the popular issue of measuring the
length of a coastline.

In the box counting method, a grid is placed over the
investigated object and the number of boxes covering at
least part of the fractal object are counted. The procedure
is repeated after varying the dimension of the grid, and a
log—log plot of the box counts over the grid size is used
to derive a power law as in the previous method. Again,
the slope of the derived straight line is assumed to be the
fractal dimension of the object investigated.

Only the power law probability distribution is scale
invariant and is, therefore, occasionally termed the fractal
distribution. A characteristic scale in terms of space and/or
time (see e.g. Skgien ef al., 2003 for a discussion based on
the analysis of variograms) is, on the contrary, involved in
other commonly used distributions such as the Gaussian
or the Exponential. Fractal or self-similar processes are
sometimes described by non-Gaussian distributions, and the
observed power law behavior of a given variable is often the
signature of some underlying scaling characteristic of the
associated physical process. In general, however, a fractal
has a power law probability distribution in the limit, that
is, this behavior is observed as an asymptotic limit for the
tail of the distribution (see e.g. Harris et al., 1996).

In the particular case when the spatial scales of length,
L; and L;, and the temporal scales, 7; and T}, of a physical
system are governed by a power law in the form

Z
(7)-(2) @
J J
then the system is characterized by scale invariance in the
dynamic sense or dynamic scaling, and z is the dynamic
scaling exponent.

Another basic aspect of interest for hydrological appli-
cations is the concept of multifractality, or multiscaling
behavior. The multifractal theory (see e.g. Feder, 1988;
Schertzer et al., 2002) was initially developed for describ-
ing the fluctuations of the velocity field in turbulent flows
and later extended to geophysical processes such as rainfall
and river networks.

Multiscaling can be seen as a departure from simple scal-
ing, for example, in case the relation between raw moments
at different scales is given as E[P}, ] = AYWE[P] ],
with the scaling exponent ¢(g) = gH - «(q) now being a
function of the moment order g. Simple scaling is here the
special case when «(g) = 1, while for dissipative systems,
a(q) is a convex function of q.

In order to further argument on this concept, let us
introduce the so-called structure function of order ¢, that
for a given set of observed data y; of size N is defined as:

Sq(©) = (Iite — yil?), q>0 3
with (.) denoting the ensemble average. As it is evident
from the case when ¢ = 2, the structure function is a
generalized correlation function, although ¢ in the general
definition can be any real (positive or negative) number.

In case the structure function should obey a scaling law,
that is, the process is scale invariant, it would be written in

the general form:
S, (1) o T¢@ (6)

where the exponent ¢ (g) indicates a multifractal behavior in
case it is a nonlinear function of the moment order g. This
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behavior is termed anomalous scaling or multifractality. In
short, it can be said that multifractality is evidenced by a
curve when plotting ¢(g) over g, while a straight line in
the same graph would indicate a mono-fractal behavior.
Note that the Hurst exponent is here a function of g,
namely ¢(g) = ¢(q)/q, and calculation of ¢(g) allows the
identification of persistence as well as the mono-fractal or
multifractal nature of the process.

Among the many other methods available to investigate
the scaling properties of a physical process, the power
spectrum is worth mentioning here due to its wide use,
for example, in the study of rainfall time series. Again,
if the frequency spectrum E(f) of a given signal can be
expressed by a power law in the form:

E(f)yo [ 7

with f the frequency and B a suitable exponent, this
indicates the absence of a characteristic scale in the range
where the power law holds, and is, therefore, an indication
of a possible scale-invariant behavior.

NATURAL FORMS AND PATTERNS

Mandelbrot’s inspiration for the development of fractal
geometry was the complexity of natural forms that are
poorly described by the building blocks of Euclidean geom-
etry: straight lines, smooth curves, spheres, and so on.
Mandelbrot’s demonstration that complex natural forms and
patterns could be described and reproduced using simple
mathematical techniques inspired a wide range of applica-
tions of fractal methods in the natural sciences, including
hydrology and geomorphology. Two of the inspirations
for Mandelbrot’s theories were from these fields: Hurst’s
description of long-term persistence of river-flow rates over
multiannual time periods (Hurst, 1951), and Richardson’s
reporting of the variation of the apparent length of coast-
lines when measured at different scales (Richardson, 1961).

The fractal model can be applied to natural terrain in
two different ways: the fractal characteristics of the terrain
surface itself, and the fractal characteristics of natural
drainage networks.

Fractal Terrain

Elevation appears to obey power law scaling across a broad
range of scales: the variance of elevation increases with
increasing distance, and the relationship obeys a power law.
Mandelbrot and others demonstrated that this relationship
was consistent with a fractal model and much use was
made of the fractal model as an explanation of the scaling
properties of topography.

The scaling exponent, and hence the fractal dimension of
terrain surfaces, is usually measured using spectral analysis
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Figure 1 Power spectrum of surface topography based
on 20m resolution data showing the different scaling
behaviour at coarse and fine scales (Livingstone Creek
area near Wagga Wagga, NSW)

(Turcotte, 1989) or semivariogram (Mark and Aronson,
1984) techniques. One advantage of the spectral technique
is its ability to identify surfaces smoother than the fractal
model permits, indicated by a spectral exponent less than
—3 (Gallant et al., 1994). Many studies have found that the
scaling exponent of the power law varies with scale, with
a more rapid change of variance with distance found at
distances less than about 200 m (Mark and Aronson, 1984;
Gilbert, 1989; Tate, 1998). Over distances larger than about
200 m, the power law scaling conforms to a fractal model,
but at the finer scales, the surface is smoother than the
fractal model allows, as shown in Figure 1.

The length scale of about 200 m appears to correspond
to the length of hillslopes in the landscape. The relative
smoothness at scales finer than the hillslope length is
probably due to diffusive processes that tend to obliterate
small variations (Culling and Datko, 1987). At the broader
scale where the drainage network dominates the form of
the landscape, fluvial processes tend to exaggerate and
perpetuate small variations.

It is worth noting that Mandelbrot’s analysis of coastlines
used length scales of 1km and longer, so the relative
smoothness of the landscape at finer scales was not noticed
in his development of fractal models for topography.

Although land surfaces do not exactly fit the fractal
model, the fractal dimension does appear to be a useful geo-
morphic parameter for distinguishing different landscape
types, especially if used in conjunction with a measure
of relief at a reference scale (Klinkenberg, 1992; Outcalt
et al., 1994).

The implications of a fractal model (at least over certain
scales) for topography are many. The most important
implication is that any finite resolution representation of
the land surface fails to resolve the full variability of
the real surface. This has the further implication that any
estimate involving the derivatives of the surface, such as
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slope or curvature, will vary with the resolution of the
data. Measured slope, for example, has been demonstrated
to consistently decrease with coarser resolution data (Moore
et al., 1993).

Drainage Networks

The self-similar properties of drainage networks were
recognized from the 1940s (Horton, 1945; Strahler, 1952;
Shreve, 1967) with the observation that the dendritic
drainage network of a small catchment is similar to that
of the larger catchment containing it. Horton established
that the similarity across scales goes beyond appearances:
the number of stream segments, their length, and the area
drained all depend on stream order in a systematic way.

The ratios of these quantities between successive stream
orders tend to remain constant over several levels of
stream order and have been used to characterize the
geomorphology of drainage networks. This self-similarity
of drainage networks is a clear example of a natural fractal,
and the fractal dimension of the drainage network can be
readily derived from the Horton ratios.

The fractal dimension d of individual streams (a measure
of the tendency towards meandering of a water course) and
the fractal dimension D of the stream network (a measure
of the tendency of river networks to fill the space when
depicted as plan views) are usually of interest in hydrology,
since they “can be used to investigate the scaling properties
of the attributes and parameters describing drainage basin
form and process” (La Barbera and Rosso, 1989). The
following expressions were derived by La Barbera and
Rosso (1989) and Rosso ef al. (1991) on the basis of a
quantitative analysis of river networks by means of the
Horton’s laws of network composition:

log R
d:max<1,20g L) ®)
log R,
log R,
D:min(Z,max(l, %8 b)) )
log Ry,

with R,, R,, R, being respectively the Horton’s area,
bifurcation, and length ratios. A comprehensive although
synthetic review of these and further developments in the
fractal theory of stream networks can be found, for example,
in the work by Schuller et al. (2001).

Self-similarity has also been found in regional drainage
systems containing multiple independent but conterminous
drainage basins along a coastline in both theoretical studies
based on network generation models (Sun et al., 1995) and
measurements of natural drainage basins (La Barbera and
Lanza, 2001).

In the latter work, the cumulative probability distribution
of basin areas along a coastline, that is usually expressed

in the form of a power law (see e.g. Perera and Willgoose
(1998), La Barbera and Lanza (2000)) as:

P[A >alxa™ (10)
is related to the regional area ratio R4 and the multiplicative

factor R defined as the regional analogues of the Horton’s
area and bifurcation ratios, in the form:

__logRc

y (11)

"~ log Ry

Figure 2(a), 2(b) shows the observed variability across
scales of the R4 and R ratios for independent drainage
basins in the Liguria region of Italy. Figure 3 illustrates the
cumulative distribution function of catchment areas for the
same geographic region.

Variations in the Horton ratios from one catchment to
another should affect the hydrological response, and this
link was formalized by Rodriguez-Iturbe and Valdes (1979)
then extended by several authors, culminating in the major
work of Rodriguez-Iturbe and Rinaldo (1997).
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Figure 2 Scaling properties of a regional drainage

network in terms of (a) the multiplicative factor R¢c and
(b) the area ratio Ry, defined in analogy with the Horton’s
bifurcation and area ratios, for independent drainage
basins along the coastline of the Liguria region of Italy
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Figure 3 Power law fitting of the cumulative distribution
function of catchment areas for independent drainage
basins along the coastline of the Liguria region of Italy

The hillslope length or area of first-order catchments
acts as the fine-scale limit of fractal scaling for both
topographic surfaces and the drainage network. However,
no other connection has been established between the fractal
dimensions of surface topography and the drainage network
except for theoretical models of drainage basin evolution
(e.g. Sun et al., 1994).

Hydraulic Geometry

Hydraulic geometry describes the relationships between
channel form and flow regimes such as mean annual dis-
charge or mean annual flood. The underlying principle of
hydraulic geometry is that channels adjust to the flow within
them reflecting the dynamic equilibrium between erosional
power (see Chapter 82, Erosion Prediction and Model-
ing, Volume 2) and resistance, with bank-full discharge
acting as the channel-forming flow. This condition is gen-
erally true only for alluvial channels that are in equilibrium
with hydrologic conditions (Mosley and McKerchar, 1992).
Channels tend to become wider and deeper and have
lower slope as flow increases further down the catchment,
and the variations of width, depth, and slope with flow
(or catchment area) tend to follow a consistent pattern
(Leopold et al., 1964, chapter 7; Sweet and Geratz, 2003).
The relationships between channel width, depth, slope, and
catchment area provide the basis for extrapolating measured
streamflow at one location to different parts of a catchment,
for inferring streamflow in a nearby catchment with similar
rainfall, geology, and geomorphology or for estimating
channel form from terrain analysis (typically catchment area
and slope) for the purpose of modeling hydrologic response.
In many situations, the imprecision of these relationships
prevents accurate estimation of unknown quantities.

Catchment Similarity Indices

The use of similarity is not always connected with similarity
across scales. Many different ratios and indices can be cal-
culated for a catchment that can be used to assess similarity
in hydrologic response, ranging from simple topographic
ratios such as circularity and slope to complex hydro-
climatic indices. Catchments with similar index values are
expected to have a similar hydrologic response, although
the degree to which this works in practice depends on
the degree to which the catchment matches the assump-
tions of the index. Hydrologic similarity indices can also
be computed at different locations within catchments to
determine hydrologic similarity of particular sites, such as
the In(a)/tan(B) index (topographic wetness index) orig-
inated by Beven and Kirkby (1979). This index is the
basis of the TOPMODEL approach to hydrological mod-
eling (see Chapter 127, Rainfall-runoff Modeling: Dis-
tributed Models, Volume 3) (Quinn et al., 1995).

Milly (1993, 1994) and Woods (2003) developed several
catchment similarity indices relating directly to hydrologic
response. Woods’ starting point is the climate dryness index
R defined as the ratio of mean evaporation rate to mean
rainfall rate. Seasonality of the balance between rainfall and
evaporation is measured by the index S, with small values
indicating little seasonality. A uniformly wet climate is
characterized by R < 1 and § < 1 — R while a seasonally
wet climate has S > max(l — R, R — 1). Other indices
represent the effects of canopy interception, root zone
storage, subsurface flow, and surface saturation, and the
analysis leads to a combined storage-seasonality index S
that is claimed to provide a concise definition of similarity
among catchments.

These indices are yet to be widely adopted but have
the potential to provide a common set of measures used
to describe catchments and a means for identifying the
dominant sources of variations in hydrologic processes
between catchments.

Porous Media

The physical properties of porous media controlling the
subsurface flow of fluids (see Chapter 149, Hydrody-
namics of Groundwater, Volume 4) and the transport of
contaminants (see Chapter 152, Modeling Solute Trans-
port Phenomena, Volume 4) are seldom characterized by
smoothly varying functions of position, and they rather
exhibit spatial fluctuations over a wide range of scales
(Hewett and Behrens, 1989) (see Chapter 147, Charac-
terization of Porous and Fractured Media, Volume 4).
The spatial variability of the hydraulic conductivity K has
been widely investigated in order to understand flow and
transport processes in heterogeneous systems.

In this context, fractal models are generally characterized
by variograms or correlation measures of the relevant
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variables that increase as a power law with the separation
distance. A unifying framework for scaling models of
such heterogeneities in porous media has been recently
proposed by Painter (2001) and suitable references can be
found therein.

The development of scaling models largely derives
from the empirical evidence provided by the analysis
of measured hydraulic conductivity fields. However, Liu
and Molz (1997) observed that a mono-fractal model for
the log-conductivity logK cannot represent all types of
heterogeneities and suggested to treat logK as a multifractal
field. Boufadel er al. (2000) argued that K itself should be
treated as multifractal.

Tennekoon et al. (2003) analyzed the scaling properties
of the hydraulic conductivity of three sites in North
America and, by investigating the structure function of
the data while varying the moment order ¢, found that
K exhibits multifractality in both the vertical and the
horizontal directions.

Mukhopadhyay and Cushman (1998) studied the effect
of heterogeneities on the spreading of pollutants from a
nonaqueous phase liquid trapped in a soil by modeling
heterogeneities as a self-similar fractal process. Zhu and
Sykes (2000) developed expressions for flow variances
and macrodispersivities in a fractal semiconfined aquifer
in terms of the leakage factor. A fractal model for
total solute transport, assuming power law retention
times, is proposed by Schumer efal. (2003) who
provide a wide set of references for further reading on
this subject.

HYDROLOGICAL PROCESSES
Rainfall

The rainfall process, as many other geophysical processes
deriving from the superposition and interaction of differ-
ent scales of motion, presents high space-time variability
(see Chapter 28, Clouds and Precipitation, Volume 1)
and non-Gaussian probability distributions for most of its
characteristic variables (rain intensity, event duration, inter-
arrival periods, etc.). The actual variability and complexity
of the phenomenon are, however, often masked by the
strong limitations and sampling characteristics of the obser-
vation methods (see Chapter 35, Rainfall M easurement:
Gauges, Volume 1, Chapter 63, Estimation of Precipi-
tation Using Ground-based, Active Microwave Sensors,
Volume 2 and Chapter 64, Satellite-based Estimation
of Precipitation Using Microwave Sensors, Volume 2).
Additionally, the shortage of data strongly impinges upon
the conclusions derived. The uncertainties associated with
our many requirements in terms of simulation and forecast-
ing are usually dealt with by modeling rainfall as a random

process (see Chapter 31, Models of Clouds, Precipitation
and Storms, Volume 1).

Due to the above-mentioned characteristics, the rainfall
process is one ideal candidate to be approached by means of
self-similarity and/or fractal description models. Such mod-
els involve increasing complexity and computational burden
as soon as the interest moves from the one-dimensional
case, that is, the analysis of rainfall time series at a single
point in space, to the two-dimensional case, that is, the anal-
ysis of the rain field in space at a frozen instant in time,
and, finally, to the three-dimensional case where the full
space-time pattern of rainfall is considered. Examples are
given below, together with a short mention of an interest-
ing application of the scaling approach to the description of
rainfall extremes in terms of their intensity, duration, and
frequency characteristics for application in the hydrologi-
cal practice.

Time Series

In this section, we concentrate on the statistical behav-
ior of rainfall in time without explicitly considering
the spatial distribution and organization of the precipita-
tion field.

The investigation of the highly irregular behavior of
the local rainfall process led many authors to obtain
some positive evidence of the fractal nature of rainfall
in time — see, for example, Lovejoy and Mandelbrot
(1985), Hubert et al. (1993), Olsson (1995), Svensson
et al. (1996), and Tessier ef al. (1996) — and provided a
widely accepted indication that a multifractal approach
seems to be appropriate for the description of rainfall time
series. Evidence of this is reported in Figure 4 for a 10-
min time series recorded in Genova (Italy) in terms of
the normalized scaling exponent of the structure function
£(q)/¢(2) as a function of the moment order ¢, while in
Figure 5, the normalized spectral density function for the
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Figure 4 Example of the multiscaling behavior of 10-min
rainfall data over a 10-year period at the rain gauge station
of Genova (after Molini, 2001)
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same data set is presented (see e.g. Molini, 2001 and Molini
et al., 2005a).

The conceptual relevance of such indication is the
possibility of evaluating useful properties or synthetic
parameters over a wide range of aggregation scales, in this
way answering the basic requirement of many hydrological
applications where the rainfall input is known (measured)
at a different scale than those of interest for the problem in
hand - see, for example, the downscaling (see Chapter 11,
Upscaling and Downscaling — Dynamic Models, Vol-
ume 1) operational problem addressed in Molini et al.
(2005b). On the modeling side, the observed multiscaling
behavior yields the possibility of generating suitable local
rainfall scenarios by employing random cascade algorithms,
based on the analogy with the energy cascade that is used
to describe the dynamic behavior of turbulence (see e.g.
Menabde and Sivapalan, 2000; Olsson, 1995, 1998; Svens-
son et al., 1996; Giintner et al., 2001).

An interesting approach to rainfall modeling in time
has been recently proposed by Veneziano and Iacobellis
(2002), who presented a pulse-based representation of
temporal rainfall with multifractal properties at small scales
and deviations from scaling in the transient regime from
small to large scales. The model is able to reproduce the
observed on/off properties as well as the behavior of rain-
intensity fluctuations with a parsimonious parameterization
(i.e. employing few parameters that can be calibrated more
easily and make the model more robust than non-fractal
models) in the range from 20 min to a few days.

Design Rainfall

The similarity approach has direct practical implications
in the statistical analysis of extreme rainfall events, aimed
at the assessment of design rainfall as a function of dura-
tion, area, and the return period (see Chapter 37, Rainfall
Trend Analysis. Return Period, Volume 1) — namely,
the Depth-Duration-Frequency (DDF) curves. This also
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Figure 5 Normalized spectral density function for 10-min
rainfall data over a 10-year period at the rain gauge station
of Genova (after Molini, 2001)

allows the derivation of a theoretical formulation of the
ARF (Area Reduction Factor), a widely used parameter
in hydrology and water resources-related disciplines where
area-average rainfall statistics are required for application
and design purposes.

A comprehensive approach to the derivation of a
theoretical formulation for the DDF curves based on
a scaling framework has been provided by Burlando
and Rosso (1996) and Menabde efal. (1999). In the
first work, the scale invariance properties of extreme
storm probabilities are shown to underlie the derivation
of a distribution-free formulation for the DDF curves
based on the simple scaling and multiscaling properties
of temporal rainfall, for example, in the first case in
the form:

hd,T)=a(l+cv-Ky)-d" (12)

where £ is rainfall depth, d is the duration, 7 the return
period, cv the coefficient of variation, K7 the frequency
factor (Chow, 1951), and a, n two suitable parameters.

Veneziano and Furcolo (2002) recently presented an in-
depth discussion of the above mentioned simple scaling
behavior of the DDF curves and evidences of multifractality
in rain time series, and provided a link between the scaling
exponents of the curves and the moment scaling function
of the rainfall time series.

The advantage of the scaling approach over the tradi-
tional one lies in the possibility of estimating the DDF
parameters from relatively short time series of coarse rain-
fall data and to be able to use them for prediction of extreme
storm characteristics over a range of technical interest that
usually spans from 1 to 24 h in duration.

Space-Time Rainfall

The modeling of rain fields is traditionally approached
by investigating the spatial statistical properties of rainfall
accumulation on a fixed time window, without explicitly
taking into account the evolution in time of the observed
spatial patterns.

The conjecture that the rain field is scale invariant over
a broad range of spatial and temporal scales is inspired by
the statistical theory of turbulence, with reference to the
atmospheric processes that originate rainfall, and supported
by increasing empirical evidence.

Time-frozen or space-frozen rain fields can be suitably
interpreted within a scaling framework, and a few examples
are described, for example, by Lovejoy and Mandelbrot
(1985) and Lovejoy and Schertzer (1985). However, it is
evident that such a frozen field interpretation is not able to
fully characterize the variety of observed rainfall structures
(Deidda et al., 2004) and suitable models are required to
reproduce statistical properties jointly observed at different
space and time scales.

An extensive analysis of space-time scaling properties
of the rain field was recently performed by Deidda et al.
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(2004) based on data from the well-known TOGA-COARE
experiment, with results showing evidence of multifractality
under self-similar transformations in space and time.

Multifractal models are available in the literature in
order to provide a tool for parsimonious generation of
realistic space-time rainfall scenarios (see e.g. Gupta and
Waymire, 1990; Marsan et al., 1996; Over and Gupta, 1996;
Venugopal et al., 1999a,b).

The space-time pattern of rainfall is indeed relevant
to hydrological applications such as flood forecasting
(see Chapter 123, Rainfall-runoff Models for Real-time
Forecasting, Volume 3), especially when the meteorolog-
ical predictions provided by physically based prognostic
models of the atmosphere are obtained at much coarser
scales than those required by catchment-scale hydrologic
rainfall-runoff models used for flood warning purposes, so
that suitable downscaling must be performed. The knowl-
edge of scale-invariant properties in high-intensity storms
is suitable to accomplish the need of rainfall downscal-
ing methods in order to disaggregate large-scale rainfall
forecasts to the smaller response scales of hydrological
catchment models (see e.g. Deidda, 2000; Venugopal et al.,
1999a; Turner et al., 2004).

CONCLUSIONS

Hydrological processes operate over a wide range of scales
in time and space. Describing these processes and how
they vary across scales has been a significant challenge in
hydrology. Similarity approaches look for robust relation-
ships between scales and hydrological parameters to allow
the estimation of properties at a range of scales based on
observations or measurements at one or few scales, and a
variety of literature results support the conjecture that scal-
ing holds for most hydrological variables in time and space.

The wide range of scales present in hydrology and other
natural systems can be thought about in two distinct ways:
as a series of distinct hierarchical levels or as a continuum
of scales.

The hierarchy approach conceives of the range of scales
as nested levels and focuses on the separation of differ-
ent scales of variation and different processes at different
scales. Such an approach commonly lists a number of hier-
archical levels, each with its distinct characteristics. In
hydrology, these might range from the scale of the experi-
mental column through plots, hillslopes, small catchments,
large catchments to the global hydrological cycle.

The continuum view conceives of the range of scales
as a continuum with a focus on a single characterization
across all (or a wide range of) scales. The fractal model is
one such model that seeks to explain (or at least describe)
the range of variations at different scales using a single
model with one or two parameters. The continuum view
tends to assume that the characterization is valid across all

scales; this assumption has the corollary that there is no
characteristic scale.

The weakness of the hierarchical view is that real systems
may not exhibit a consistent hierarchy (some levels may be
missing, or duplicated) and the division between levels of
the hierarchy may be difficult to discern. The corresponding
weakness of the continuum scaling view is that, in practice,
scaling laws only operate over restricted ranges of scales.
These two views can be reconciled by considering levels
of the hierarchy as scale regimes within which scaling laws
apply (Lewis, 1995). This composite view usually leads
to a hierarchy with fewer levels, and to scaling laws with
well-defined limits of applicability.
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Upscaling and downscaling methods are needed to transfer information from small-scale data to large-scale
predictions and vice versa. There are two types of methods, methods focusing on how the equations and
parameters of dynamic models change with scale, which are treated in other articles of this Encyclopedia, and
methods focusing on how to best represent variability statistically, which is the subject of this article. This article
gives a brief overview of scale concepts and illustrates first-order effects of upscaling and downscaling. The most
important statistical upscaling/downscaling methods are then reviewed for various hydrological processes —
rainfall, floods, soil moisture, and subsurface flow and transport.

INTRODUCTION

Hydrological analyses and predictions build on two strands
of information; prior knowledge, which is usually embodied
in some kind of model, and local data. The local data
collected in the area of interest and for the time period
of interest are used to specify the exact form of the model
outcome through use of the inputs and choice of the model
parameters (by model calibration), and sometimes through
the choice of the model structure as well (Chapter 10,
Conceptsof Hydrologic M odeling, Volume 1). The spatial
and temporal scales at which the predictions are needed may
be different from those of the data, and in some instances
model output from one scale needs to be combined with
models at a different scale. In both cases, some scale
adjustment or scale transfer is needed, either upwards in
scale (termed upscaling) or downwards in scale (termed
downscaling).

There exists an immense body of literature on upscal-
ing and downscaling methods in the various subdisciplines
of hydrology. Summary reviews include Bloschl and Siva-
palan (1995) and Bierkens ef al. (2000). More specific
reviews of land surface parameters and porous media are
provided in Shuttleworth et al. (1997) and Farmer (2002),
respectively, and conference proceedings or collections of
papers include Rodriguez-Iturbe and Gupta (1983), Gupta

et al. (1986), Kalma and Sivapalan (1995), Stewart et al.
(1996), Bloschl et al. (1997), Sposito (1998), and Pachep-
sky et al. (2003).

There are two generic types of upscaling and downscal-
ing methods. The first type of method involves dynamic
models of parts of the hydrologic cycle where the upscal-
ing and downscaling issue is how the model equa-
tions and model parameters change with scale. This is
beyond the scope of this article and is dealt with in arti-
cles Chapter 11, Upscaling and Downscaling — Dynamic
Models, Volume 1, Chapter 29, Atmospheric Boundary-
Layer Climates and Interactions with the Land Sur-
face, Volume 1, Chapter 66, Soil Water Flow at Dif-
ferent Spatial Scales, Volume 2, Chapter 147, Charac-
terization of Porous and Fractured Media, Volume 4,
and Chapter 154, Stochastic Modeling of Flow and
Transport in Porous and Fractured Media, Volume 4.

The second type of method consists of statistical descrip-
tions where the focus is on how to best represent random
variability in both space and time at various scales. This is
the focus of this article. The section “Scale, upscaling, and
downscaling” of the present article gives a brief overview of
scale concepts and introduces the simplest case of statisti-
cal upscaling/downscaling methods (first-order effects). The
section “Types of statistical upscaling/downscaling meth-
ods” summarizes the most important types of methods. The
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section “Statistical upscaling and downscaling methods”
reviews statistical upscaling/downscaling methods that are
currently of most interest in different subareas of the hydro-
logical sciences, that is, rainfall (Sections “Upscaling point
rainfall to catchments, temporal disaggregation of rainfall,
statistical downscaling of the output of global circulation
models”), floods (Section “Flood frequency as a function
of catchment scale”), soil moisture (Section “Upscaling
and downscaling soil moisture”), and subsurface hydrology
(Section “Subsurface media characterization and genera-
tion”). Section “Concluding remarks” summarizes the main
aspects of the methods.

SCALE, UPSCALING, AND DOWNSCALING

Processes, Sampling, and Modeling

Natural variability can be characterized statistically by spa-
tial or temporal probabilities or their moments (such as the
mean and the variance). In the simplest case of focusing
on the second moments (see Chapter 7, Methods of Ana-
lyzing Variability, Volume 1), the scale of the underlying
variability can be represented by the integral scale which
is the average distance over which a variable is correlated
(Skgien et al., 2003). A sampling exercise will rarely reveal
the underlying natural variability in full detail because
of instrument error and because the spatial and temporal
dimensions of the instruments or measurement setup will
always be finite (see Chapter 3, Hydrologic Concepts of
Variability and Scale, Volume 1 and Chapter 6, Princi-
ples of Hydrological Measurements, Volume 1). Bloschl
and Sivapalan (1995) suggested to term the dimensions
of the measurements the sampling scale triplet consisting
of the spacing, extent, and support of the data. In ded-
icated studies, soil hydraulic conductivity measurements,
for example, may have spacings of decimeters, while rain
gauges in a region are typically spaced at tens of kilometers.
The extent, which is the overall size of the domain sampled,
may again range from meters to hundreds of kilometers
in hydrological applications. The support is the integration
volume or area of the samples ranging from, say, 1dm?
in the case of time domain reflectometry in situ probes
(see Chapter 72, Measuring Soil Water Content, Vol-
ume 2), to hectares in the case of groundwater pumping
tests (Anderson, 1997) or micrometeorological studies of
the atmosphere (Schmid, 2002), and square kilometers in
the case of remotely sensed data (Western et al., 2002). In
hydrology, the catchment area can also be thought of as a
support scale (Bierkens et al., 2000).

In case of a model, the notion of a scale triplet is
similar. For example, for a spatially distributed hydrologic
model the scale triplet may have typical values of, say,
25m spacing (i.e. the grid spacing), 1 km extent (i.e. the
size of the catchment or aquifer to be modeled), and

25 m support (the cell size). Analogue scales apply to the
temporal domain.

The important point in the context of upscaling and
downscaling is that the sampling scale triplet will have
some bearing on the data and the modeling scale triplet
will have some bearing on the predictions. Generally, if the
spacing of the data is large, the small-scale components
of the natural variability will not be captured by the
measurements (see Chapter 6, Principles of Hydrological
Measurements, Volume 1). If the extent of the data is
small, the large-scale variability will not be captured and
will translate into a trend in the data. If the support is
large, most of the variability will be smoothed out and the
data will appear very smooth. These sampling scale effects
can be thought of as some sort of filtering in that the true
patterns are filtered by the properties of the measurements
(Cushman, 1984, 1987; Beckie, 1996; Di Federico and
Neuman, 1997; Bloschl, 1999). In case of the modeling,
the scale effects can be conceptualized in a similar way.

The different types of upscaling and downscaling
(depending on what component of the scale triplet is
changed) are illustrated in Figure 1. Downscaling in terms
of spacing (i.e. decreasing the spacing) is usually referred
to as interpolation, with the opposite being singling out.
Upscaling in terms of extent (i.e. increasing the extent) is
usually referred to as extrapolation; the opposite is, again,
singling out. Upscaling and downscaling in terms of the
support are referred to as aggregation and disaggregation
respectively, particularly if the spacing is changing at the
same time as the support. The scheme in Figure 1 can relate
to both the sampling step (upscaling/downscaling from the
underlying distribution to the data) and to the modeling
step (upscaling/downscaling from the data to the model
predictions). These two steps are conceptually similar.

First-order Scale Effects

To illustrate the effects of the scale triplet, both in sampling
and modeling, the simplest case of linear upscaling and
downscaling of a two-dimensional stationary random field
such as that in Figure 1(a) will be examined first. It is
assumed that the field can be fully characterized by a
variogram of the form:

y(h) =o? (1 — exp (_Th)) (1

where X is the correlation length, o2 is the variance and
h is the distance between two points in the random field
(see equation 15 in Chapter 7, Methods of Analyzing
Variability, Volume 1). For clarity, the random field is
assumed to have zero mean and unit variance 0> = 1. An
important assumption for first-order scale effects is that the
variable of interest aggregates linearly or in other words,
simple arithmetic averaging applies. In hydrology there are



STATISTICAL UPSCALING AND DOWNSCALING IN HYDROLOGY 137

Change of spacing

@
Singling out‘lA]A Interpolation

(b)

Change of extent

Change of support

Aggregation lI Disaggregation

Figure 1 Schematic of upscaling and downscaling by changing the scale triplet. (a) represents the underlying natural
variability with the sizes of the patches of the patterns being related to the integral scale. (b) shows the actual information
reflected in the samples (or a model). Modified from Bierkens et al. (2000)
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variables where linear averaging is meaningful, such as
precipitation, because a conservation law (e.g. of mass)
holds. Other variables such as hydraulic conductivity do not
average linearly. In Darcy’s law, for example, the average
hydraulic conductivity over an area does not give the aver-
age flux over the same area, so alternative, nonlinear meth-
ods are needed (see Chapter 11, Upscaling and Down-
scaling — Dynamic Models, Volume 1 and Chapter 154,
Stochastic Modeling of Flow and Transport in Porous
and Fractured Media, Volume 4).

To examine the effects of the scale triplet, Skgien and
Bloschl (2005) performed a Monte Carlo analysis and
generated a large number of realizations of two-dimensional
random fields from which hypothetical samples at fixed
locations conforming to a certain sampling scale triplet
were drawn. These were used to estimate the sample mean,
spatial variance, and integral scale for each realization.
For each of these three characteristics, the mean over
all realizations (the ensemble mean) and the standard
deviation around the ensemble mean were calculated.
Figure 2(a) shows the results for the sample mean. If the
ensemble mean of the sample mean is zero, the estimates
of the mean are unbiased. If the standard deviations
(shown as error bars) are small, the uncertainty of the
mean is small. The results suggest that the mean of the
samples will be unbiased irrespective of the sampling
scale triplet, but it will be highly uncertain if the extent
of the domain is small relative to the correlation length
of the underlying variability. This is because all samples
are heavily correlated and very little is learned about the
variability of the population. Figure 2(b) shows the results
for the sample variance. If the ensemble mean of the sample
variance is unity, the estimates of the variance are unbiased.
Figure 2(b) indicates that large spacings (relative to the
correlation length of the underlying variability) do not bias
the variance, but small extents do and will lead to an
underestimation of the variance. Large supports will reduce
the variance and this is related to the smoothing effect of
the support mentioned earlier.

Figure 2(c) shows the results for the sample integral
scale. The integral scale is the average distance over
which a variable is correlated and in the case of a
variogram of the form of equation 1, the integral scale
of the random field is equal to the correlation length A
(see equation 10 in Chapter 7, Methods of Analyzing
Variability, Volume 1). In Figure 2, the sample integral
scale has been scaled by A, so if the ensemble mean of
the scaled sample integral scale is unity, the estimates of
the integral scale are unbiased. The results suggest that the
integral scale will always be biased. It will be overestimated
in the case of large spacings and large supports and
underestimated in the case of small extents relative to
the correlation length of the underlying variability. This
is because in the case of large spacings and supports,

the small-scale variability is not sampled, while in the
case of small extents, the large-scale variability is not
sampled. Figure 2 is for the case of gridded sampling.
There are numerous other sampling schemes (Thompson,
2002) with slightly different biases and uncertainties for
the case of large spacings. Random sampling, for example,
will reduce the biases of the integral scale but will increase
its uncertainty. The analysis in Figure 2 examines how well
the characteristics of the underlying random field (i.e. the
population) can be estimated from a limited number of
samples. Skgien and Bloschl (2005) also examined how
well the characteristics of a single (unknown) realization
can be estimated and indicated that some of the biases and
random errors will be different from the case shown here.

It is clear that spacing, extent, and support are all scales,
but they have a different role in upscaling and downscaling
methods. For example, the variance of, say, precipitation
tends to increase with scale if scale is defined as extent, but
decreases with scale if scale is defined as support because
of the filtering involved.

To a first approximation, the effect of the filter will
be closely related to the ratio of the sampling scale and
the characteristic scale of the underlying process (the
correlation length), which is consistent with dimensional
reasoning. Geostatistical methods (Journel and Huijbregts,
1978) allow the estimation of the sampling biases in
a consistent manner (see lines in Figure 2, taken from
Western and Bloschl, 1999) and are the basis for some of the
statistical upscaling/downscaling methods. The reduction
in variance as a result of increasing support is widely
used for linear aggregation methods and may also give
some guidance for nonlinear cases such as extreme value
analyses of rainfall and model parameter aggregation in
subsurface hydrology.

TYPES OF STATISTICAL UPSCALING/
DOWNSCALING METHODS

Any upscaling or downscaling exercise involves the fol-
lowing steps: (i) analyzing the local data and scrutinizing
the literature to decide on the model type; (ii) estimating
the parameters from the data; (iii) verifying the upscal-
ing/downscaling model against an independent data set; and
(iv) performing the actual downscaling and upscaling step.
Methods of upscaling and downscaling differ in terms of
how they represent hydrologic variability.

Representing Variability

The simplest option is to represent the variability as a ran-
dom variable that is fully characterized by its covariance
(or equivalently its variogram, as the variogram can be
expressed by the covariance and vice versa). Again, the
simplest assumption in this case is that the random variable
is multi-Gaussian and stationary which means that all linear
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combinations of the variable sampled at any set of locations
are normally distributed and there is no spatial/temporal
trend. In zero dimensions (no spatial/temporal correlations),
this type of variability is used in distribution models of soil
moisture downscaling; in one dimension, for disaggregat-
ing annual rainfall into monthly values; in two dimensions
(Figure 1a), for estimating catchment rainfall; and in three
dimensions, for representing subsurface media character-
istics. Representations of multi-Gaussian variability used
in hydrology usually exhibit one single scale of variabil-
ity (e.g. A, if the variogram is of the form of equation 1).
An alternative is to recognize that variability may occur at
many scales. The variability may still be fully characterized
by a variogram, but this time it is of the form:

y(h) =ah’ )

where h is the spatial (or temporal lag) and a and b
are constants. This is termed fractal variability and is
nonstationary, that is, the variance increases gradually
with the extent of the field (see Chapter 8, Fractals and
Similarity Approaches in Hydrology, Volume 1). This
representation of variability can be used in a similar way as
the multi-Gaussian concept discussed earlier, although with
additional mathematical complexity, and has been widely
used in hydrology, in particular, for rainfall where the
presence of variability at many scales is most obvious.

There are more complex types of variability than those
that can be exhaustively represented by a variogram (see
Chapter 1, On the Fundamentals of Hydrological Sci-
ences, Volume 1 and Chapter 3, Hydrologic Concepts
of Variability and Scale, Volume 1). The most important
case is discontinuous (or intermittent) variability. Rainfall
is discontinuous in both time and space (wet and dry), and
subsurface media are discontinuous when there is a sharp
transition of media properties between different facies or
different soil types. This type of variability can be repre-
sented by Boolean methods where objects (such as storms,
sand lenses, fractures) are placed in space (and in time in
the case of storms) according to specified statistical dis-
tributions. Alternatively, discontinuous variability can be
represented by transition probabilities (i.e. Markov chains)
where a value is generated as a function of its neighboring
value, both in time (in rainfall) and in space (e.g. subsur-
face media).

More complex forms of organization include the pres-
ence of connectivity or a tree structure, which can be
represented by percolation characteristics or, in the case
of soil moisture, by terrain indices. Another type of vari-
ability, gleaned from turbulence, is multifractal behavior
where most of the variability is concentrated in singularities
(Sreenivasan, 1991). This means, it is the peaks that control
the upscaling/downscaling behavior which has been found
to represent a wide range of hydrological characteristics
very well, including rainfall, streamflow, and subsurface

characteristics (Lovejoy and Schertzer, 1991; Gupta et al.,
1994; Menabde et al., 1997; Veneziano and Essiam, 2003).
It has been suggested that there may exist a causal rela-
tionship with turbulent processes in all of these cases.
Multifractal model types include multiplicative cascades
with the additional advantage of a small number of param-
eters, which facilitates parameter estimation.

Whatever the type of variability that is present, the
important thing is that the methods of upscaling and
downscaling represent these variabilities well. In other
words, selection of one or the other method should be
guided by an analysis of the underlying variability of
interest in a particular case.

Modes of Application

Methods of upscaling and downscaling also differ in the
way they are applied in the upscaling/downscaling step
depending on what information — statistical characteristics
or space-time patterns — is required.

The first generic task is to derive the statistics of a
variable at one scale from the statistics of the same (or
another) variable at another scale. Here, scale is usually
the support scale in both instances. Examples include the
downscaling of the output from global circulation mod-
els (GCMs), the areal reduction from point to catchment
rainfall, and the effective parameter problem in subsur-
face and catchment hydrology (see Chapter 11, Upscaling
and Downscaling — Dynamic Modéds, Volume 1; Chap-
ter 133, Rainfall-runoff Modeling of Ungauged Catch-
ments, Volume 3, and Chapter 154, Stochastic Modeling
of Flow and Transport in Porous and Fractured Media,
Volume 4). The first task can be upscaling or downscal-
ing depending on which way one proceeds. Methods range
in complexity from regressions between the variables at
different scales to upscaling theory of stochastic hydrogeol-
ogy (see Chapter 154, Stochastic M odeling of Flow and
Transport in Porous and Fractured Media, Volume 4).

The second generic task is to generate spatial patterns
(or time series) given the statistical characteristics of
the variable one means to represent. This can be either
through interpolation between a number of samples (using
methods such as kriging with or without auxiliary data) or
disaggregation. In the disaggregation case there are three
variants (Deutsch and Journel, 1992; Bierkens et al., 2000):

1. Unconditional simulations (no data points given): Here
the interest is in obtaining a number of realizations of the
variable of interest that all exhibit the same statistics (e.g.
the variogram) as inferred from the data. The patterns are
not conditioned by the data points which means that the
values of the simulated patterns at the locations of the data
may be different from the data. Methods include the turning
bands method for generating random fields and stochastic
rainfall models for generating sequences of rainstorms.
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2. Conditional simulations (data points given): These are
similar to unconditional simulations but they fit exactly to
the individual data points. There is also some similarity with
interpolation, but with the important difference that in inter-
polation one is interested in the most likely pattern while in
conditional simulations one is interested in obtaining many
realizations with the most realistic statistical characteristics.

3. Conditional simulations (averages given): These are
similar to the above but now the patterns are condi-
tioned on the averages over support areas or time peri-
ods. Examples include the generation of subsurface media
patterns by disaggregating pumping test data and the gen-
eration of monthly rainfall time series by disaggregating
annual rainfall.

The opposite scale transfer of obtaining averages from
patterns is nontrivial only in the case of processes that
average nonlinearly as most model parameters do. The two
main types of averaging methods are volume averaging
(where a model parameter and/or an equation is averaged
over a support volume) and ensemble averaging (where
the model parameters and/or equations are averaged over
all possible realizations of an ensemble at a single point).
This, however, is beyond the scope of this article and the
reader is referred to Chapter 11, Upscaling and Down-
scaling — Dynamic Models, Volume 1 and Chapter 154,
Stochastic Modeling of Flow and Transport in Porous
and Fractured Media, Volume 4.

STATISTICAL UPSCALING AND
DOWNSCALING METHODS

This section reviews statistical upscaling and downscaling
methods for a number of hydrological application areas.
Research into upscaling and downscaling rainfall, histori-
cally, has followed three routes. The first has been driven by
the need for estimating catchment averages of extreme rain-
fall from point data for hydrologic design, the second from
the need of estimating, say, daily rainfall from monthly
data both in applied and theoretical contexts, and the third
has been triggered by the interest of deriving local rainfall
from estimates of average rainfall over tens of thousands of
square kilometers provided by GCMs in the context of cli-
mate impact assessments (Sections “Upscaling point rain-
fall to catchments”, “Temporal disaggregation of rainfall”,
and “Statistical downscaling of the output of global circula-
tion models”). In flood frequency analysis, the challenge has
been, and still is, to transfer flood characteristics between
catchments of different scales and here the main focus of
the more involved methods has been on a better understand-
ing of regional flood generation processes (Section “Flood
frequency as a function of catchment scale”). An impor-
tant issue in catchment hydrology and, increasingly, in

climate modeling is how to upscale and downscale measure-
ments and simulation results of near-surface soil moisture
(Section “Upscaling and downscaling soil moisture”). In
subsurface hydrology, one of the main issues is how to
represent the media characteristics be it in soils, porous
aquifers, or in fractured rocks from data at different scales
as the heterogeneities control the dynamics of flow and
transport (Section “Subsurface media characterization and
generation”).

Upscaling Point Rainfall to Catchments

One of the classical upscaling problems in catchment
hydrology is how to obtain catchment rainfall from
observed point rainfall data to drive runoff models. Because
of the averaging effects, extremes of catchment rainfall tend
to be smaller than those of point rainfall. To account for
this effect, areal reduction factors (ARFs) have been intro-
duced which are defined as the ratio of catchment rainfall
and point rainfall. Two kinds of ARFs are presently in use
(Srikanthan, 1995).

1. Fixed-area (also known as geographically fixed) ARFs
relate rainfall at any arbitrary point, that is, a point
rainfall estimate to an average over a catchment, which
is fixed in space. They are estimated by constructing
from all available station rainfall data, the time series
of catchment average rainfall (e.g. using the Thiessen
polygon method), performing an extreme value analysis
on them as well as on the point data, and finally relating
the catchment rainfall intensities to the point values, for
the same return period and duration.

2. Storm-centered ARFs refer to a given storm. They
represent the ratio of average storm depth over an
area (defined by the rainfall isohyets) and the maxi-
mum rainfall depth for the storm (at the storm center).
Storm-centered ARFs are usually somewhat smaller
than fixed-area ARFs. Storm-centered ARFs are used
more commonly in the estimation of probable maxi-
mum floods, while the fixed-area ARFs are used for
designing hydraulic structures for flood control, for
example, bridges and culverts.

The main controls on reduction factors are the storm
type with small-scale convective storms producing a more
pronounced decrease of the ARF with area than large-scale
storms, and duration with shorter durations being associated
with a stronger decrease of the ARF with area (Srikanthan,
1995). The original concept of the ARFs has been a purely
empirical one but a number of recent contributions have
attempted to provide a sounder theoretical basis for them.
Bacchi and Ranzi (1996) derived ARFs on the basis of
the crossing properties of the rainfall process aggregated
in space and time assuming that the number of crossings
of high rainfall intensity levels is Poisson-distributed. The
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ARFs so obtained showed a power-law decay with respect
to area and duration of the storm, and they showed a
slight decrease with respect to the return period. In a
somewhat related analysis, Skaugen et al. (1996) analyzed
the fraction of a catchment with rainfall depths greater than
a threshold for different thresholds, which allowed them to
derive catchment average rainfall. De Michele et al. (2001)
derived ARFs from power law or fractal characteristics of
the underlying process in space and time. In an alternative
approach, Sivapalan and Bloschl (1998) derived ARFs from
the spatial correlation structure of rainfall. They averaged
the parent distribution of point rainfall over a catchment
area making use of the variance reduction with support
(Figure 2) and then transformed it to the corresponding
extreme value distribution, using the asymptotic extreme
value theory of Gumbel (1958). Figure 3 shows the ARFs
so obtained for a duration of 24 h. It is interesting that,
similar to Bacchi and Ranzi (1996), there is a tendency for
the ARFs to decrease with return period, which is related
to decreasing correlation lengths of rainfall as the storms
increase in magnitude.

There have been a number of attempts at linking the
areal reduction factor concept to other representations
of areal precipitation. Booij (2002), for example, linked
the Sivapalan and Bloschl (1998) ARFs to statistical
downscaling methods (see Section ““Statistical downscaling
of the output of global circulation models™), and Venugopal
et al. (1999) proposed a downscaling scheme that preserves
both the spatial and temporal correlation of rainfall as grid
size changes, which is closely related to deriving ARFs
from the correlation structure of rainfall. In principle, ARFs
can be derived from multisite stochastic rainfall models (see
Sections “Temporal disaggregation of rainfall”, “Statistical
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Figure 3 Areal reduction factors derived from the rainfall
spatial correlation structure (Sivapalan and Bloschl, 1998).
The time interval is 24 h, A/A? is the catchment area scaled
by the square of the rainfall correlation length and T is the
return period

downscaling of the output of global circulation models”).
The latter may be physically more realistic but involve
significantly more parameters than empirically derived
ARFs. A large number of parameters may be difficult to
estimate from limited data.

Temporal Disaggregation of Rainfall

Rainfall data with low temporal resolution (large tempo-
ral supports) often are available at more stations and over
a longer time period than high-resolution records. Disag-
gregating them in time by stochastic rainfall models is
therefore attractive for a range of practical purposes includ-
ing the simulation of reservoir operation, urban drainage,
and design, but is also interesting from a theoretical per-
spective for understanding rainfall processes. As with most
other downscaling methods, there are two basic cases — dis-
aggregating observed time series under mass constraints
for each observed time step, that is, conditional simu-
lations, and generating time series with small temporal
supports with given statistical characteristics, that is, uncon-
ditional simulations. A range of model types have been
developed (Foufoula-Georgiou and Georgakakos, 1991;
Foufoula-Georgiou and Krajewski, 1995; Srikanthan and
McMahon, 2001):

1. Linear disaggregation models: The classic model of dis-
aggregating annual rainfall into monthly rainfall has been
proposed by Valencia and Schaake (1973). It is a linear
disaggregation model which assumes that the monthly val-
ues can be estimated by a linear combination of the annual
values plus an additive error term. These are conditional
simulations. The model has been extended in a number of
ways (see Salas, 1993, pp. 19-32) and has probably been
the most widely used scheme for stochastic disaggregation
problems in hydrological applications. However, schemes
of this kind are not suitable for the disaggregation of rainfall
for timescales finer than monthly due to the skewed distri-
butions and the intermittent nature of the rainfall process
at fine timescales (see Chapter 7, Methods of Analyzing
Variability, Volume 1).

2. Two-part models: Two-part models consist of a model
for the occurrence of dry and wet days and a model for
the generation of rainfall amount on wet days. Models
of rainfall occurrence are of two main types, those based
on Markov chains and those based on alternating renewal
processes. Markov chains specify the state of each day as
“wet” or “dry” and develop a relation between the state
of the current day and the states of the preceding days.
Long-term persistence can be represented by Hidden State
Markov models (Thyer and Kuczera, 2003). In alternating
renewal models (Grace and Eagleson, 1966, Sivapalan
et al., 2005), sequences of event and between-event periods
are simulated. The wet and dry spells are usually assumed to
be independent and may conform to different distributions
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that may also vary with the season. The rainfall amount
models use various distribution types such as the Gamma
distribution or the Levy-stable distribution (Menabde and
Sivapalan, 2000). Total event rainfall amount can then be
disaggregated to, say, hourly time steps by traditional mass
curves. In mass curves, the traces of cumulative storm
depths normalized by total storm depth versus cumulative
time since the beginning of a storm normalized by the
storm duration are assumed to follow a set pattern (Huff,
1967). Within-event rainfall patterns can also be obtained
by random disaggregation (Woolhiser and Osborn, 1985).

3. Point process models: These are models where the
stochastic process is completely characterized by the posi-
tion of its events (Eagleson, 1978; Waymire and Gupta,
1981; Smith and Karr, 1985). Among the point pro-
cess models, the most widespread methods have been the
cluster-based models such as the Neyman-Scott rectangu-
lar pulse model (Favre et al., 2004) and the Bartlett-Lewis
rectangular pulse model (Onof and Wheater, 1993). In these
models, storm arrival follows a Poisson process and each
storm gives rise to a cluster of rain cells with each cell hav-
ing a random time location, duration, and intensity. These
models have been extended to multiple sites (e.g. Fowler
et al., 2005) but this is at the cost of increased mathe-
matical complexity and potential problems with parameter
estimation. The seasonal variation in rainfall is an impor-
tant factor. Some of the models deal with seasonality by
assuming that the parameters vary seasonally, in other
models the parameters have been linked to weather types,
and there are also combinations of these two options (see
Section “Statistical downscaling of the output of global cir-
culation models”). Chapter 125, Rainfall-runoff Model-
ing for Flood Frequency Estimation, Volume 3 discusses
point process models in the context of flood frequency
analysis. Point process models are usually applied as uncon-
ditional simulations.

4. Multiplicative cascades: The idea in multiplicative cas-
cades is that an initial rainfall depth over a time period
is split into two subperiods and these subperiods are split
again and so forth. In an analogous way, rainfall over an
area is split into subsequently smaller subareas. Multiplica-
tive cascades are based on the notion that the underlying
variability is multifractal. The main strength of multiplica-
tive cascade models is that they have relatively few param-
eters and hence these can be estimated more robustly than
is possible with point process models. The other advantage
of multiplicative cascade models is that they are more eas-
ily able to reproduce observed rainfall characteristics over
a wide scale range than other models (Foufoula-Georgiou
and Krajewski, 1995). Most of the recent research has
hence focused on models where at least one variability
aspect is represented by multiplicative cascades. Exam-
ples include Olsson and Berndtsson (1998), Giintner et al.

(2001), and Seed et al. (1999) who proposed a space and
time model for design storm rainfall. Multiplicative cas-
cade models lend themselves naturally to disaggregating
storm rainfall (i.e. conditional simulations) and have been
linked to the mass curves concept by Koutsoyiannis and
Foufoula-Georgiou (1993) and Koutsoyiannis and Mamas-
sis (2001).

5. Combined models: The above classification of models
has been based on their statistical concepts, and there a
number of models that combine some of these concepts.
Jothityangkoon et al. (2000), for example, use a Markov
chain in the time domain and multiplicative cascades in
the space domain. Another example has been furnished
by Koutsoyiannis ef al. (2003) who proposed a multisite
rainfall generation framework based on a combination of
methods. There exists a range of rather simple and prac-
tical disaggregation methods that combine still other con-
cepts. These methods are used in a number of countries
at a national level and include regression methods (Can-
terford et al., 1987) and the quadrant method (Grebner,
1995) where within-day temporal patterns of rainfall are
transposed from the neighboring recording raingauge sta-
tions on the basis of a similarity measure. The strength
of these simple methods are their robustness, although
their accuracy relative to other methods has not yet been
fully evaluated.

Statistical Downscaling of the Output of Global
Circulation Models

Outputs of climate simulations from global circulations
models (GCMs) cannot be directly used for hydrological
impact studies of climate change because of a scale
mismatch. The spatial grid resolution (i.e. support) of
GCMs in use today is on the order of tens of thousands
of square kilometers. The useful grid box size is even
larger as GCMs are inaccurate at the scale of a single
grid box. In contrast, the spatial scale at which inputs
to hydrologic impact models are needed is on the order
of tens or hundreds of square kilometers. Because of the
scale mismatch, the statistical characteristics of the GCM
output may be vastly different from those of the local
(surface) variable that shares the same name. For example,
the maximum rainfall intensities simulated by GCMs tend
to be much smaller than those at the point scale. There
will also be local effects induced by topography, land
cover, and so on, which are not captured in the GCM.
Downscaling methods can be used to transfer the large-
scale GCM output to small-scale variables and to account
for local effects.

There are two approaches to downscaling GCM output
(IPCC, 2001; Yarnal et al., 2001). The first is dynamic
downscaling where deterministic regional climate models
are nested into GCMs. This means the initial conditions
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and boundary conditions to drive the regional climate
model are taken from the GCMs. Dynamic downscal-
ing is discussed in Chapter 32, Models of Global and
Regional Climate, Volume 1 and is not dealt with in
this article.

The second approach is empirical or statistical downscal-
ing, which will be briefly reviewed here in a hydrological
context. In empirical or statistical downscaling, explicit
relationships between the large-scale GCM output and the
observed small-scale or local station data such as pre-
cipitation are used. Unlike dynamic downscaling, statisti-
cal downscaling methods are computationally inexpensive.
They can thus be used to generate a large number of real-
izations to assess the uncertainty of predictions. They can
also use climate data from individual stations directly, so
local information can be accounted for in an efficient way.
The method, however, hinges on the assumption that the
statistical relationships developed for present day climate
also hold under the different forcing conditions of possible
future climates, and this assumption is essentially unveri-
fiable. The relationships can indeed be unstable for many
reasons as short-term relationships can be conditional on
longer-term variations in the climate system (Charles et al.,
2004). Application of the method consists of four steps as
follows (Yarnal et al., 2001):

1. Selection of the local variable: The most common
variables to be estimated by downscaling procedures are
precipitation and air temperature, either at daily or monthly
timescales. The corresponding data are usually collected at
individual climate stations in the area.

2. Selection of the large-scale GCM-derived variable or
variables (termed “predictors”): This selection step is
less obvious and depends on the downscaling relationship
used. Ideal predictors exhibit high predictive power, are
accurately simulated by the GCM, and are associated with
relationships that are time stable. The most widely used
predictor is sea level pressure because of its long record,
which aids model development. Geopotential heights are
also frequently used. Most common is 500hPa, a level
representing midtropospheric circulation and storms tracks.
When empirical downscaling of precipitation is the goal, it
is also useful to include a predictor of atmospheric moisture
because changes in the hydrologic cycle are likely to be
the underlying cause of future changes in precipitation.
It is important to note, however, that GCMs tend to
provide less accurate simulations of atmospheric moisture
than of surface pressure and geopotential heights (Yarnal
et al., 2001). Wilby and Wigley (2000) and Wilby et al.
(2002) discuss the relative merits of predictors currently
in use.

3. Deriving relationships between the observed small-scale
or local station data and the large-scale GCM-derived
variable: The relationships (i.e. the downscaling models),

generally, belong to one out of three types of methods

(IPCC, 2001).

(a) Regression techniques are the most widely used meth-
ods. The simplest is linear regression using grid-
cell values from the GCMs as predictors (e.g. Wilby
etal., 1998) or principal components of the pre-
dictor fields (Hewitson and Crane, 1996). Canonical
correlation analysis and singular-value decomposition
are other methods that condense the spatial patterns
into a few values amenable to the regressions (von
Storch and Zwiers, 1999). In addition to linear regres-
sion, nonlinear models such as nonlinear interpolation
(Brandsma and Buishand, 1997) and artificial neu-
ral networks (Hewitson and Crane, 1996) have been
developed. In the regression models, for each time
step the “best” value of the local variable is generally
estimated from the large-scale variables at the same
time step.

(b) Stochastic models and weather typing: Stochastic mod-
els have been discussed in Section “Temporal dis-
aggregation of rainfall” of this article. They do not
estimate a best value for each time step but gen-
erate possible realizations of time traces of precip-
itation that are consistent with the statistics of the
observations, given the probabilities derived from the
GCM output. In the context of GCM downscaling,
most models of this type condition the probabilities
of the local variable of interest on weather types (e.g.
Hay et al., 1991). A number of weather classifica-
tion schemes are in use (see Chapter 26, Weather
Patterns and Weather Types, Volume 1, also see
Tveito and Ustrnul, 2003), such as the Lamb weather
types for the United Kingdom (Conway and Jones,
1998) and the Central European GroBwetterlagen
(Stehlik and Bardossy, 2002). The classification of
each day can be either manual or automatic, involv-
ing various statistical methods based on the patterns
of geopotential pressure heights and other synop-
tic variables (Yarnal ef al., 2001). The time step of
the stochastic models is usually a day. Wilks and
Wilby (1999) and Srikanthan and McMahon (2001)
review stochastic climate models with an emphasis on
precipitation.

(c) The analog method is, again, based on a classifica-
tion procedure, but no stochastic model is involved.
The method consists of identifying, from a pool of
historical circulation patterns, the one that is most sim-
ilar to the circulation pattern on the day of interest
(Lorenz, 1969). The local variables observed on the
most similar day within the pool are then assigned
to the day of interest. The similarity of the large-
scale circulation patterns can be defined in various
ways. Zorita and von Storch (1999), for example, pro-
posed Empirical Orthogonal Functions to reduce the
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degrees of freedom of the large-scale atmospheric cir-
culation. While there may rarely exist perfect analogs
from the past, the method does not require any trans-
formation of the local variable, which is a particular
advantage for the case of precipitation. This method
generates physically feasible spatial patterns of the sur-
face variables but the predicted pattern is restricted to
the observed values.

All of the methods need to be tested whether the
relationships remain stable over time, which is usually
done by split-sample testing involving nonoverlapping
periods for parameter estimation and verification.

4. As a final step in the downscaling procedure, the
relationships derived are applied to the GCM output for
changed climate scenarios to estimate the local variables
for a changed climate. These local variables (mainly
precipitation and air temperature) can then be used to drive
hydrological models in an impact assessment.

Flood Frequency as a Function of Catchment Scale

Regional analyses of flood frequency are used in practical
contexts for estimating floods at ungauged sites and improv-
ing flood estimates at gauged sites (Cunnane, 1988), and in
more theoretical contexts for advancing the understanding
of the spatial variability of hydrologic fluxes (Pilgrim, 1983;
Bloschl and Sivapalan, 1995; Gupta, 2004). To sharpen
the focus on the pure scale effect, one usually assumes
that the spatial trends of the flood characteristic are either
small, or average out when a sufficiently large ensemble of
catchments is considered. Spatial trends are dealt with sep-
arately in regional flood frequency analysis (e.g. Institute
of Hydrology(IH), 1999; Merz and Bloschl, 2005).

The flood frequency curve is likely to change with
catchment size because of a number of factors that are
related to rainfall (e.g. rainstorms of different sizes may
become important) and catchment processes (e.g. different
runoff processes may become important). The main effect
of catchment size is that the specific mean annual flood
(i.e. the mean of the maximum annual flood peaks divided
by catchment area) tends to decrease with catchment scale
(Eaton et al., 2002) and this is related to the smoothing
effects of support scale as illustrated in Figure 2. The
steepness of the flood frequency curve (which is closely
related to the coefficient of variation, CV') changes with
catchment size in a less predictable way and hence has
recently attracted considerable attention in the literature.

Some practical methods, such as the index flood method
(Dalrymple, 1960), imply that the CV in any homogeneous
region does not change with catchment area (Gupta et al.,
1994), but there is evidence to the contrary from two
avenues of enquiry.

1. The first are quantile-based analyses where floods of a
given return period (i.e. flood quantiles) and catchment

area are often formulated as a power law:
Qr = c(T)-A"™ 3

where Q7 are the flood quantiles, ¢ is a factor, T
is the return period, A is catchment area, and 6 is
an exponent. Data analyses from a range of climates
suggest that there is a tendency for 6 to decrease
with return period (e.g. Gupta and Waymire, 1998).
Typically, 6 varies between 0.6 and 0.9 for T =
2 years and between 0.4 and 0.6 for T >100 years. This
dependence on the return period implies a decrease of
CV with catchment area.

2. The second type of analysis examines the flood
moments. Flood data in the central Appalachians indi-
cated that the CVs tend to increase with catchment
scale from 1 to 100 km? and decrease between 100 and
25000 km? (Smith, 1992). Smith (1992) proposed two
interpretations. First, the data on the small basins may
be unrepresentative due to possible systematic errors
in stream gauging or sampling artifacts, which would
suggest that CV tends to always decrease with catch-
ment scale. Second, the peak in CV at a catchment
size around 100 km? may be real and is related to the
organization of extreme storm rainfall and the down-
stream development of the channel/floodplain system.
Gupta and Dawdy (1995) provided an additional inter-
pretation. On the basis of rainfall runoff simulations
they suggested CV at small catchment scales to be
controlled by basin response, and based on a compar-
ison of snow melt and rainfall dominated catchments
they suggested CV at large scales to be controlled by
rainfall variability. A similar interpretation has been
furnished by Robinson and Sivapalan (1997) based on
a derived flood frequency model. They suggested that
the increase in CV in small catchments is due to the
interaction between timescales of storm duration and
catchment response while the decrease in CV in large
catchments is due to the spatial rainfall characteristics.
Bloschl and Sivapalan (1997) used a similar model and
noted that the interactions between timescales of storm
duration and catchment response may be hidden by
other processes such as nonlinear runoff generation.

While these findings were obtained by an upward
approach (Sivapalan et al., 2003) of deriving the flood
frequency statistics from rainfall statistics, an alternative,
downward route for explaining the change of the flood
frequency curve with catchment scale has been taken by
Merz and Bloschl (2003). They classified 12000 flood
peaks in Austria into long-rain floods, short-rain floods,
flash-floods, rain-on-snow floods, and snow-melt floods and
then examined the flood statistics separately for each of
the groups (Figure 4). They found that the CV of the
snow-melt flood type exhibited the flattest decrease with
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Figure 4 Coefficient of variation of annual floods in Austria stratified by process type and plotted versus catchment area.
(a) all flood types; (b) long-rain floods; (c) short-rain floods; (d) flash-floods; (e) rain-on-snow floods; and (f) snow-melt
floods. Regression lines are shown. From Merz and Bldschl (2003)

catchment area (Figure 4f) which is consistent with the
usually large extent of snow melt. The CV of the flash-flood
process type, however, tended to increase with catchment
area (Figure 4d), which was interpreted as been related to
the nonlinearity of runoff generation associated with fast
hillslope response.

An extension of the moment-based analyses to higher
order moments has been performed by a number of
authors (e.g. De Michele and Rosso, 2002). These anal-
yses generally suggest that the flood statistics exhibit
fractal or multifractal characteristics depending on how
the exponents change with the order of the moment
(see Chapter 8, Fractals and Similarity Approaches in
Hydrology, Volume 1). These methods of analysis are
similar to those used in rainfall disaggregation based on
multiplicative cascades (Section “Temporal disaggregation
of rainfall”).

Upscaling and Downscaling Soil Moisture

An accurate representation of the spatial variability of
near-surface soil moisture is critically important both for

representing hydrological fluxes in the subsurface at various
scales (Zehe and Bloschl, 2004) and for linking hydrologi-
cal processes with atmospheric processes (see Chapter 29,
Atmospheric Boundary-Layer Climates and Interac-
tions with the Land Surface, Volume 1; also see Ronda
et al., 2002; Montaldo and Albertson, 2003). There are
two basic issues of soil moisture upscaling/downscaling
in the hydrological sciences. The first is how to best
estimate average catchment soil moisture (or spatial dis-
tributions) from point soil moisture measured in the field
(see Chapter 6, Principles of Hydrological Measure-
ments, Volume 1), the second is how to best estimate
patterns of soil moisture from catchment average soil
moisture as simulated by a hydrologic or atmospheric
model. The first issue is an upscaling task while the sec-
ond one is downscaling. In both instances one can use
deterministic process-based models which is dealt with
in Chapter 11, Upscaling and Downscaling — Dynamic
Models, Volume 1; Chapter 66, Soil Water Flow at Dif-
ferent Spatial Scales, Volume 2; Chapter 133, Rainfall-
runoff Modeling of Ungauged Catchments, Volume 3,
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and in the literature (e.g. Bloschl and Grayson, 2000;
Pitman, 2003). Alternatively, one can use simplified sta-
tistical descriptions that aim at representing the most
important controls and these will be briefly reviewed
here. These methods can either exploit the spatial statis-
tics of soil moisture or make use of auxiliary infor-
mation in terms of a moisture index (Western et al.,
2002, 2003).

1. Methods based on the spatial statistics: A number
of authors have suggested that the spatial distribution
function of soil moisture can be approximated by a normal
distribution although the shape of the distribution does
change with climate (e.g. Mohanty et al., 2000; Nyberg,
1996). The variance of the spatial distribution of soil
moisture, when taking the numerous studies around the
world together (Western et al., 2003), tends to depend on
mean catchment moisture, indicating a pattern of variance
that increases from near zero at wilting point to a peak at
moderate moisture levels and then decreases to near zero
as the mean moisture approaches saturation. Understanding
of the spatial distribution of soil moisture has been used
in distribution models to estimate runoff generation and
evaporation (Beven, 1995; Wood et al., 1992; Zhao, 1992).
It is interesting that the shape of the distribution functions
varies widely between models, but the models are similarly
successful in predicting catchment runoff.

Studies on the spatial correlation of soil moisture have
been summarized by Western et al. (2004). Typical cor-
relation lengths vary between 1m and 600m and there
is a tendency for the correlation lengths to increase with
extent and spacing of the data as would be expected given
the sampling scale effects illustrated in Figure 2. While
some of the small-scale catchment studies suggest that the
spatial soil moisture variability is stationary (similar to
equation 1), analyses of remotely sensed soil moisture have
found a fractal behavior (e.g. Hu et al., 1997). Ground-
based point data collected over large areas in the former
Soviet Union, Mongolia, China, and the United States sug-
gest that soil moisture variation could be represented as
a stationary field with a correlation length of about 400
to 800km (Entin et al., 2000). Part of the differences in
correlation lengths in small-scale and large-scale studies
may again be related to sampling effects, although there
also appear to exist important changes in the process con-
trols with scale causing such differences. Over short scales,
climate may be relatively uniform and the variation may
be mainly related to differences in soils and vegetation
(Seyfried, 1998), while at larger scales climate may be a
dominant source of soil moisture variability. Methods of
upscaling and downscaling that are based on the spatial
statistics involve a wide spectrum of geostatistical methods
to obtain spatial patterns or averages from point data or to
obtain spatial patterns from (simulated) catchment average

soil moisture (e.g. Deutsch and Journel, 1992). These meth-
ods include conditional simulation methods based on the
assumption that soil moisture is a Gaussian random field.
Geostatistical methods can also be used to derive analyti-
cal estimates of how, say, the runoff contributing area in a
distributed model will change with grid size (Western and
Bloschl, 1999).

2. Index approach: In the index approach, spatial orga-
nization can be imposed on the soil moisture field that
goes beyond the Gaussian random field of the previous
method by using landscape characteristics. These charac-
teristics are usually condensed into an index for numerical
efficiency guided by the understanding one has about the
movement of water in the landscape (Moore ef al., 1991). In
humid climates, lateral redistribution of moisture by shal-
low subsurface flow can be an important process and in
this case, indices reflecting upslope area, slope, or con-
vergence should be related to the soil moisture. The most
commonly used index is the topographic wetness index
of Beven and Kirkby (1979) (see also O’Loughlin, 1986)
which is defined as

=1 a 4
e (tan(b)) @

where a is the specific contributing area and b is the sur-
face slope. Terrain data are widely available and there exists
sophisticated terrain analysis software (see Chapter 15,
Digital Elevation Model Analysis and Geographic I nfor-
mation Systems, Volume 1; Wilson and Gallant, 2000).
Because of this, equation 4 is widely used for upscaling and
downscaling soil moisture. The index involves a number of
assumptions, some of which have been relaxed recently.
Barling et al. (1994), for example, relaxed the steady-state
assumption and Woods et al. (1997) relaxed the assump-
tion of uniform recharge. Western et al. (1999) examined
the predictive ability of various terrain indices against soil
moisture data collected in a small humid catchment in
southeastern Australia. The wetness index (equation 4) typ-
ically explained 50% of the spatial soil moisture variance
during the wet season (Figure 5a) and there were other
indices that showed a similar performance such as the tan-
gent curvature of the terrain (Figure 5b). The largest soil
moisture values were collected in the gullies that exhibit
large specific contributing areas and strongly negative tan-
gent curvature. However, as the catchment dried out, the
explanatory power of the indices dropped off rapidly. West-
ern et al. (1999) also summarized tests of terrain indices in
various climates and noted that their predictive ability varies
substantially, depending on whether their main assumptions
are satisfied.

All of these indices can be used to estimate a spatial
pattern (or a spatial distribution) from average catchment
soil moisture (i.e. downscaling) and to estimate a spatial
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tangent curvature for September 27, 1995 in the Tarrawarra catchment, Australia. From Western et al. (1999)

pattern from point measurements. In the latter case, similar
geostatistical methods can be used as discussed above,
but they are extended to accommodate the index as an
auxiliary variable. Methods include external drift kriging,
cokriging, and georegression (e.g. Grayson and Bloschl,
2000). Examples of applications include those by Viney
and Sivapalan (2004) who disaggregated areal average
soil moisture into spatial patterns and by Green and
Erskine (2004) who compared a geostatistical analysis
with linear georegression using terrain indices. In spite
of the considerable progress that has been made in the
past decades on soil moisture upscaling and downscaling,
there is still significant uncertainty involved because of the
large natural variability in soil moisture and its controls. If
only a few point soil moisture measurements are available
in a catchment, the errors associated with upscaling them
to catchment averages can be enormous (Grayson ef al.,
2002). An interesting extension of the index approach has
therefore been proposed by Grayson and Western (1998).
They suggested that concepts of time stability, applied to
catchments with significant relief, could be used to identify
certain parts of the landscape that consistently exhibit mean
behavior irrespective of the overall wetness. They denoted
these areas as catchment average soil moisture monitoring
(CASMM) sites. This approach promises to assist in the
upscaling issue if point measurements of soil moisture can
be located in these areas.

Subsurface Media Characterization and
Generation

One of the important tasks in subsurface hydrology
is to reconstruct the spatial distribution of subsurface
characteristics from limited data from boreholes, outcrops,

water tables, and perhaps tracer tests. Knowledge on the
subsurface characteristics is critical for understanding the
movement of contaminants in the subsurface be it through
conceptual analyses or through groundwater flow and trans-
port models. Once the type of variability is known, one
can derive the aggregated characteristics of the flow sys-
tem either by analytical methods of stochastic hydrogeology
or by performing flow and transport Monte Carlo simu-
lations based on the generated media (see Chapter 147,
Characterization of Porous and Fractured Media, Vol-
ume 4 and Chapter 154, Stochastic Modeling of Flow
and Transport in Porous and Fractured Media, Vol-
ume 4). Methods of characterization and generating sub-
surface media have been summarized by Koltermann and
Gorelick (1996) and Anderson (1997). Findikakis (2002)
and Zhang (2002) provide a collection of recent contribu-
tions, and Wang (1991) summarizes methods for the case
of fractured rocks. Nonfractured sedimentary deposits can
be represented by either continuous or discrete methods:

1. Continuous heterogeneity

(a) Gaussian models for representing the spatial vari-
ability have been the starting point in stochastic
theories of estimating hydraulic conductivity and dis-
persion coefficients for various supports (Gelhar and
Axnes, 1983; Dagan, 1989; Chapter 154, Stochas-
tic Modeling of Flow and Transport in Porous and
Fractured Media, Volume 4). A range of methods
are in use to generate media including conditional
and unconditional stochastic simulations (Deutsch
and Journel, 1992).

(b) Fractal models: Subsurface heterogeneity may occur
at a range of scales for which a fractal representation
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Figure 6 Correlation lengths of natural log hydraulic
conductivities and transmissivities at various sites versus
extents of the fields. Data from Gelhar (1993, Table 1). Line
shows correlation length equal to 10% of the extent

may be more appropriate. Correlation lengths of
hydraulic conductivity of aquifers (Figure 6) tend
to increase with the extent of the study areas,
which has been interpreted in two ways. The first
interpretation is the existence of a fractal variogram
of the form of equation 2. This type of variability
has been used widely for media characterization
and generation (Hewett, 1986; Hewett and Deutsch,
1996; Rubin and Bellin, 1998) and for stochastic
theories of upscaling (e.g. Neuman, 1990, 1993).
However, the conceptual difficulty with this is that
geologic features observable in the field do indicate
the existence of distinct scales in cores, fluvial
deposits, alluvial basins, and in interbasin aquifers
(Anderson, 1991). As an alternative interpretation,
Gelhar (1993, p. 295) suggested that the variogram
may be nested, consisting of a linear combination of
variograms of the form of equation 1 with different
A; which in the limit for many scales may resemble
equation 2. It should also be noted that there may
exist sampling biases and inference issues (Gallant
et al., 1994; Gray, et al., 1993). Indeed, Figure 2
indicates that for a limited number of samples, the
correlation length will always be on the order of
10% of the extent of the domain irrespective of the
underlying correlation structure.
2. Discrete heterogeneity in nonfractured sedimentary
deposits
(a) At some scale, geological media are not continu-
ous but exhibit facies transitions and/or geological
structures that affect the hydraulic conductivity field.
Facies are units of similar characteristics. Geolog-
ical structures include large-scale features such as
faults and finer scale features such as bedding planes

(b)

(©

(Bierkens and Weerts, 1994). Conceptual models of
the shapes and relative relations of the facies in a
particular geological setting can be used for both
upscaling and downscaling by assigning media char-
acteristics to each of the facies (Anderson, 1997).
Indicator geostatistics have been used to exploit
these facies models for generating media character-
istics in a consistent way. Indicator variograms are
variograms of binary values (1 or O depending on
whether the variable is above or below a thresh-
old) and so may exhibit different shapes for different
magnitudes of the variable of interest. These var-
iograms can then be used for unconditional and
conditional simulations as well as for interpolation
between borehole data. Desbarats (1987), for exam-
ple, generated a dual conductivity field of sandstone
with small-scale shale features based on the indicator
approach. Ritzi et al. (2000) compared the indicator
approach with other methods of representing facies
in a buried-valley aquifer setting.

The spatial connectivity of high conductivity regions,
both in soils and in aquifers, can be critically
important to flow and solute movement at various
scales. While it has been suggested that the indi-
cator approach can also capture connectivity (e.g.
Journel and Alabert, 1989; Gémez-Hernandez and
Wen, 1997), Western et al. (1998, 2001) noted that
its ability is rather limited and it may be more
efficient to use methods that directly capture con-
nectivity such as connectivity functions based on
percolation characteristics. Such a connectivity func-
tion represents the probability that two points are
connected as a function of distance and hence is
a reflection of preferential flow paths. Media pat-
terns can then be generated by optimization methods
such as simulated annealing where an image is gen-
erated iteratively by swapping pixels in a way that
a given connectivity function is reproduced (Kolter-
mann and Gorelick, 1996). An alternative to it is the
use of Markov chains where transition probabilities
between facies sequences are used to generate three-
dimensional media with realistic internal architecture
(Weissmann et al., 1999). These transition probabil-
ities can be estimated from boreholes and outcrops.
Other methods are Boolean methods where objects
(such as sand lenses) are randomly placed onto the
domain to generate patterns with a given connectiv-
ity (Scheibe and Freyberg, 1995; Jussel et al., 1994).
The probability distribution of the spacings and sizes
of the objects can again be estimated from outcrops.
Subsurface media have also been characterized by
the multifractal approach (Veneziano and Essiam,
2003), which is able to represent high conductivity
features.
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(d) Depositional simulation: While the above methods
do not explicitly represent the physics that has lead to
the subsurface deposits, there are also methods that
attempt to mimic the depositional processes (Kolter-
mann and Gorelick, 1996). The model of Tetzlaff
and Harbaugh (1989), for example, simulates allu-
vial fans and deltas using the physical equations of
water and sediment movement. This type of model
is driven by paleoclimate which, however, may be
very difficult to specify in a realistic way. Ander-
son (1997) also noted that there are difficulties with
calibrating this type of model.

3. Fractured rocks

(a) Discrete-fracture approach: The most obvious
method of generating fractured rock media is to
explicitly consider flow through discrete fractures.
Fractures provide conduits for the movement of
groundwater and contaminants through an otherwise
relatively impermeable rock mass. Each fracture
in the network is specified by its location,
shape, orientation, and hydraulic characteristics. The
fractures are often represented by disks (Long et al.,
1985). To reduce computation time in solving the
groundwater flow and transport equations, the three-
dimensional network of disks has been replaced by a
network of pipes (Cacas et al., 1990). Of particular
interest is the distribution of the connectivity of
the fractures for which fractal concepts have been
applied (Acuna and Yortsos, 1995; Renshaw, 1999).
The media can be used directly to drive simulations
models.

(b) Continuum approach: An alternative is the contin-
uum approach where the fracture network is rep-
resented as if it were a granular porous medium.
Often, multiple interacting continua are used, each
of them representing fractures of a certain size class
and one of them representing the solid rock mass
(Bai et al., 1993). The effective (upscaled) properties
can be derived from the characteristics of the frac-
tures (e.g. Bogdanov et al., 2003) or can be found
by calibrating a groundwater model.

CONCLUDING REMARKS

Even though the physical mechanisms of the various pro-
cesses discussed here are clearly different, there exists a
remarkable similarity in the statistical upscaling and down-
scaling methods. Most methods have traditionally started
from assuming Gaussian random variability because of
mathematical tractability. Here the most important scale
effect is the reduction of variance with increasing sup-
port scale. Recognizing that hydrological variability can
be more complex, the methods have subsequently evolved
into more sophisticated ways of representing variability.

Fractal representations are appealing because of their par-
simony and because of the obvious presence of natural
variability at all scales, but there is some controversy
about the physical processes causing such type of vari-
ability. Multifractals are very attractive and appear to
still merit further development in the different branches
of hydrology because of their ability to represent sin-
gularities — spikes controlling the upscaling and down-
scaling characteristics — and again the parsimony and
hence robustness of parameter estimation. There is also
growing awareness that different parts of the subsurface
(facies) and different situations (weather types, flood types)
operate differently and there are merits of dealing with
them separately.

There also seems to exist some convergence of meth-
ods in different application areas. In rainfall upscaling
and downscaling, for example, the three historic strands —
catchment rainfall estimation, temporal disaggregation, and
climate model downscaling — seem to converge through
the use of stochastic space-time rainfall models, although
some of them are still at an early research stage. Simi-
larly, geostatistical models that allow physically realistic
structure to be represented — be it in soils or aquifers —
seem to converge in the various application areas. Focus-
ing on upscaling and downscaling methods may help
cross-fertilize ideas within the hydrological subdisciplines
(Bloschl, 2001).

Finally, as noted in the introduction, the focus of
this article has been on how statistical upscaling and
downscaling methods represent random variability in
space and time at various scales. An alternative view is
the dynamic upscaling and downscaling approach where
the interest resides in how the model equations and
model parameters change with scale, which is dealt with
in Chapter 11, Upscaling and Downscaling — Dynamic
Models, Volume 1, Chapter 66, Soil Water Flow
at Different Spatial Scales, Volume 2; Chapter 133,
Rainfall-runoff Modeling of Ungauged Catchments,
Volume 3, and Chapter 154, Stochastic Modeling of
Flow and Transport in Porous and Fractured Media,
Volume 4.
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Hydrological modeling is introduced as an indispensable tool for testing new hypotheses and obtaining a better
understanding of hydrological processes and their interaction. The difficulties in developing generic model tools
because of natural heterogeneity and multiscaling are emphasized, and the concept of appropriate modeling
is introduced for the application of a parameter parsimonious model that ensures a realistic simulation or
prediction including assessment of the uncertainty. In model development, the basic conceptualization of a
model is governing the crucial choices of scale, dimension, discretization, and process delimitation. Hydrological
models are classified according to their primary application area. In model calibration and validation, the use of
split sampling techniques and automatic calibration procedures is underlined. The sources of model uncertainty
are presented and different assessment techniques including first-order analysis, Monte Carlo-based methods,
the GLUE framework, and Bayesian procedures are briefly introduced along with data assimilation techniques

to enhance the predictive capabilities.

INTRODUCTION

Hydrological models for descriptive and predictive pur-
poses have been developed over more than 100 years. Early
examples are the rational method for peak flow prediction
(Mulvaney, 1850), the diagram for determination of stor-
age requirements (Rippl, 1883) and the unit hydrograph
method for transformation of rainfall into runoff (Sherman,
1932). Analytical and simple numerical models were grad-
ually developed, but the emergence of electronic computers
changed the situation completely. The development and
application of models are now moving ahead at a speed
that was unthinkable 50 years ago.

Today, the progress in hydrological sciences is closely
connected to modeling. Although experimental hydrology is
extremely important, it is in combination with modeling that
the real new insight is achieved. Modeling is a framework
for testing new theories and hypotheses in order to improve
our understanding of the hydrological processes and how
the different processes interact.

A model is a simplified description of nature developed
or adjusted for a specific goal. Models can be more
or less general, but so far no model can be assumed
universal. There are many reasons for that. So many

processes are involved in the cycling of the water that
only the most important ones can be taken into account
in the modeling efforts. In a given application, the most
important ones will depend on the purpose of the modeling.
Here, we shall only emphasize a few basic facts that
make hydrological modeling a never-ending story. The
hydrological cycle covers an immense range of spatial
and temporal scales that make a single model approach
impossible. Moreover, at any scale there is a subset of
smaller scales such that the heterogeneity of the land surface
and the subsurface can never be completely described.
Finally, it should be emphasized that many of the physical
processes governing the hydrological cycle are far from
being completely known.

Thus, we may consider hydrological modeling as an art,
in which the artist has to decide on very crucial matters
regarding scale, heterogeneity, temporal, and spatial dis-
cretization and so on. In some cases, a continuum approach
may suffice, while in other situations a very detailed
description of the heterogeneity may be needed. Again the
purpose of the modeling indirectly gives the answer.

For process understanding, the descriptive abilities of
hydrological models are very important. A good fit of
a model to measured data, however, may be obtained
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through an over-parameterization of the different processes
involved. Thus, the concept of parameter parsimony in
process description is paramount. This is maybe even more
important when applying models for predictive purposes.
Reliable predictions can only be achieved with models
using a set of well-identified parameters that reflect the
fundamental governing mechanisms.

We shall end these introductory remarks by introduc-
ing the concept of appropriate modeling. This means the
development or selection of a model with a degree of
sophistication that reflects the actual needs for modeling
results. It means a parameter parsimonious model with a
discretization in space and time that ensures a realistic sim-
ulation or prediction of the requested variables. Although
distributed physically based models have great advantages,
a highly distributed model does not necessarily always
ensure the most reliable answer because of the many param-
eters involved. In some cases, a simple lumped description
may do a better job. Conversely, if a detailed picture of
state variables in space or time is requested, the distributed
models will have their force. For one particular site the sim-
ulation may not be very precise but, despite that, the general
variation in space and time may appear satisfactory.

MODEL DEVELOPMENT

Basically, any kind of modeling can be looked upon as an
input to a system that transforms the input into an output.
To exemplify, the well-known unit hydrograph model is a
linear transformation of the effective rainfall into runoff.

The system is identical to the mathematical/numerical
formulation of the hydrological processes included in the
modeling efforts. The modeling system can have a firm
physical basis built on theories and physical laws of the
various hydrological processes, for example, the Boussinesq
equation for groundwater flow or the St. Venant equations
for channel flow. Alternatively, one can analyze the input
and output data and build empirical models that describe
the observed relations using, for example, deterministic
artificial neural networks (ANN) or autoregressive-moving
average (ARMA) linear stochastic models. Between these
two opposite approaches, a broad spectrum of modeling
systems can be formulated using different process concep-
tualizations that have a certain degree of physical content,
but need observation data to tune or calibrate the model
parameters. Examples of different modeling systems are
shown in Figure 1.

Depending on the degree of physical considerations
involved in the process description, it has been common
to divide models into black box (empirical), grey box
(conceptual), and white box (physically based) models.
This, however, may not suffice today. A grey box model
at one particular scale may tend to become a white box
model at another scale and vice versa. A model must be

appropriate for its particular use and not chosen because of
a black, grey, or white label. Moreover, white box models
are in reality an illusion. A purely physically based model
does not exist. Simplifications of the physics and lack of
complete knowledge about the processes are problems we
always have to face.

In the development of a hydrological model, a number
of crucial questions have to be addressed. As already
emphasized above, the answers to these questions should be
governed by the contemplated use of the model. First, which
part of the hydrological cycle is incorporated in the model?
Second, in what detail should the involved hydrological
processes be described? And third, what will be the input or,
in other words, the initial and boundary conditions forcing
the model?

Hydrology is strongly related to a number of other
geoscience disciplines (geology, meteorology, etc.), and
there is a multitude of internal relations between the
state variables of hydrological processes that can be either
included or disregarded by the modeler. We shall mention
just a few of the most important aspects to consider in the
choice of process description, or, in other words, in the
parameterization or conceptualization of the model.

There are fundamental decisions to be taken regarding
the temporal as well as the spatial scale in a model. In the
temporal regime, the model can be event based (as the unit
hydrograph model) or it can be developed for continuous
time application. Should the model describe a steady-state
situation, or will the variability in time be important? If the
time-step chosen is less than a year, the annual cycle must
be addressed. The answers to these questions will point to
very different conceptualizations.

In the spatial domain, the options are several. The
most simple is the lumped description with only one
unit to consider. This can be extended gradually from
combinations of lumped sub-models to models with 1D,
2D, or 3D grid cells of any size. Some components may
have a 1D spacing, while other elements may have 2D or
3D grids. The multitude of choices is obvious already at
this stage, as any of the temporal solutions can be combined
with any spatial distribution.

Further, complexity will be added depending on which
processes are taken into account in the modeling. Should
only surface or subsurface processes be included, or should
one consider an integrated approach where the different
processes are dynamically linked? Is it only the liquid
water that is our concern, or are the other phases in the
form of snow and ice and water vapor also important to
describe? Moreover, do we need to consider the constituents
transported by the water, or even to expand basic hydrology
into, for example, ecohydrology by including modeling
of habitats and so on? For each process component that
is included, different model descriptions can be chosen,
ranging from complex descriptions that solve the governing
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partial differential equations to more simple, conceptual
box-model descriptions.

In many cases, the forcing of a hydrological model
consists of meteorological time series. In river or reservoir
studies, it may suffice to use runoff time series as input,
and in groundwater modeling the forcing is often dominated
by constant head or flux boundaries. The initial values of
the state variables are crucial in some model applications,
but in other cases the first part of the simulation should
be considered a warming-up period ensuring that the state
variables gradually attain realistic values.

In the development of a hydrological model, it is very
important to be aware of its intended future application.
It is of crucial importance to know whether the model
will be run with forcing similar to the data used in the
development phase, or the model will be forced with input
outside this range. In studies of climate change, impact
scenarios are developed that deviate substantially from the
present-day situation. This put much stronger requirements
to the model conceptualization and parameterization. The
validation procedure will be much more cumbersome as
well, as illustrated in a later section.

MODEL CLASSIFICATION

Many different schemes for classification of hydrological
models have been introduced during time. Often models
have been classified according to contrasting properties like
deterministic versus stochastic, lumped versus distributed,
steady state versus time variable and so on; see, for
example, the model monographs by Singh (1995) and
Abbott and Refsgaard (1996). As shown above, these
properties are extremely important to consider in the model
development phase, but we prefer to classify the final
products, the models, according to their primary application
area. In the following, a set of model classes will be
presented along with a brief description of the main features
of each class.

River and Reservoir Models River models can be simple
routing models like the Muskingum model, used in the
HEC-1 Flood Hydrograph Package (Feldman, 1995), but
also advanced hydrodynamic models that solve the full St.
Venant equations, for example, the MIKE 11 model (Havng
et al., 1995). They are well suited for calculation of flood
wave propagation and the impact of structures in rivers.
They can be expanded to interact with the flood plain and
amended with modules for sediment transport and river
morphology as well as advection—dispersion processes
and water quality indicators. In recent years, wetland
and habitat models are being developed, reflecting the
growing interest in combining hydrological and ecological
expertise. Reservoir models for design are simple continuity
models, which, however, make use of advanced methods
for generation of synthetic inflow series. River models in

forecast mode are used on-line for managing flood waves
and as a basis for issuing emergency warnings.

Rainfall-runoff Models, or in a wider sense catchment or
watershed models, can be unit hydrograph models or sim-
ple lumped conceptual models like the Sacramento model
(Burnash et al., 1973; Burnash, 1995), the HBV model
(Bergstrom and Forsman, 1973; Bergstrom, 1995) and the
NAM model (Nielsen and Hansen, 1973; Havng et al.,
1995). On the basis of meteorological data, the temporal
variation of runoff at the outlet of a catchment can be cal-
culated with a quite good precision, given a well-calibrated
model. With a much higher degree of spatial resolution, the
so-called distributed models have the advantage of being
able to take into account the variation of several state
variables at a number of locations distributed in the catch-
ment. The data requirements, however, grow rapidly with
increasing spatial resolution. In order to manage the data
efficiently, the use of GIS-based methods is now becoming
standard. Well-known examples of distributed catchment
models are the TOPMODEL (Beven et al., 1995; Beven,
1997), the MIKE SHE model (Refsgaard and Storm, 1995)
and the SWAT model (Arnold et al., 1998). These models
take into account the complete land phase of the hydrolog-
ical cycle, but use quite different approaches. While the
TOPMODEL puts emphasis on a detailed topographical
description, the MIKE SHE uses an integrated approach
where emphasis can be put on different processes, includ-
ing for instance a full 3D groundwater component, a 2D
diffusive wave approximation for the overland flow, and
a 1D full dynamic component for the flow in the river
system. Depending on the actual use of the various mod-
els, these differences can become more or less pronounced.
Catchment models can be combined with river models and
expanded to include a number of transported constituents.
Soil erosion processes can be included as well. As an
example, SHETRAN (Bathurst, 2002) has been used for
sediment transport and sediment yield modeling. Recently,
some catchment models are being further developed for
coupling with atmospheric models. This requires a joint
description of both water and energy fluxes as done in the
so-called land-surface schemes, which for long time has
been used in general and regional circulation models. The
increasing resolution of the atmospheric models now makes
it possible to use an advanced hydrological model in the
coupling.

Groundwater models are confined to the subsurface part
of the hydrological cycle. There are several model systems
available, and among them many are built on the well-
known MODFLOW concept (e.g. Anderson and Woessner,
1992). When abstraction of groundwater is of primary inter-
est, a steady-state groundwater model is usually applied. In
the analysis of pollution plume movement in combination
with different degrees of remediation action, a steady-state
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groundwater model is usually supplemented with a tran-
sient advection—dispersion module, and in many cases also
with modules for geochemistry and biochemical degrada-
tion. Groundwater models that take into account reactive
transport are now becoming standard tools (Kinzelbach and
Schifer, 1994). Also, models with transient flow descrip-
tions are now more and more frequently used, often in a
combined modeling of the unsaturated and the saturated
zone. In groundwater modeling, the main problem is the
description of the heterogeneity in the soil and the aquifers.
A complete knowledge can never be obtained, and the
optimal use of the available pedological and geological
information is therefore paramount. To this effect, geosta-
tistically based methods are often included in the models
(e.g. de Marsily, 1986).

Design and Management Models In the assessment of
hydrological design values, frequency models have tradi-
tionally been used for return periods up to 500—1000 years.
With the development of advanced statistical tools it has
now become standard not just to calculate the T-year event
estimate, but also to assess the uncertainty of the estimate
(e.g. Cunnane, 1987; Stedinger et al., 1993; Rosbjerg and
Madsen, 1998). By including regional information, design
at ungauged sites can be accomplished, and the preci-
sion can be improved at sites with short data records (e.g.
Hosking and Wallis, 1997; Madsen and Rosbjerg, 1997a,b).
Design for very rare events requires comprehensive mod-
eling tools that combine meteorological and hydrological
assessments. How to do this, and how to avoid both under-
and over-design, are still unsolved questions in hydrology.
In the management of the water resources, dedicated water
allocation models in a GIS framework have shown their
strength, especially when supplemented with water quality
modules. The use of systems analysis has a long tradition
in hydrology. The new generation of powerful comput-
ers has ensured a much wider application of these tools.
Decision support and expert systems, in many cases com-
bined with optimization routines, which a few years ago
was impossible to apply within a reasonable time frame, are
now coming into practice. Sustainable water resources man-
agement is a primary objective in policy development and
in the implementation of water action plans (e.g. Loucks,
2001). This has brought rural and urban hydrology closer
together and has led to hydrological management models
that link up to, or even integrate socioeconomic models.

Emerging Models Although still valid, the above classi-
fication of hydrological models may become less obvious
in the future. A new generation of hydrological models are
being developed, where a specific model is being created for
each specific purpose, that is, flexible and tailor-made mod-
els can be assembled without the huge efforts necessary so
far. For the different hydrological processes to be included
in the analysis, a number of different model options will be
available in order to ensure an optimal combination given

the actual application. Eventually, this may help in achiev-
ing the ultimate goal of appropriate modeling.

MODEL CALIBRATION AND VALIDATION

In the section on model development, the first steps leading
to model application were delineated. First, the model frame
must be conceptualized and parameterized, and second the
involved hydrological processes must be given an appropri-
ate mathematical/numerical formulation corresponding to
the chosen temporal and spatial discretization. The outcome
of these efforts is a model code that should be verified to
the extent possible. In cases where analytical solutions exist,
the complete code, or subsets of it, should be able to repro-
duce the analytical results with a reasonable accuracy. This
code verification should not be mixed up with the model
validation described below.

In a given model application, the actual value of the
model parameters are generally unknown, or only known to
be within a certain range of realistic values. Thus, there is a
need for calibration of the model, that is, a procedure lead-
ing to adoption of an acceptable set of model parameters.
Usually the available data are split into two subsets, such
that one of the subsets can be used for calibration and the
other for a subsequent validation. This highly recommend-
able split-sample technique should always be used, if the
amount of data allows it. Following the split-sample vali-
dation, a final calibration using all available data should be
accomplished.

In the calibration process, the parameters are varied such
that certain chosen norms for correspondence between the
simulated and measured outcome are fulfilled to the extent
possible. This can be a simple visual judgment of the
goodness of fit, but often some mathematical measures
are used, for example, the correlation coefficient, the
mean square error, or the Nash—Sutcliffe model efficiency
(Nash and Sutcliffe, 1970). By changing the parameters
iteratively, the calibration result is approached.

Until recently, the dominating calibration procedure was
“trial and error”. After each model run, the modeler changes
the parameter values in order to get a better fit. For an
experienced modeler, it is usually possible to obtain a
good calibration result without too much effort, but for less
experienced hydrologists it can be a very time-consuming
method. Now automated procedures for determination of
optimized parameter values are getting strong attention.
Here the parameter set, or a subset of parameters that min-
imizes one or more mathematically formulated objective
functions is selected as the calibration result.

While gradient search and other local search techniques
often work quite well in groundwater modeling (e.g.
Carrera, 1988), they usually fail when applied to catchment
models. However, new global search techniques based on
population-evolution algorithms have been developed and
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shown to have a good performance in cases where the local
search breaks down (e.g. Duan et al., 1992; Vrugt et al.,
2003). Automated calibration has a number of advantages.
First of all, automatic calibration allows a fast and objective
calibration. In addition, it clearly shows if there is a problem
with the identifiability of a model parameter, and it gives
an assessment of the accuracy by which a parameter is
estimated. The main disadvantage is related to the definition
of an appropriate objective function that takes into account
all the characteristics of the modeled system that are used by
the hydrologist for evaluating the goodness of fit. The recent
advancement of multiobjective calibration, where several
objective functions can be optimized simultaneously (e.g.
Gupta et al., 1998; Madsen, 2000), allows the hydrologist
to formulate specific objectives to be optimized depending
on the model application being considered. State-of-the-
art automatic calibration procedures perform favorably
compared to expert manual calibrations (Gupta et al., 1998;
Madsen et al., 2002; Madsen, 2003).

In order to test the generality of the hydrological model,
and to assess if the estimated parameter values in fact
are generic values, the calibrated model should be run
with an independent set of data. If the correspondence
between the simulated and measured outcome is acceptable
in comparison to the result obtained during the calibration
period, the model is said to be validated. In the strict sense,
it can be questioned whether a model can be validated at
all. What is achieved is only that based on the given level
of information on which the model performs satisfactorily,
and for that reason it should not be rejected. Thus, if more
information becomes available, it may then lead to rejection
of the model, or, more likely, to restriction of the range
within which the model should be applied.

Depending on the anticipated use of a model, the
validation criteria should be more or less demanding.
Obviously, if a model is calibrated for humid conditions and
is to be applied for arid conditions, it must be validated on
such a data set. A comprehensive set of validation schemes
has been developed by Klemes (1986) and applied in a
systematic way by Refsgaard and Knudsen (1996).

MODEL UNCERTAINTIES

Uncertainty is an unavoidable and inherent element in
hydrological modeling. The main uncertainty sources are
related to (i) errors in the model forcing, (ii) use of an
incomplete model structure, (iii) use of nonoptimal model
parameters, and (iv) errors in the measurements used for
the model calibration. It is now generally accepted that
these uncertainties and their effect on the model predictions
should be quantified as part of a hydrological modeling
exercise. A reliable estimate of the prediction uncertainty
is crucial for making efficient decisions on the basis of
model simulations.

How to include and combine appropriately all the dif-
ferent error sources in hydrological modeling is a very
complex and yet unsolved problem. Ideally, the joint prob-
ability distribution of all the important sources should be
quantified and used as input to the model to derive prob-
ability distributions of the model predictions. However,
quantification of the probability distributions for the differ-
ent error sources is a difficult task, and hence simplifications
are needed.

The classical statistical approach for evaluating model
prediction uncertainty is a first-order analysis where the
covariance of the model input (forcing and/or model
parameters) are propagated through the model using a first-
order Taylor series approximation of the model operator.
For assessing parametric uncertainty, the covariance is
usually estimated using a multinormal approximation of
the probability density function of the model around the
estimated optimum based on a gradient-based search.

While the first-order approach is an efficient solution
to quasi-linear models, the method fails when applied to
highly nonlinear models. In such cases, Monte Carlo-based
procedures have been put forward. In these methods, the
statistical properties of the model input are represented by
an ensemble estimate, and this ensemble is then propagated
through the model to produce an ensemble of model out-
puts from which confidence limits on the model predictions
can be derived. The main shortcoming of the Monte Carlo
approach is the slow convergence of the ensemble to the
true probability distribution (proportional to the inverse of
the ensemble size), and hence the method has huge com-
puter processing (CPU) requirements. Alternative sampling
strategies have been proposed such as Latin Hypercube
Sampling, which allows a more efficient sampling in the
model input space.

Another shortcoming of the Monte Carlo-based proce-
dure is the explicit use of a joint probability distribu-
tion for the model input. Other sampling procedures have
been proposed that are conditioned on the observations of
the modeled system for evaluating the model prediction
uncertainties. These methods include importance sampling
such as the generalized likelihood uncertainty estimation
(GLUE) procedure (Beven and Binley, 1992) and Markov
Chain Monte Carlo sampling (e.g. Kuczera and Parent,
1998; Vrugt et al., 2003).

The GLUE framework addresses the problem of
nonuniqueness in model calibration. That is, many
different parameter combinations are equally acceptable
in reproducing the observed system behavior, and these
parameter sets may often come from very different regions
in the parameter space. Beven and Binley (1992) refer
to this situation as model equifinality. In such -cases,
the multinormal approximation of the model parameters
around an estimated optimum is inadequate to represent
the parameter uncertainty.
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Most of the model calibration and uncertainty prop-
agation procedures implicitly assume a correct model
structure, and only parameters within that structure are
allowed to vary. When significant model structural errors
are present, such procedures will provide biased model
parameter estimates and unreliable uncertainty predictions.
Model structural errors may be qualitatively addressed
within a multiobjective calibration framework. The trade-
off between different objective functions of the Pareto
optimal solutions will provide an indication of possible
model errors (Gupta et al., 1998). Quantification of these
errors is much more complicated, since model structural
errors are difficult to isolate from the errors originating
from parameter uncertainty. Bayesian statistical inference
methods have been proposed to consider jointly the dif-
ferent error sources in a simplified functional form (e.g.
Kennedy and O’Hagan, 2001). For groundwater flow and
transport modeling, Neuman (2003) proposed a Bayesian
model averaging procedure to combine the predictions of
several alternative conceptual hydrogeological models and
to assess their joint probability. The GLUE method and
Markov Chain Monte Carlo sampling offer another frame-
work to address jointly different error sources, but so far
have considered mainly parameter uncertainty. Butts et al.
(2004) proposed a general modeling framework for con-
sidering different model structures to address the effect on
model predictions and compared with the prediction uncer-
tainties from other error sources. They showed that model
structure uncertainty is at least as large as uncertainties
caused by errors in model parameters, model forcing, and
observations.

As an alternative to error propagation using the determin-
istic model equations, the governing differential equations
can be treated as stochastic differential equations and error
propagation can be analyzed by means of perturbation
theory. This approach has been particularly addressed in
groundwater flow and transport modeling. Under certain
simplifying assumptions, analytical solutions for the predic-
tion uncertainties can be developed (Dagan, 1989; Gelhar,
1993). For transient phenomena, Dagan (1989) has cal-
culated approximate moments in the time domain, while
(Gelhar, 1993) has focused on the asymptotic behavior
using spectral theory.

Although discrepancies between model results and mea-
sured values may be minimized in the calibration pro-
cess, the predictive capabilities of the hydrological model
may be significantly improved by adaptively updating the
model when new data become available. This is particularly
important in real-time applications, where measurements
are used for updating the model prior to the time of forecast
and for correcting model predictions in the forecast period.
Model updating or, in more general terms, data assimila-
tion can be classified according to the variables that are
modified in the data assimilation feedback process, that

is, input variables (model forcing), model states, model
parameters, and output variables (WMO, 1992). Updat-
ing of output variables, also known as error correction,
is the most widely used procedure in operational hydrolog-
ical forecasting (WMO, 1992; Refsgaard, 1997; Toth et al.,
1999). Recent methodological advances of data assimila-
tion in meteorology and oceanography, and the advent of
new data sources from remote sensing instruments has put
more focus on the use of data assimilation in hydrological
modeling (McLaughlin, 2002).

CONCLUDING REMARKS

Hydrological models are being developed for application
at widely different temporal and spatial scales. A basic
request is that the models efficiently address the dom-
inant hydrological processes at the chosen scales such
that sufficient descriptive and predictive abilities are pre-
served. This requires parameter parsimonious models and
appropriate procedures for model calibration. Moreover the
model must pass a validation test, if the results should be
considered reliable. Finally, an up-to-date modeling effort
necessitates an assessment of the uncertainty range for the
output variables.

This can be summarized in the request for appropriate
modeling, where the actual purpose of the modeling is
governing the choice of scales, the sophistication level in
process description and parameterization, the calibration
and validation procedures, and the uncertainty assessment.

Model development will continue, and still more com-
prehensive models will emerge taking into account, for
example, multiscale heterogeneities including methods for
assessing the effects of sub-grid heterogeneity and water
quality including chemical and biological processes. The
predictive abilities of the models will become a keypoint
with strong requests for reliable predictions even in a
changed climate. This puts high demands on hydrologi-
cal modelers and sets the scene for a challenging future
development of hydrological models.
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11: Upscaling and Downscaling — Dynamic
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Transferring information from one spatial or temporal scale to another (scaling) presents one of the most
daunting scientific challenges in hydrology. This is particularly true in hydrological modeling where disparities
in scale exist in nearly every phase of model development and application. This article discusses scales,
hydrological processes, heterogeneity, upscaling, and downscaling as applied to dynamic hydrological modeling.
It is not meant to be an exhaustive discussion covering the entire range of scale issues in hydrology, or of
hydrological modeling, rather it attempts to summarize the relevant issues and illustrate some approaches using
specific examples to address upscaling and downscaling in hydrological model development and application.

INTRODUCTION

Transferring information from one spatial or temporal scale
to another (scaling) presents one of the most daunting sci-
entific challenges in hydrology. This is particularly true
in hydrological modeling where disparities in scale exist
in nearly every phase of model development and applica-
tion. Models are typically developed for a specific temporal
(subdaily, daily, storm event, monthly, etc.) and spatial
(point, laboratory, hillslope, basin, etc.) scale, while they
are often calibrated and applied at larger or smaller scales.
Observations used to drive a model, such as precipita-
tion, may be collected at a small scale, and then dis-
tributed at a larger scale for model input. A watershed
model may be run at a smaller scale (e.g. DEM grid
or hillslope) and validated against discharge at the basin
scale. Conversely, a groundwater model may be run at
a larger scale and validated against small-scale borehole
measurements.

The dominant hydrological processes may also vary with
scale. At the laboratory scale, the flow through pores of the
soil matrix may be the dominant mode of water transport.
At the hillslope scale, macropores associated with cracks or
root holes may transport the bulk of the flow. However, soil
moisture and precipitation intensity must be great enough
to allow the macropore network to become connected.
Under these circumstances, upscaling a model formulated

at the laboratory scale to the hillslope scale would require
a different mathematical representation of subsurface flow.
Such a formulation should also account for the influence of
soil moisture and precipitation intensity on the effectiveness
of the macropore network. Under the above circumstances,
the original model, however, cannot actually be scaled up
or simply extrapolated, but must be reformulated to include
previously neglected processes.

Hydrological processes are normally represented in a
model using mathematical equations composed of state
variables (e.g. soil moisture) and parameters such as the
soil-saturated hydraulic conductivity. The model is driven
using observed or estimated input variables, localized
(made appropriately suitable for application at a specific
site) using estimated or calibrated parameters, and pro-
duces outputs that may be validated with observations.
The large natural heterogeneity in catchment features and
spatial/temporal variability in hydrological processes may
require changes in model parameters, state variables, and
even the fundamental equations when a model developed
for one scale is upscaled to a larger scale or downscaled to
a smaller scale.

Scaling is defined as a procedure that transfers infor-
mation and implementations from one scale to another.
Upscaling is defined as the procedure that transfers infor-
mation and implementations from a small scale (higher res-
olution) to a larger scale (lower resolution). Downscaling is
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the opposite, and transfers information and implementations
from a large scale to a smaller scale. This definition of
scaling is broader than that usually applied to the aggrega-
tion and disaggregation of model outputs. As defined here,
scaling also has implications for model formulations, since
data as well as process descriptions undergo a scale change
simultaneously.

Scale can refer to the extent of the modeling domain: for
example, with respect to space, a field plot, a small zero-
order subbasin, a large river basin, and so on, and with
respect to time, the total period of concern, seconds, days,
years, or decades. Scale can also refer to resolution (e.g.
a 30-m digital elevation model, a hydrography coverage
mapped at 1:24