


Series Preface 

The objective of the Elsevier Geo-Engineering Book Series is to provide high quality 
books on subjects within the broad geo-engineering subject a r e a -  e.g. on 
engineering geology, soil mechanics, rock mechanics, civil/mining/environmental/ 
petroleum engineering, etc. The first three books in the Series have already been 
published: 

�9 "Stability analysis and modelling of underground excavations in fractured 
rocks" by Weishen Zhu and Jian Zhao; 

�9 "Coupled thermo-hydro-mechanical-chemical processes in geo-systems" 
edited by Ove Stephansson, John A Hudson and Lanru Jing; and 

�9 "Ground Improvement m Case Histories" edited by Buddhima Indraratna 
and Jian Chu. 

These three books already represent an admirable, high quality start to the Series. 
Now, I am delighted to introduce the fourth book in the Series, 

�9 "Engineering Properties of Rocks" by Lianyang Zhang. 

This book provides expert, up-to-date information on rock mechanics and rock 
engineeering for both the engineering and academic communities. It is a particularly 
logical and helpful book because it sequentially outlines the key aspects of the rock 
mechanics problem: the rock stress, and then the intact rock, the discontinuities and 
rock masses, followed by the deformability, strength and permeability of these 
components. 

The Author, in his own Preface, states that, "The typical values of and 
correlations between rock properties come in many forms and are scattered in 
different textbooks, reference manuals, reports and articles published in technical 
journals and conference proceedings. It is often difficult, time consuming, or even 
impossible for a practitioner to find appropriate information to determine the rock 
properties required for a particular project." Not only is this true, but the rock 
property values are the key to rock engineering design, whether it be by an empirical 
approach or by numerical modelling- as is evident from the content of the first two 
books in the Geo-Engineering Series. 
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The rock engineer must be able to predict the consequences of a particular 
excavation design. This can only be done via an adequate model, and the model can 
only be adequate if it is supported by the appropriate rock property values. Thus, the 
content of this book has a value which transcends the direct explanations of the rock 
mechanics and the rock properties: it represents one of the fundamental and essential 
keys to good rock engineering design. I am more than pleased to recommend that 
you read the book from cover to cover. 

We hope that you enjoy the book and we welcome proposals for new books. 
Please send these to me at the email address below. 

Professor John A Hudson FREng 
Geo-Engineering Series Editor 

jah@rockeng.co.uk 
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For different reasons, it is often difficult for rock engineers to directly obtain the 
specific design parameter(s) of interest. As an alternative, they use the typical values 
or empirical correlations of similar rocks to estimate the specific parameter(s) of 
interest indirectly. For example, the unconfined compressive strength (UCS) of intact 
rock is widely used in designing surface and underground structures. The procedure 
for measuring UCS has been standardized by both the American Society for Testing 
and Materials (ASTM) and the International Society for Rock Mechanics (ISRM). 
Although the method is relatively simple, it is time consuming and expensive; also, it 
requires well-prepared rock cores, which is often difficult or even impossible for 
weak rocks. 

Therefore, indirect tests are often conducted to estimate the UCS by using 
empirical correlations, such as point load, Schmidt hammer, sound velocity and 
impact strength tests. Another example is the determination of the deformation 
modulus of rock masses. Rock masses usually contain discontinuities. To obtain 
realistic values of rock mass deformation modulus, in situ tests, such as plate 
bearing, flat jack, pressure chamber, borehole jacking and dilatometer tests, need be 
conducted. The in situ tests, however, are time-consuming, expensive and, in some 
cases, even impossible to carry out. Therefore, the deformation modulus of rock 
masses is often estimated indirectly from correlations with classification indices such 
as RQD (Rock Quality Designation), RMR (Rock Mass Rating), Q (Q-System) and 
GSI (Geological Strength Index). 

The typical values of and correlations between rock properties come in many 
forms and are scattered in different textbooks, reference manuals, reports and articles 
published in technical journals and conference proceedings. It is often difficult, 
timeconsuming, or even impossible for a practitioner to find appropriate information 
to determine the rock properties required for a particular project. The main purpose 
of this book is to summarize and presents, in one volume, the correlations between 
different rock properties, together with the typical values of rock properties. 

This book contains eight chapters which are presented in a logical order. 
Chapter 1 provides a general introduction to rock engineering problems and methods 
for determining rock properties, and presents examples on using empirical 
correlations to estimate rock properties. Chapter 2 describes in situ rock stresses and 
presents different empirical correlations for estimating them. Chapters 3-5 describe 
the classification of intact rock and rock masses and the characterization of rock 
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discontinuities. Chapters 6-8 present the typical values and correlations of deform- 
ability, strength and permeability of intact rock, rock discontinuities and rock 
masses. It need be noted that the typical values and correlations should never be used 
as a substitute for a proper testing program, but rather to complement and verify 
specific project-related information. 

This book is intended for people involved in rock mechanics and rock 
engineering. It can be used by practicing engineers to determine the engineering 
properties of rocks required for particular projects. It will be useful for teaching to 
look into the typical values of different rock properties and the factors affecting 
them. It will also be useful for people engaged in numerical modeling to choose 
appropriate values for the properties included in the model. 

Prof. Harun S6nmez of Hacettepe University, Turkey provided the deformation 
modulus data which was included in Fig. 6.14. The author sincerely thanks him. 

Dr. Evert Hoek, Evert Hoek Consulting Engineer Inc., Canada sent the author 
his discussion papers and provided valuable information on the rock mass strength 
data included in Fig. 7.11. The author is grateful to him. 

Portions of Chapters 4, 6 and 7 are based on the author's doctoral research 
conducted at the Massachusetts Institute of Technology. The author acknowledges 
the support and advice given by Prof. Herbert Einstein. 

Finally, the author wants to thank Dr. Francisco Silva and Mr. Ralph Grismala 
of ICF Consulting for their support during the preparation of this book. 

Lianyang Zhang 
ICF Consulting 
Lexington, MA 

USA 



1 
Introduction 

1.1 ROCK ENGINEERING PROBLEMS 

Rock has been used as a construction material since the down of civilization. Different 
structures have been built on, in or of rock, including houses, bridges, dams, tunnels 
and caverns (Bieniawski, 1984; Goodman, 1989; Brown, 1993; Fairhurst, 1993; 
Hudson, 1993; Hudson & Harrison, 1997; Hock, 2000). Table 1.1 lists some of the 
types of structures built on, in or of rock and their field of application. Brown (1993) 
produced this table by adding surface civil engineering structures to that given by 
Bieniawski (1984) in his book on rock mechanics design in mining and tunneling. 

Rock differs from most other engineering materials in that it contains discontinuities 
such as joints, bedding planes, folds, sheared zones and faults which render its structure 
discontinuous. A clear distinction must be made between the intact rock or rock 
material and the rock mass. The intact rock may be considered as a continuum or 
polycrystalline solid between discontinuities consisting of an aggregate of minerals or 
grains. The rock mass is the in situ medium comprised of intact rock blocks separated 
by discontinuities such as joints, bedding planes, folds, sheared zones and faults. The 
properties of the intact rock are governed by the physical properties of the materials of 
which it is composed and the manner in which they are bonded to each other. Rock 
masses are discontinuous and o~en have heterogeneous and anisotropic properties. 

Because rock masses are discontinuous and variable in space, it is important to 
choose the fight domain that is representative of the rock mass affected by the structure 
analyzed. Fig. 1.1 shows a simplified representation of the influence exerted on the 
selection of a rock mass behavior model by the relation of the discontinuity spacing and 
the size of the problem domain. When the problem domain is much smaller than the 
blocks of rock formed by the discontinuities, such as the excavation of rock by drilling, 
the behavior of the intact rock material will be of concern. When the block size is of the 
same order of the structure being analyzed or when one of the discontinuity sets is 
significantly weaker than the others, the stability of the structure should be analyzed by 
considering failure mechanisms involving sliding or rotation of blocks and wedges 
defined by intersecting structural features. When the structure being analyzed is much 
larger than the blocks of rock formed by the discontinuities, the rock mass may be 
simply treated as an equivalent continuum (Brady & Brown, 1985; Brown, 1993; Hock, 
2000). 
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Table 1.1 Some ofthe types of structures on, in or ofrock (after Brown, 1993). 

Field of 
application Types of structures on, in or of rock 

Mining Surface mining- slope stability; rock mass diggability; drilling and blasting; 
fragmentation. 

Underground mining- shaft, pillar, draft and stope design; drilling and 
blasting; fragmentation; cavability of rock and ore; amelioration of 
rockbursts; mechanized excavation; in situ recovery. 

Energy Underground power stations (hydroelectric and nuclear); underground storage 
development of oil and gas; energy storage (pumped storage or compressed air storage); 

dam foundations; pressure tunnels; underground repositories for nuclear 
waste disposal; geothermal energy exploitation; petroleum development 
including drilling, hydraulic fracturing, wellbore stability. 

Transportation Highway and railway slopes, tunnels and bridge foundations; canals and 
waterways; urban rapid transport tunnels and stations; pipelines. 

Utilities Dam foundations; stability of reservoir slopes; water supply tunnels; sanitation 
tunnels; industrial and municipal waste treatment plants; underground 
storages and sporting and cultural facilities; foundations of surface power 
stations. 

Building Foundations; stability of deep open excavations; underground or earth- 
construction sheltered homes and offices. 

Military Large underground chambers for civil defense and military installations; uses 
of nuclear explosives; deep basing of strategic missiles. 

Hudson (1993) developed a general three-tier approach to all rock engineering 
problems as represented by the three borders shown in Fig. 1.2. The main project 
subjects coneemed, such as foundations, rock slopes, shafts, tunnels and cavems, are 
illustrated within the three borders of the diagram. The words in the borders at the top 
of the diagram represent the entry into the design problem: the whole project complete 
with its specific objective in the outer border, the inter-relation between various 
components of the total problem in the middle border, and the individual aspects of 
each project in the central border. The words in the borders at the lower part of the 
diagram illustrate how the different components of the design might be executed. 
Different methods, such as the knowledge-based expert system, the rock mechanics 
interaction matrix analysis and the numerical analysis, can be used to consider the 
problem. It is noted that, for any project problem considered and any deign method 
used, the material properties (highlighted as intact rock, discontinuities and permeability 
in Fig. 1.2) and the boundary conditions (highlighted as in situ stress and the 
hydrogeologieal regime in Fig. 1.2) should be known. Therefore, determination of 
engineering properties of rocks (including the boundary conditions) is an essential part 
of all rock engineering problems. 
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Fig. 1.2 Three-tier approach to all rock engineering problems (after Hudson, 1993). 
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Site characterization 
Definition of geotechnical properties 

of the host rock mass 

Geotechnical model formulation 
Conceptualization of site 

characterization data 

Design analysis 
Selection and application of 

mathematical and computational 
schemes for study of trial designs 

Rock mass performance monitoring 
measurement of the performance 

of the host rock mass during 
and after excavation 

Retrospective analysis 
Quantification of in situ rock mass 

properties and identification of dominant 
modes of rock mass response 

Fig. 1.3 Components of a general rock mechanics program (after Brady & Brown, 1985). 

Fig. 1.3 shows the components of a general rock mechanics program for predicting 
the responses of rock masses associated with rock engineering projects (Brady & 
Brown, 1985). Determination of engineering (or geotechnical) properties of rock 
masses is an important part of the general rock mechanics program. Brown (1986) 
clearly stated the importance of site characterization for determining the engineering 
properties of rock masses: 'Inadequacies in site characterization of geological data 
probably present the major impediment to the design, construction and operation of 
excavations in rock. Improvements in site characterization methodology and techniques, 
and in the interpretation of the data are of primary research requirements, not only for 
large rock caverns, but for all forms of rock engineering.' 
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1.2 DETERMINATION OF ENGINEERING PROPERTIES OF ROCKS 

As stated earlier, determination of the engineering properties of rocks is an important 
part of all rock engineering problems. Because of the discontinuous and variable nature 
of rock masses, however, it is complex and difficult to determine rock properties. As 
Hudson (1992) notes: 'The subject of rock characterization is far more complex and 
intractable than might appear at first sight. The subject does not merely concern the 
optimal length-to-diameter ratio for a compression test specimen and other similar 
tactical aspects of testing procedures; it concerns the whole strategic concept of how to 
characterize naturally occurring rock masses, which have been in existence for millions 
of years, have been operating as natural process - response systems for all that time and 
are about to be perturbed by engineers in order to achieve particular objectives.' 

Despite the complexity and difficulty for determining the engineering properties of 
rocks, we still have to do the best we can to decide the specific rock properties required 
for a particular rock engineering problem and assign reliable values to them. Table 1.2 
lists some typical rock engineering applications and the required accuracy for 
corresponding rock properties suggested by Pine and Harrison (2003). 

There are different methods for determining rock mass properties, which can be 
divided into two general categories: direct and indirect methods (see Table 1.3). The 
direct methods include laboratory and in situ tests. Many rock mechanics and rock 
engineering textbooks provide information on conducting laboratory and in situ tests to 
determine rock properties. In addition, the American Society for Testing and Materials 

Table 1.2 Suggested levels of accuracy required for rock mass properties in different 
applications (after Pine & Harrison, 2003). 

Permeability/Hydraulic 
Application S t rength  D e f o r m a b i l i t y  conductivity 

Mining Pillars 
Walls (10%) 
Roofs 

Civil excavations Tunnels (25%) 
Caverns (10%) 

Nuclear/radioactive 
waste 

Oil and gas 

Civil foundations/ 
pile sockets 

Shafts (25%) 

Tunnels (25%) 
Caverns (25%) 
Pressure tunnels and 

shafts (10%) 

Borehole stability Reservoir subsidence 
(10%) (25%) 

Settlement (25%) 

Total inflow rates (50%) 

Total inflow rates (50%) 

Total leakage rates (25%) 

Mass transport (factor of 
10 .2 to 102) 

Connectivity/transmissivity 
(50%) 
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Table 1.3 Methods for determining rock mass properties (atter Brown, 1993; Pine & Harrison, 
2003; Zhang, 2004). 

Direct methods Indirect methods 

Laboratory tests 

In situ tests 

Empirical or theoretical correlations 

Combination of intact rock and discontinuity properties using 
analytical or numerical methods 

Back-analysis using field observations of prototype observations 

Table 1.4 Categories of test methods suggested by ISRM (atter Brown, 1981). 

1. LABORATORY TESTS 

(a) Characterization 

(i) Porosity, density, water content 
(ii) Absorption 
(iii) Hardness- Schmidt rebound, Shore scleroscope 
(iv) Resistance to abrasion 
(v) Point load strength index 
(vi) Uniaxial compressive strength and deformability 
(vii) Swelling and slake-durability 
(viii) Sound velocity 
(ix) Petrographic description 

(b) Engineering design 

(i) Triaxial strength and deformability test 
(ii) Direct shear test 
(iii) Tensile strength test 
(iv) Permeability 
(v) Time dependent and plastic properties 

2. IN SITU TESTS 

(a) Characterization 

(i) Discontinuity orientation, spacing, persistence, roughness, wall strength, aperture, 
filling, seepage, number of sets, and block size 

(ii) Drill core recovery/RQD 
(iii) Geophysical borehole logging 
(iv) In situ sound velocity 

(b) Engineering design 

(i) Plate and borehole deformability tests 
(ii) In situ uniaxial and triaxial strength and deformability test 
(iii) Shear strength - direct shear, torsional shear 
(iv) Field permeability measurement 
(v) In situ stress determination 
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(ASTM) and International Society for Rock Mechanics (ISRM) standards provide 
guidance related to the specific procedures for performing the actual laboratory and in 
situ tests. Table 1.4 lists the categories of the suggested test methods of ISRM (Brown, 
1981). 

The direct methods have different limitations. To obtain realistic results of rock mass 
properties, rock of different volumes having a number of different known discontinuity 
configurations should be tested at relevant stress levels under different stress paths. Such an 
experimental program is almost impossible to carry out in the laboratory. With in situ tests, 
such an experimental program would be very difficult, time-consuming and expensive. 

The indirect methods include empirical or theoretical correlations, combination of 
intact rock and discontinuity properties using analytical or numerical methods, and 
back-analysis using field observations of prototype observations. Because of the 
limitations of the direct methods, current practice relies heavily on the indirect methods. 
The indirect methods can be used not only for determining rock properties but also for 
checking the test results. Data resulting from laboratory and in situ tests are ot~en not 
completely consistent with other data obtained for a particular project. The indirect 
methods such as the empirical or theoretical correlations can be used to check the data 
from tests and investigate the reasons for the inconsistency. The two examples 
presented in next section clearly show the application of empirical correlations in the 
determination of the engineering properties of rocks. 

1.3 EXAMPLES ON DETERMINING ENGINEERING PROPERTIES OF 
ROCKS 

This section presents two examples on determining the engineering properties of rocks. 
They clearly show how the existing data and empirical correlations are used in the 
determination of the engineering properties of rocks. 

a. Estimation of rock discontinuity shear strength (Wines & Lilly, 2003) 

This example shows the estimation of rock discontinuity shear strength in part of the 
Fimiston open pit operation in Western Australia (Wines & Lilly, 2003). There are four 
major discontinuity sets at the pit site: 

�9 Discontinuities in Set 1 are generally rough, planar and clean, with occasional 
quartz infill and have an average dip/dip direction of 65~ o. 

�9 Discontinuities in Set 2 are generally rough and planar to undulating, with 
regular quartz infill and have an average dip/dip direction of 2~ ~ 

�9 Discontinuities in Set 3 are generally rough and planar, with regular quartz 
infill and have an average dip/dip direction of 82~ ~ 

�9 Discontinuities in Set 4 include tightly healed, rough and undulating quartz 
veins and have an average dip/dip direction of 86~ o. 
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Shear strength data of the discontinuities were required in order to design a major part 

of the eastern wall in the Fimiston open pit. 
The empirical shear strength criterion proposed by Barton (1976) [equation (7.32) in 

Chapter 7] was used to describe the shear strength of discontinuities at the site. To use 

this criterion, the following three input parameters need be determined: 

�9 JRC - Discontinuity roughness coefficient 

�9 JCS - Discontinuity wall compressive strength 

�9 Or- Residual friction angle of the discontinuity 

JRC values for the four discontinuity sets were recorded during scanline mapping 

and diamond core logging using the profiles presented in Fig. 6.6. Since the 
discontinuities in the study area generally exhibited no wall softening due to 

weathering, JCS was assumed to be equal to the unconfined compressive strength of the 

intact rock. The estimated values of JRC and JCS are summarized in Table 1.5. 
Since the discontinuities in the study area generally exhibited no wall softening due 

to weathering, the residual friction angle r could be simply taken equal to the basic friction 
angle qo [see equation (6.20)]. The basic friction angle was determined using the following 

three different methods: 

(1) Direct shear testing along smooth and clean saw cut samples. 
(2) Tilt test on split core samples and using equation (6.21) to calculate the basic 

friction angle. 
(3) Using typical values available in the literature (Table 6.7). 

The estimated values of the basic friction angle using the above three methods are 

shown in Table 1.6. It is noticed that the estimated values using the three methods are in 
good agreement except that the values of Paringa Basalt from the tilt testing a bit 

higher. 

Table 1.5 Estimated values of JRC and JCS for the four main discontinuity sets (from Wines & 
Lilly, 2003). 

. . . .  

Paringa Basalt Golden Mine Dolerite 

Parameter Statistic Set 1 Set 2 Set 4 Set 1 Set 2 Set 3 Set 4 

JRC 

JCS 
(MPa) 

Mean 6.4 7.1 4.7 7.8 7.3 5.9 7.0 
SD 3.0 2.9 2.9 2.7 2.3 2.2 3.1 
Min 2.0 2.0 2.0 2.0 2.0 2.0 2.0 
Max 14.0 12.0 10.0 16.0 14.0 10.0 14.0 

Mean 86.9 86.9 86.9 95.9 95.9 95.9 95.9 
SD 28.9 28.9 28.9 34.4 34.4 34.4 34.4 
Min 43.7 43.7 43.7 34.3 34.3 34.3 34.3 
Max 156.5 156 .5  156.5 156.3 1 5 6 . 3  1 5 6 . 3  156.3 
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Table 1.6 Estimated values of the basic friction angle ~ (from Wines & Lilly, 2003). 

Direct shear testing Tilt testing 

Rock Mean SD Min Max Mean SD Min Max 

Values from 
Table 6.7 

Paringa 36.9 2.0 32.9 39.4 39.6 1.1 37.4 42.1 
Basalt 

Golden 
Mine 
Dolerite 

34.2 1.5 32.0 36.0 36.3 1.4 32.6 40 36 

35-38 

bo Estimation of strength and deformability of rock masses (Ozsan & Akin, 
2002) 

This example describes the estimation of strength and deformability of rock masses at 

the proposed Urus Dam site in Turkey (Ozsan & Akin, 2002). The site is located on 

volcanic rocks of the Neogene Age and on Quatemary deposits. Volcanic rocks consist 

of andesite, basalt and tuff (see Figs. 1.4 and 1.5). 

Fig. 1.4 Geological cross-section along dam axis at the Urus Dam site (from Ozsan & Akin, 
2002). 
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Fig. 1.5 Geological cross-section of the diversion tunnel alignment at the Urus Dam site (from 
Ozsan & Akin, 2002). 

Table 1.7 Quantitative descriptions and statistical distributions of discontinuities of basalt and 
andesite at the Urus Dam site (from Ozsan & Akin, 2002). 

Distribution (%) 

Range Description Basalt Andesite 

Spacing (mm) < 20 

20-60 
60-200 
200-600 

Persistence (m) 1-3 

3-10 

10-20 

Aperture a (mm) 0.25-0.5 

0.5-2.5 
2.5-10 

Roughness 1 b 

2 
3 
4 

5 

Extremely close 4 - 

Very close 47 26 
Close 32 51 
Moderate 17 23 

Low 17 13 

Medium 59 47 
High 24 40 

Partly open 26 31 

Open 55 54 
Moderately wide 19 15 

0-2 c 25 23 

2-4 33 36 
4-6 19 25 

6-8 13 8 
8-10 10 8 

infilling materials. a Aperture of discontinuities contains mostly limonite, hematite and clay 
b Roughness profile numbers. 
c JRC values. 
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Characterization of discontinuities was carried out by exposure logging following 

ISRM (1978c). A total of 399 discontinuities, 372 on the left bank and 27 on the right 

bank, were measured. Three major discontinuity sets on the left bank (290/3352 ~ , 

870/333 ~ , 300/079 ~ ) and two (85~ ~ , 600/2973 ~ ) on the fight bank were determined. 

Table 1.7 shows the quantitative descriptions and statistical distributions of 

discontinuities of basalt and andesite at the site. Since tuff is moderately-highly 

weathered, no discontinuity was observed during exposure logging. 

Borings were made at the site to verify foundation conditions and to obtain rock 

samples for laboratory testing. Rock quality designation (RQD) and total core recovery 

(TCR) values were determined for different structural areas of the dam site. Table 1.8 

lists the average values. 

Laboratory tests were carried out to determine physical and mechanical properties 

including unit weight, porosity, unconfined compressive and tensile strength, cohesion, 

internal friction angle and deformation parameters. The results are summarized in Table 

1.9. 

Table 1.8 Average RQD and TCR values obtained from core drilling at the Urus Dam site 
(from Ozsan & Akin, 2002). 

Andesite Basalt Tuff 

Location RQD (%) TCR (%) RQD (%) TCR (%) RQD (%) TCR (%) 

Left bank 59 93 - - 34 79 

Dam axis 46 85 - - 10 94 

Right bank 35 100 - - 34 87 

Diversion tunnel 52 100 15 58 8 75 

Spillwa 38 83 - - 0 75 

Table 1.9 Laboratory test results of rocks at the Urus Dam site (from Ozsan & Akin, 2002). 

Parameter 
Andesite Basalt Tuff 

Range Average Range Average Range Average 

Unit weight (kN/m 3) 21.6-25.5 23.7 

Porosity (%) 3.26-4.13 3.73 

Unconfined compressive 40-148 93 
strength (MPa) 

Tensile strength (MPa) 

Cohesion (MPa) 

Internal friction angle (~ 

Elastic modulus (GPa) 

Poisson's ratio 

7.55-9.60 8.58 

9.72 

53.21 

41.9 

0.22 

22.1-2.57 24.0 

3.03-3.54 3.29 

64-249 142 

6.20-8.30 7.25 

10.81 

43.18 

40.0 

0.30 

18.8-21.5 19.9 

12.5-18.6 16.1 

17-33 24 

0.75-2.94 1.97 

9.29 

36.77 

11.6 

0.21 



12 Engineering properties of rocks 

To estimate the strength and deformability properties of the rock masses, the 

Geological Strength Index (GSI) was estimated using the quantified GSI chart proposed 
by Sonmez and Ulusay (1999, 2002) (see Fig. 5.2 in Chapter 5). Table 1.10 lists the 

estimated GSI values. The strength of rock masses at this site was expressed by using 

the Hock-Brown criterion [equation (7.39) in Chapter 7]. Rock mass constants mb, s and 

a for the Hoek-Brown criterion were estimated by using equation (7.44). Intact rock 

constants were selected from Hoek and Brown (1997). The unconfined compressive 

strength Ocm of rock masses was determined by inserting the minor principal stress 0'3 

of zero into equation (7.39). The results are shown in Table 1.10. 

The deformation modulus of rock masses at this site was estimated by using 

equation (6.45) in Chapter 6. The results are also shown in Table 1.10. 

Table 1.10 GSI values, rock mass constants and deformations modulus of rock masses at the 
Urus Dam site (from Ozsan & Akin, 2002). 

Parameter Andesite Basalt Tuff 

Unconfined compressive strength of intact 93 142 
rock oc (MPa) 

Geological strength index (GSI) 41 

Hock-Brown intact rock constant mi 19" 

Hoek-Brown rock mass constant mb 2.31 

Hoek-Brown rock mass constant s 0.00142 

Hoek-Brown rock mass constant a 0.5 

Unconfined compressive strength of rock 3.51 
masses ffem (MPa) 

Deformation modulus of rock masses Em (GPa) 5.74 

24 

42.5 31 

17" 15" 

2.18 1.28 

0.00168 0.00047 

0.5 0.5 

5.82 0.52 

7.74 1.64 

Marinos and Hock (2001) updated the table for mi (see Table 7.9 in Chapter 7). If the updated 
table were used, the corresponding values of mi would be, respectively, 25, 25 and 13. 

1.4 CONTENT OF THE BOOK 

This book focuses on the determination of the engineering properties of rocks. The 
emphasis is mostly on the indirect methods for determining the rock properties, 

including empirical or theoretical correlations and combination of intact rock and 

discontinuity properties using analytical or numerical methods. The direct methods - 

laboratory and in situ tes t s -  have been well described in many rock mechanics and rock 

engineering textbooks. The American Society for Testing and Materials (ASTM) and 

International Society for Rock Mechanics (ISRM) standards provide guidance related to 

the specific procedures for performing the actual laboratory and in situ tests. 
The last three decades have seen sustained research and development efforts to 

improve the methods for determining the engineering properties of rocks. Although 
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much has been learned on determining rock properties, all the major findings are 
scattered in different textbooks, reference manuals, reports and articles published in 
technical journals and conference proceedings. It is often difficult, time-consuming, or 
even impossible for a practitioner to find appropriate information to determine the rock 
properties required for a particular project. The main purpose of this book is to provide 
the reader a single source of information required for determining rock properties by 
summarizing and presenting the latest information in one volume. 

The eight chapters in this book are presented in a logical order starting with this 
initial Chapter 1 that provides a general introduction to rock engineering problems and 
methods for determining rock properties, presents examples on determining rock 
properties, and describes the various topics covered by the main chapters of this book. 

Chapter 2 describes in situ rock stresses and presents the empirical correlations and 
analytical solutions for estimating the in situ rock stresses. 

Chapter 3 discusses the classification and index properties of intact rocks. The 
typical values of and empirical or theoretical correlations between different index 
properties are also presented. 

The characterization of rock discontinuities is presented in Chapter 4. This chapter 
focuses on the geometric properties of discontinuities. The mechanical and hydraulic 
properties of discontinuities are discussed in later chapters. 

Chapter 5 describes the classification of rock masses using different rock mass 
classification systems. The correlations between different classification indices are also 
presented. 

The deformability of intact rocks, rock discontinuities and rock masses is discussed 
in Chapter 6. The typical values of the deformation parameters of different rocks are 
summarized in tables and figures. Different methods for determining the deformability 
of intact rocks, rock discontinuities and rock masses are presented and the factors 
affecting the deformability of rocks are discussed. 

Chapter 7 deals with the strength of intact rocks, rock discontinuities and rock 
masses. The typical values of the strength parameters of different rocks are summarized 
in tables and figures. Different methods for determining the strength of intact rocks, 
rock discontinuities and rock masses are presented and the factors affecting the strength 
of rocks are discussed. 

Finally, Chapter 8 discusses the permeability of rocks. The typical values of the 
permeability of intact rocks and rock masses are presented. The methods for 
considering the permeability of rock discontinuities are described and the factors 
affecting the permeability of rocks are discussed. 

This book is intended for people involved in rock mechanics and rock engineering. 
It can be used by practicing engineers to determine the engineering properties of rocks 
required for particular projects. It will be useful for teaching to look into the typical 
values of different rock properties and the factors affecting them. It will also be useful 
for people engaged in numerical modeling to choose appropriate values for the 
properties included in the model. 

This book focuses on the indirect methods with emphasis on empirical or theoretical 
correlations and combination of intact rock and discontinuity properties using analytical 
or numerical methods. It does not mean that the direct methods are not important. In 
practice, a project should always include some types of laboratory or in situ tests. The 
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indirect methods can only be used to supplement the direct methods. When describing 
the use of correlations, Sabatini et al. (2002) states: 

'Correlations in general should never be used as a substitute for an adequate 
subsurface investigation program, but rather to complement and verify specific 
project-related information.' 

The above statement about correlations also applies to indirect methods covered in this 
book. 



Preface 

For different reasons, it is often difficult for rock engineers to directly obtain the 
specific design parameter(s) of interest. As an alternative, they use the typical values 
or empirical correlations of similar rocks to estimate the specific parameter(s) of 
interest indirectly. For example, the unconfined compressive strength (UCS) of intact 
rock is widely used in designing surface and underground structures. The procedure 
for measuring UCS has been standardized by both the American Society for Testing 
and Materials (ASTM) and the International Society for Rock Mechanics (ISRM). 
Although the method is relatively simple, it is time consuming and expensive; also, it 
requires well-prepared rock cores, which is often difficult or even impossible for 
weak rocks. 

Therefore, indirect tests are often conducted to estimate the UCS by using 
empirical correlations, such as point load, Schmidt hammer, sound velocity and 
impact strength tests. Another example is the determination of the deformation 
modulus of rock masses. Rock masses usually contain discontinuities. To obtain 
realistic values of rock mass deformation modulus, in situ tests, such as plate 
bearing, flat jack, pressure chamber, borehole jacking and dilatometer tests, need be 
conducted. The in situ tests, however, are time-consuming, expensive and, in some 
cases, even impossible to carry out. Therefore, the deformation modulus of rock 
masses is often estimated indirectly from correlations with classification indices such 
as RQD (Rock Quality Designation), RMR (Rock Mass Rating), Q (Q-System) and 
GSI (Geological Strength Index). 

The typical values of and correlations between rock properties come in many 
forms and are scattered in different textbooks, reference manuals, reports and articles 
published in technical journals and conference proceedings. It is often difficult, 
timeconsuming, or even impossible for a practitioner to find appropriate information 
to determine the rock properties required for a particular project. The main purpose 
of this book is to summarize and presents, in one volume, the correlations between 
different rock properties, together with the typical values of rock properties. 

This book contains eight chapters which are presented in a logical order. 
Chapter 1 provides a general introduction to rock engineering problems and methods 
for determining rock properties, and presents examples on using empirical 
correlations to estimate rock properties. Chapter 2 describes in situ rock stresses and 
presents different empirical correlations for estimating them. Chapters 3-5 describe 
the classification of intact rock and rock masses and the characterization of rock 



2 
In situ Stresses 

2.1 INTRODUCTION 

The distribution of in situ rock stresses is a major concem of rock mechanics and rock 
engineering, both with respect to understanding basic geological process such as plate 
tectonics and earthquakes, and the design of structures in and on rock masses (Amadei & 
Stephansson, 1997; Hudson & Harrison, 1997; Fairhurst, 2003). A list of activities 
requiting knowledge of in situ rock stresses is given in Table 2.1 which was produced by 
Amadei and Stephansson (1997). As stated by Hudson and Harrison (1997), 'The basic 
motivations for in situ stress determination are two-fold. 

1. To have a basic knowledge of the stress state for engineering, e.g. in what direction 
and with what magnitude is the major principal stress acting? What stress effects are 
we defending ourselves and our structures against? In what direction is the rock 
most likely to break? All other things being equal, in what direction will the 
groundwater flow? Even for such basic and direct engineering questions, a 

knowledge of the stress state is essential. 
2. To have a specific and "formal" knowledge of the boundary conditions for stress 

analyses conducted in the design phase of rock engineering projects.' 

Stress is a tensor quantity containing nine components: three normal stress 
components and six shear stress components [see Fig 2.1(a)]. With the complementary 
pairs of shear stresses being equal, the stress tensor has six independent components. 
Hence, to specify the in situ rock stress at a point, six independent pieces of 
information must be known. When the cube shown in Fig. 2.1(a) is rotated, the stress 
components on the faces change in value. At one, and only one, cube orientation, all 
the shear stress components on the faces will be zero [see Fig. 2.1(b)]. When this 
occurs, the cube faces represents the principal stress planes and the corresponding 
normal stresses are the principal stresses (Hudson et al., 2003). So the in situ rock 
stress at a point can also be specified if we know the orientations and magnitudes of the 

principal stresses. 
There are many different methods for measuring in situ rock stresses. These methods 

can be classified into two main categories (Ljunggren et al., 2003). The first consists of 
methods that disturb the in situ rock conditions, i.e. by inducing strains, deformations 
or crack opening pressures, including hydraulic fracturing and/or hydraulic testing of 
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pre-existing fractures (HTPE) methods, borehole relief methods and surface relief 
methods. The second consists of methods based on observation of rock behavior 
without any major influence from the measuring method, including core discing, 
borehole breakouts, relief of large rock volumes (back analysis), acoustic methods 
(Kaiser effect), strain recovery methods, geological observational methods and 
earthquake focal mechanisms. Description of the various methods for measuring in situ 
rock stresses is out of the scope of this book. The reader can refer to Amadei and 
Stephansson (1997), Hudson and Harrison (1997) and the Rock Stress Estimation Special 
Issue of the International Journal of Rock Mechanics and Mining Sciences, 2003, Volume 
40, Issue 7-8 for detailed description of the various methods. Instead, this book will 
concentrate on the various methods for estimating the in situ rock stresses, including 
empirical correlations or observations obtained from stress measurements made in the 
past and different analytical models. 'Estimating in situ stresses can be useful in the 
early stage of engineering design, for the planning process and when selecting stress 
measuring methods and the location of those measurements.' (Amadei & Stephansson, 
1997). 

Table 2.1 Activities requiring knowledge of in situ stresses (after Amadei & Stephansson, 
1997). 

Civil and mining engineering 

Stability of underground excavations (tunnels, mines, caverns, shaits, stopes, haulages) 
Drilling and blasting 
Pillar design 
Design of support systems 
Prediction of rock bursts 
Fluid flow and contaminant transport 
Dams 
Slope stability 

Energy development 

Borehole stability and deviation 
Borehole deformation and failure 
Fracturing and fracture propagation 
Fluid flow and geothermal problems 
Reservoir production management 
Energy extraction and storage 

Geology~geophysics 

Orogeny 
Earthquake prediction 
Plate tectonics 
Neotectonics 
Structural geology 
Volcanology 
Glaciation 
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Fig. 2.1 (a) The components of the stress tensor acting on an infinitesimal cube within the rock mass; 
(b) Principal stress cube and principal stress matrix. 

2.2 STRATEGY FOR ESTIMATING IN SITU ROCK STRESSES 

An exact determination of in situ rock stresses is very difficult and for all practical 
purposes impossible because 'the current stress state is the end product of a series of 

past geological events and is the superposition of stress components of several diverse 
types. Further, since rock masses are rarely homogeneous and continuous, stresses can 
be expected to vary from place to place in a rock mass. In situ stresses not only vary in 
space but also with time due to tectonic events, erosion, glaciation, etc. The problem is 
further complicated in that the present rock fabric may or may not be correlated at all 
with the current stress field (Terzaghi, 1962).' (Amadei & Stephansson, 1997). 

Because of the special nature of in situ rock stresses, they should be estimated using 
several methods and in a progressive process. The International Society of Rock 
Mechanics recommended an approach strategy to progressively build up a knowledge 
of the in situ rock stress tensor (Hudson et al., 2003). Table 2.2 lists the steps in the 



18 Engineering properties of rocks 

progression. Combining various methods based on their respective attributes can help 

in obtaining a more reliable estimate of the in situ rock stresses. It is important to 

integrate the stress estimates from various methods. The integration should check if the 

simplifying assumptions associated with each method are met and take into account 

uncertainties in each estimate. The number of estimates for each corresponding method 

should also be considered with care to avoid giving any inappropriate weight to the 

more numerous data set. 

In the following sections, the various methods for making preliminary estimation of 

in situ rock stresses will be presented, including empirical correlations or observations 

obtained from stress measurements made in the past and different analytical models. 

The reader can refer to Amadei and Stephansson (1997), Hudson and Harrison (1997) 

and the Rock Stress Estimation Special Issue of the International Journal of Rock 

Mechanics and Mining Sciences, 2003, Volume 40, Issue 7-8 for detailed description of 

the various measuring methods. It need be noted that the preliminary estimation of in situ 

rock stresses should no be considered a substitute for their measurement. 

Table 2.2 Steps in developing a knowledge of the rock stress tensor components (after Hudson 
et al., 2003). 

Use pre-existing information on the rock stress state at the site 

Consider whether the vertical direction is a principal stress direction (from topography, 
geological evidence and other information) 

Estimate the vertical stress component magnitude (from the rock density and overburden depth) 

Consider indications of the principal stress directions and the ratio of stress differences 
(from focal plane solutions inversion or seismic shear wave anisotropy) 

Establish the minimum principal stress orientation (whether actual or minimum horizontal 
stress) from hydraulic or drilling induced fractures and borehole breakout orientations 

Find components of the stress tensor using indirect methods on borehole core 
(such as the Kaiser effect and differential strain analysis) 

Establish the complete stress state at one 
or more locations by overcoring tests 

Establish the minimum principal stress 
(from hydraulic fracturing tests in boreholes) 

Establish the maximum principal stress magnitude 
(from hydraulic fracturing tests in boreholes and 

from borehole failure analysis) 

Establish the complete state of stress at one 
or more locations [by hydraulic testing of 

pre-existing fractures (HTPF)] 

Establish the variation of the stress state across the site due to different geological strata 
and fractures (as estimated through numerical analyses and further measurements) 



In situ stresses 19 

2 . 3  VARIATION OF IN SITU STRESSES WITH DEPTH 

As a first estimation, it is often assumed that the three principal stresses of an in situ 

rock stress state are acting vertically and horizontally. The validity of this assumption 

has been checked by many researchers based on in situ stress measurements, including 

Bulin (1971), Worotnicki and Walton (1976), Klein and Brown (1983), Li (1986), 

Zoback et al. (1989), Myrvang (1993) and Stephansson (1993). With this assumption 

concerning orientations, the magnitudes of these principal stresses can be estimated 
using the correlations between vertical and horizontal stresses and depth presented in 

the following subsections. 

2.3.1 Vertical stress 

Hock and Brown (1980a) analyzed worldwide data on measured in situ rock stresses 
and presented the graph shown in Fig. 2.2. For the measured vertical stresses shown in 

Fig. 2.2, the average trend with depth can be expressed as Ov = 0.027z MPa, where z 
is the depth below surface. Since the unit weight of rock masses is typically about 
0.027 MN/m 3, the vertical stresses can be simply estimated from the following 

relationship: 

- 

500 A ,L -- 

~" " �9 , Ov = 0.027z " 

/ _ 
i 1 0 0 0 -  : .1~ . . ~  

. \  
1500 -- 

g 
2000 

II II  

2500 

3000 
0 10 20 30 40 50 60 70 

Vertical stress 6v (MPa) 

Fig. 2.2 Worldwide in situ rock stress data: vertical stress versus depth below surface (atter 
Hock & Brown, 1980a). 



20 Engineering properties of rocks 

Ov='yz (2.1) 

where • is the unit weight of the overlying rock mass; and z is the depth below surface. 

It need be noted that equation (2.1) only provides a good estimate of the average 

stress from all the measured data. In some cases, the measured vertical stress may be 

dramatically different to the predicted one from equation (2.1). Table 2.3 lists different 

variation forms of vertical stress with depth. 

2.3.2 Horizontal stresses 

The horizontal stresses in rock are much more difficult to estimate than the vertical 

stress. In many cases, the horizontal stresses at the same location in a rock mass are 

different in different directions. The maximum horizontal stress Ohmax and the minimum 

horizontal stress Ohm~n can be related to the vertical stress Ov as follows (see Fig. 2.3) 
(Anderson, 1951): 

�9 (~v > (~hmax > Ohmin in normal fault area 

�9 (~hmax > (~hmin > (~v in thrust fault area 

�9 (~hmax > (~v > (~hmin in strike-slip fault area 

Table 2.4 lists different variation forms of Ohmax , (~hmin and average horizontal stress 

Ohave with depth. 

Table2.3 Variation of vertical stress with depth (atter Amadei & Stephansson, 1997; 
Yokoyam, 2003). 

Variation of vertical stress Ov (MPa) 
Reference with depth z (m) Location and depth range (m) 

Herget (1974) (1.9 + 1.26) + (0.0266 + 0.0028)z 

Lindner & Halpem (1977) (0.942 + 1.1.31) + (0.0339 + 
0.0067)z 

McGarr & Gay (1978) 0.0265z 

Hock & Brown (1980a) 0.027z 

Herget ( 1 9 8 7 )  (0.026-0.0324)z 

Arjang (1989) (0.0266 + 0.008)z 

Baumg~irtner et al. (1993) (0.0275-0.0284)z 

Herget (1993) 0.0285z 

Sugawara & Obara (1993) 0.027z 

Te Kamp et al. (1995) (0.0275-0.0284)z 

Lim and Lee (1995) 0.233 + 0.024z 

Yokoyam, T. (2003) 0 .0255z (Crystalline rock) 
0.0249z (Sedimentary rock) 

World data (0-2,400) 

North American (0-1,500) 

World data (100-3,000) 

World data (0-3,000) 

Canadian Shield (0-2,200) 

Canadian Shield (0-2,000) 

KTP pilot hole (800-3,000) 

Canadian Shield (0-2,300) 

Japanese Islands (0-1,200) 

KTP hole (0-9,000) 

South Korea (0-850) 

Japan (0-1,600) 
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Ohm'h o 
(ihmax > > (Iv 

(b) Thrust fault 
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Fig. 2.3 Types of faults and state of in situ rock stresses (after Anderson, 1951). 

Normally, the average horizontal stress is related to the vertical stress by the 
coefficient k such that: 

O'have-- k ( y  v "- k ~ z  ( 2 . 2 )  

Figure 2.4 shows the variation of in situ k values with depth from Jamison and Cook 
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Table 2.4 Variation of  horizontal stress with depth (atter Amadei & Stephansson, 1997; 

Rummel, 2002; Yokoyam, 2003). 

Reference 

Variation of  t~have, Crhmax, Crh~,~in (MPa) 

or k, km~x, kmin with depth z (m) Location and depth range (m) 

Voight (1966) 

Herget (1974) 

Van Heerden (1976) 

Woromicki & 

Denham (1976) 

Haimson (1977) 

Lindner & Halpem 

(1977) 

Hoek& Brown 

(1980a) 

Aytmatov (1986) 

Li (1986) 

Rummel (1986) 

Herget (1987) 

Pine & Kwakwa 

(1989) 

Arjang (1989) 

Baumg~:irtner et al. 

(1993) 

Sugawara & Obara 

(1993) 

crhave = 8.0 + 0.043z World data (0-1,000) 

t~h~v~ = (8.3 + 0.5) + (0.0407 + 0.0023)z World data (0-800) 

k = 0.448 + 248/z (r = 0.85) 

ah~,~ = 7.7 + (0.021 + 0.002)z 

(r = 0.85) 

Chm~x = 4.6 + 0.025Z 

t~hmi, = 1.4 + 0.018Z (r = 0.95) 

Crh~,e = (4.36 + 0.815) 

+ (0.039 + 0.0072)z 

0.3 + 100/z < k < 0.5 + 1500/z 

South Africa (0-2,500) 

Australia (0-1,500) 

Michigan Basin (0-5,000) 

North American (0-1,500) 

World data (0-3,000) 

5.0 + 0.058Z < (~hm~x + ~hmi.) < 

9.5 + 0.075Z 

t~have = 0.72 + 0.041Z 

0.3 + 100/Z < k < 0.5 + 440/z 

= 0.98 + 250/z 

k ~  = 0.5 + 150/z 

ahave = 9.86 + 0.0371Z 

t~have = 33.41 + 0.011 lZ 

k = 1.25 + 267/z 

km~ = 1.46 + 357/z 

k ~  = 1.10 + 167/z 

t~hmax = 15 + 0.028z 

t~hmi, = 6 + 0.012Z 

t~hmax = 8.8 + 0.0422Z 

t~hmin = 3.64 + 0.0276Z 

ahave = 5.91 + 0.0349Z 

CYh~r~x = 30.4 + 0.023Z 

t~hm~n = 16.0 + 0.01 lZ 

t~hmin = 1.75 + 0.0133Z 

t~have = 2.5 + 0.013Z 

World data (mostly former 

USSR) (0-1,000) 

China (0-500) 

World data (500-3,000) 

Canadian Shield 

(0-900) 

(990-2,200) 

(0-2,200) 

Carnmenellis granite 

Cornwall, UK (0-2,000) 

Canadian Shield (0-2,000) 

KTP pilot hole (800-3,000) 

Cajon pass hole (800-3,000) 

Japanese Islands (0-1,200) 
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Table 2.4 (Continued). 

Reference 
Variation of 6have, crh,mx, ~h~an (MPa) 

or k, kraal, kmm with depth z (m) Location and depth range (m) 

Hast (in Stephansson, Onmax = 9.1 + 0.0724Z (r = 0.78) 

1993) c~.~in = 5.3 + 0.0542z (r = 0.83) 

Fennoscandia, overcoring 

(0-1,000) 

Stephansson (1993) 

6hmax = 10.4 + 0.0446Z (r = 0.61) 

CYhmin - 5 . 0  + 0.0286z (r = 0.58) 

6hmax = 6.7 + 0.0444z (r = 0.61) 

ahmin = 0.8 + 0.0329z (r = 0.91) 

6hm~x = 2.8 + 0.0399z (r = 0.79) 

6hm~n = 2.2 + 0.0240z (r = 0.81) 

Fennoscandia 

Leeman-Hiltscher overcoring 

(0-700) 

Leeman-type overcoring 

(0-1,000) 

Hydraulic fracturing (0-1,000) 

Te Kamp et al. 

(1995) 
~nmax = 15.83 + 0.0303Z 

~hmin - -  6.52 + 0.0157z 

KTP hole (0-9,000) 

Lira and Lee (1995) 6nave = 1.858 +0.018z (r=0.869) 

6nave = 2.657 + 0.032Z (r = 0.606) 

South Korea overcoring (0-850) 

Hydraulic fracturing (0-500) 

Rummel (2002) kmax = 1.30 + 110/z 

kmin = 0.66 + 72/z 

Hong Kong (0-200) 

Yokoyama, et al. 

(2003) 
Crystalline rock: 

6nmax = -21.9 + 0.030 lZ 

~hmin = 33.7 + 0.0219z 

Japan (0-1,600) 

Sedimentary rock: 

Onmax = 23.5 + 0.0340z 

Onmi, = 47.5 + 0.028 lz 

Notes: k = Onave/Ov; kmax = (Yhmax/t~v', krffm = (Yhmin/(Yv; and r is the correlation coefficient. 

(1979) with interpretation of  faulting conditions. As would be expected, the values of  

Onave in the normal fault areas are relatively low, the values of Onave in the thrust fault 

areas are relatively high, and the values of Onave in the strike-slip fault areas are 

intermediate. 

Fig. 2.5 shows the worldwide in situ rock stress data compiled by Hoek and Brown 

(1980a). All the data can be enveloped by two formulae: 

100 1500 
+ 0 .3  < k < ~ + 0 .5  ( 2 . 3 )  

z z 

Some other variation forms of  k with depth are listed in Table 2.4. 
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Fig. 2.5 Worldwide in situ rock stress data: Average horizontal stress to vertical stress ratio 

versus depth (atter Hoek & Brown, 1980a). 
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Terzaghi and Richart (1952) suggested that, for a gravitationally loaded rock mass 

in which no lateral strain was permitted during formation of the overlying strata, the 

value of k is independent of depth and is given by 

v 
k - (2.4) 

1 - v  

where v is the Poisson's ratio of the rock mass. For typical values of v = 0.1 - 0.4 for 

rock masses, equation (2.4) gives k = 0.11 - 0.67. Since the envelope formulae (2.3) 
tend towards 0.3 < k < 0.5 as depth increases, equation (2.4) may provide a rough 

estimate of k at significant depths. 

Sheorey (1994) developed an elasto-static thermal stress model of the earth. This 

model considers curvature of the crust and variation of elastic constants, density and 
thermal expansion coefficients through the crust and mantle. Sheorey (1994) presented 

the following simplified equation which can be used for estimating the average 
horizontal stress 

v ~EhG 
t~have = ~ ] t z  + (z + 1000) (2.5) 

1 - v  1 - v  

where v is the Poisson's ratio of the rock; 3, is the unit weight of the rock, in N/m3; z is 
the depth below surface, in m; Eh is the average deformation modulus of the rock 

measured in the horizontal direction, in Pa; 13 is the coefficient of linear thermal 
expansion of the rock, in 1/~ and G is the geothermal gradient of the rock, in ~ 

Table 2.5 lists the coefficient of linear thermal expansion of different rocks 
compiled by Sheorey et al. (2001). From this table, 13 = 8x 10-6/~ can be chosen as a 

reasonable representative value for different rocks except for coal. The thermal gradient 

for crustal rocks can be taken as 0.024~ Assuming the vertical stress Ov = ),z and 
taking the representative values of v = 0.25 and 3' = 2.7x103 N/m3, the average 

horizontal to vertical stress ratio k can be derived from equation (2.5) as 

Table 2.5 Coefficient of linear thermal expansion 13 of some rocks (atter Sheorey et al., 2001). 

Rock 13 (x 10-6/~ 
Granite 6-9 
Limestone 3.7-10.3 
Marble 3-15 
Sandstone 5-12 
Schist 6-12 
Dolomite 8.1 
Conglomerate 9.1 
Breccia 4.1-9.1 
Coal 30 
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k =  0.33 + 9.5Eh/0.001 + 1 )  (2.6) 

where Eh is in the unit of GPa. 
A plot of equation (2.6) is given in Fig. 2.6 for a range of deformation moduli. The 

curves relating k with depth below surface z are similar to those based on in situ stress 
data shown in Fig. 2.5. Hence equation (2.6) provides a reasonable basis for estimating 
the value of k. 

The average horizontal stress to vertical stress ratio k is, in general, greater that 1. 
High horizontal stresses are caused by different factors, including erosion, tectonics, 
rock anisotropy and rock discontinuities (Amadei & Stephansson, 1997; Hudson & 
Harrison, 1997). For detailed description of these factors, the reader can refer to the two 
references. 

2.4 WORLD STRESS MAP 

The World Stress Map (WSM) is a global database of contemporary tectonic stress of 
the Earth's crust. It was originally compiled by a research group headed by Mary Lou 
Zoback as part of the International Lithosphere Program. Since 1995, the WSM Project 
has been a research project of the Heidelberg Academy of Sciences and Humanities. 
(Reinecker et al., 2004). 

Fig. 2.7 shows the 2004 version of the world stress map displaying the orientations 
of the maximum horizontal stress. The following four categories of stress indicators are 
used for determining the tectonic stress orientation (Reinecker et al., 2004): 

�9 earthquake focal mechanisms 
�9 well bore breakouts and drilling induced fractures 
�9 in-situ stress measurements (overcoring, hydraulic fracturing, borehole slotter) 
�9 young geologic data (from fault slip analysis and volcanic vent alignments) 

The length of the stress symbols represents the data quality, with A as the best quality 
category. A-quality data are believed to record the orientation of the horizontal tectonic 
stress field to within +10%15 ~ B-quality data to within +150-20 ~ and C-quality data to 
within +25 ~ . D-quality data are considered to yield questionable tectonic stress 
orientations (Zoback, 1992; Sperner et al., 2003). The tectonic regimes are: NF for 
normal faulting, SS for strike-slip faulting, TF for thrust faulting and U for an unknown 
regime. 

Stress maps of major continents and different countries are also available in 
Reinecker et al. (2004). These maps can be used for a first estimate of the orientations 
of the maximum horizontal stress. 
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Fig. 2.6 Average horizontal stress to vertical stress ratio versus depth for different deformation 
moduli based on Sheorey (1994) model. 

2 . 5  C O M M E N T S  

The stress versus depth relationships and the world stress maps presented in the above 

two sections can be useful in estimating the in situ rock stresses. However, these 

relationships and maps should be used with caution and considering the important 
issues presented in the following. 

The assumption that the principal stresses are vertical and horizontal with depth 

breaks down when the ground surface is not horizontal (Amadei & Stephansson, 1997). 

This can be clearly seen from Fig. 2.8 which shows a semi-infinite isotropic, 

homogeneous rock mass with a complex topography consisting of a series of hills and 

valleys and no surface loads. The rock mass is under gravity alone with no lateral 

displacements. Because of the traction-free boundary conditions, the principal stresses 

are parallel and normal to the ground surface. As depth increases, the principal stresses 

approach the same directions as when the ground surface is horizontal. 
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Fig. 2.9 An open discontinuity changes the stress field and causes the principal stresses to be 
locally parallel and perpendicular to the discontinuity plane (after Hudson et al., 2003). 

Open discontinuities in the rock mass also change the directions and magnitudes of 

the principal stresses (see Fig. 2.9). Since no normal or shear stress can be sustained 

respectively perpendicular and parallel to the discontinuity surface, the discontinuity 

surface becomes a principal stress plane with zero principal stress value (Hudson et al., 
2003). 

The ordering of in situ stresses may change with depth. The hydraulic fracturing 

tests conducted by Haimson (1977) in an oil well near the center of the Michigan Basin 

revealed a change of the in situ stress ordering: ~hmx > ~ n  > ~v from 0 to 200 m, 

Ohmx > ~ > O ~  from 200 to 4500 m, and ~v > Crhm~x > ~hm~n at depths larger than 4500 
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m. Dey and Brown (1986), Adams and Bell (1991) and Plumb (1994) also reported 
measurements showing the change of in situ stress ordering with depth. 

The orientation of in situ stresses may also change with depth. Haimson and 
Rummel (1982) reported the variations in the orientation of the maximum horizontal 
stress of 60 ~ over a distance of 500 m. Stephansson (1993) and Martin and Chandler 
(1993) also reported measurements showing the change of in situ stress orientations 
with depth. 



3 
Intact rock 

3.1 INTRODUCTION 

Intact rock refers to the unfractured blocks between discontinuities in a typical rock 
mass. These blocks may range from a few millimeters to several meters in size (Hock, 
1994). The properties of intact rock are governed by the physical properties of the 
materials of which it is composed and the manner in which they are bonded to each 
other. The parameters which may be used in a description of intact rock include 
petrological name, color, texture, grain size, minor lithological characteristics, density, 
porosity, strength, hardness and deformability. 

This chapter describes the classification of intact rocks and presents the typical 
values of and correlations between different index properties of them. 

3.2 CLASSIFICATION OF INTACT ROCKS 

Intact rocks may be classified from a geological or an engineering point of view. In the 
first case the mineral content of the rock is of prime importance, as is its texture and 
any change which has occurred since its formation. Although geological classifications 
of intact rocks usually have a genetic basis, they may provide little information relating 
to the engineering behavior of the rocks concerned since intact rocks of the same 
geological category may show a large scatter in strength and deformability, say of the 
order of 10 times. Therefore, engineering classifications of intact rocks are more related 
to the engineering properties of rocks. 

3.2.1 Geological classification 

(a) Rock-forming minerals 

Rocks are composed of minerals, which are formed by the combination of naturally 
occurring elements. Although there are hundreds of recognized minerals, only a few are 
common. Table 3.1 summarizes the common rock-forming minerals and their 
properties. Moh's scale, used in the table, is a standard of ten minerals by which the 
hardness of a mineral may be determined. Hardness is defined as the ability of a 
mineral to scratch another. The scale is one for the softest mineral (talc) and ten for the 
hardest (diamond). 
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Table 3.1 Common rock-forming minerals and their properties. 

Mineral 

Hardness 
(Moh's Relative 
scale, 1-10) Density Fracture Structure 

Orthoclase 6 
feldspar 

Plagioclase 6 
feldspar 

Quartz 7 

Muscovite 2.5 

Biotite 3 

Hornblende 5-6 

2.6 

2.7 

2.65 

2.8 

3.05 

Augite 5-6 3.05 

Olivine 6-7 

Calcite 3 

Dolomite 4 

Kaolinite 1 

Hematite 6 

Good cleavage at right 
angles 

Cleavage nearly at right 
angles- very marked 

No cleavage; Choncoidal 
fracture 

Monoclinic. Commonly 
occurs as crystals 

Triclinic. Showing distinct 
cleavage lamellae 

hexagonal 

Perfect single cleavage into Monoclinic. Exhibiting 
thin easily separated plates strong cleavage lamellae 

Perfect single cleavage into Monoclinic. Exhibiting 
thin easily separated plates 

Good cleavage at 120 ~ 

Cleavage nearly at right 
angles 

3.5 No cleavage 

2.7 Three perfect cleavages. Hexagonal 
Rhomboids formed 

strong cleavage lamellae 

Hexagonal- normally in 
elongated prisms 

Monoclinic 

No distinctive structure 

2.8 Three perfect cleavages Hexagonal 

2.6 No cleavage No distinctive structure 
(altered feldspar) 

5 No cleavage Hexagonal 

(b) Elementary rock classification 

Intact rocks are classified into three main groups according to the process by which 
they are formed: igneous, metamorphic and sedimentary. 

Igneous rocks are formed by crystallization of molten magma. The mode of 
crystallization of the magma, at depth in the Earth's crust or by extrusion, and the rate 
of cooling affect the rock texture or crystal size. The igneous rocks are subdivided into 

plutonic, hypabyssal and extrusive (volcanic), according to their texture. They are 

further subdivided into acid, intermediate, basic and ultrabasic, according to their silica 
content. Table 3.2 shows a schematic classification of igneous rocks. 

Metamorphic rocks are the result of metamorphism. Metamorphism is the solid- 
state conversion of pre-existing rocks by temperature, pressure and/or chemical 

changes. The great varieties of metamorphic rocks are characterized, classified and 
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Table 3.2 Geological classification of igneous rocks. 

Type 

Acid 
Grain size > 65% silica 

Intermediate Basic Ultrabasic 
55-65% silica 45-55% silica < 45% silica 

Plutonic Granite 
Granodiorite 

Diorite Gabbro 

Hypabyssal Quartz Plagioclase Dolerite 
Orthoclase porphyries porphyries 

Extrusive Rhyolite Pichstone Basalt 
Dacite Andesite 

Picrite 
Peridotite 
Serpentinite 
Dunite 

Basic dolerites 

Basic olivine 
basalts 

Major mineral Quartz, orthoclase, 
constituents sodium-plagioclase, 

muscovite, biotite, 
hornblende 

Quartz, orthoclase, Calcium- Calcium- 
plagioclase, biotite, plagioclase, plagioclase, 
hornblende, augite augite, olivine, olivine, augite 

hornblende 

Table 3.3 Classification of metamorphic rocks. 

Classification Rock Description Major mineral constituents 

Massive 

Foliated 

Homfels Micro-fine grained Quartz 

Quartzite Fined grained Quartz 

Marble Fine- coarse grained Calcite or dolomite 

Slate Micro-fine grained, laminated Kaolinite, mica 

PhyUite Sott, laminated Mica, kaolinite 

Schist Altered hypabyssal rocks, Feldspar, quartz, mica 
coarse grained 

Gneiss Altered granite Hornblende 

named according to their mineral assemblages and textures. Table 3.3 shows a 

classification of the metamorphic rocks according to their physical structure, i.e., 
massive or foliated. 

Sedimentary rocks are formed from the consolidation of sediments. Sedimentary 

rocks cover three-quarters of the continental areas and most of the sea floor. In the 

process of erosion, rocks weather and are broken down into small particles or totally 

dissolved. These detritic particles may be carded away by water, wind or glaciers, and 

deposited far from their original position. When these sediments start to form thick 
deposits, they consolidate under their own weight and eventually turn into solid rock 



34 Engineering properties of rocks 

Table 3.4 Classification of sedimentary rocks. 

Method of 
formation Classification Rock 

Major mineral 
Description constituents 

Mechanical Rudaceous 

Arenaceous 

Breccia 
Conglomerate 

Sandstone 

Organic 

Chemical 

Quartzite 

Gritstone 

Breccia 

Argillaceous Claystone 

Shale 
Mudstone 

Calcareous Limestone 

Carbonaceous Coal 
(siliceous, 
ferruginous, 
phosphatic) 
Ferruginous Ironstone 

Calcareous 
(siliceous, 
saline) 

Dolomite 
limestone 

Large grains in clay matrix Various 

Medium, round grains in Quartz, calcite 
calcite matrix (sometimes feldspar, 

mica) 
Medium, round grains in Quartz 
silica matrix 
Medium, angular grains in Quartz, calcite, 
matrix various 
Coarse, angular grains in Quartz, calcite, 
matrix various 
Micro-fine-grained plastic Kaolinite, quartz, 
texture mica 
Harder-laminated Kaolinite, quartz, 
compacted clay mica 

Fossiliferous, coarse or Calcite 
fine grained 

Impregnated limestone or 
claystone (or precipitated) 
Precipitated or replaced 
limestone, fine grained 

Calcite, iron oxide 

Dolomite, calcite 

through chemical or biochemical precipitation or organic process. As a result of this 
process, sedimentary rocks almost invariably possess a distinct stratified, or bedded, 
structure. Table 3.4 shows the classification of sedimentary rocks according to their 
formation process. 

3.2.2 Engineering classification 

The engineering classification of intact rocks is based on strength and/or deformation 
properties of the rock. Table 3.5 shows the classification system of the International 
Society of Rock Mechanics (ISRM, 1978c). The ISRM classification is also 
recommended in the Canadian Foundation Engineering Manual (CGS, 1985). In this 
classification, the rock may range from extremely weak to extremely strong depending 
on the unconfined compressive strength or the approximate field identification. 
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Table 3.5 Engineering classification of rock by strength (atter ISRM, 1978c; CGS, 1985; 
Marinos &Hoek, 2001). 

Grade Classification Field identification 

Unconfined Point 
compressive Load 
strength Index 
(MPa) (MPa) Examples 

R0 Extremely Indented by thumbnail 
weak 

< 1 _ 1~ Stiff fault gouge 

R1 Very weak Crumbles under firm blows of 1-5 
geological hammer; can be 
peeled with a pocket knife 

1) R2 Weak Can be peeled with a pocket 5-25 - 
knife with difficulty; shallow 
indentations made by a firm 
blow with point of geological 
hammer 

R3 Medium Cannot be scraped or peeled 25-50 1-2 
strong with a pocket knife; specimen 

can be fractured with a single 
firm blow of geological 
hammer 

R4 Strong Specimen requires more than 50-100 
one blow of geological 
hammer to fracture 

R5 Very strong Specimen requires many 100-250 
blows of geological hammer to 
fracture 

Extremely 
strong 

R6 Specimen can only be chipped > 250 
with the geological hammer 

Highly weathered 
or altered rock, 
shale 

Chalk, claystone, 
potash, marl, 
siltstone, shale, 
rock salt 

Concrete, phyllite, 
schist, siltstone 

2-4 Limestone, 
marble, sandstone, 
schist 

4-10 Amphibolite, 
sandstone, basalt, 
gabbro, gneiss, 
granodiorite, 
peridotite, 
rhyolite, tiff 

> 10 Fresh basalt, 
chert, diabase, 
gneiss, granite, 
quartzite 

1) Point load tests on rocks with unconfined compressive strength below 25 MPa are likely to 
yield highly ambiguous results. 

Based on laboratory measurements of  strength and deformation properties of rocks, 

Deere and Miller (1966) established a classification system based on the ultimate 

strength (unconfined compressive strength) and the tangent modulus Et of elasticity at 



36 Engineering properties of rocks 

160 

80 

~.  40 

2 20 

o 

N lO 

2.5 

E D A 
Very low Low Very high 
strength strength :h strength 

, , ~ 

I 

- - . - - - - @  a____ 

/(s 
,,4 

6.9 12.5 25 50 100 200 400 

Unconfined compressive strength, oc (MPa) 

Metamorphic: ................ 1 Quartzite 

2 Gneiss 

,, 3 Marble 

i - - , . - -  4a Schist, steep foliation 

. . . .  4b Schist, fiat foliation 

Igneous: . . . .  5 Diabase 

. . . .  6 Granite 

. . . .  7 Basalt and other flow rocks 

Sedimentary: - - - - -  8 Limestone and dolomite 

- - - - - -  9 Sandstone 

- - - - -  10 Shale 

Fig. 3.1 Engineering classification of intact rocks (Et is the tangent modulus at 50% ultimate 
strength) (after Deere & Miller, 1966). 
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50% of the ultimate strength. Fig. 3.1 summarizes the engineering classification of 
igneous, sedimentary and metamorphic rocks, respectively, as given in Deere and 
Miller (1966). The modulus ratio in these figures is that of the elastic modulus to the 
unconfined compressive strength. A rock may be classified as AM, BH, BL, etc. 
Voight (1968), however, argued that the elastic properties of intact rock could be 
omitted from practical classification since the elastic moduli as determined in the 
laboratory are seldom those required for engineering analysis. 

3.3 INDEX PROPERTIES OF INTACT ROCKS 

This section describes different index properties of intact rocks, lists their typical 
values, and presents the correlations between them. The index properties can help 
describe rocks quantitatively and can be used for estimating mechanical and hydraulic 
properties of rocks, as described in later chapters. It need be noted, however, that 
determination of index properties is not a substitute of detailed characterization of 
rocks. 

3.3.1 Porosity 

The porosity, n, is defined as the ratio of void or pore volume, Vv, to the total volume, 
V, of the rock, 

V_. V Vs n = - v  = (3.1) 
V V 

where Vs is the volume of the grains or solid matrix substance. Porosity is 
dimensionless and given as a percentage or as a decimal fraction. The porosity of rocks 
can be determined using the method suggested by ISRM (1979c). Table 3.6 lists the 
typical values of porosity of different intact rocks. 

Porosity is the result of various geological, physical and chemical processes and 
varies significantly for different rock types. Porosity changes significantly even for the 
same rock type due to different factors such as grain size distribution, grain shape, and 
depth and pressure. Fig. 3.2 shows the variation of porosity n with mean grain diameter 
ds0 for Bentheim Sandstone (Sch6n, 1996). 

Porosity generally decreases with increasing depth or pressure. Their relationship 
can be expressed by an exponential function or a logarithmic function (Sch6n, 1996) 

n = no e-Az (3.2) 

n = n o - B logz (3.3) 

where no is the initial porosity at depth z = 0; and A and B are empirical factors 
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Table 3.6 Typical values of porosity of intact rocks (after Goodman, 1989). 

Rock type Age Depth Porosity (%) 

Mount Simon sandstone Cambrian 13,000 f 0.7 
Nugget sandstone (Utah) Jurassic 1.9 
Potsdam sandstone Cambrian Surface 11.0 
Pottsville sandstone Pennsylvanian 2.9 
Berea sandstone Mississippian 0-2,000 ff 14.0 
Keuper sandstone (England) Triassic Surface 22.0 
Navajo sandstone Jurassic Surface 15.5 
Sandstone, Montana Cretaceous Surface 34.0 
Beekmantown dolomite Ordovician 10,500 f 0.4 
Black River limestone Ordovician Surface 0.46 
Niagara dolomite Silurian Surface 2.9 
Limestone, Great Britain Carboniferous Surface 5.7 
Chalk, Great Britain Cretaceous Surface 28.8 
Solenhofen limestone Surface 4.8 
Salem limestone Mississippian Surface 13.2 
Bedford limestone Mississippian Surface 12.0 
Bermuda limestone Recent Surface 43.0 
Shale Pre-Cambrian Surface 1.6 
Shale, Oklahoma Pennsylvanian 1,000 f 17.0 
Shale, Oklahoma Pennsylvanian 3,000 f 7.0 
Shale, Oklahoma Pennsylvanian 5,000 f 4.0 
Shale Cretaceous 600 f 33.5 
Shale Cretaceous 2,500 f 25.4 
Shale Cretaceous 3,500 f 21.1 
Shale Cretaceous 6,100 f 7.6 
Mudstone, Japan Upper Tertiary Near surface 22-32 
Granite, fresh Surface 0-1 
Granite, weathered 1-5 
Decomposed granite (Saprolyte) 20.0 
Marble 0.3 
Marble 1.1 
Bedded tuff 40.0 
Welded tuff 14.0 
Cedar City tonalite 7.0 
Frederick diabase 0.1 
San Marcos eabbro 0.2 

depending on the compressibility of rocks. Jelic (1984) derived the following 

relationship for sandstones with an initial porosity of no = 0.496 

n = 0.496e--0"556z (3.4) 

in whiehzis givenin km. 
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Fig. 3.2 Porosity n versus mean grain diameter ds0 for Bentheim Sandstone (from SchSn, 1996). 

3.3.2 Density 

The density is defined the mass per unit volume of a material. Since a rock contains 

both grains (solid matrix material) and voids, it is necessary to distinguish between 

different densities which are related to different parts or components of the rock, as 

defined in Table 3.7. The density of rocks can be determined using the method 

suggested by ISRM (1979c). 

The density of rocks depends on the mineral composition, the porosity and the 

filling material in the voids. Table 3.8 lists the typical values of density for different 

intact rocks. 

Table 3.7 Definition of various density terms (after Stacey et al., 1987). 

Term Definition Remarks 

Density 
(or bulk density) 

Dry density 

m 
p = - -  

V 

m S 

pd =---~ - 

Mass determined at natural water content 

Mass refers to solids only. All moistures dried 
out of the voids. 

Saturated density msa t 
Psat = 

V 

Grain density m s 
(or solid density) P s = 

Mass refers to solids plus water which fills 
completely the voids. 

Both mass and volume refer to the grains 
(solids) only. 

Notes: m = ms + mw and V = Vs + Vv in which m is the bulk sample mass, ms is the mass of the 
grains (solids), mw is the mass of water in the voids, V is the bulk sample volume, Vs is the 
volume of the grains (solids), and Vv is the volume of the voids. 



40 Engineering properties of rocks 

Table 3.8 Typical values of density of intact rocks (after Lama & Vutukuri, 1978). 

Rock type Range of density (kg/m 3) Mean density (kg/m 3) 

Igneous rocks 
Granite 2516 - 2809 

Granodiofite 2668-  2785 

Syenite 2630-  2899 

Qua~zdiofite 2680 - 2960 

Diorite 2721 - 2960 

Norite 2720-  3020 

Gabbro 2850 - 3120 

Diabase 2804 - 3110 

Pefidotite 3152 -3276 

Dunite 3204 - 3314 

Pyroxenite 3100 - 3318 

Anorthosite 2640-  2920 

Sedimenmry rocks 
Sand~one 2170 - 2700 

Limestone 2370 - 2750 

Dolomite 2750 - 2800 

Chalk 2230 

Marble 2750 

Shale 2060 - 2660 

Sand 1920- 1930 

Me~morphic rocks 
Gneiss 2590 - 3060 

Schist 2700 -3030 

SlOe 2720 - 2840 

AmphibolRe 2790-  3140 

Granuli~ 2630 - 3100 

EclogRe 3338-  3452 

2667 

2716 

2757 

2806 

2839 

2984 

2976 

2965 

3234 

3277 

3231 

2734 

2703 

2790 

2810 

2990 

2830 

3392 

Note: The values listed in the table are for the bulk density determined at natural water content. 

Since, as described earlier, the porosity decreases with increasing depth, the density 

of  rocks increases with depth (see Fig. 3.3). Polak and Rapoport (1961) published the 

following simple relationship between depth and density 

0z0 A logiC0 / (3.5) 

where z is the depth; pz0 is the density of  the rock at depth z0; and A is an empirical 

factor related to the compressibility of  the rock. 
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Fig. 3.3 Density p versus depth z for sedimentary rocks at the North German-Polish Basin (from 
Sch6n, 1996). 

Stegena (1964) recommended the following relationship between depth and density 

P = P z  0 +~9z m -pzo~l-e -Sz) 
= Pz m - ~ z  m -pzo  )e -Bz 

0.63 

where z is the depth; p z0 is the density of the rock at depth z0; pZm is the density of the 

rock at maximum depth Zm; and B is an empirical factor related to the compressibility of 
the rock. This relation has an asymptotic value p z m when z reaches infinity. Jelic 

(1984) derived the following relationship for sandstones and siltstones 

p = 2.72-1.244e--~ 0.7) 

in which p is in g/cm 3 and z is give~ in km. 
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3.3.3 Wave velocity 

The velocity of elastic waves in a rock can be determined in laboratory rock testing 
using one of the three methods: the high frequency ultrasonic pulse technique, the low 
frequency ultrasonic pulse technique and the resonant method (ISRM, 1978a). Wave 
velocity is closely related rock properties and has been used as one of the most 
important index properties. Fig. 3.4 shows the range of the P-wave velocity and the S- 
wave velocity for some of the commonly occurring rocks. 

The wave velocity of rocks increases with increasing pressure due to the closing of 
voids or microcracks. The effect of pressure on wave velocity is smaller for denser 

rocks due to their lower reduction of voids. 

3.3.4 Point load index 

The point load index has often been reported as an indirect measure of the rock 
strength. The point load test has been widely used in practice because of its testing 
ease, simplicity of specimen preparation and field applications (ISRM, 1985). 

Fig. 3.4 Range of P-wave velocity vp and S-wave velocity vs of different rocks (from Seh6n, 
1996). 
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For a point load test, a compressive load is applied through two conical platens, 
which causes the rock to break in tension between these two points. If the breaking load 

is P, the point load index, Is, can then be determined by 

P 
I s D 2 (3.8) 

where D is the diameter of the specimen if the load is applied in the diametric direction 

of a core. In other cases, D = 2~/A/~,  where A is the minimum cross-sectional area of 

the specimen for a plane through the platen contact points. 
The size of the specimen affects the value of Is which increases as D increases. To 

consider the size effect, it has been common to convert the measured Is to that 

corresponding to D = 50 mm: 

Is(50) = IskpLT (3.9) 

where kpLx is the size correction factor, which can be determined by 

_(oq04  
kPLT ~,~) (3.101 

One of the columns in Table 3.5 lists the typical range of the point load index for 

different rocks. 

3.3.5 Schmidt  hammer rebound number 

The Schmidt rebound hammer has been used for testing the quality of concretes and 
rocks. Schmidt hammers are designed in different levels of impact energy, but the types 
of L and N are commonly adopted for rock property determinations. The L-type has an 
impact energy of 0.735 Nm which is only one third that of the N-type. ISRM (1978b) 
presented the detailed test procedure. Ayday and Grktan (1992) developed the 
following empirical correlation between L and N-type Schmidt hammer rebound 
numbers for the ISRM (1978b) test procedure 

Rn~ = 7.124 + 1.249Rn~L) (r~ = 0.882) (3.11) 

where Rn(L) and Rn~ are, respectively, the L and N-type Schmidt hammer rebound 
numbers; and r 2 is the determination coefficient. 

Table 3.9 lists the typical L-type Schmidt hammer rebound numbers Rn(L) for some 
of the commonly occurring rocks. 
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Table 3.9 Typical L-type Schmidt hammer rebound numbers Rn(L) for different rocks. 

Rock R.(t,) Reference 

Andesite 28-52 

Basalt 35-58 

Chalk 10-29 

Diabase 36-59 

Dolomite 40-60 

Gabbro 49 

Gneiss 48 

Granite 45-56 

gypsum 30-44 

Limestone 16-59 

Marble 31-47 

Marl 18-39 

Mudstone 15 

Peridodite 45 

Prasinite 41 

Quartzite 39 

Rock salt 23 

Sandstone 30-47 

Schist 29-41 

Serpentinite 45 

Siltstone 47 

Tuff 13-40 

Dincer et al. (2004); Ayday & Goktan (1992) 

Stacey et al. (1987); Dincer et al. (2004) 

Bell et al. (1999) 

Stacey et al. (1987); Ayday & Goktan (1992) 

Stacey et al. (1987); Sachpazis (1990) 

Xu et al. (1990) 

Stacey et al. (1987) 

Stacey et al. (1987); Ayday & Goktan (1992) 

Yilmaz & Sendir (2002) 

Stacey et al. (1987) 

Stacey et al. (1987); Ayday & Goktan (1992) 

Ayday & Goktan (1992) 

Xu et al. (1990) 

Ayday & Goktan (1992) 

Xu et al. (1990) 

Stacey et al. (1987) 

Stacey et al. (1987) 

Stacey et al. (1987) 

Stacey et al. (1987); Xu et al. (1990) 

Xu et al. (1990) 

Stacey et al. (1987) 
Stacey et al. (1987); Ayday & Goktan (1992); Dincer et al. (2004) 

3.3.6 Slake durability index 

The slake durability index is used to describe the resistance of a rock material against 

breakdown or weathering with time. ISRM (1979c) proposed the test procedure for 

determining the slake durability index. Gamble (1971) tested representative shales and 

claystones and found the slake durability index to vary over the whole range from 0 to 

100%. Based on his test results, Gamble proposed a classification of slake durability as 

shown in Table 3.10. 

3.3. 7 Correlations between different index properties 

Index properties of rocks are closely related to each other and this section presents the 

correlations between some of them. 

(a) Density and porosity 

Density is closely related to porosity and their relationship can be expressed by the 

general function 
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Table 3.10 Slake durability classification (Gamble, 1971). 

Group name 
% retained alter one 10-minuate 
cycle (dry weight basis) 

% retained alter two 10-minuate 
cycle (dry weight basis) 

Very high durability > 99 
High durability 98-99 
Medium high durability 95-98 
Medium durability 85-95 
Low durability 60-85 
Very low durability < 60 

>98 
95-98 
85-95 
60-85 
30-60 
< 30 

p = (1 -n )p  s +n[Sfpf  + ( 1 -  Sf)pg] (3.12) 

where 9s is the grain (or matrix) density; Of and pg are respectively the density of the 
fluid and gas in the voids; and Sf is the saturation (or degree of saturation) of the voids 
which is defined by 

Vf (3.13) 
Sf =~vv 

where Vf is the volume of the fluid in the voids; and Vv is the total volume of the voids. 
For a saturated rock, Sf = 1 and equation (3.12) can be rewritten as 

9 = P s - n ( p s -  pf)  (3.14) 

Since the density of the fluid in the voids such as water is smaller than that of the 
grains, the density of rocks decreases with the porosity. 

Tugrul and Zarif (1999) derived the following empirical relation between dry 
density Pd and porosity n for granitic rocks from Turkey 

9d = 2695-  25.48n (r 2 = 0.74) (3.15) 

Tugrul (2004) derived a empirical relation between dry density Pd and porosity n 
sandstone, limestone, basalt and granodiorite from Turkey 

9d = 2765-  33.64n (r2 = 0.94) (3.16) 

In both equations (3.15) and (3.16), Pd is in the unit ofkg/m 3 andn is in %. 
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(b) P-wave velocity and porosity 

The wave velocity of a rock is influenced by the matrix properties, the porosity and the 

properties of the fluid in the voids. Wyllie et al. (1956) derived the following general 

relation for saturated porous rock 

1 1 - n  n 
~ = ~  I (3.17) 
Vp Vps Vpf 

where Vp, vps and Vpf are the P-wave velocity respectively of the rock, the grains and the 
fluid in the voids. 

Raymer et al. (1980) derived the following empirical relation for consolidated rocks 

Vp= (1 - n) 2 Vps + nVpf (3.18) 

where Vp, Vps and Vpf are the same as defined earlier. 
Table 3.11 lists some of the empirical correlations between P-wave velocity Vp and 

porosity n based fitting analyses of test data. 
Fig. 3.5 shows the variation of P-wave velocity with porosity for water saturated 

sandstone from Rotliegenes, Northern Germany. 

(e) P-wave velocity and density 

The P-wave velocity Vp increases with the density p of rocks. Fig. 3.6 shows the 
variation of Vp with p for igneous and metamorphic rocks. Many researchers have 

developed closed-form empirical correlations between wave velocity and density. Table 

3.12 lists some of them. 

(d) P-wave velocity and point load index 

Fig. 3.7 shows the variation of point load index with the P-wave velocity for fresh and 

weathered crystalline rocks. In general, the point load index increases as the P-wave 
velocity increases. 

Table 3.11 Empirical correlations between wave velocity Vp and porosity n. 

Correlation Rock Type Reference 

Vp= 6.32 n -~176 (r 2 = 0 . 7 6 )  Vesicular basalt 

Vp= 6.52- 0.36n (r 2 =0.66) Granitic rocks 

Vp= 4.08n -0"42 (r 2 = 0.79) Granites 

A1-Harthi et al. (1999) 

Turgrul and Zarif (1999) 

Sousa et al. (2005) 

Notes: Vp is in the unit of km/s and n is in %; and r 2 is the determination coefficient. 
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Fig. 3.5 Variation of P-wave velocity with porosity for water saturated sandstone from 

Rotliegenes, Northern Germany (from Sch6n, 1996). 

Table 3.12 Correlations between P-wave velocity vp and density p. 

Correlation Rock Type Reference 

Vp = 2.769 - 0.98 

Vp = 2.33 + 0.0893.63 

Vp = 2.679 - 1.08 

Vp = 3.10p-  2.98 

Vp = 2.309 - 0.91 

Vp = 3.669 - 4.46 

Vp = 3.669 - 4.80 

Vp = 3.669 - 4.87 

Vp = 3.669 - 4.11 

Vp = 2.6 lp - 1.0 +_ 0.4 

Vp = 5.00p - 8.65 (r 2 = 0.55) 

Vp =4.32p-7 .51  (r2=0.81) 

Igneous rocks 

Basalts 

Igneous rocks 

Plutonic rocks: granite, 

diorite, gabbro 

Volcanic rocks: porphyrite, 

keratophyrite, diabase, basalt 

Mudstone (Type I) 

Mudstone (Type HI) 

Mudstone (Type IV) 

Wackestone (Type V) 

Mantle rocks 

Crystalline rocks 

Carbonate rocks 

Birch (1961) 

Christensen & Salisbury (1975) 

Volarovich & Bajuk (1977) 

Made (1978) & Kopf (1977, 

1980) 

Made (1978) & Kopf(1977, 

1980) 

Gaviglio. (1989) 

Gaviglio. (1989) 

Gaviglio. (1989) 

Gaviglio. (1989) 

Henkel et al. (1990) 

Starzec (1999) 

Yasar & Erdogan (2004b) 

Notes: vp is in the unit of km/s and p is in the unit of g/cm3; and r 2 is the determination 
coefficient. 
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Fig. 3.6 Variation of P-wave velocity vp with density p for igneous and metamorphic rocks (from 
Schrn, 1996). 

(e) Point load index and porosity 

Fig. 3.8 shows the variation of point load index with porosity for fresh and weathered 
crystalline rocks. As the porosity increases, the point load index decreases. The 
relationship between point load index and porosity can be generalized as being 
negatively exponential (Gupta & Rao, 1998). The following is the empirical correlation 
between point load index Is~50) and porosity n derived by Palchik and Hatzor (2004) for 
porous chalks 

Is(50)- 7.74e-O'039n (r 2 = 0.84) (3.19) 

where Isr is in the unit of MPa and n is in %; and r 2 is the determination coefficient. 

(f) Schmidt hammer rebound number and porosity 

Schmidt hammer rebound number decreases as porosity increases. Yasar and Erdogan 
(2004a) derived the following empirical correlation between them based on the test 
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Fig. 3.8 Variation of point load index with porosity for fresh and weathered crystalline rock 
(from Gupta & Rao, 1998). 
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results of six different rock types-  Ceyhan limestone, Barbaros marble, Antique Cream 
limestone, Osmaniye marble, Toprakkale Basalts and Handere sandstone 

Rn(L)= 56.08 - 5.00n (r 2 = 0.80) (3.20) 

where RnCL) is the L-type Schmidt hammer rebound number; n Cs the porosity in %; and 
r 2 is the determination coefficient. 

(g) Schmidt hammer rebound number and density 

Schmidt hammer rebound number increases as density increases. Yasar and Erdogan 
(2004a) derived the following empirical correlation between them based on the test 
results of six different rock types - Ceyhan limestone, Barbaros marble, Antique Cream 
limestone, Osmaniye marble, Toprakkale Basalts and Handere sandstone 

Rn(L) = 3.0e 1"066p (r 2 = 0.84) (3.21) 

where RnCL) is the L-type Schmidt hammer rebound number; p is the density in g/cm3; 
and r 2 is the determination coefficient. 

Schmidt hammer rebound number Rn(L) 

Fig. 3.9 Variation of point load index with Schmidt hammer rebound number for fresh and 
weathered crystalline rock (from Gupta & Rao, 1998). 
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(h) P-wave velocity and Sehmidt hammer rebound number 

Kahraman (2001a) derived the following empirical correlation between P-wave 

velocity Vp and the N-type Schmidt hammer rebound number Rnt~ 

Vp = 0.11R.~ - 4.41 (r 2 = 0.689) (3.22) 

where Vp is in the unit of km/s; and r z is the determination coefficient. 

(g) Point load index and Sehmidt hammer rebound number 

Fig. 3.9 shows the variation of point load index with the L-type Schmidt hammer 

rebound number for fresh and weathered crystalline rocks. The point load index 
increases as the Schmidt hammer rebound number increases. 
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millimeters in the case of local faults. This fault thickness may contain weak materials 
such as fault gouge (clay), fault breccia (recemented), rock flour or angular fragments. 
The wall rock is frequently slickensided and may be coated with minerals such as 
graphite and chlorite which have low frictional strengths. The ground adjacent to the 
fault may be disturbed and weakened by associated discontinuities such as drag folds or 
secondary faults. These factors result in faults being zones of low shear strength on 
which slip may readily occur. 

(b) Bedding planes 

Bedding planes divide sedimentary rocks into beds or strata. They represent 
interruptions in the course of deposition of the rock mass. Bedding planes are generally 
highly persistent features, although sediments laid down rapidly from heavily laden 
wind or water currents may contain cross or discordant bedding. Bedding planes may 
contain parting material of different grain size from the sediments forming the rock 
mass, or may have been partially healed by low-order metamorphism. In either of these 
two cases, there would be some 'cohesion' between the beds; otherwise, shear 
resistance on bedding planes would be purely frictional. Arising from the depositional 
process, there may be a preferred orientation of particles in the rock, giving rise to 

planes of weakness parallel to the bedding planes. 

(c) Joints 

Joints are the most common and generally the most geotechnically significant 
discontinuities in rocks. Joints are breaks of geological origin along which there has 
been no visible relative displacement. A group of parallel or sub-parallel joints is called 
a joint set, and joint sets intersect to form a joint system. Joints may be open, filled or 
healed. Discontinuities frequently form parallel to bedding planes, foliations or slaty 
cleavage, and they may be termed bedding joints, foliation joints or cleavage joints. 
Sedimentary rocks often contain two sets of joints approximately orthogonal to each 
other and to the bedding planes. These joints sometimes end at bedding planes, but 
others, called master joints, may cross several bedding planes. 

(d) Cleavage 

There are two broad types of rock cleavage: fracture cleavage and flow cleavage. 
Fracture cleavage (also known as false cleavage and strain slip cleavage) is a term 
describing incipient, cemented or welded parallel discontinuities that are independent 
of any parallel alignment of minerals. Spencer (1969) lists six possible mechanisms for 
the formation of fracture cleavage. In each mechanism, lithology and stress conditions 
are assumed to have produced sheafing, extension or compression, giving rise to 
numerous closely-spaced discontinuities separated by thin slivers of intact rock. 
Fracture cleavage is generally associated with other structural features such as faults, 
folds and kink bands. Flow cleavage, which can occur as slaty cleavage or schistosity, 
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is dependent upon the recrystallization and parallel allignment of platy minerals such as 
mica, producing inter-leaving or foliation structure. It is generally accepted that flow 
cleavage is produced by high temperatures and/or pressures associated with 
metamorphism in fine-grained rocks. 

Although cleavage is usually clearly visible in slates, phyllites and schists, most 
cleavage planes possess significant tensile strength and do not, therefore, contribute to 
the discontinuity network. Cleavage can, however, create significant anisotropy in the 
deformability and strength of such rocks. Geological processes, such as folding and 
faulting, subsequent to the formation of the cleavage can exploit these planes of 
weakness and generate discontinuities along a proportion of the better developed 
cleavage planes. The decision as to whether a particular cleavage plane is a 
discontinuity presents one of the most challenging problems to those undertaking 
discontinuity surveys in cleaved rocks. 

4.3 DESCRIPTION OF DISCONTINUITIES 

The ISRM publication Suggested methods for the quantitative description of 
discontinuities in rock masses (ISRM, 1978c) defined ten parameters to describe the 
characteristics of discontinuities: 

1. Orientation: The attitude of a discontinuity in space. It is described by the dip 
direction (azimuth) and dip of the line of steepest declination in the plane of the 
discontinuity. 

2. Spacing: The perpendicular distance between adjacent discontinuities. It 
normally refers to the mean or modal spacing of a set of discontinuities. 

3. Persistence: The discontinuity trace length as observed in an exposure. It may 
give a crude measure of the areal extent or penetration length of a discontinuity. 
Termination in solid rock or against other discontinuities reduces the persistence. 

4. Roughness: The inherent surface roughness and waviness relative to the mean 
plane of a discontinuity. Both roughness and waviness contribute to the shear 
strength. Large scale waviness may also alter the dip locally. 

5. Wall strength: The equivalent compressive strength of the adjacent rock walls 
of a discontinuity. It may be lower than rock block strength due to weathering or 
alteration of the walls. It is an important component of shear strength if rock 
walls are in contact. 

6. Aperture: The perpendicular distance between adjacent rock walls of a 
discontinuity, in which the intervening space is air or water filled. 

7. Filling: The material that separates the adjacent rock walls of a discontinuity and 
that is usually weaker than the parent rock. Typical filling materials are sand, 
silt, clay, breccia, gouge, mylonite. It also includes thin mineral coatings and 
healed discontinuities such as quartz and calcite veins. 
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8. Seepage: The water flow and free moisture visible in individual discontinuities 

or in the rock mass as a whole. 
9. Number of Sets: The number of discontinuity sets comprising the intersecting 

discontinuity system. The rock mass may be further divided by individual 

discontinuities. 
10.Block Size: The rock block dimensions resulting from the mutual orientation of 

intersecting discontinuity sets, and resulting from the spacing of the individual 

sets. Individual discontinuities may further influence the block size and shape. 

The following sections describe the geometrical properties of discontinuities, including 

orientation, intensity, spacing, frequency, persistence, shape, size, roughness, aperture, 

discontinuity sets and block size. 

4.4 DISCONTINUITY ORIENTATION 

Orientation, or attitude of a discontinuity in space, is described by the dip of the line of 

maximum declination on the discontinuity surface measured from the horizontal, and 

the dip direction or azimuth of this line, measured clockwise from true north. Some 
geologists record the strike of the discontinuity rather than the dip direction. For rock 

mechanics purposes, it is usual to quote orientation data in the form of dip direction 
(three digits)/dip (two digits) such as 0350/75 ~ and 2900/30 ~ The orientation of 

discontinuities relative to an engineering structure largely controls the possibility of 
unstable conditions or excessive deformations developing. The importance of 
orientation increases when other conditions for deformation are present, such as low 

shear strength and a sufficient number of discontinuities for slip to occur. The mutual 

orientation of discontinuities will determine the shape of the individual blocks, beds or 

mosaics comprising the rock mass. 
The orientation of discontinuities can be measured from cores or from exposures 

using one or tow dimensional scanlines. The measured orientation data can be plotted 
on stereonets. Fig. 4.1 shows such a plot on a polar stereonet of the poles of 351 

individual discontinuities whose orientations were measured at a particular field site 

(Hock & Brown, 1980). Different symbols have been used for three different types of 
discontinuities - bedding planes, joints and a fault. The fault has a dip direction of 307 ~ 

and a dip of 56 ~ Contours of pole concentrations may be drawn for the bedding planes 
and joints to give an indication of the preferred orientations of the various discontinuity 
sets present. Fig. 4.2 shows the contours of pole concentrations determined from the 

data shown in Fig. 4.1. The central orientations of the two major joint sets are 3470/22 ~ 

and 3520/83 ~ and that of the bedding planes is 232~ ~ 

Computer programs such as the one by Mahtab et al. (1972) are also available for 

plotting and contouring discontinuity orientation data. For a large number of 
discontinuities, it will be more convenient to use computer programs to plot and 

contour orientation data. 
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Fig. 4.2 Contours of pole concentrations for the data plotted in Fig. 4.1 (atter Hoek & Brown, 
1980a). 
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The assignment of poles into discontinuity sets is usually achieved by a 
combination of contouring, visual examination of the stereonet and knowledge of 
geological conditions at the site. However, in many cases visual clustering is very 
difficult due to the overlap of clusters. A number of algorithms which are based on 
statistical or fuzzy-set approaches are available for numerically clustering orientation 
data (Einstein et al., 1979; Miller, 1983; Mahtab & Yegulalp, 1984; Harrison, 1992; 
Kulatilake, 1993). 

As seen in Fig. 4.1, there is scatter of the poles of discontinuities when they are 
plotted on the stereonet. The mean orientation of a number of discontinuities can be 
calculated from the direction cosines as described in the following. The sampling bias 
on orientation can also be considered. 

The pole of a discontinuity in three-dimensional space can be represented by a unit 

vector (Ux, uy, Uz) associated with the direction cosines as shown in Fig. 4.3: 

U x = COS ff'n COS ~n, Uy = sin ot n cos [3 n , u z = sin ~n (4.1) 

where ~ and 13n are respectively the trend and plunge of the pole, which can be 
obtained by 

Otn--arctan/Uy / + Q 
\Ux ) 

= /' x UZ 2 / ~n arctan(~]u 2 +Uy 

(4.2a) 

(42b) 

The parameter Q is an angle, in degrees, that ensures that ~ lies in the correct quadrant 
and in the range of 0 to 360 ~ (see Table 4.1). 

The dip direction and dip angle ~t/13 of a discontinuity are related to the trend and 

plunge ~/13n of its normal by the following expressions: 

a n = ~  + 180 ~ 

Ot n = Ot - 1 8 0  ~ 

13n = 90 ~ -[3 

(for ~ < 180 ~ ) (4.3a) 

(for ~ _> 180 ~ ) 

(43b) 

The mean orientation of a set of discontinuities intersecting a sampling line of 
trend/plunge Gts/13s can be obtained using the procedure outlined below. This procedure 
corrects for orientation sampling bias through the introduction of weighted direction 

cosines. 
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Discontinuity plane x- Horizontal north 

z -  Vertical down 

y -  Horizontal east 

Fig. 4.3 Pole of a discontinuity represented by a unit vector u. 

Table4.1 The quadrant parameter Q in equation (4.2a). 

ux Uy Q 

>0 >0 0 

<0 >0 180 ~ 

<0 <0 180 ~ 
>0 <0 3600 

For discontinuity i, calculate the angle 8i between its normal and the sampling 
line: 

cos i - lUxiUxs + UyiUys + UziUzsl (4.4) 

where (Ux~ Uy~ Uzi) and (Ux~ Uy~ Uz~) are the direction cosines respectively of the 
normal to discontinuity i and the sampling line. 

For discontinuity i, calculate the weighting factor wi based on the angle ~i 
obtained in step 1: 

1 
w i = ~ (5 i < 90 ~ (4.5) 

COS~ i 

After the weighting factor for each discontinuity is obtained, calculate the total 

weighted sample size Nw for a sample of size N by 
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N 
Nw = Zwi (4.6) 

i=1 

4. Calculate the normalized weighting factor wm for each discontinuity by 

wi____NN 
Wni = (4.7) 

Nw 

Calculate the corrected direction cosines (nx~ ny~ n~i) for the normal of each 
discontinuity by 

(nxi, nyi, nzi) =wa(Ux~ Uyi, Uzi) (4.8) 

Calculate the resultant vector (rx, ry, rz) of the corrected normal vectors (n~, ny~ 
nzi), i = 1 to N: 

N N N 
r x = Y'. nxi , ry = ~ n y i ,  rz = E nzi (4.9) 

i=1 i=1 i=l 

. The mean orientation of the N discontinuities is the orientation of the resultant 
vector whose trend and plunge can be found by replacing Ux, Uy and Uz by rx, ry 
and rz in equation (4.2). 

Several probability distributions have been suggested in the literature to represent 
the discontinuity orientations, including hemispherical uniform, hemispherical normal 
or Fisher, bivariate Fisher, Bingham, bivariate normal and bivariate lognormal. 
(Shanley & Mahtab, 1976; Zanbak, 1977; Einstein et al., 1979; Kulatilake, 1985a, 
1986). The best means to check if a certain distribution is applicable to represent the 
orientation of a discontinuity set is to perform goodness-of-fit tests. Shanley and 
Mahtab (1976) and Kulatilake (1985a, 1986) have presented Z 2 goodness-of-fit tests 
respectively for Bingham, hemispherical normal and bivariate normal distributions. 
Einstein et al. (1979) have tried all the aforementioned distributions to represent the 
statistical distributions for 22 data sets. They have reported that they could not find a 
probability distribution which satisfied Z 2 goodness-of-it test at 5 percent significance 
level for 18 of these data sets. This shows clearly the inadequacy of the currently 
available analytical distributions in representing the discontinuity orientations. In the 
case that no analytical distribution can represent the discontinuity orientation data, 
empirical distributions can be used. 



Rock discontinuities 61 

4.5 DISCONTINUITY INTENSITY 

Discontinuity intensity is one of the most important parameters for describing 

discontinuities in a rock mass. Intensity can be expressed in terms of different measures 
in one, two or three dimensions, including discontinuity spacing, linear, areal and 
volumetric frequency, Rock Quality Designation (RQD), discontinuity trace length per 
unit area of rock exposure, and discontinuity area per unit volume of rock mass, as 

described in detail in the following subsections. 

4.5.1 Discontinuity spacing and linear frequency 

Discontinuity spacing is the distance between adjacent discontinuities measured along a 
sampling line. If the adjacent discontinuities are from a particular discontinuity set, the 
spacing is called the set spacing. When the sampling line is parallel to the mean normal 
to the discontinuity set, the set spacing is called the normal set spacing (Priest, 1993). 
Table 4.2 gives the terminology used by ISRM (1978c) for describing the magnitude of 
discontinuity spacing. 

Discontinuity frequency is most commonly expressed in terms of the linear 
frequency ~, defined as the number of discontinuities intersected by a unit length of 
sampling line. Linear frequency is the reciprocal of the mean spacing. Like the spacing, 

the frequency can be specified as set frequency or normal set frequency. 
If the normal set frequency of a set of parallel discontinuities is ~ ,  the set 

frequency ~,~ along a sampling line that makes an acute angle 0 to the set normal is 

~s = ~'n cos0 (4.10) 

For a sampling line intersecting N sets of parallel discontinuities, the total 
discontinuity frequency ~, is determined by 

N 
= Y'-~'ni cos0i (4.11) 

i=l 

Table 4.2 Classification of discontinuity spacing (ISRM, 1978c). 

Description Spacing (mm) 

Extremely close spacing < 20 
Very close spacing 20 - 60 
Close spacing 60-  200 
Moderate spacing 200 - 600 
Wide spacing 600- 2000 
Very wide spacing 2000 - 6000 
Extremely wide spacing > 6000 
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where ~ is the normal set frequency of the/th set; and 0i is the acute angle between the 
sampling line and the normal to the/th set of discontinuities. 

It is noted that the discontinuity frequency ~, varies with the direction of the 
sampling line. Therefore, it is important to specify the corresponding direction when 
stating a discontinuity frequency value. 

Like all other characteristics of rock masses, discontinuity spacings will not have 
uniquely defined values but, rather, will take a range of values, possibly according to some 
form of statistical distribution. The two major discontinuity spacing distribution forms used 
in the literature are negative exponential and lognormal (Rives et al., 1992). Priest and 
Hudson (1976) made measurements on a number of sedimentary rock masses in the 
United Kingdom and found that, in each case, the discontinuity spacing histogram gave 
a probability density distribution that could be approximated by the negative 
exponential distribution. The same conclusion has been reached by others, notably 
Wallis and King (1980) working on a Precambrian porphyritic granite, and Einstein 
and Baecher (1983) working on a variety of igneous, sedimentary and metamorphic 
rocks. Thus the frequency ](s) of a given discontinuity spacing value s is given by the 
function 

f (s)  : ~,e -xs (4.12) 

where ~, = 1/Y is the mean discontinuity frequency of a large discontinuity population 
and Y is the mean spacing. 

Fig. 4.4 shows the discontinuity spacing histogram and the corresponding negative 
exponential distribution calculated from equation (4.12) for the Lower Chalk, Chinnor, 
Oxfordshire, UK (Priest & Hudson, 1976). 
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Fig. 4.4 Discontinuity spacing histogram, Lower Chalk, Chinnor, Oxfordshirc, UK (aRer Priest 
& Hudson, 1976). 
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Seismic velocity measurements have been used for assessing the discontinuity 
frequency by different researchers (Savic et al., 1969; Sj6gren et al., 1979; Idziak, 
1981; Jamscikov et al., 1985; Palmstr6m, 1995). Palmstr6m (1995) presented the 
following two relationships between the linear discontinuity frequency ~, and the P- 
wave velocity 

3.4 
~, = VP 0 

2.8 (4.13) 
VpF 

or 

f "~ Vp0 

t, VpF ) 

/2 

(4.14) 

where Vp0 is the P-wave velocity of intact rock under the same conditions as in the field; 
and VpF is the P-wave velocity of in situ rock mass. Both Vp0 and VpF are in the unit of 
km/s. Where Vp0 is not known, it can be estimated from the value ranges shown in Fig. 
3.4. 

The following general equation was also used to fit the experimental data of linear 
discontinuity frequency ~, and P-wave velocities (Sch6n, 1996) 

Vp0 
VpF = ~ (4.15) 

l+a~ ,  m 

where a and m are empirical constants. For sedimentary rocks (limestone, dolomite) of 
the Uppersilesian Coal Basin, Poland, the following empirical relation is obtained 
(Idziak, 1981) 

7.67 
VpF - 1 + 0.252 ~3/2 (4.16) 

Sjfgren et al. (1979) and Palmstrfm (1995) proposed the following hyperbolic 
expression for calculating the linear discontinuity frequency ~, from measured P-wave 
velocities: 

= VPN - VPF (4.17) 
VpN x VpF x k s 
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where VpN is the natural or maximum P-wave velocity of crack- and discontinuity-free 
rock; and ks is a parameter taking into account the actual conditions of the in situ rock 
mass. VpN and ks can be determined using the procedure described in the following. 

Since the rocks near the surface are seldom free from discontinuities, cracks and 
pores, it is seldom possible to find VpN of rocks near the surface directly from seismic 
measurements. The best way to determine VpN is conducting calculations when two sets 
of measured ~. and VpF data are available. From Sj6gren et al. (1979) and Palmstrrm 
(1995) 

VpF1 x VpF2(~2-~1)  

VpN = ~'2 x VpF 2 - ~1 • VpF1 

VpF1 VpN 

(4.18) 

(4.19) 

where ~'1, VpF1 and ~2, VpF2 are corresponding values of measured linear discontinuity 
frequency and in situ rock P-wave velocity, respectively, from two pairs of 
measurements. 

Based on regression analysis of the data obtained for heavily fractured calcareous 
rock masses out-cropping in southern Italy (see Fig. 4.5), Budetta et al. (2001) obtained 
VpN and ks respectively as VpN = 6.33 km/s and ks = 0.025, i.e. 

6.33- VpF 
~, = (4.20) 

6.33 • VpF • 0.025 

4.5.2 Rock Quality Designation (RQD) 

Rock Quality Designation (RQD) was proposed by Deere (1964) as a measure of the 
quality of borehole core. The RQD is defined as the ratio (in percent) of the total length of 
sound core pieces that are 0.1 m (4 in.) or longer to the length of the core run. The value 0.1 
m is referred to as the threshold value. RQD is perhaps the most commonly used method 
for characterizing the jointing in borehole cores, although this parameter may also 
implicitly include other rock mass features such as weathering and core loss. 

For RQD determination, the International Society for Rock Mechanics (ISRM) 
recommends a core size of at least NX (size 54.7 mm) drilled with double-tube core barrel 
using a diamond bit. Artificial fractures can be identified by close fitting of cores and 
unstained surfaces. All the artificial fractures should be ignored while counting the core 
length for RQD. A slow rate of drilling will also give better RQD. The correct procedure 
for measuring RQD is shown in Fig. 4.6. 

Correlations between RQD and linear discontinuity frequency ~, have been derived 
for different discontinuity spacing distribution forms (Priest & Hudson, 1976; Sen & 
Kazi, 1984; Sen, 1993). For a negative exponential distribution of discontinuity 
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spacings, Priest and Hudson (1976) derived the following relationship between RQD 
and linear discontinuity frequency 

RQD = 100e -~t (~,t + 1) (421) 

where t is the length threshold. For t = 0.1 m as for the conventional RQD defined 
earlier, equation (4.21) can be expressed as 

R Q D -  lOOe-~ (0.1~, + 1) (422) 

Fig. 4.7 shows the relations obtained by Priest and Hudson (1976) between measured 
values of RQD and )~, and the values calculated using equation (4.22). 

For values of ~, in the range 6 to 16 m -1, a good approximation to measured RQD 
values was found to be given by the linear relation 

RQD = 110.4- 3.68~ (4.23) 

Fig. 4.5 Correlation between linear discontinuity frequency ~, and P-wave velocity VpF for 
heavily fractured calcareous rock in southern Italy (atter Budetta et al., 2001). 
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Fig. 4.6 Procedure for measurement and calculation of rock quality designation RQD (after Deem, 
1989). 

It is noted that equation (4.21) is derived with the assumption that the length of the 

sampling line L is large so that the term e -xz is negligible. For a short sampling line of 

length L, Sen and Kazi (1984) derived the following expression for RQD with a length 

threshold t: 

1 O0 [e -zt  (s + 1) - e -zL (s + 1)] (4.24) 
RQD = 1 - e - ~  - LLe -~L 

Fig. 4.8 shows the variation of  RQD with the length of  the sampling line L for 

discontinuity frequency 7v = 10 m -~ and length threshold t = 0.1 m. It can be seen that 

when L is smaller than about 0.5 m or when LL < 5, RQD increases significantly when 

L increases. When L is larger than 0.5 or when LL > 5, RQD changes little with L. 

Therefore, it is important to use sampling lines that are long so that LL > 5 and e -xz is 
negligible. 
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Discontinuity frequency ~. (discontinuity/m) 

Fig. 4.7 Relationship between RQD and discontinuity frequency ~, (aider Priest & Hudson, 

1976). 
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Fig. 4.8 Variation of RQD with the length of sample line L (atter Sen & Kazi, 1984; Priest, 

1993). 
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Because linear discontinuity frequency ~, varies with direction, RQD will also vary 
with direction. It is, therefore, important to specify the corresponding direction when 
stating an RQD value. 

Seismic velocity measurements have also been used to estimate RQD. By comparing 
the P-wave velocity of in situ rock mass with laboratory P-wave velocity of intact drill core 
obtained from the same rock mass, the RQD can be estimated by (Deere et al., 1967) 

RQD (%) = (VpF/VpO) 2 • 1 O0 (4.25) 

where VpF is the P-wave velocity of in situ rock mass; and Vp0 is the P-wave velocity of 
the corresponding intact rock. 

Based on the data of limestones, mudstones, marls and shales at a dam site in Wadi 
Mujib, Jordan, E1-Naqa (1996) obtained the following empirical correlation between 
RQD and P-wave velocities: 

RQD (%) = 0.77X(VpF/VpO)l"05 x 100 (r= 0.89) (4.26) 

where VpF is the P-wave velocity of in situ rock mass; Vp0 is the P-wave velocity of the 
corresponding intact rock; and r is the correlation coefficient. 

Sj6gren et al. (1979) and Palmstr6m (1995) proposed the following hyperbolic 
correlation between RQD and P-wave velocities: 

RQD (%) Vpq - VpF - x 100 (4.27) 
Vpq x VpF x kq 

where VpF is the P-wave velocity of in situ rock mass; and Vpq is the P-wave velocity of 
a rock mass with RQD = 0; and kq is a parameter taking into account the actual 
conditions of the in situ rock mass. Based on regression analysis of the data obtained 
for heavily fractured calcareous rock masses out-cropping in southern Italy (see Fig. 
4.9), Budetta et al. (2001) obtained Vpq and kq respectively as Vq = 1.22 km/s and kq = - 
0.69, i.e. 

1.22 
RQD (%) = - vpF • 100 (4.27a) 

1.22 • VpF • (-0.69) 

4.5.3 Areal and volumetric frequency 

Discontinuity intensity is also often expressed in terms of areal and/or volumetric 
frequency. Table 4.3 lists different discontinuity intensity measures defined by 
Dershowitz and Herda (1992). The areal frequency P20 (or ~,a) is the number of 
discontinuity traces per unit sampling area. Since the areal frequency ~,a is scale 
dependent for exposures or sampling planes at scales smaller than the maximum 
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Compressive wave velocity, VpF (km/s) 

Fig. 4.9 Correlation between RQD and P-wave velocity VpF for heavily fractured calcareous 
rock in southern Italy (after Budetta et al., 2001). 

discontinuity trace length, the intensity measure P21, the length of discontinuity traces 

per unit sampling area, can be used. Both ~,a and P21 are dependent on the relative 
orientation between the discontinuities and the sampling plane. P21 can be related to ~,a 
through the mean discontinuity trace length ~tl: 

P21 = ~'a~tl (4.28) 

The mean discontinuity trace length can be determined as in Section 4.6.2. 
Mauldon et al. (1999) derived a simple expression for estimating discontinuity 

intensity P21 from circular scanline sampling: 

N 
P21 = ~ (4.29) 

4c 

where N is the number of traces intersecting the circular scanline; and c is the radius of 
the scanline circle (see Fig. 4.10). Circular scanline sampling measures only the traces 
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Table 4.3 Different measures for discontinuity intensity (after Dershowitz & Herda, 1992). 

Measured 
parameter 

Number of 
discontinuities 

Dimension one 
less than that of 
sampling region 

Dimension equal 
to that of 
sampling region 

Dimension of sampling region 

1. Line 
(Scanline or borehole) 

P10 or ~. 
Number of 

discontinuities per 
unit length of 

sampling line [L "1] 

2. Area 
(Rock exposure) 

P20 or ~a 
Number of 

discontinuities per 
unit area of rock 
exposure [L -2] 

P21 
Length of 

discontinuity traces 
per unit area of rock 

exposure [L "1] 

3. Volume 
(Rock mass) 

P30 or ~v 
Number of 

discontinuities per 
unit volume of 
rock mass [L "3] 

P32 
Area of 

discontinuities per 
unit volume of 
rock mass [L "1] 

P33 
Volume of 

discontinuities per 
unit volume of 
rock mass [-] 

Exposed 
rock face 

Circular 

Traces 

Fig. 4.10 Circular scanline sampling. 

intersecting the line of the circle. One advantage of circular scanlines over straight 

scanlines is the elimination of directional bias. Circular scanlines have been used for 
discontinuity sampling at exposed rock faces by different researchers (Einstein et al., 

1979; Titley et al., 1986; Davis & Reynolds, 1996; Mauldon et al., 1999). 
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The volume frequency P30 (or L0 is the number of discontinuities per unit volume 

of rock mass. Like ~,a, ~ is scale dependent and changes with the size of the sampling 

region for regions at scales smaller than the maximum discontinuity size. Therefore, the 

intensity measure P32, the area of discontinuities per unit volume of rock mass, can be 
M 

used. P32 is related to ~ through the mean area A of the discontinuities: 

P32 = ~v A (4.30) 

The mean area of the discontinuities can be determined as in Section 4.6.4. 
The volumetric frequency L~ can be determined from the discontinuity set spacings 

within a volume of rock mass as (Palmstr6m, 1982) 

1 1 1 
~'v = _ _ + _ _ + m + . . .  (4.31) 

Sl s2 s3 

where Sl, Sz, s3 are the mean discontinuity set spacings. 
Random discontinuities in the rock mass can be considered by assuming a random 

spacing Sr for each of them. According to Palmstrfm (2002), Sr = 5 m can be assumed. 

So the volumetric frequency ~ can be generally expressed as 

~,v 1 1 1 N r = m + ~ + m + . . . +  (4.32) 
S 1 S 2 S 3 5 

where Nr is the number of random discontinuities. 
The volumetric frequency L~ can also be estimated from the areal frequency ~,a 

using the following empirical expression (Palmstrfm, 2002) 

~,v = kaLa (4.33) 

where /q is the correlation factor, which varies mainly between 1 and 2.5 with an 
average value of 1.5. The highest value is where the sampling plane is parallel to the 

main discontinuity set. 
The International Society for Rock Mechanics (ISRM, 1978c) presented the 

following approximate correlation between volumetric frequency Lv and RQD 

RQD = 115- 3.3 ~,v (4.34) 

Here RQD = 0 for L~ > 35, and RQD = 100 for L~ < 4.5. 
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4.5.4 B l o c k  size 

Block size is another important parameter for describing discontinuity intensity and 
rock mass behavior. Block dimensions are determined by discontinuity spacings, by the 
number of discontinuity sets and by the persistence of the discontinuities delineating 
potential blocks. Block shapes are determined by the number of sets and the 
orientations of the discontinuities delineating potential blocks. Where relatively regular 
jointing exists such as the jointing in sedimentary rocks, it may be possible to give 
adequate description of the block shapes. Fig. 4.11 shows the examples of block shapes 
presented by Dearman (1991). In most cases, however, the block shapes are irregular 
and can only be roughly described. 

Where individual blocks can be observed in a surface, their volumes can be directly 
measured from relevant dimensions by selecting several representative blocks and 
measuring their average dimensions. Where three discontinuity sets occur, the block 
volume can be calculated as 

V b = . SlS2S3 (4.35) 
sin 3'1 sin 3' 3 sin 3' 3 

where Sl, s2, s3 are the normal set spacings respectively of the three discontinuity sets; 
and 3'1, 3'2, 3'3 are the angles between the discontinuity sets. If the discontinuity sets 
intersect at right angles, the block volume can be simply calculated as 

V b = SlS2S 3 (4.36) 

Fig. 4.11 Examples of block shapes (atter Dearman, 1991). 
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The block size can also be described based on the volumetr ic  discontinuity 

frequency L~ using the terms in Table 4.4. To describe both the b lock size and shape, 

the adjectives listed in Table 4.5 can be used. 

Fig. 4.12 shows the comparison o f  the possible ranges o f  RQD,  volumetr ic  

frequency L~ and b lock  volume Vb from Pa lms t r rm (2002). It can be seen that RQD 

covers only a l imited part  o f  the range of jo int ing.  

Table 4.4 Terms for describing block size based on volumetric discontinuity frequency K, (aiter 

ISRM, 1978c). 

Volumetric frequency k~ (discontinuity/m 3) Description 

< 1 Very large blocks 

1-3 Large blocks 

3-10 Medium-sized blocks 

10-30 Small blocks 

> 30 Very small block 

Table 4.5 Adjectives for describing block size and shape (atter ISRM, 1978c). 

Adjective Description 

Massive 

Blocky 

Tabular 

Columnar 

Irregular 

Crushed 

Few discontinuities or very wide spacing 

Approximately equidimensional 

One dimension considerably smaller that the other two 

One dimension considerably larger than the other two 

Wide variations of block size and dimensions 

Heavily jointed to "sugar cube" 

. . . . . . . . . . . . . . . . . . . . . . .  {RQD] r - C ~ -  . . . . . . .  l . . . . . . . . . .  ! . . . . . . . .  I 

030  60 90100 

�9 Volumetric 
- -~ , ,~ ,~  , ,  .... i , i'~TT~" '- .... ~,"' ...... ~ ' ~ - i  r ~ .... ~ . . . . . . .  ~ frequency 

100 50 " 20 10 5 2 1 0.5 0.2 

�9 Block 
- - - i  " ) " ~-'-~ ....... r ~ ..... i ~ -  , i---' ......... i .......... ,--" '"' ' ' ' . . . .  volume 

I I0  0.1 I 10 0.I I I0 10 2 10 3 10 4 10 5 
.............. cmL . . . . . . . . .  dm 3--- -  m 3 

Fig. 4.12 Ranges of RQD, volumetric frequency ~, and block volume Vb (aider Palmstrfm, 
2002). 
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4.6 DISCONTINUITY PERSISTENCE, TRACE LENGTH AND SIZE 

4. 6.1 Discontinuity persistence 

Persistence is a term used to describe the areal extent or size of a discontinuity within a 

plane. It can be crudely quantified by observing discontinuity trace lengths on exposed 
rock faces. ISRM (1978c) uses the most common or modal trace lengths of each set of 

discontinuities measured on exposed rock faces to classify persistence according to 
Table 4.6. 

Discontinuity persistence is one of the most important rock mass parameters, but 

one of the most difficult to determine. The discontinuities of one particular set are often 

more continuous than those of the other sets. The minor sets tend to terminate against 
the primary features, or they may terminate in solid rock. The sets of discontinuities 

can be distinguished by terms of persistent, sub-persistent and non-persistent 
respectively. Fig. 4.13 shows a set of simple plane sketches and block diagrams used to 

help indicate the persistence of various sets of discontinuities in a rock mass. Clearly, 
the persistence of discontinuities has a major influence on the shear strength developed 

in the plane of the discontinuity. 

Table 4.6 Classification of discontinuity persistence (ISRM, 1978c). 

Description Modal trace length (In) 

Very low persistence < 1 

Low persistence 1 - 3 

Medium persistence 3 - 10 
High persistence 10- 20 

Very high persistence > 20 
, ,  

Fig. 4.13 Simple sketches and block diagrams indicating the persistence of various sets of 
discontinuities (aider ISRM, 1978c). 
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Persistence ratio PR is otien used to describe the persistence of discontinuities. In 
the literature, discontinuity persistence ratio PR is usually defined as 

~, as i 
PR= lim i 

A S--->oo A S 
(4.37) 

in which S is a region on the discontinuity plane with area As; and asi is the area of 

the ith discontinuity in S (see Fig. 4.14). The summation in equation (4.37) is over all 

discontinuities in S. Equivalently, discontinuity persistence ratio PR can be expressed 
as a limit length ratio along a given line on a discontinuity plane. In this case, 

~,. ls i 
PR= lim z 

Ls---~oo L S 
(4.38) 

in which Ls is the length of a straight line segment S and lsi is the length of the ith 

discontinuity segment in S (see Fig 4.15). For a finite sampling length Ls, PR can be 
simply estimated by (see Fig. 4.16) 

PR = Y.DL (4.39) 
Y~DL + ~RBL 

where EDL is the sum of the length of all discontinuities; and ERBL is the sum of the 
length of all rock bridges. 

Fig. 4.14 Definition of PR as area ratio (alter Einstein et al., 1983). 
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k..-- 
Ls 

Discontinuity segment 
Rock bridge 

/ 

I-" ts, r I 

Fig. 4.15 Definition of PR as length ratio. 

Ls 
v 

Discontinuity segment (DL) 
Rock bridge (RBL) 
/ 

Ls = EDL + ERBL 

Fig. 4.16 Estimation of PR for a finite sampling length. 

The above definition of discontinuity persistence ratio PR considers only the 
discontinuities in the same plane. However, according to Einstein et al. (1983), when 
two discontinuities are at a low-angle transition (13 < 0t, see Fig. 4.17), the rock bridge 
may fail by the same mechanism as the in-plane rock bridge (see Fig. 4.18), where 0t is 
the angle of the tension cracks which can be obtained from Mohr's circle [see Fig. 
4.18(a)]. For both the in-plane (Fig. 4.18) and the low-angle out-of-plane (Fig. 4.17) 
transitions, the intact-rock resistance R can be calculated by 

R = Xa d (4.40) 
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(~ 

Secondary 
shear fracture 

Co) 

Fig. 4.17 Failure of "low-angle" transitions through intact rock: (a) Tensile fracture; and (b) 
Secondary shear fracture (after Einstein et al., 1983; Zhang, 1999). 

where d is the "in-plane length" of the rock bridge; and Za is the peak shear stress 
mobilized in the direction of discontinuities which can be obtained by (Einstein et al., 
1983) 

2 "~a = crt(t~t -C~a) (4.41) 

where (~t is the tensile strength of the intact rock; and Oa is the effective normal stress 
on the discontinuity plane. 

Zhang (1999) proposed a definition of discontinuity persistence ratio PR that 
considers both in-plane and low-angle-transition discontinuities: 

DLi + ~ DL1 
PR= lim i t (4.42) 

LS -~oo L S 

in which Ls is the total sampling length along the direction of the discontinuity traces, 
DLi is the length of the ith in-plane discontinuities and DL~ is the length of the lth low- 
angle-transition discontinuities (see Fig. 4.19). For a finite sampling length, PR can be 
simply approximated by 
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/ Tensile fracture 

,, 

0t 

O't ~ O'n 

(a) 

% 

(b) 

Secondary 
shear fracture 

Fig. 4.18 In-plane failure of intact rock: (a) Tensile fracture and corresponding Mohr's circle; 

and Co) Secondary shear fracture (atter Einstein et al., 1983; Zhang, 1999). 

m n 
Y'. DLi + Z DL1 

PR = i=1 t=l (4.43) 

where m and n are the numbers respectively of the in-plane and low-angle-transition (13 
< 0t) discontinuities within the sampling length Ls (see Fig. 4.19). 

4. 6.2 Discontinuity trace length 

Discontinuity trace length is an important parameter for describing discontinuity size 
and persistence. When sampling trace lengths on exposed rock surfaces, errors can 
occur due to the following biases (Baecher & Lanney, 1978; Einstein et al., 1979; 
Priest & Hudson, 1981; Kulatilake & Wu, 1984c; Mauldon, 1998; Zhang & Einstein, 

1998b, 2000): 
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Ls 

"% 

DL1 "-I ' ,  RBL2 

RBL] ..I-.. .._1 

"-I-" DL2 "-I i..F DL3 

~1 >Ot 

~2 < Ot 

For definition of PR considering only in-plane discontinuities, PR = DL2/Ls 

For definition of PR considering both in-plane and low-angle-transition discontinuities, 

PR = (DL2 + DLa)/Ls 

Fig. 4.19 Definition of PR considering both in-plane and low-angle-transition discontinuities 

(atter Zhang, 1999). 

(1) Orientation bias: the probability of a discontinuity appearing at an exposed 

rock surface depends on the relative orientation between the rock face and the 

discontinuity. 
(2) Size bias: large discontinuities are more likely to be sampled than small 

discontinuities. This bias affects the results in two ways: (a) a larger 
discontinuity is more likely to appear at an exposed rock face than a smaller 

one; and (b) a longer trace is more likely to appear in a sampling area than a 

shorter one. 
(3) Truncation bias: Very small trace lengths are difficult or sometimes 

impossible to measure. Therefore, trace lengths below some known cutoff 

length are not recorded. 
(4) Censoring bias: Long discontinuity traces may extend beyond the visible 

exposure so that one end or both ends of the discontinuity traces can not be 

seen. 

In inferring the trace length distribution on an infinite surface from the measured 

trace lengths on a finite size area on this surface, biases (2b), (3) and (4) should be 
considered. Biases (1) and (2a) are of interest only in three-dimensional simulations of 
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discontinuities, i.e., when inferring discontinuity size distributions as discussed in 
Section 4.6.4. 

(a) Probability distribution of measured trace lengths 

Many investigators have looked into the distribution of trace lengths (Table 4.7). Apart 
from Baecher et al. (1977), Cruden (1977), Einstein et al. (1979) and Kulatilake (1993) 
others have based their argument on inspection rather than on goodness-of-fit tests. It 
seems that only Baecher et al. (1977), Einstein et al. (1979) and Kulatilake (1993) have 
tried more than one distribution to find the best distribution to represent trace length 
data. 

To find the suitable distribution for the measured trace lengths of each discontinuity 
set, the distribution forms in Table 4.7 can be checked by using ~2 and Kolmogorov- 
Smirnov goodness-of-fit tests. 

Table 4.7 Distribution forms of trace lengths. 

Investigator Distribution 

Robertson (1970) Exponential 
McMahon (1974) Lognormal 

Bridges (1975) Lognormal 
Call et al. (1976) Exponential 
Barton (1977) Lognormal 
Cruden (1977) Exponential 
Baecher et al (1977) Lognormal 
Einstein et al. (1979) Lognormal 
Priest and Hudson (1981 ) Exponential 
Kulatilake (1993) Exponential and Gamma (Gamma better) 

(b) Corrected mean trace length 

In inferring the corrected mean trace length (i.e., the mean trace length on an infinite 
surface), from the measured trace lengths on a finite exposure, biases (2b), (3) and (4) 
should be considered. Truncation bias (3) can be corrected using the method of 
Warburton (1980a). Decreasing the truncation level in discontinuity surveys can reduce 
the effects of truncation bias on trace length estimates. It is practically feasible to 
observe and measure trace lengths as low as 10 mm both in the field and from 
photographs (Priest & Hudson, 1981). Truncation at this level will have only a small 
effect on the data, particularly if the mean trace length is in the order of meters (Priest 
& Hudson, 1981; Einstein & Baecher, 1983). Therefore, the effect of truncation bias on 
trace length estimates can be ignored. However, biases (2b) and (4) are important 
(Kulatilake & Wu, 1984c) and need be considered. 
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Pahl (1981) suggested a technique to estimate the mean trace length on an infinite 

surface produced by a discontinuity set whose orientation has a single value, i.e., all 
discontinuities in the set have the same orientation. His technique is based on the 

categorization of randomly located discontinuities that intersect a vertical, rectangular 
planar rock face window of height h and width w, and whose traces make an angle d~ 

with the vertical, as shown in Fig. 4.20. Discontinuities intersecting the sampling 
window can be divided into three classes: (1) discontinuities with both ends censored, 

(2) discontinuities with one end censored and one end observable, and (3) 
discontinuities with both ends observable. If the numbers of traces in each of the above 

three types are No, N1 and N2 respectively, the total number of traces, N, will be 

N = No + N~ + N2 (4.44) 

Pahl (1981) has derived the following expression for mean trace length ~tl 

~t l  = w h ( N  + N O - N2) (4.45) 
(w cos t~ + h sin ~)(N - N O + N 2 ) 

Although the approach in equation (4.45) is both rigorous and easy to implement, it 
relies on the discontinuities being grouped into a parallel or nearly parallel set. 

Kulatilake and Wu (1984c) extended Pahl's technique to discontinuities whose 

orientation is described by a probabilistic distribution. A major difficulty in applying 
the extended technique is to determine the probabilistic distribution function of the 

orientation of discontinuities. 

1~ w .._1 
--I e window / / , /  _ 

* h 

(3) Both ends are observable (2) One end is censored (1) Both ends are censored 

Fig. 4.20 Discontinuities intersecting a vertical rock face (atter Pahl, 1981). 
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Using different methods, Mauldon (1998) and Zhang and Einstein (1998b) 
independently derived the following expression for estimating the mean trace length on 
an infinite surface, from the observed trace data in a finite circular window (see Fig. 
4.21): 

rr(N + N O - N 2 ) c ~t t = (4.46) 
2(N - N O + N2) 

where c is the radius of the circular sampling window. The major advantage of the 
method of Mauldon (1998) and Zhang and Einstein (1998b) over the methods of Pahl 
(1981) and Kulatilake and Wu (1984c) is that it does not need sampling data about the 

orientation of discontinuities, i.e., the method of Mauldon (1998) and Zhang and 
Einstein (1998b) is applicable to traces with arbitrary orientation distributions. 
Therefore, the method of Mauldon (1998) and Zhang and Einstein (1998b) can be used 
to estimate the mean trace length of more than one set of discontinuities. The 
orientation distribution-free nature of this method comes from the symmetric properties 
of the circular sampling windows. 

Trace length measurements are not needed when using equations (4.45) and (4.46). 
In the derivation of equations (4.45) and (4.46), discontinuity trace length I can be 
anywhere between zero and infinity. Hence, gt obtained by equations (4.45) and (4.46) 
does not contain errors due to biases (2b) and (4) as described before. 

~l in equations (4.45) and (4.46) is the population (thus correct or true) mean trace 
length, with N, No and N2 being respectively the expected total number of traces 
intersecting the window, the expected number of traces with both ends censored and 
the expected number of traces with both ends observable. In practice, the exact values 
of N, No and Nz are not known and thus ~1, l has to be estimated using sampled data. 
From sampling in one rectangular or circular window, what we get is only one sample 
of N, No and N2 and from this sample only a point estimate of gl can be obtained. For 

example, for a sample of N traces intersecting the sampling window, if No and N2 

are respectively the numbers of discontinuities that appear on the window with both 
ends censored and both ends observable, the mean trace length of the sample, 121, can 

be obtained by 

(woos.  + h sin ~)(fi/-/V0 + bl2) 
(for rectangular window sampling) (4.47) 

~(J~/+/V0 - J~2) c (for circular window sampling) (4.48) 
~l = 2 ( N -  N0 +/V2) 

In other words, the ~l of several samples can be used to evaluate lat. 
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! ~ Circular 
/ ] ~ ~ . ~  sampling 

�9 d o w  

(3) Both ends are (2) One end is censored (1) Both ends are 

Fig. 4.21 Discontinuities intersecting a circular sampling window (aider Zhang & Einstein, 
1998). 

When applying equation (4.47) or (4.48), the following two special cases may occur: 

(1) If No = N ,  then ~t ---> oo. In this case, all the discontinuities intersecting the 

sampling window have both ends censored. This implies that the area of the 
window used for the discontinuity survey may be too small. 

(2) If N2 = /~/, then 12 l = 0. In this ease, all the discontinuities intersecting the 

sampling window have both ends observable. According to Pahl (1981), this 
results is due to violation of the assumption that the midpoints of traces are 
uniformly distributed in the two dimensional space. 

These two special cases can be addressed by increasing the sampling window size 
and/or changing the sampling window position (Zhang, 1999). Another method to 
address these two special cases is to use multiple windows of the same size but at 
different locations and then use the total numbers from these windows to estimate I~l 

(Zhang & Einstein, 1998b). 

(c) Trace length distribution on an infinite surface 

Two probability density functions (pdj) can be defined for trace lengths as follows: 

(1)J~/) =pdfof trace lengths on an infinite surface. 
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(2) g(/) = pdfof measured trace lengths on a finite exposure subjected to sampling 
biases. 

It is necessary to obtainj(/) from g(/), because 3D size distribution of discontinuities is 
inferred from f(/). Zhang and Einstein (2000) proposed the following procedure for 
obtaining./(/): 

(1) Use the corrected mean trace length ~t as the mean value of./(/) 
(2) Use the coefficient of variation (COV) value of g(/) as the COV off(/) 
(3) Find the distribution of g(/) as discussed earlier and assume that f(/) and g(/) 

have the same distribution form 

4.6.3 Discontinuity shape 

The planar shape of discontinuities has a profound effect on the connectivity of 
discontinuities and on rock mass properties (Dershowitz et al., 1993; Petit et al., 1994). 
However, since a rock mass is usually inaccessible in three dimensions, the real 
discontinuity shape is rarely known. Information on discontinuity shape is limited and 
often open to more than one interpretation (Warburton, 1980a; Wathugala, 1991). 

Discontinuities can be classified into two categories: unrestricted and restricted. 
Unrestricted discontinuities are blind and effectively isolated discontinuities whose 
growth has not been perturbed by adjacent geological structures such as faults and free 
surfaces. In general, the edge of unrestricted discontinuities is a closed convex curve. 
In many cases, the growth of discontinuities is limited by adjacent preexisting 
discontinuities and free surfaces. Such discontinuities are called restricted 
discontinuities. One way to represent restricted discontinuities is to use polygons, some 
of the polygon sides being those formed by intersections with the adjacent preexisting 
discontinuities and free surfaces. 

Due to the mathematical convenience, many investigators assume that 
discontinuities are thin circular discs randomly located in space (Baecher et al., 1977; 
Warburton, 1980a; Chan, 1986; Villaescusa & Brown, 1992; Kulatilake, 1993). For 
circular discontinuities, the trace patterns in differently oriented sampling planes will 
be the same. In practice, however, the trace patterns may vary with the orientation of 
sampling planes (Warburton, 1980b). Therefore, Warburton (1980b) assumed that 
discontinuities in a set are parallelograms of various sizes. Dershowitz et al. (1993) 
used polygons to represent discontinuities in the FracMan discrete fracture code. The 
polygons are formed by inscribing a polygon in an ellipse. Ivanova (1998) and Meyer 
(1999) also used polygons to represent discontinuities in their discrete fracture code 
GeoFrac. It is noted that polygons can be used to effectively represent elliptical 
discontinuities when the number of polygon sides is large (say > 10) (Dershowitz et al., 
1993). Zhang et al. (2002) assumed that discontinuities are elliptical and derived a general 
stereological relationship between trace length distributions and discontinuity size 
(expressed by the major axis length of the ellipse) distributions. 
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Many researchers infer the discontinuity shape from the study of trace lengths in 
both the strike and dip directions. Based on the fact that the average strike length of a 
discontinuity set is approximately equal to its average dip length, Robertson (1970) and 
Barton (1977) assumed that discontinuities are equidimensional (circular). However, 
the average strike length of a discontinuity set being the same as its average dip length 
does not necessarily mean that the discontinuities of such a set are equidimensional; 
instead, there exist the following three possibilities (Zhang et al., 2002): 

1. The discontinuities are indeed equidimensional [see Fig. 4.22(a)]. 
2. The discontinuities are non-equidimensional such as elliptical or rectangular 

with long axes in a single (or deterministic) orientation. However, the 
discontinuities are oriented such that the strike length is approximately equal 
to the dip length [see Fig. 4.22(b)]. 

3. The discontinuities are non-equidimensional such as elliptical or rectangular 
with long axes randomly oriented. The random discontinuity orientation 
distribution makes the average strike length approximately equal to the 
average dip length [see Fig. 4.22(c)]. 

Therefore, the conclusion that discontinuities are equidimensional (circular) drawn 
from the fact that the average strike length of a discontinuity set is about equal to its 
average dip length is questionable. Investigators assume circular discontinuity shape 
possibly because of mathematical convenience. 

Einstein et al. (1979) measured trace lengths of two sets of discontinuities on both 
the horizontal and vertical surfaces of excavations and found that discontinuities are 
non-equidimensional. Petit et al. (1994) presented results of a field study to determine 
the shape of discontinuities in sedimentary rocks. Pelites with isolated sandstone layers 
in the red Permian sandstones of the Lodeve Basin were studied. The exposed 
discontinuities (i.e., one of the discontinuity walls had been removed by erosion) 
appear as rough ellipses with a shape ratio L/H of about 2.0, where L and H are 
respectively the largest horizontal and vertical dimensions. For non-exposed 
discontinuities, the distributions of the dimensions of the horizontal and vertical traces 
were measured. The ratio of the mean L to the mean H of such traces is 1.9, which is 
very close to the L/H ratio of the observed individual discontinuity planes. 

4. 6.4 Discontinuity size 

Zhang and Einstein (2000) presented a method for inferring the discontinuity size 
distribution from the corrected trace length distribution obtained from circular window 
sampling as described in Section 4.6.2, based on the stereological relationship between 
trace lengths and discontinuity diameter distributions for area sampling of discontinuities 
(Warburton, 1980a): 
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Fig. 4.22 Three possible cases for which the average strike length is about equal to the average 
dip length: (a) Discontinuities are equidimensional (circular); (b) Discontinuities are non- 
equidimensional (elliptical), with long axes in a single orientation. The discontinuities are 
oriented so that the strike length is about equal to the dip length; and (c) Discontinuities are non- 
equidimensional (elliptical), with long axes randomly orientated so that the average strike length 
is about equal to the average dip length (atter Zhang et al., 2002). 

l ~ g(D) dD 
f ( l )  = "~D I 4D 2 _l 2 

(4.49) 

where D is the diameter of discontinuities; l is the trace length of discontinuities; g(D) is the 
probability density function of the diameter of discontinuities;t/) is the probability density 
function of the trace length of discontinuities; and ~to is the mean of the diameter of 
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discontinuities. Villaescusa and Brown (1992) presented a similar method for inferring 
the discontinuity size distribution from the corrected trace length distribution obtained 
from straight scanline sampling. They used the following stereological relationship 
between trace length and discontinuity diameter distributions for straight scanline sampling 
of discontinuities (Warburton, 1980a): 

412 ~ g(D) dD (4.50) 
f ( l )  = ~(D2"''~ I 4D 2 -12 

where E(D 2) is the mean of D 2. 
Zhang et al. (2002) derived a general stereological relationship between trace length 

distributions and discontinuity size (expressed by the major axis length a of the ellipse) 
distributions for area (or window) sampling, following the methodology of Warburton 
(1980a, b): 

where 

oo 

1 ~ g(a) da (1 < aM) (4.51) 
f ( l )  = Mga I/M 4(Ma) 2 _l  2 

M = ~/tan2 ~ + 1 (4.52) 

~/k 2 tan 213 + 1 

in which k is the aspect ratio of the discontinuity, i.e., the length of the discontinuity 
minor axis is a/k (see Fig. 4.23); 13 is the angle between the discontinuity major axis 
and the trace line (note that [3 is measured in the discontinuity plane). Obviously, 13 will 
change for different sampling planes. For a specific sampling plane, however, there 
will be only one 13 value for a discontinuity set with a deterministic orientation. 

When k = 1 (i.e., the discontinuities are circular), M =1 and equation (4.51) reduces 
to equation (4.49). 

Based on equation (4.51), Zhang et al. (2002) extended the method of Zhang and 
Einstein (2000) to elliptical discontinuities. Table 4.8 summarizes the expressions for 
determining the mean ~ and standard deviation t~a of discontinuity size a from the 
mean ~tl and standard deviation t~l of trace length l, respectively for the lognormal, 
negative exponential and Gamma distribution of discontinuity size a. Conversely, with 
known p~ and Ca, and the distribution form of g(a), ~tl and t~l can also be obtained (see 
Table 4.9). 

Consider a discontinuity set having a lognormal size distribution with ~ta = 8.0 m 
and t~a = 4.0 m (For other distribution forms, similar conclusions can be obtained). Fig. 
4.24 shows the variation of the mean trace length and the standard deviation of trace 
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Parameters used in the definition of an elliptical discontinuity (after Zhang et al., 

Table 4.8 Ex 

Distribution 

form ofg(a) 

Lo~_om~ 

Negative 
exponential 

Gamma 

9ressiom for determining ~a and Oa from lat and ot (alter Zhang et al., 2002). 

128(~tl) 3 

393M[(~l) 2 + (Ol) 2 ] 

2 
m ~ t  l 
rrM 

64(~tl) 2 - 3rC2[(~tl) 2 + (Crl) 2 ] 

8~M~tl 

(o~) 2 

1536~2[(~tl) 2 + (Crl)2](~l) 4 - 1282(p,l) 6 

9~6M2[(lttl)2 + (oi)2] 2 

{64(~tl) 2 - 3rc2[(~tl) 2 + (or/)2]} x 

{3n2[(~/) 2 + (o/) 2 ] - 32(~t/) 2 } 

64rl;2M2 (la/)2 

lengths with 13. Since 13 is the angle between the trace line and the discontinuity major axis, 
it is related to the sampling plane orientation relative to the discontinuity. It can be seen 

that, despite the considerable difference between the maximum and the minimum, 
respectively, of the mean trace length and the standard deviation of trace lengths, there are 

extensive ranges of sampling plane orientations, reflected by 13, over which both the mean 
trace length and the standard deviation of trace lengths show little variation, especially for 
large k values. The results in Fig. 4.24 could well explain why Bridges (1976), Einstein et 

al. (1979) and McMahon (Mostyn & Li, 1993) found different mean trace lengths on 



Rock discontinuities 89 

Table 4.9 
,, 

Distribution 

form ofg(a) 
Lognormal 

Negative 

exponential 

Gamma 

Expressions for determining ~tt and ( Y l  from ~1, a and Oa (after Zhang et al., 2002). 

7r, M[(l, ta) 2 + ((Ya) 2 ] 

4~a 

nM 
m k t a  

2 

/gM[(lt.ta) 2 + (t~a) 2 ] 

41aa 

( 0 / )  2 

32M2 [(l.ta) 2 +(Oa)2] 3 

-37r.2M2(l.ta)2[(~a) 2 +(Oa)2]  2 

48(l.ta) 4 

( 1 6 - g 2 ) M  2 
(12a) 2 

32M2[(l.ta) 2 + (~a)2][(l.ta) 2 + 2(~a) 2] 

- 3~2M2[(~ta) 2 + (O'a)2] 2 

48(laa) 2 
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Fig. 4.24 Variation of mean trace length and standard deviation (s.ck) of trace length with 13 (after 

Zhang et al., 2002). 
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differently oriented sampling planes, whereas Robertson (1970) and Barton (1977) 

observed them to be approximately equal. In each of these papers or reports, the number of 

differently oriented sampling planes was very limited and, depending on the relative 

orientations of the sampling planes, the authors could observe either approximately equal 

mean trace lengths or significantly different mean trace lengths. For example, in Bridges 

(1976), Einstein et al. (1979) and McMahon (Mostyn & Li, 1993), the strike and dip 

sampling planes might be respectively in the 13 = 0 ~ - 20 ~ (or 160 ~ - 180 ~ range and the 

13 = 40 ~ - 140 ~ range, or vice versa. From Fig. 4.24, this would result in very different 

mean trace lengths. On the other hand, in Robertson (1970) and Barton (1977), the strike 

and dip sampling planes might be both in the 13 = 40 ~ - 140 ~ range (i.e., in the "flat" trace 

length part of Fig. 4.24) or respectively in some 13 ranges approximately symmetrical about 

13 = 90 ~ It should be noted that the comments above are assumptions because no 

information about the 13 values can be found in the original papers or reports. 

The implications of  Fig. 4.24 about field sampling are as follows: 

If different sampling planes are used to collect trace (length) data, the sampling 

planes should be oriented such that significantly different mean trace lengths can be 

obtained from different planes. For example, if two sampling planes are used, one 

should be oriented in the 13 = 0 ~ - 20 ~ (or 160 ~ - 180 ~ range and the other in the 13 = 

60 ~  120 ~ range. 

It is noted that, with the same ~tt and err, one can have different ~ and era if the assumed 

distribution form of g(a) is different. This means that the estimation of discontinuity size 

distributions from the equations in Table 4.8 may not be robust. To overcome the problem 

of uniqueness, a relationship between the ratio of  the 4th and 1st moments of  the 

discontinuity size distribution and the 3rd moment of  the trace length distribution is 

used to check the suitability of the assumed discontinuity size distribution form: 

E(a 4_____)) = 16E(13.______~) (4.53) 
E(a) 3rr.M 3 

For the three distribution forms of g(a) discussed above, equation (4.53) can be rewritten 

as. 

(a) Ifg(a) is lognormally distributed with mean ~ta and standard deviation era, 

[([.ta) 2 + (era)2] 6 16E(I 3) 
= ~ (4.54) 

(~ta) 9 3ffJl//3 

(b) Ifg(a) has a negative exponential distribution with mean ~ta, 



Rock discontinuities 91 

24(ga) 2 = 1 6 E ( / 3 )  

3rrM 3 
(4.55) 

(C) Ifg(a) has a Gamma distribution with mean N and standard deviation o~, 

[(~ta) 2 +(Oa)2][0.ta) 2 +2(Oa)2l[(bta) 2 +3(Oa) 2 ] 16E(l 3) 

(ga) 3 37r34 3 
(4.56) 

The procedure for inferring the major axis orientation, aspect ratio k and size 
distribution g(a) (probability density function of the major axis length a) of elliptical 
discontinuities from trace length sampling on different sampling windows is summarized as 
follows (The reader can refer to Zhang et al. 2002 for details): 

1. Sampling 

(a) Trace length: Use two or more sampling windows at different orientations to 
conduct trace (length) sampling. The sampling windows (planes) should be 
oriented such that significantly different mean trace lengths can be obtained 
from different windows. 

(b) Orientation: Use exposed rock surface or borehole sampling so that the normal 
orientation of each discontinuity set can be obtained. 

2. Conduct trace length analysis to estimate the true trace length distribution fl/) on 
different sampling windows: gl, at and form oft/) .  

3. Infer the major axis orientation, aspect ratio k and size distribution g(a) of 
discontinuities from trace length sampling on different sampling windows: 

(a) Assume a major axis orientation and compute the 13 (the angle between 
discontinuity major axis and trace line) value for each sampling window. 

(b) For the assumed major axis orientation, compute ~t a and oa from ~tl and at 
of each sampling window, by assuming aspect ratios k = 1, 2, 4, 6, 8 and 
lognormal, negative exponential and Gamma distribution forms of g(a). 
The results are then used to draw the curves relating ~ta (and Oa) to k, 
respectively, for the lognormal, negative exponential and Gamma 
distribution forms of g(a). 

(c) Repeat steps (a) and (b) until the curves relating ~L a (and Oa) to k for different 
sampling windows intersect in one point. The major axis orientation for this 
case is the inferred actual major axis orientation. The k, ga and O a v a l u e s  a t  

the intersection points are the corresponding possible characteristics of the 
discontinuities. 

4. Find the best distribution form of g(a) by checking the equality of equation 
(4.53). The k, ga and Oa values found in Step (c) and corresponding to the best 
distribution form of g(a) are the inferred characteristics of the discontinuity size. 
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4.7 FRACTURE TENSOR 

Tensors have been used by several researchers to describe discontinuity geometry 
including intensity and orientation. Kachanov (1980) introduced a tensor aij to quantify 
the geometry of microcracks in rocks 

1 m(v) 
Ot/j = V -  k=lZ [s(k)] 3/2"-i(k)'-j(k) (4.57) 

where V is the volume of the rock mass considered; S (k) is the area of the kth 
discontinuity; m (v) is the number of discontinuities in volume V; ui (k) and uj 0') ( i , j  = x, y, 
z) are components of the unit normal vector of the kth discontinuity with respect to 
orthogonal reference axes i and j (i, j = x, y, z) respectively (see Fig. 4.3 about the 
definition of the normal or pole direction of a discontinuity). 

Oda (1982) also proposed a tensor Fij (called the crack tensor) for describing 
discontinuity geometry 

1 m(V) S<k)r(k)u~k)u~k) 
F/j = ~- 2 . . (4.58) 

k=l 

where r (k) is the radius of the kth discontinuity. 
Kawamoto et al. (1988) regarded discontinuities as damages, and defined a tensor 

D.ij called the damage tensor 

m (V) s(k)u!k)u}k) 
n i j  = "7-2 X �9 �9 

V k=l 
(4.59) 

where l is a characteristic length for a given discontinuity system. 

The tensors described above are non-dimensional due to some arbitrary operation 
included in their definitions: in equation (4.57) the area S (k) of a discontinuity is multiplied 
by the square root of S(k); in equation (4.58) the area S (k) of a discontinuity is multiplied by 

its radius r(k); and in equation (4.59) a characteristic length l for a given discontinuity 

system is included. Because of the arbitrary operation, the physical meaning of the 
discontinuity intensity expressed by those definitions is not clear and thus a little confusing 
(e.g., what is the physical meaning of [S(k)]3a?). 

P32, the mean area of discontinuities per unit volume of rock mass, as defined 
earlier, is the most useful measure of discontinuity intensity (Dershowitz & Herda, 
1992; Mauldon, 1994). However, P32 does not include the effect of discontinuity 
orientations. Zhang (1999) and Zhang et al. (2002) introduced the fracture tensor Fij, 
which is a combined measure of discontinuity intensity and orientation, defined as 
follows: 
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1 m(V) 
= S(k)u(k)u(k) Fij -V k~=l i "'j (4.60) 

Fij can be determined with the data obtained in the previous sections. Fracture tensor Fij 
can also be written in a matrix form as follows 

I Fxx Fxy Fxz 1 
F(F0.) = Fyy Fy z 

Sym. Fzz 

(4.61) 

Fij has three principal values F1, F2 and F3, which can be obtained by finding the 
eigenvalues of Fij. The principal orientation of Fij can be obtained by finding the 
eigenvectors corresponding to F1, F2 and F3. 

The first invariant of Fij is just P32, i.e., 

P32 =I(F) =F1 +F2 +F3 :Fxx +Fyy +Fzz (4.62) 

In contrast to the tensors proposed by Kachanov (1980), Oda (1982) and Kawamoto et 
al. (1988), the fracture tensor defined in equation (4.60) has a clear physical meaning. 
It represents the ratio of the total area of discontinuities and the volume of the rock mass 
considered. The fracture tensor defined in equation (4.60) keeps the advantage of P32, 
i.e., P32 does not depend on the size of the sampled region as long as it is representative 
of the discontinuity network. 

4.8 DISCONTINUITY ROUGHNESS 

Roughness is a measure of the inherent surface unevenness and waviness of the 
discontinuity relative to its mean plane. The wall roughness of a discontinuity has an 
important influence on its shear strength, especially in the case of undisplaced and 
interlocked features such as unfilled joints. The importance of roughness declines with 
increasing aperture, filling thickness or previous shear displacement. 

When the properties of discontinuities are being recorded from observations made 
on either boring cores or exposed faces, it is usual to distinguish between small-scale 
surface irregularity or unevenness and large-scale undulations or waviness of the 
surface (see Fig. 4.25). Each of these types of roughness may be quantified on an 
arbitrary scale of, say, one to five. Descriptive terms may also be used particularly in 
the preliminary stages of mapping. For example, ISRM (1978c) suggests that the terms 
listed in Table 4.10 and illustrated in Fig. 4.26 may be used to describe roughness on 
two scales - the small scale (several centimeters) and the intermediate scale (several 
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Fig. 4.25 Different scales of discontinuity roughness are sampled by different scales of test. 
Waviness can be characterized by the angle i (after ISRM, 1978c). 

Table 4.10 Classification of discontinuity roughness (after ISRM, 1978c). 
. . . . . . . . . . .  , . . . . . .  , , 

Class Description 

I Rough or irregular, stepped 
II Smooth, stepped 
III Slickensided, stepped 
IV Rough or irregular, undulating 
V Smooth, undulating 
VI Slickensided, undulating 
VII Rough or irregular, planar 
VIII Smooth, planar 
IX Slickensided, planar 

. . . . . .  

meters). Large-scale waviness may be superimposed on such small- and intermediate- 
scale roughness. 

More detailed description of the methods for determining discontinuity roughness 
will be presented in Chapter 6. 
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4.26 Typical roughness profiles and suggested nomenclature. The length of each profile is 

in the range of 1 to 10 meters. The vertical and horizontal scales are equal (atter ISRM, 1978c). 

4.9 DISCONTINUITY APERTURE 

Aperture is the perpendicular distance separating the adjacent rock walls of an open 
discontinuity in which the intervening space is filled with air or water. Aperture is 
thereby distinguished from the width of a filled discontinuity (see Fig. 4.27). Large 
apertures can result from shear displacement of discontinuities having appreciable 
roughness, from outwash of filling materials (e.g. clay), from tensile opening, and/or 
from solution. In most subsurface rock masses, apertures are small, probably less than 
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half a millimeter. Table 4.11 lists terms describing aperture dimensions suggested by 
ISRM (1978c). Clearly, aperture and its areal variation will have an influence on the 
deformability, shear strength and hydraulic conductivity of discontinuities (see 
Chapters 6, 7 and 8 for details). 

4.10 DISCONTINUITY FILLING 

Filling is a term used to describe the material separating the adjacent rock walls of 
discontinuities, such as calcite, chlorite, clay, silt, fault gourge, breccia, quartz and 
pyrite. The perpendicular distance between the adjacent rock walls is termed the width 
of the filled discontinuity, as opposed to the aperture of a gapped or open discontinuity. 

Fig. 4.27 Suggested definitions of the aperture of open discontinuities and the width of filled 
discontinuities (atter ISRM, 1978c). 
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Table 4.11 Classification of discontinuity aperture (after ISRM, 1978c). 

Description Aperture (mm) 

"Closed" features Very tight < 0.1 

Tight 0.1 - 0.25 

Partly open 0.25 - 0.5 

"Gapped" features Open 0.5 - 2.5 

Moderately wide 2.5 - 10 

Wide > 10 

"Open" features Very wide 10 - 100 

Extremely wide 100 - 1000 

Cavernous > 1000 

Filling materials have a major influence on the shear strength of discontinuities. 

With the exception of discontinuities filled with strong vein materials (calcite, quartz, 

pyrite), filled discontinuities generally have lower shear strengths than comparable 

clean, closed discontinuities. The behavior of filled discontinuities depends on many 

factors of which the following are probably the most important: 

(1) Mineralogy of filling material 

(2) Grading or particle size 

(3) Over-consolidation ratio 

(4) Water content and permeability 

(5) Previous shear displacement 

(6) Wall roughness 
(7) Width 



5 
R o c k  m a s s e s  

5.1 INTRODUCTION 

The classification and index properties of intact rock and the characterization of rock 
discontinuities have been described respectively in Chapters 3 and 4. Field rock masses 
usually contain both intact rock and discontinuities. It is the properties of the rock mass 
(the combination of intact rock and discontinuities) that should be used in the design of 
a rock structure. This chapter describes different rock mass classification systems that 
are useful in the estimation of rock mass properties. The correlations between different 
classification indices are also presented. Finally, the classification of weathering of 
rocks is discussed in Section 5.4. 

5.2 CLASSIFICATION OF ROCK MASSES 

Numerous rock mass classification systems have been developed, including Terzaghi's 
Rock Load Height Classification (Terzaghi, 1946); Lauffer's Classification (Lauffer, 
1958); Deere's Rock Quality Designation (RQD) (Deere, 1964); RSR Concept 
(Wickham et al., 1972); the Rock Mass Rating (RMR) system (Bieniawski, 1973, 1976, 
1989); the Q-System (Barton et al., 1974); and the Geological Strength Index (GSI) 
system (Hoek & Brown, 1997). Most of these classification systems were primarily 
developed for the design of underground excavations. However, four of the above 
classification systems have been used extensively in the estimation of rock mass 
properties. These four classification systems are the RQD, the RMR, the Q-System, and 
the GSI. 

5.2.1 Rock quality designation (RQD) 

Rock Quality Designation (RQD) was introduced by Deere (1964) as an index 
assessing rock quality quantitatively. Table 5.1 shows the relationship between the 
RQD index and the rock mass quality. RQD can be determined directly by logging 
boring cores or indirectly by using different correlations such as the correlation 
between RQD and discontinuity frequency ~, and the correlation between RQD and 
seismic velocities. The different procedures for determining RQD have been discussed 
in detail in Chapter 4. 
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Table 5.1 Correlation between RQD and rock mass quality. 

RQD (%) Rock Mass Quality 

< 25 Very poor 

25-  50 Poor 

50-  75 Fair 

75 - 90 Good 

90 - 100 Excellent 

Although the RQD is a simple and inexpensive index, when considered alone it is 

not sufficient to provide an adequate description of a rock mass because it disregards 

discontinuity orientation, discontinuity condition, type of discontinuity filling and other 
features. 

5,2,2 Rock mass rating (RMR) 

The Rock Mass Rating (RMR) or the Geomechanics Classification System, proposed 

by Bieniawski (1973), was initially developed for tunnels. In recent years, it has been 

applied to the preliminary design of rock slopes and foundations as well as to 
the estimation of the in-situ deformation modulus and strength of rock masses. The 
RMR uses six parameters that are readily determined in the field (see Table 5.2): 

�9 Unconfined compressive strength of the intact rock 
�9 Rock Quality Designation (RQD) 

�9 Spacing of discontinuities 
�9 Condition of discontinuities 
�9 Ground water conditions 

�9 Orientation of discontinuities 

All but the intact rock strength are normally determined in the standard geological 

investigations and are entered on an input data sheet. Table 5.3 shows the guidelines for 

assessing the discontinuity condition. The unconfined compressive strength of intact 
rock is determined in accordance with standard laboratory procedures but can be 

readily estimated in situ from the point-load strength index. 

Rating adjustments for discontinuity orientation are summarized for underground 
excavations, foundations and slopes in Part B of Table 5.2. A more detailed explanation 
of these rating adjustments for dam foundations is given in Table 5.4, after ASCE 
(1996). 

The six separate ratings are summed to give an overall RMR, with a higher RMR 
indicating better quality rock. Based on the observed RMR value, the rock mass is 
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Table 5.3 Guidelines for classifying discontinuity condition (after Bieniawski, 1989). 

Parameter 

Discontinuity 
length (persistence/ 
continuity) 

Separation 
(aperture) 

Roughness 

Infilling (gouge) 

Degree of 
weathering 

Rating 

Measurement (m) <1 

Rating 

Measurement (mm) 

Rating 

Description 

Rating 

Description and 
Measurement (mm) 

Rating 

Description 

Range of values 

4 2 1 0 

1-3 3-10 10-20 >20 

6 5 

None <0.1 

6 5 

Very rough Rough 

6 

None 

4 1 0 

0.1-1 1-5 >5 

3 1 0 

Slight Smooth Slickensided 

4 2 2 0 

Hard Hard Soft Soft filling 

filling filling filling >5 

<5 >5 <5 

5 3 1 0 

Slight Moderate High Decomposed None 

Note: Some conditions are mutually exclusive. For example, if infilling is present, it is irrelevant 

what the roughness may be, since its effect will be overshadowed by the influence of the gouge. 
In such cases, use Table 5.2 directly. 

Table 5.4 Ratings for discontinuity orientations for dam foundations and tunneling (after 
ASCE, 1996). 

A. Dam Foundations 

Dip 10 ~  30 ~ 

Dip Dip direction Dip Dip 

0 ~ - 10 ~ Upstream Downstream 30 ~ - 60 ~ 60 ~ - 90~ 

Very favorable Unfavorable Fair Favorable Very unfavorable 

B. Tunneling 

Strike perpendicular to tunnel axis 
Strike parallel to Irrespective 

tunnel axis of strike 

Drive with dip Drive against dip 

Dip Dip Dip Dip 
45 o _ 90 ~ 20 ~ _ 45 ~ 45 ~ _ 90 o 20 ~ _ 45 o 

Dip Dip Dip 
45 ~ - 9 0  o 20 ~  ~ 0 o_20  o 

Very Favorable Fair Unfavorable Very Fair Fair 
favorable unfavorable 

classified into five classes named as very good, good, fair, poor and very poor, as 

shown in Part C of  Table 5.2. Also shown in Part C of  Table 5.2 is an interpretation of  

these five classes in terms of  roof  stand-up time, cohesion, internal friction angle and 

deformation modulus for the rock mass. 
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Seismic velocity measurements can also be used to estimate RMR values. Based on 
the data of limestones, mudstones, marls and shales at a dam site in Wadi Mujib, 
Jordan, E1-Naqa (1996) obtained the following empirical correlation between RMR and 
P-wave velocity: 

RMR = 59.8• 0"26 (r = 0.84) (5.1) 

where VpF is the P-wave velocity of the in situ rock mass; Vp0 is the P-wave velocity of 
the corresponding intact rock; and r is the correlation coefficient. 

Banks (2005) derived an empirical relation between the basic RMR and the slope 
angles in mature, natural rock outcrops: 

basic RMR = 0.4S + 52 (5.2) 

where the basic RMR is the RMR without the adjustment to account for the influence 
that discontinuity orientations may have on the particular application; and S is the slope 
angle in mature, natural outcrops in degrees. 

5.2.3 Rock mass quality (Q) 

The Q-system, proposed by Barton et al. (1974), was developed specifically for the 
design of tunnel support systems. As the RMR system, the Q-system has been 
expanded to provide preliminary estimates of rock mass properties. The Q-system 
incorporates the following six parameters and the equation for obtaining rock mass 
quality Q: 

�9 Rock Quality Designation (RQD) 
�9 Number of discontinuity sets 
�9 Roughness of the most unfavorable discontinuity 
�9 Degree of alteration or filling along the weakest discontinuity 
�9 Water inflow 
�9 Stress condition 

Q = RQD Jr Jw 
x x ~  (5.3) 

Jn Ja SRF 

where RQD = Rock Quality Designation; Jn = joint set number; Jr = joint roughness 
number; Ja = joint alteration number; Jw = joint water reduction number; and SRF = 
stress reduction number. 

The meaning of the parameters used to determine the value of Q in equation (5.3) 
can be seen from the following comments by Barton et al. (1974): 
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The first quotient (RQD/J,), representing the structure of the rock mass, is a 
crude measure of the block or particle size, with the two extreme values (100/0.5 
and 10/20) differing by a factor of 400. If the quotient is interpreted in units of 
centimeters, the extreme 'particle sizes' of 200 to 0.5 cm are seen to be crude but 
fairly realistic approximations. Probably the largest blocks should be several times 
this size and the smallest fragments less than half the size. (Clay particles are of 
course excluded). 

The second quotient (Jr/J,) represents the roughness and frictional 
characteristics of the joint walls or filling materials. This quotient is weighted in 
favor of rough, unaltered joints in direct contact. It is to be expected that such 
surfaces will be close to peak strength, that they will dilate strongly when sheared, 
and they will therefore be especially favorable to tunnel stability. 

When rock joints have thin clay mineral coatings and fillings, the strength is 
reduced significantly. Nevertheless, rock wall contact after small shear 
displacements have occurred may be a very important factor for preserving the 
excavation from ultimate failure. 

Where no rock wall contact exists, the conditions are extremely unfavorable to 
tunnel stability. The 'friction angles' (given in Table 5.5) are a little below the 
residual strength values for most clays, and are possibly down-graded by the fact 
that these clay bands or fillings may tend to consolidate during shear, at least if 
normal consolidation or if softening and swelling has occurred. The swelling 
pressure of montmorillonite may also be a factor here. 

The third quotient (Jw/SRF) consists of two stress parameters. SRF is a measure 
of: 1) loosening load in the case of an excavation through shear zones and clay 
beating rock, 2) rock stress in competent rock, and 3) squeezing loads in plastic 
incompetent rocks. It can be regarded as a total stress parameter. The parameter Jw 
is a measure of water pressure, which has an adverse effect on the shear strength of 
joints due to a reduction in effective normal stress. Water may, in addition, cause 
softening and possible out-wash in the case of clay-filled joints. It has proved 
impossible to combine these two parameters in terms of inter-block effective stress, 
because paradoxically a high value of effective normal stress may sometimes 
signify less stable conditions than a low value, despite the higher shear strength. 
The quotient (Jw/SRF) is a complicated empirical factor describing the 'active 
stress'. 

So the rock mass quality (Q) may be considered a function of three parameters 
which are approximate measures of: 

(i) Block size (RQD/J.): It represents the overall structure of rock masses. 
(ii) Inter block shear strength (Jr/J,): It represents the roughness and frictional 

characteristics of the joint walls or filling materials. 
(iii) Active stress (Jw/SRF): It is an empirical factor describing the active stress. 
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Table 5.5 provides the necessary guidance for assigning values to the six 
parameters. Depending on the six assigned parameter values reflecting the rock mass 
quality, Q can vary between 0.001 and 1000. Rock quality is divided into nine classes 
ranging from exceptionally poor (for Q from 0.001 to 0.01) to exceptionally good (for 
Q from 400 to 1000) as shown in Table 5.6. 

Based on data from hard rock tunneling projects in several countries, Barton (1991) 
proposed a correlation between Q and P-wave velocity: 

Q = 10Vp-3"5 (5.4) 

where vp is the P-wave velocity of the in situ rock mass in km/s. 
Barton (2002) extended the above relation between Q and Vp to rocks that could be 

weaker or stronger than the assumed "hard" rock by introducing the normalized Q: 

(Yc Qc = Q•  (5.5) 
100 

where Qc is the normalized Q; 6c is the unconfined compressive strength of the intact 
rock; and 100 MPa is the 6c assumed for the hard rock norm. The generalized Qr - Vp 
correlation is 

Qc = 10Vp -3.5 (5.6) 

Based on the data of limestones, mudstones, marls and shales at a dam site in Wadi 
Mujib, Jordan, E1-Naqa (1996) obtained the following empirical correlation between Q 
and P-wave velocity: 

In Q = 2.61X(VpF/VpO) 0"97 (r = 0.78) (5.7) 

where VpF is the P-wave velocity of the in situ rock mass; Vpo is the P-wave velocity of 
the corresponding intact rock; and r is the correlation coefficient. 

5.2.4 Geological strength index (GSI) 

Hock and Brown (1997) introduced the Geological Strength Index (GSI), both for hard and 
weak rock masses. Experienced field engineers and geologists generally show a liking for 
a simple, fast, yet reliable classification which is based on visual inspection of geological 
conditions. Hock and Brown (1997) proposed such a practical classification for estimating 
GSI based on visual inspection alone (see Fig. 5.1). In this classification, there are five 
main qualitative classifications of rock mass structures: 



Rock masses 107 

Table 5.5 

al., 1974). 

Very poor 
Poor 
Fair 
Good 
Excellent 

Massive, none or few joints 
One joint set 
One joint set plus random 
Two joint sets 
Two joint sets plus random 
Three joint sets 
Three joint sets plus random 
Four or more joint sets, 

random, heavily jointed, 
' sugar cube', etc 

Crushed rock, earthlike 

(a) Rock wall contact and 
(b) Rock wall contact 

before 10 cm shear 
Discontinuous joint 
Rough or irregular, 

undulating 
Smooth, undulating 
Slickensided, undulating 
Rough and irregular, planar 
Smooth or irregular 
Slickensided, planar 

The Q-system and associated parameters RQD, Jn, Jr, Ja, SRF and Jw (atter Barton et 

Rock Quality Designation 
RQD (%) 

0 -  25 Note: 
25 - 50 (i) Where RQD is reported or 
50-75 measured to be <10 a 
75 - 90 nominal value of 10 is used 

9 0 -  100 to evaluate Q in equation 
(5.5) 

(ii) Take RQD to be nearest 5% 

Joint Set Number 
Jn 

0 .5 -  1.0 
2 
3 
4 
6 
9 
12 
15 

Note: 
(i) For intersections use (3.0 x 

J.) 
(ii) For portals use (2.0 x Jn) 

20 

Joint Roughness Number 
Jr 

4 
3 

2 
1.5 
1.5 

1 
0.5 

Notes: 
(i) Add 1.0 if the mean spacing 

of the relevant joint set is 
greater than 3 m 

(ii) Jr = 0.5 can be used for 
planar slickensided joints 
having lineations, provided 
the lineations are favorably 
orientated 

(c) No rock wall contact 
when sheared 

Zone containing clay 
minerals thick enough to 
prevent rock wall contact 

Sandy, gravelly or crushed 
zone thick enough to 
prevent rock wall contact 

(nominal) 

(nominal) 

Joint Alternation Number 
J~ 

Approximate residual angle of 
friction (deg) 

(a) Rock wall contact 
A. Tightly healed, hard, 0.75 

non-sottening, 
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Table 5.5 (Continued). 

Bo 

Co 

D. 

E~ 

impermeable filling, i.e. 
quartz or epidote 
Unaltered joint walls, 
surface staining only 
Unaltered joint walls. 
Non-softening mineral 
coatings, sandy 
particles, clay-free 
disintegrated rock, etc. 
Silty or sandy clay 
coatings, small clay 
fraction (non-softening) 
Softening or low 
friction clay mineral 
coatings, i.e. kaolinite, 
mica. Also chlorite, talc, 
gypsum and graphite, 
etc, and small quantities 
of swelling clays 
(discontinuous coatings, 
1 - 2 mm or less in 
thickness) 

Co) Rock wall contact 
before 10 cm shear 

F. Sandy particles, clay 
free disintegrated rock, 
etc 

G. Strongly over- 
consolidated, non- 
softening clay mineral 
fillings (continuous, < 5 
mm in thickness) 

H. Medium or low over- 
consolidation, softening, 
clay mineral fillings 
(continuous, < 5 mm in 
thickness) 

J. Swelling clay fillings, 
i.e. montmorillonite 
(continuous, < 5 mm in 
thickness). Value of Ja 
depends on percentage 
of swelling clay-sized 
particles and access to 
water, etc 

(c) No rock wall contact 
when sheared 

K. Zones or bands of 
disintegrated or crushed 

8 - 1 2  

6 , 8 o r 8 -  12 

2 5 -  35 

2 5 -  30 

2 0 -  25 

8 - 1 6  

2 5 -  30 

1 6 - 2 4  

1 2 - 1 6  

6 - 1 2  

6 - 2 4  
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Table 5.5 (Continued). 

rock and clay (see G, H. 
J for description of clay 
condition) 

L. Zones or bands of silty 5 - 
or sandy clay, small 
clay fraction (non- 
softening) 

M. Thick, continuous zones 10, 13 or 6 -  24 
or bands of clay (see G, 13 - 20 
H. J for description of 
clay condition) 

Joint Water Reduction Approximate water pressure 
Factor (kPa) 

Jw 
A. Dry excavations or 1 < 100 

minor inflow, i.e. < 5 
1/min locally 

B. Medium inflow or 0.66 100-  250 
pressure occasional 
outwash of joint fillings 

C. Large inflow or high 0.5 250 -  1000 
pressure in competent 
rock with unfilled joints 

D. Large inflow or high 0.33 250 -  1000 
pressure, considerable 
occasional outwash of 
joint fillings 

E. Exceptionally high 0.1 > 1000 
inflow or water pressure 
at blasting, decaying 
with time 

F. Exceptionally high 0.1 - 0.05 > 1000 
inflow or water pressure 
continuing without 
decay 

Note: 
(i) Factors C-F are crude estimates. Increase Jw if drainage measures are installed 
(ii) Special problems caused by ice formation are not considered 

(a) Weakness zones 
intersecting excavation, 
which may cause 
loosening of  rock mass 
when tunnel is 
excavated 

A. Multiple occurrences of 
weakness zones 
containing clay or 
chemically disintegrated 
rock, very loose 

Stress Reduction Factor 
SRF 

10 Note: 
(i) Reduce these values by 25- 

50% if the relevant shear 
zones only influence but do 
not intersect the excavation 
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Table 5.5 (Continued). 

surrounding rock (any 
depth) 

B. Single weakness zones 
containing clay or 
chemically disintegrated 
rock (depth of 
excavation < 50 m) 

C. Single weakness zones 
containing clay or 
chemically disintegrated 
rock (depth of 
excavation > 50 m) 

D. Multiple shear zones in 
competent rock (clay 
free), loose surrounding 
rock (any depth) 

E. Single shear zones in 
competent rock (clay 
free, depth of 
excavation < 50 m) 

F. Single shear zones in 
competent rock (clay 
free, depth of 
excavation > 50 m) 

G. Loose open joints, 
heavily jointed, or 
"sugar cube" etc (any 
depth) 

(b) Competent rock, rock 
stress problems 

H. Low stress, near surface 
J. Medium stress 
K. High stress, very tight 

structure (usually 
favorable to stability, 
maybe unfavorable to wall 
stability) 

L. Mild rock burst (massive 
rock) 

M. Heavy rock burst (massive < 2.5 
rock) 

(c) Swelling rock; chemical 
swelling activity 
depending on presence 
of water 

P. Mild swelling rock 
pressure 

R. Heavy swelling rock 
pressure 

5 

2.5 

7.5 

5 

2.5 

5 

Strength/stress ratios 
odol odoi 
> 200 > 13 2.5 

200-10 13 - 0.66 1 
10 -  5 0 .66-  0.33 0.5 - 2.0 

5 - 2 . 5  0.33 -0 .16  5 - 1 0  

< 0.16 10 -  20 

5 - 1 0  

10 -15  

(ii) If stress field is strongly 
anisotropic: when 5 < O1/O 3 < 
10, reduce oc and ot to 0.8oe 
and 0.8Or; when Ol/O3 > 10, 
reduce oc and ot to 0.6oc and 
0.6ot. Where oc = unconfined 
compressive strength, ot = 
tensile strength, Ol and o3 = 
major and minor principal 
stresses. 

(iii)Few case records available 
where depth of crown 
below surface is less than 
span width. Suggest SRF 
increase from 2.5 to 5 for 
such cases (see H) 
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Table 5.6 Classification of rock mass based on Q-values (aider Barton et al., 1974). 

Group Q Classification 

1 1000 - 400 Exceptionally good 
400 - 100 Extremely good 
100 - 40 Very good 
40 - 10 Good 

2 10 - 4 Fair 
4 -  1 Poor 
1 - 0.1 Very poor 

3 0.1 - 0.01 Extremely poor 
0.01 - 0.001 Exceptionally poor 

(i) Intact/Massive 

(ii) Blocky 

(iii) Very blocky 
(iv) Blocky/Disturbed 

(v) Disintegrated 

Further, discontinuities are classified into 5 surface conditions which are similar to 
discontinuity conditions in RMR as described earlier: 

(i) Very good 

(ii) Good 

(iii) Fair 

(iv) Poor 

(v) Very poor 

Based on the actual rock structure classification and the discontinuity surface condition, a 

block in the 5x5 matrix of Fig. 5.1 can be picked up and the corresponding GSI value can 

then be read from the figure. According to Hock and Brown (1997), a range of values of 
GSI should be estimated in preference to a single value. 

The GSI chart based on visual inspection has been commonly used by the rock 
mechanics community since it was developed. However, due to the lack of measurable 
parameters for describing the rock mass structures and the discontinuity surface conditions, 
it is possible for different persons to estimate different GSI values from the chart for the 
same rock mass, particularly for engineers with limited experience. Therefore, researchers 
have attempted to develop quantitative measures of the rock mass structures and the 
discontinuity surface conditions (Sonmez & Ulusay, 1999, 2002; Cai et al., 2003). Fig. 5.2 
shows the quantitative GSI chart proposed by Sonmez and Ulusay (1999, 2002). The 
structure rating, SR, based on volumetric discontinuity frequency L~, is introduced to 
describe the rock mass structure. The surface condition rating, SCR, estimated from 
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Fig. 5.1 Characterization of rock masses on the basis of interlocking and joint alteration (after 

Hoek & Brown, 1997). 
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Fig. 5.2 Quantification of GSI chart by Sonmez and Ulusay (1999, 2002). 
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roughness, weathering and infilling conditions, is introduced to describe the discontinuity 
surface conditions. The volumetric discontinuity frequency L~ and discontinuity roughness 
and infiUing conditions can be evaluated as described in Chapter 4. The weathering 
condition can be evaluated using the methods presented in Section 5.4. 

Cai et al. (2003) used quantitative block volume Vb and discontinuity condition factor 
Jc to describe, respectively, the rock mass structures and the discontinuity surface 
conditions. The block volume Vb can be estimated using the methods presented in Chapter 
4. For the discontinuity condition factor Jc, Cai et al. (2003) presented a method for 
estimating it from the large-scale waviness, the small-scale smoothness and the joint 
alternation factor. 

5.3 CORRELATIONS BETWEEN DIFFERENT CLASSIFICATION INDICES 

Since the Q and RMR systems are based on much the same properties, they are highly 

correlated and can be predicted one from the other. Various researchers give 

relationships between Q and RMR in the following general form (Bieniaswki, 1976, 

1989; Rutledge & Preston, 1978; Cameron-Clarke & Budavari, 1981; Abad et al., 

1984; Goel et al., 1996): 

RMR = A In Q + B (5.8) 

where A is typically in the range 5 - 15; and B in the range 40 - 60 (see Table 5.7). 

Table 5.7 Empirical correlations between RMR and Q. 

Correlation Reference 

RMR = 9.0 In Q + 44 

RMR= 5.9 lnQ + 43 

RMR = 5.4 In Q + 55 

RMR = 4.6 In Q + 56 

RMR= 5.0 In Q + 61 

RMR = 10.5 In Q + 42 

RMR = 8.7 In Q + 38 

RMR = 9.1 In Q + 45 

RMR= 7.0 In Q +41 

RMR = 7.0 In Q + 44 

RMR = 15 In Q + 50 

(Drill core) 

(In situ results) 

(Bore cores) 

(Scanlines) 

Bieniaswki (1976), Jethwa et al. (1982) 

Rutledge & Preston (1978) 

Moreno (1980) 

Cameron-Clarke & Budavari (1981) 

Abad et al. (1984) 

Kaiser et al. (1986) 

Trunk & Hrmisch (1990) 

E1-Naqa (1994) 

Barton (1995) 
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Noting that the Q and RMR systems are not truly equivalent (e.g. the RMR system 
does not consider the stress condition of the rock mass, while the Q system does not 
consider discontinuity orientation and intact rock strength), Goel et al. (1996) developed a 
new type of empirical correlation between RMR and Q by introducing two new rock mass 
indices RCR and N: 

RCR = 8 InN + 30 (r = 0.92) (5.9) 

where RCR is the rock condition rating defined as RMR without rating for discontinuity 
orientation and intact rock strength; and N is the rock mass number defined as Q with SRF 
asl .  

GSI can also be estimated from RMR and Q (Hock & Brown, 1997). When using 
Bieniawski's 1989 Rock Mass Rating (see Part A of Table 5.2) to estimate the value of 
GSI, the rock mass should be assumed to be completely dry and a rating of 15 assigned to 
the groundwater value. Very favorable discontinuity orientations should be assumed and 
the Adjustment for Discontinuity Orientation value set to zero. The minimum value which 
can be obtained for the 1989 classifications is 23. The estimated RMR is used to estimate 
the value of GSI as follows: 

GSI -  RMR- 5 (5.10) 

The Q value of Barton et al. (1974) can be used to estimate the value of GSI as follows: 

GSI = 9 In Q + 44 (5.11) 

where Q is calculated from equation (5.3) by setting a value of 1 for both Jw (discontinuity 
water reduction factor) and SRF (stress reduction factor). 

5.4 CLASSIFICATION OF WEATHERING OF ROCK 

Weathering is the process of alteration of rock brought about by physical disintegration, 
chemical decomposition and biological activity. Weathering leads to change of the 
engineering properties of a rock at varying degrees depending on the stages of 
weathering. The early stages of weathering usually are represented by discoloration of 
the rock material, which increases from slightly to highly discolored as the degree of 
weathering increases. As weathering proceeds, the rock material becomes increasingly 
decomposed and/or disintegrated until a soil is formed. Various classification schemes 
have been proposed for classifying the weathering grades of rock masses, based on the 
presence or absence of discoloration in rock material, the rock to soil ratio, and the 
presence or absence of relict rock fabric in the groups which are predominantly soil 
(Bell, 1987). Classification of weathered rocks helps in better understanding their 
engineering behavior, allows samples to be grouped for description and for 
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geotechnical models to be developed, and ensures the best use of the geotechnical data 

determined in that index properties can be related to engineering properties (Anon, 

1995) 

There exist different classification schemes for classifying the weathering grades of 

rock masses. Table 5.8 shows the general weathering categories and grades suggested 

by ISRM (1978c), which may be modified to suit particular situations. Fig. 5.3 shows 

different classifications of weathering grades of rock masses. Some grades of 

weathering may not be seen in a given rock mass, and, in some cases, a particular grade 

may be present to a very small extent. 

The classifications of weathering grades presented in Table 5.8 and Fig. 5.3 are 

qualitative only. Quantitative classifications of weathering grades using index 

properties are also developed by different researchers. Irfan and Dearman (1978) 

suggested that quick absorption, Schmidt hammer and point load strength tests could be 

used to determine a weathering index for granite as illustrated in Table 5.9. 

Table 5.10 lists the measured total porosity and dry density of granitic rocks in the 

Northwest of Turkey at different weathering stages (Arel & Onalp, 2004). 

Table 5.11 shows the relationship between weathering and RQD for rocks at the 

Gilgel Gibe hydropower project site located in the western part of Ethiopia (Ayalew et 
al., 2002). 

Table 5.8 Weathering grade of rock mass (aiter ISRM, 1978c). 

Term Description Grade 

Fresh 
rock 

Slightly 
weathered 

Moderately 
weathered 

Highly 
weathered 

Completely 
weathered 

Residual 
soil 

No visible sign of rock material weathering; perhaps slight 
discoloration on major discontinuity surfaces. 

Discoloration indicates weathering of rock material and discontinuity 
surfaces. All the rock material may be discolored by weathering and 
the external surface may be somewhat weaker than in its fresh 
condition. 

Less than half of the rock material is decomposed and/or disintegrated 
to soil. Fresh or discolored rock is present either as continuous 
framework or as corestones. 

More than half of the rock material is decomposed and/or 
disintegrated to soil. Fresh or discolored rock is present either as 
discontinuous framework or as corestones. 

III 

IV 

All rock material is decomposed and/or disintegrated to soil. The V 
original mass structure is still largely intact. 

All rock material is converted to soil. The mass structure and material VI 
fabric are destroyed. There is a large change in volume, but the soil 
has not been significantly transported. 
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Table 5.9 Weathering indices for granite (after Irfan & Dearman, 1978). 

Term 

Unconfined 
Quick Bulk Point load compressive 
absorption density strength strength 
(%) (Mg/m 3) (MPa) (MPa) 

Fresh < 0.2 2.61 > 10 > 250 

Partially stained* 0.2-1.0 2.56-2.61 6-10 150-250 

Completely stained* 1.0-2.0 2.51-2.56 4-6 100-150 

Moderately weathered 2.0-10.0 2.05-2.51 0.1-4 2.5-100 

Highly/completely > 10.0 < 2.05 < 0.1 < 2.5 
weathered 

Slightly weathered 

Table 5.10 Total porosity and dry density of granitic rocks at different weathering stages (after 

Arel & Onalp, 2004). 

Grade Term Total porosity n (%) Dry density Pa (Mg/m3) 

I Fresh rock 3.48 2.63 

II Slightly weathered 3.57 2.59 

HI Moderately weathered 4.65 2.46 

IV Highly weathered 5.42 2.38 

V Completely weathered 9.08 2.30 

VI Residual soil 15.5 2.00 

Table 5.11 The relationship between weathering and RQD (atter Ayalew et al., 2002). 

Grade Term RQD (%) 

I Discolored (Fresh rock) 66-100 

11 Slightly weathered 41-65 

11I Moderately weathered 16-40 

IV Highly weathered 9-15 

V Decomposed (Completely weathered) 0-8 



6 
Deformability 

6.1 INTRODUCTION 

The deformation modulus of rock masses is used in the design of many structures in or 

on rock, from underground openings to foundations (Deere et al., 1967; Dershowitz et 
al., 1979; Bieniawski, 1978; Wyllie, 1999). Determination of rock mass deformation 

modulus is an important task in rock mechanics and rock engineering. 
The presence of discontinuities has long been recognized as an important factor 

influencing the deformability of rock masses. Compared to intact rock, jointed rock masses 

show increased deformability. Therefore, determination of rock mass deformation modulus 

should consider not the deformability of the intact rock but also that of the discontinuities. 

Since a rock mass seldom behaves as an ideal elastic material, its modulus is dependent 
upon the proportion of the stress-strain response considered. Fig 6.1 shows a stress-strain 

curve typical of an in-situ rock mass containing discontinuities with the various moduli 
that can be obtained. Although the curve, as shown, is representative of a jointed mass, 

it is also typical of intact rock except that the upper part of the curve tends to be 
concaved downward at stress levels approaching failure. As can be seen in Fig. 6.1 

there are at least four portions of the stress-strain curve that can be used for 
determining in-situ rock mass moduli: the initial tangent modulus, the elastic modulus, 

the recovery modulus, and the deformation modulus (ASCE, 1996; ASTM, 2004): 

a. Initial tangent modulus. The initial tangent modulus is determined from the slope of 
a line constructed tangent to the initial concave upward section of the stress-strain 

curve (i.e. line 1 in Fig. 6.1). The initial curved section reflects the effects of 
discontinuity closure in in-situ tests and micro-crack closure in tests on small 

laboratory specimens. 
b. Elastic modulus. Upon closure of discontinuities/micro-cracks, the stress-strain 

curve becomes essentially linear. The elastic modulus, frequently referred to as the 
modulus of elasticity, is derived from the slope of this linear (or near linear) portion 

of the curve (i.e. line 2 in Fig. 6.1). In some cases, the elastic modulus is derived 
from the slope of a line constructed tangent to the stress-strain curve at some 

specified stress level. The stress level is usually specified as 50 percent of the 

maximum or peak stress. 
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2 

3 

1 

1 Initial tangent modulus 
2 Elastic modulus 
3 Recovery modulus 
4 Deformation modulus 

Strain 
r 

Fig. 6.1 Stress-strain curve typical of in-situ rock mass with various moduli that can be obtained 
(after ASCE, 1996; ASTM, 2004). 

c. Recovery modulus. The recovery modulus is obtained from the slope of a line 
constructed tangent to the segment of the unloading stress-strain curve (i.e. line 3 in 

Fig. 6.1). As such, the recovery modulus is primarily derived from in-situ tests 
where test specimens are seldom stressed to failure. 

d. Deformation modulus or Secant modulus. The deformation modulus is determined 
from the slope of the secant line established between zero and some specified stress 

level (i.e. line 4 in Fig. 6.1). The stress level is usually specified as 50 percent of the 
maximum or peak stress. 

Since the actual jointed rock masses do not behave elastically, deformation modulus is 
usually used in practice. 

6.2 DEFORMABILITY OF INTACT ROCK 

Fig. 3.1 in Chapter 3 shows the range of the elastic modulus of different rocks. Tables 6.1 

and 6.2 list the typical values of the elastic modulus and Poisson's ratio of different rocks. 

The usual method for determining the elastic modulus of intact rock is to perform 

unconfined compression tests on pieces of rock core obtained from drilling using a 
diamond core barrel (ISRM, 1979a; ASTM, 2004). Since standard sample preparation is 
time consuming and expensive, indirect tests are also often conducted to estimate the 
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Table 6.1 Typical values of elastic modulus of intact rocks (after AASHTO, 1989). 

No. of No. of rock Elastic modulus (GPa) Standard 

Rock type values types Maximum Minimum Mean Deviation 

Granite 26 26 100 6.41 52.7 24.5 

Diorite 3 3 112 17.1 51.4 42.7 

Gabbro 3 3 84.1 67.6 75.8 6.69 

Diabase 7 7 104 69.0 88.3 12.3 

Basalt 12 12 84.1 29.0 56.1 17.9 

Quartzite 7 7 88.3 36.5 66.1 16.0 

Marble 14 13 73.8 4.00 42.6 17.2 

Gneiss 13 13 82.1 28.5 61.1 15.9 

Slate 11 2 26.1 2.41 9.58 6.62 

Schist 13 12 69.0 5.93 34.3 21.9 

Phyllite 3 3 17.3 8.62 11.8 3.93 

Sandstone 27 19 39.2 0.62 14.7 8.21 

Siltstone 5 5 32.8 2.62 16.5 11.4 

Shale 30 14 38.6 0.007 9.79 10.0 

Limestone 30 30 89.6 4.48 39.3 25.7 

Dolostone 17 16 78.6 5.72 29.1 23.7 

Table 6.2 Typical values of Poisson' s ratio of intact rocks (after AASHTO, 1989). 

No. of No. of rock Poisson's ratio 

Rock type values types Maximum Minimum Mean 

Standard 

Deviation 

Granite 22 22 0.39 0.09 0.20 

Gabbro 3 3 0.20 0.16 0.18 

Diabase 6 6 0.38 0.20 0.29 

Basalt 11 11 0.32 0.16 0.23 

Quartzite 6 6 0.22 0.08 0.14 

Marble 5 5 0.40 0.17 0.28 

Gneiss 11 11 0.40 0.09 0.22 

Schist 12 11 0.31 0.02 0.12 

Sandstone 12 9 0.46 0.08 0.20 

Siltstone 3 3 0.23 0.09 0.18 

Shale 3 3 0.18 0.03 0.09 

Limestone 19 19 0.33 0.12 0.23 

Dolostone 5 5 0.35 0.14 0.29 
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elastic modulus by using empirical correlations. Table 6.3 lists a number of  empirical 

correlations between the elastic modulus and the Schmidt hammer rebound number. 

The propagation velocity of elastic waves measured on intact rock is usually used 

to calculate the dynamic elastic properties: 

(Vp / Vs) 2 - 2 
rOy n = )2 (6.1) 

2[(Vp /V s -1]  

pv2 ( 1 -  2Vdyn)(1 + Vdyn) (6.2) 
Edyn = 1 -  Vdy n 

Gdy n : p v  2 (6.3) 

Edy n = 2Gdyn(1 + Vdyn) (6.4) 

w h e r e  Vdy n is the dynamic Poisson's ratio; Vp is the velocity of  the P-wave; vs is the 

velocity of the S-wave; Gdy~ is the dynamic shear modulus; p is the density; and Edy~ is 

the dynamic elastic modulus. 

Table 6.3 Correlations between elastic modulus E and Schmidt hammer rebound number Rn. 

Correlation r 2 Rock Type Reference 

E = 0.6005pRn(L) - 2.0276 

E = 0.0069 x 10 [l "0611~ )+l "861] 

E = 0.192p2Rn(L) - 12.71 

E = 1.940Rn(L) - 33.92 0.78 

E = e_.n(L)+d,~R- 0.77 

C and d are coefficients to 
0.92 depending on rock type 

1,~0 3.09074 E = 0.000 �9 0.99 

E = e 0"054Rn(L) +1.146 0.90 

E = 0.47Rn(L) - 6.25 0.85 

28 lithological units, 3 
base rock types 

25 lithological units 

20 lithological units 

Marble, limestone, 
dolomite 

Mica-sachist, prasinite, 
serpentinite, gabbro, 
mudstone 

Chalk, limestone, 
sandstone, marble, 
syenite, granite 

Gypsum 

Andesita, tuff, Basalt 

Deere & Miller (1966) 

Aufmuth (1973) 

Beverly et al. (1979) 

Sachpazis (1990) 

Xu et al. (1990) 

Katz et al. (2000) 

Yilmaz & Sendir (2002) 

Dincer et al. (2004) 

Notes: E is in the unit of GPa; p is the rock density in g/cm3; R~(L) and Rn~ are, respectively, the 

L- and N-type Schmidt hammer rebound numbers (see Chapter 3 for detailed description of 

Schmidt hammer rebound tests); and r 2 is the determination coefficient.. 
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The dynamic elastic modulus calculated from equations (6.1) to (6.4) is usually 

larger than the static elastic modulus. Fig. 6.2 shows the ratio of  dynamic elastic 

modulus to static elastic modulus compiled by Stacey et al. (1987). The ratio varies 

between about 1 and 3. 

Table 6.4 lists some of  the closed-form empirical correlations between static and 

dynamic moduli. It is noted that different correlations may give very different static 

Static elastic modulus E (GPa) 

Fig. 6.2 Comparison of static and dynamic elastic modulus (after Stacey et al., 1987). 

Table 6.4 Correlations between static modulus E and dynamic modulus Edy n. 

Correlation Rock Type Reference 

E = 1.137Edy n - 9.685 

E = 1.263Edy n - 29.5 

E = 0.64Edy n - 0.32 

E = 0.69Edy n + 6.40 

E = 0.48Edy a - 3.26 (r 2 = 0.82) 

Granite Belikov et al. (1970) 

Igneous & metamorphic rocks King (1983) 

Different rocks Eissa & Kazi (1988) 

Granite McCann & Entwisle (1992) 

Crystalline rocks McCann & Entwisle (1992) 

Notes: Both E and Edy~ are in the unit of GPa; and r 2 is the determination coefficient. 
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modulus values. To obtain reliable results for a specific site, a series of tests need be 

carried out to calibrate the correlation to be used for the site. 
Based on regression analysis of test data for dolomite, marble and limestone, Yasar 

and Erdogan (2004b) derived the following simple correlation between static elastic 
modulus and P-wave velocity: 

E =  10.67Vp -18.71 (r2 = 0.86) (6.5) 

where E is the static elastic modulus (GPa); vp is the P-wave velocity (km/s); and r 2 is 

the determination coefficient. 

The elastic modulus decreases as the porosity increases. Leite and Ferland (2001) 
derived a linear empirical correlation between elastic modulus E and porosity n based 

on test results of artificial porous rocks: 

E = 10.10 - 0.109 n (r 2 = 0.74) (6.6) 

where E is in the unit of GPa and n is in %; and r z is the determination coefficient. 

Lashkaripour (2002), however, derived a negative exponential relationship between 

elastic modulus E and porosity n based on test results of mudrocks including claystone, 

clay shale, mudstone, mud shale, siltstone and silt shale: 

E = 37.9e-0"863n (r 2 = 0.68) (6.7) 

where E is in the unit of GPa and n is in %; and r 2 is the determination coefficient. 

Fig 6.3 shows the variation of elastic modulus E with porosity n for dolomites and 

limestones (Palchik & Hatzor, 2002). The relationship between E and n can be 

described approximately by a negative exponential function. 

Water content has a great effect on the deformability of intact rocks. The elastic 

modulus of intact rocks decreases as the water content increases. Fig. 6.4 shows the 

variation of the elastic modulus of two British sandstones at 50% ultimate stress with 
the water content (Hawkins & McConnell, 1992). 

Based on best fitting analyses of laboratory test results, Vasarhelyi (2003, 2005) 

obtained the ratios of elastic modulus at saturated condition E ~  to that at dry condition 

E ~  respectively for British sandstones and Miocene limestones: 

E~,~/E,~ = 0.761 for British sandstones 

E ~ t / E ~  = 0.657 for Miocene limestones 
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i, Bina limestone 

�9 Sorek dolomite 

Ill Aminadav dolomite 

X Beit Meir dolomite 

i Yagur dolomite 

I:! Nekarot limestone 

Fig. 6.3 Variation of elastic modulus E with porosity n for dolomites and limestones (after Palchik 
& Hatzor, 2002). 

6.3 DEFORMABILITY OF R O C K  DISCONTINUITIES 

The behavior of jointed rock masses is dominated by the behavior of discontinuities in the 

rock mass. To consider the effects of discontinuities on the deformability of rock masses, 
the deformability of rock discontinuities should be known first. 

The deformation properties of individual rock discontinuities can described by normal 

stiffness kn and shear stiffness ks. These refer to the rate of change of normal stress on and 

shear stress x with respect to normal displacement u~ and shear displacement us. Details 

about the definition and determination of/q and ks are presented in the following. 

6.3.1 Normal stiffness 

If a compressive normal stress o't~ is applied on a rock discontinuity, it would cause the 
discontinuity to close by a certain amount, say u~. Fig. 6.5(a) shows a typical relationship 

between o'n and u~. The slope of the curve in Fig. 6.5(a) gives the tangential normal 
stiffness/q of the discontinuity and, at any stress level, is defined as 

k n = A~ (6.8) 
Au n 

where A denotes an increment. 
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Fig. 6.4 Influence of water content w on elastic modulus E at 50% ultimate stress: (a) Lower Old 

Red Sandstone; and (b) Pennant- Type A (after Hawkins & McConnell, 1992). 

It is noted that /~  is small when o'n is small but rapidly builds up as the discontinuity 

closes. There is actually a limit of  discontinuity closure and o'n ---> ~ as this limit (u~c) is 

reached. The relation between o'n and u~ can be expressed by the following hyperbolic 

function (Goodman et al., 1968; Bandis et al., 1983): 

' ~Un (6 .9 )  
a n = 

Unc - u n 
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Fig. 6.5 Typical stress-relative displacement relationship: (a) o"n versus u,; and (b) x versus us. 

where a is an empirical constant; and u~c is the limit of discontinuity closure. 

Differentiating equation (6.9), the expression for k~ can be obtained as 

k n  - ~  
d(y n GtUnc 

du  n (Unc _ Un ) 2 

(6.10) 

When u~ = 0, the initial tangential normal stiffness km can be obtained as 

kni = _ _  
Unc 

(6.11) 

Combining equations (6.10) and (6.11) gives 
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2 
k n = kni Unc (6.12) 

(Unc -Un)  2 

Solving equation (6.9) for un and inserting it in equation (6.12) gives 

( ,)2 
k n = kni 1 + ~n 

kniunc 
(6.13) 

It is noted that equation (6.13) is valid for compressive normal stress only. It is usual to 
assume that discontinuities do not offer any resistance to tensile normal stresses implying kn 
= 0 if O'n is tensile. 

To determine the normal stiffness/Ca at a normal stress O'n, one has to know the initial 
normal stiffness km and the limit of discontinuity closure Unc. According to Bandis et al. 
(1983), the initial normal stiffness km in MPa/mm can be estimated from 

kni =-7 .15 + 1.75JRC + 0 . 0 2 ( ~  ~-3 (6.14) 

where JRC is the discontinuity roughness coefficient; JCS is the discontinuity wall 
compressive strength in MPa; and e is the discontinuity aperture in mm at the beginning of 
loading which can be estimated from (Bandis et al., 1983) 

e ~  JRC(0"04~ - 0.023 (6.15) 

where oc is the unconfined compressive strength of the rock material, e is the mechanical 
aperture of the discontinuity and can also be estimated from the corresponding hydraulic 
aperture eh of the discontinuity 

e ~ ~]e h �9 JRC 2"5 (6.16) 

The hydraulic aperture eh will be described in detail in Chapter 8. 
By analyzing experimental data for discontinuities with different values of JRC, Bandis 

et al (1983) obtained the following expression for determining the limit of discontinuity 
closure Une 

Une,'~A+B(JRC)+ c(~S-) D (6.17) 
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where JRC, JCS and e are the same as defined earlier; and A, B, C and D are empirical 

parameters which can be estimated from Table 6.5. 
Equation (6.17) is only applicable to unfilled, interlocked discontinuities for which JRC 

is 5 to 15, JCS is 22 to 182 MPa, and e is 0.1 to 0.06 mm (Bandis et al., 1983; Priest, 1993). 
Bandis et al (1983) also obtained the following expression for determining unc without the 

data of JRC 

Unc ~ R (6.18) 

where JCS and e are the same as defined earlier; and R and S are empirical parameters 

which can be estimated from Table 6.6. 
The discontinuity roughness coefficient JRC provides an angular measure of the 

geometrical roughness of the discontinuity surface in the approximate range 0 (smooth) to 
20 (very rough). The JRC can be estimated in a number of ways. Barton and Choubey 

(1977) presented a selection of scaled typical roughness profiles (Fig. 6.6), which facilitate 
the estimation of JRC for real discontinuities by visual matching. Barton (1987) published 

a table relating Jr (discontinuity roughness number in the Q classification system) to JRC 
(see Fig. 6.7). Barton and Bandis (1990) suggested that JRC could also be estimated from 

a simple tilt shear test in which a pair of matching discontinuity surfaces are tilted until one 

slides over the other. The JRC can be back-figured from the tilt angle ot (Fig. 6.8) using the 

following equation: 

Table 6.5 Empirical parameters A, B, C and D in equation (6.17) (after Bandis et al., 1983; 
Priest, 1993). 

Parameter Load cycle 1 Load cycle 2 Load cycle 3 

A -0.2960 -0.1005 -0.1032 

B -0.0056 -0.0073 -0.0074 

C 2.2410 1.0082 1.1350 

D -0.2450 -0.2301 -0.2510 

Table 6.6 Empirical parameters R and S in equation (6.18) (after Bandis et al., 1983; Priest, 
1993). 

Parameter Load cycle 1 Load cycle 2 Load cycle 3 

R 8.57 4.46 6.41 

S -0.68 -0.65 -0.72 
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Fig. 6.6 Typical discontinuity roughness profiles and associated JRC values (alter Barton & 

Choubey, 1977). 

JRC = if' - t~r (6.19) 

loafS) 
\ O n )  

where o'n is the normal stress on the discontinuity plane; and ~r is the residual friction angle 

of  the discontinuity which can be estimated from 

t~r = (t~b - 20) + 20 Rn(L)'disc (6.20) 
Rn(L),rock 
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Fig. 6.7 Relationship between Jr in Q-system and JRC for 200 mm and 1 m samples (aRer Barton, 
1987). 

where ~ is the basic friction angle of the rock material; and Rn(L),~ and Rn(L),rock are the 

rebound numbers from the L-type Schmidt hammer tests respectively on the discontinuity 

surface and the fresh rock surface. If the discontinuity surfaces are unweathered, ~ can be 

simply taken equal to ~ .  The basic friction angle ~ can be determined from direct shear 

tests or tilt tests on saw-cut rock surfaces. The values of ~ depend on the rock type and 

water content. Table 6.7 lists the basic friction angles for different rocks from Barton and 

Choubey (1977). 
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Fig. 6.8 Tilt test to measure the tilt angle ot (after Barton & Bandis, 1990). 

Table 6.7 Basic friction angles ~o for different rocks (alter Barton & Choubey, 1977). 

Rock ~ dry (degrees) ~ wet (degrees) 

Sandstone 26- 35 25 - 34 

Siltstone 31 - 33 27 - 31 

Limestone 31 - 37 27- 35 

Basalt 35 - 38 31 - 36 

Fine-grained granite 31 - 35 29 - 31 

Coarse-grained granite 31 - 35 31 - 33 

Gneiss 26- 29 23 - 26 

Slate 25 - 30 21 

Dolerite 36 32 

Porphyry 31 31 

Shale 27 

Chalk 30 

Amphibolite 32 

The basic friction angle can also be estimated using tilt testing of  diamond core samples 
(Stimpson, 1981). The tilt test involves attaching two pieces of  core to a horizontal base, 
ensuring that the core samples are in contact with one another and are not free to slide. 
A third piece of  core is then placed on top of  the first two pieces and the base is rotated 
about a horizontal axis until sliding of  the upper piece of  core along the two line 
contacts with the lower pieces of  core begins. The following equation can then be used 
to estimate the basic friction angle: 

{~b : arctan (1.15 5 tan or) (6.21) 

where ~ is the basic friction angle for the upper piece of  core; and ot is the tilt angle at 
which sliding commences.  
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The nail brush is one of the simple methods to record surface profiles. Tse and Cruden 
(1979) present a method for estimating JRC based on digitization of the discontinuity 
surface into a total of M data points spaced at a constant small distance Ax along the profile. 
If Yi is the amplitude of the ith data point measured above 0,i +) and below (yi-) the center 
line, the root mean square Z2 of the first derivative of the roughness profile is given by 

IM )2 
~ (Yi+l -Yi 

Z2 = i=1 M(Ax) 2 (6.22) 

By digitizing the ten typical roughness profiles presented in Fig. 6.6 and then 
conducting a series of regression analyses, Tse and Cruden (1979) found that there is a 
strong correlation between JRC and Z2. On this basis, they proposed the following 
expression for estimating JRC: 

JRC ~ 32.2 + 32.471ogZ 2 (6.23) 

The increasing availability of image analysis hardware and low-cost digitizing pads 
makes the method of Tse and Cruden (1979) a valuable objective alternative for the 
assessment of JRC. This approach should be used with caution, however, since Bandis 
et al. (1981) have shown that both JRC and JCS reduce with increasing scale. The idea 
of applying statistical and probabilistic analysis of surface profiles to the 
calculation of JRC has recently been examined and extended by several authors, 
notably McWilliams et al. (1990), Roberds et al. (1990), and Yu and Vayssade (1990). 
These last authors, noting that the value of JRC is dependent upon the sampling 
interval along the profile, propose the following extension to equation (6.23) 

J R C  ~ A Z  2 - B (6.24) 

where the constants A and B depend on the sampling interval Ax, taking values of 60.32 
and 7.51, respectively, for an interval of 0.25 mm, 61.79 and 3.47 for an interval of 0.5 
mm, and 64.22 and 2.31 for an interval of 1.0 mm. Lee et al. (1990), applying the concept 
of fractals to discontinuity surface profiles, obtained an empirical relation linking the fractal 
dimension D to the JRC value, as follows: 

(o-1)_16.9304(o-1/2 
JRC = -0.87804 + 37.7844 01015 0.015 (6.25) 

Unfortunately Lee et al. (1990) do not explain adequately how the fractal dimension D 
should be determined in practice. Odling (1994) proposed a method for determining the 
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fractal dimension D. In Odling's method, the roughness of a fracture surface is represented 
by the structure function S. For a discontinuity surface profile, S is defined as 

M )2 
Y" (Yi+I-Yi 

S(Ax)-  i=1 
M 

(6.26) 

where M is the number of data points at a sampling interval Ax, and yi is the amplitude of 
the ith data point measured above (yi +) and below 0'i-) the center line. The structure 
function is thus simply the mean square height difference of points on the profile at 
horizontal separations of Ax. The structure function is related to the Hurst exponent H 
(Voss, 1988; Poon et al., 1992): 

S(Ax)-  A(Ax) 2H (6.27) 

Thus, if a log-log plot of S(Ax) versus Ax gives an acceptably straight line, the slope of this 
line gives 2H. A is an amplitude parameter and is equivalent to the mean square height 
difference at a sampling interval of 1 unit, and is therefore dependent on the units of 
measurement. From H, the fractal dimension D can be determined from the following 
equation (Voss, 1988): 

D = E -  H (6.28) 

where E is the Euclidean dimension of embedding medium. E = 2 for surface profiles. 
If the discontinuity is unweathered, JCS is equal to the unconfined compressive 

strength of the rock material ~c, which can be determined using the correlations 
presented in Section 7.2. If there has been softening or other forms of weathering along 
the discontinuity, then JCS will be less than ~c and must be estimated in some way. 
Suggested methods for estimating JCS are published by ISRM (1978c). Barton and 
Choubey (1977) explained how the Schmidt hammer rebound test can be used to estimate 
JCS from the following empirical expression 

log JCS ~ 0.887Rn(L) + 1.01 (6.29) 

where 7 is the unit weight of the rock material (MN/m3); Rn(L) is the rebound number from 
the L-type Schmidt hammer test on the discontinuity surface; and JCS has the unit MPa in 
the range of 20 to 300 MPa. Although the Schmidt hammer is notoriously unreliable, 
particularly for heterogeneous materials, it is one of the few methods available for 
estimating the strength of a surface coating of material (see Chapter 3 for more detailed 
description of Schmidt hammer rebound tests). 



Deformability 135 

6.3.2 S h e a r  s t i f fness  

If a shear stress r' is applied on the discontinuity, there will be a relative shear displacement 

us on the discontinuity. Fig. 6.5(b) shows a typical relationship between x and us. It is now 
possible to define a tangential shear stiffness ks exactly in the same way as for the normal 
stiffness/q. Thus 

Ar' 
k s = ~ (6.30) 

Au s 

The relation between shear stress r' and relative shear displacement us can be expressed 
by the following hyperbolic function (Duncan & Chang, 1970; Bandis et al., 1983; Priest, 
1993): 

/ )1 
1 Rf 

x = ~ +  (6.31) 
ksius r'f 

where k~ and r'f are respectively the initial tangent shear stiffness and the shear strength of 
the discontinuity; and Re is the failure ratio given by r'f/r',,~t in which r'~t is the ultimate shear 
stress at large shear displacement. 

Differentiating equation (6.31), the expression for ks can be obtained as 

= __ R f k s i u s  ks dr, = ks i 1 + 
du s r" f 

(6.32) 

Solving equation (6.31) for us and inserting it in equation (6.32) gives 

k s=  k s i / 1 - R f r ' i 2  
r'f ) 

(6.33) 

To determine the shear stiffness ks at a shear stress x, one has to know the initial shear 
stiffness k~, the shear strength r'f and the failure ratio Rf. Bandis et al. (1983) found that the 
initial shear stiffness/~ increased with normal stress ~'n and could be estimated from 

ks i ~ kj(~ n)nj (6.34) 

where kj and nj are empirical constants termed the stiffness number and the stiffness 
exponent respectively. Based on test results of dolerite, limestone, sandstone and slate at 
normal stresses from 0.23 to 2.36 MPa, Bandis et al. (1983) found that nj was in the range 
of 0.615 to 1.118 MPa2/mm with an average of about 0.761 and Rf in the range of 0.652 to 
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0.887 with an average of about 0.783. The stiffness number/q in MPa/mm was found to 

vary with JRC and could be estimated from 

kj ~ -17.19 + 3.86JRC (for JRC > 4.5) (6.35) 

by 
The shear strength xf of a discontinuity subject to a normal stress g'n can be determined 

"l;f = r tanIJRC l o g ( J C S / '  ~,~n)-- +t~r ] (6.36) 

where JRC, JCS and ~ are the same as defined earlier. For more detailed discussion of 
shear strength xf, the reader can refer to Chapter 7. 

6.3.3 Dilation of discontinuities 

It is noted that for discontinuities (especially rough discontinuities), an increment of a shear 

stress can produce an increment of relative displacement in the normal direction and vice 
versa an increment of a normal stress can produce an increment of relative displacement in 
the shear direction. This behavior is called dilation of discontinuities. If the relative shear 

displacement is broken into two components (along two perpendicular coordinate axes s 
and t on the discontinuity plane - see Fig. 6.9), the general constitutive relation for a 

discontinuity including the dilation behavior can be expressed as 

Ins} ECss Cst Csn]{ s} 
U t = Cts Ctt Ctn 1; t 
Un Cns Cnt Cnn (In 

(6.37) 

where the subscripts 's '  and 't' represent two orthogonal directions in the discontinuity 
plane; the subscript 'n'  represents the direction normal to the discontinuity plane; us 

and ut are the shear displacements respectively in directions s and t; un is the closure 
displacement; xs and xt are the shear stresses respectively in directions s and t; ~n is the 
normal stress; and [Cij] (i, j = s, t, n) is the compliance matrix of the discontinuity. 
Elements of the compliance matrix can be found experimentally by holding two of the 

stresses constant (for example at zero) and then monitoring the three relative 
displacement components associated with changes in the third stress component 
(Priest, 1993). 

For simplicity, the following assumptions are often made for the behavior of a 

single discontinuity: 
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Discontinuity 
plane 

Fig. 6.9 A local coordinate system s, t, n. 

(1) Deformation behavior is the same in all directions in the discontinuity plane. 

Thus Css = Ctt, C~t = Ct~, C~ = Cm and Cns = Cnt. 
(2) The dilation (coupling) effect is neglected, i.e., Cij (i ~j') in equation (6.37) are 

zero. 

With the above two assumptions, equation (6.37) can be simplified to 

{us} less o 
U t = 0 Css 

u n 0 0 

' 1 

0 1: t = 0 0 - -  01 .'1; t 
Can o~ k~ o~ o g  

(6.38) 

where ks and k~ are respectively the discontinuity shear and normal stiffness as 
described in previous subsections. 

6.4 DEFORMABILITY OF ROCK MASS 

&4.1 Empirical methods for estimating rock mass deformation modulus 

A number of empirical methods have been developed that correlate various rock 
quality indices or classification systems to deformation modulus of rock masses. The 
commonly used include correlations between the deformation modulus and RQD, 
RMR, GSI and Q. The definition of RQD, RMR, GSI and Q and the methods for 
determining them have been discussed in Chapter 5. 
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(a) Methods relating deformation modulus with RQD 

Based on field studies at Dworshak Dam, Deere et al. (1967) suggested that RQD be 

used for determining the rock mass deformation modulus. By adding further data from 

other sites, Coon and Merritt (1970) developed a relation between RQD and the 

modulus ratio Em/Er, where Em and Er are the deformation modulus respectively of the 

rock mass and the intact rock (see Fig. 6.10). 

Gardner (1987) proposed the following relation for estimating the rock mass 

deformation modulus Em from the intact rock modulus Er by using a reduction factor CtE 

which accounts for frequency of discontinuities by RQD: 

E m = aEE r (6.39a) 

ore = 0.023 I (RQD)-  1.32 _> 0.15 (6.39b) 

This method is adopted by the American Association of State Highway and Transportation 

Officials in the Standard Specification for Highway Bridges (AASHTO, 1989). For RQD > 

57%, equation (6.39) is the same as the relation of Coon and Merritt (1970). For RQD < 

57%, equation (6.39) gives Em/Er = 0.15. 
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Fig. 6.10 Variation of Em/Er with RQD (after Coon & Merritt, 1970). 
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It is noted that the RQD - Em/Er relations of Coon and Merritt (1970) and Gardner 

(1987) have the following limitations (Zhang & Einstein, 2004): 

(1) The range of RQD < 60% is not covered and only an arbitrary value of EJEr 
can be selected in this range. 

(2) For RQD = 100%, Em is assumed to be equal to Er. This is obviously unsafe 

in design practice because RQD = 100% does not mean that the rock is intact. 

There may be discontinuities in rock masses with RQD = 100% and thus Em 

may be smaller than Er even when RQD = 100%. 

Zhang and Einstein (2004)added further data collected from the published literature to 

cover the entire range 0 < RQD _< 100% (see Fig. 6.11). It can be seen that the data in Fig. 

6.11 shows a large scarer, which may be caused by many different factors. The following 

discusses the most important four of them. 
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Fig. 6.11 Em/Er- RQD data and proposed Em/Er- RQD relations (alter Zhang & Einstein, 2004). 
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(1) Testing Methods 

The data in Fig. 6.11 were obtained with different testing methods. For example, Deere 
et al. (1967) used plate load tests while Ebisu et al. (1992) used borehole jacking tests. 
Different testing methods may give different values of deformation modulus even for 
the same rock mass. According to Bieniawski (1978), even a single testing method, 
such as the flat jack test, can lead to a wide scarer in the results even where the rock 
mass is very uniform. 

(2) Directional Effect 

Most rock masses are anisotropic and do not have a single deformation modulus. RQD also 
varies with direction through a fractured rock mass. The dependence of both RQD and 
deformation modulus on direction adds to the scatter of the data. 

(3) Discontinuity Conditions 

RQD does not consider the discontinuity conditions, such as the aperture and fillers. 
However, the discontinuity conditions have a great effect on the rock mass deformation 
modulus. Fig. 6.12 shows the variation of Em/Er with the average discontinuity spacing s 
for different values of kn/Er using the Kulhawy (1978) model (see Section 6.4.2). It can be 
seen that kdEr which represents the discontinuity conditions has a great effect on the rock 
mass deformation modulus. 

Kayabasi et al. (2003) derived the following relation from a database of 57 test values 
showing the influence of weathering of discontinuities on the rock mass deformation 
modulus: 

E m 0.1423[ Er (1 + 0"01RQD) ] 1"1747 
= (6.40) 

WD 

where WD is the weathering degree of discontinuities. By adding 58 new test values to the 
database of Kayabasi et al. (2003), Gokceoglu et al. (2003) derived the following relation 
based on regresion analysis: 

001[ (Er/~e )(I+0.01RQD)] 1 5528 
Ern -  0. 

L WD J 
(6.41) 

The new relation considers the effect of the unconfined compressive strength of intact rock 
on the rock mass deformation modulus. 
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Fig. 6.12 Variation of Em/Er with average discontinuity spacing s for different values of kn/Er using 
Kulhawy (1978) model (after Zhang & Einstein, 2004). 

(4) Insensitivity of RQD to Discontinuity Frequency 

RQD used in Fig. 6.11 is defined in terms of the percentage of intact pieces of rock (or 

discontinuity spacings) greater than a threshold value t of 0.1 m. According to Harrison 

(1999), the adoption of a threshold value t of 0.1 m leads to the insensitivity of RQD to the 

change of discontinuity frequency ~, or mean discontinuity spacing s. As discussed in 

Chapter 4, for a negative exponential distribution of discontinuity spacings, the theoretical 

RQD can be related to the discontinuity frequency ~, by equation (4.21). Fig. 6.13 shows 
the variation of RQD with ~,. It can be seen that, for a threshold value t of 0.1 m, when 

discontinuity frequency ~, increases from 1 m -1 to 8 m -1 (i.e., the mean discontinuity spacing 

s decreases from 1 m to 0.125 m) RQD only decreases from 99.5% to 80.9%, 

which is a range of only 23%. However, when the mean discontinuity spacing s decreases 

from 1 m to 0.125 m, the rock mass deformation modulus will vary over a large range. As 

shown in Fig. 6.12, with kn/Er = 1, Em/Er changes from 0.5 to 0.11 when s decreases from 1 
m to 0.125 m. Harrison (1999) showed that the sensitivity of RQD to the mean 

discontinuity spacing s is closely related to the adopted threshold value t. For example, if a 

threshold value t of 0.5 m is used, the corresponding RQD will change from 91.0% to 9.2% 

when ~, increases from 1 m -1 to 8 m -1 (see Fig. 6.13). 
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Fig. 6.13 R Q D -  discontinuity frequency relations for threshold values of 0.1 and 0.5 m (after 
Harrison, 1999 but with different threshold values) 

Considering the data shown in Fig. 6.11, Zhang and Einstein (2004) proposed the 

following relations between the rock mass deformation modulus and RQD: 

Lower bound: 

E m / E  r =0.2 x 10 0"0186RQD-l'91 
(6.42a) 

Upper bound: 

E m / E  r = 1.8x 10 0"0186RQD-l'91 
(6.42b) 

Mean: 

E m / E  r = 100.0186RQ D-1.91 
(6.42c) 



Deformability 143 

The mean relation between Em/Er and RQD was obtained by regression analysis of the 
data in Fig. 6.11. The coefficient of regression, r 2, is 0.76. The upper bound could be 
put somewhat higher but it was selected to be conservative. 

RQD is a directionally dependent parameter and its value may change significantly, 
depending on the borehole orientation. Therefore, it is important to know the borehole 

orientation when estimating the rock mass deformation modulus Em using the Em/Er- RQD 
relationship. To reduce the directional dependence of RQD, equation (4.34) in Chapter 4 
can be used to estimate RQD from the volumetric discontinuity frequency L~. 

(b) Methods relating deformation modulus with RMR or GSI 

Bieniawski (1978) studied seven projects and suggested the following correlation to predict 
rock mass deformation modulus Em from RMR: 

E m - 2RMR-  100 (GPa) (6.43) 

The obvious deficiency of this equation is that it does not give modulus values for RMR 
values less than 50. Additional studies carried out on rock masses with qualities ranging 
from poor to very good indicated that the rock mass deformation modulus Em could be 
related to RMR by (Serafim & Pereira, 1983): 

E m - 10 (RMR-10)/40 (GPa) (6.44) 

Equation (6.44) has been found to work well for good quality rocks. However, for poor 
quality rocks it appears to predict deformation modulus values which are too high (Hoek& 
Brown, 1997). Based on practical observations and back analysis of excavation behavior in 
poor quality rock masses, Hock and Brown (1997) modified equation (6.44) for unconfined 
compressive strength of intact rock ar < 100 MPa as follows: 

! 
t~ c 10(GSI-10)/40 Em = t/ 

V 100 
(GPa) (6.45) 

Note that GSI (Geological Strength Index) has been substituted for RMR in equation 
(6.45). 

Johnston et al. (1980) also found that equation (6.44) overestimates the rock mass 
deformation modulus for poor quality rocks. They reported that the results of various in situ 
load tests in moderately weathered Melbourne mudstone of oc in the range 2 to 3 MPa 
yielded a rock mass deformation modulus of about 0.5 GPa for estimated RMRs of about 
70. If we use equation (6.45) with oc = 2.5 MPa and GSI = RMR-  5 = 65, we can obtain 

an Em of 3.7 GPa which is much closer to the measured value of about 0.5 GPa than the 
value of 31.6 GPa calculated using equation (6.44). 
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Hoek (2004) presented the following simplified correlation for estimating the rock 

mass deformation modulus Em from GSI: 

E m = 0.33e 0"064GsI (GPa) (6.46) 

Using a database including 115 data values obtained from in situ plate loading and 

dilatometer tests, Gokceoglu et al. (2003) obtained the following correlations based on 

regression analyses: 

E m = 0.0736e 0"0755RMR (GPa) (6.47) 

E m = 0.1451e 0"0654GSI (GPa) (6.48) 

Fig. 6.14 shows the comparison of the above correlations with the test data from 

different researchers. 
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Fig. 6.14 Correlation between deformation modulus Em and RMR or GSI. 
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There are also empirical correlations between the ratio of the rock mass deformation 

modulus Em to the intact rock deformation modulus Er and RMR. The following are two of 
them. 

Nicholson and Bieniawski (1990): 

Em = 0.0028RMR 2 + 0.9eRMR/22"82 (6.49) 
Er 

Mitri et al. (1994): 

E m = 1 - cos(~ • RMR / 100) (6.50) 

E r 2 

(e) Methods relating deformation modulus with Q 

Barton et al. (1980) suggested the following relationships between rock mass deformation 

modulus Em and Q values: 

Lower bound: 
E m =101ogQ (GPa) (6.51a) 

Upper bound: 
E m = 401ogQ (GPa) (6.51b) 

Mean: 
E m = 251ogQ (GPa) (6.51c) 

where Q is the rock quality index as described in Chapter 5. The above relationships are 
only applicable to Q > 1 and generally hard rocks. 

Barton (2002) suggested the following general relation for estimating the deformation 
modulus of rock masses 

( 0/1'3 
Em = 10 Q (GPa) (6.52) 

which is similar to equation (6.45) in that it considers the effect of the unconfined 

compressive strength of intact rock oc. 
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(d) Method relating deformation modulus with seismic P-wave velocity 

Barton (2002) presented the following correlaion for estimating the rock mass deformation 
modulus Em from the seismic P-wave velocity 

E m = 10xl0 (vp-3"5)/3 (GPa) (6.53) 

where vp is the seismic P-wave velocity of the rock mass in km/s. 

(e) Method relating deformation modulus with unconfined compressive strength 

Rowe and Armitage (1984) correlated the rock mass deformation modulus deduced from a 
large number of field tests of drilled shafts under axial loading with the average unconfined 
compressive strength oc of weak rock deposits in which the drilled shafts was founded as 
follows: 

E m (MPa) = 2 1 5 ~ e  (6.54) 

Radhakrishnan and Leung (1989) found good agreement between the rock mass 
deformation moduli obtained from back analysis of load-settlement relationship of large 
diameter drilled shafts in weathered sedimentary rocks and those computed from equation 
(6.54). 

(f) Comments 

Although the empirical methods are most widely used in practice, there are some 
limitations: 

1. The anisotropy of the rock mass caused by discontinuities is not considered. 
2. Different empirical relations often give very different deformation modulus 

values of rock masses at the same site. 

6.4.2 Equivalent continuum approach for estimating rock mass deformation modulus 

Equivalent continuum approach treats jointed rock mass as an equivalent anisotropic 
continuum with deformability that reflects the deformation properties of the intact rock and 
those of the discontinuity sets. 

(a) Rock mass with persistent discontinuities 

For rock masses with persistent discontinuities, analytical expressions for their deformation 
properties have been derived by a number of authors, including Singh (1973), Kulhawy 
(1978), Gerrard (1982a, b, 1991), Amadei (1983), Oda et al. (1984), Fossum (1985), 
Yoshinaka and Yambe (1986), Oda (1988) and Amadei and Savage (1993). The basic idea 
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used by different authors to derive the expressions for deformation properties is essentially 

the same, i.e., the average stresses are assumed to distribute throughout the rock mass and 

the overall average strains of the rock mass are contributed by both the intact rock and the 

discontinuities. The only difference is the method for determining the additional 
deformation due to the discontinuities. Some of the typical results are presented in the 
following. 

The three-dimensional equivalent continuum model presented by Kulhawy (1978) for a 

rock mass containing three orthogonal discontinuity sets is shown in Fig. 6.15. The intact 

rock material is defined by the Young's modulus Er and Poisson's ratio Vr, while the 

discontinuities are described by normal stiffness /% shear stiffness ks, and mean 
discontinuity spacing s. For this model, the properties of the equivalent orthotropic elastic 
mass are given as 

Em i 1 1 
sikni 

1 C/"mij 1 1 1 -- -I- - i - ~  
siksi sjksj 

(6.55) 

(6.56) 

Emi (6.57) Vmi j = v m i  k = v  r Er 

for i = x, y, z withj  = y, z, x and k = z, x, y. These equations describe the rock mass elastic 

properties completely. The single discontinuity model is a special case of the foregoing in 
which Sx = Sy = oo. Singh (1973), Amadei (1983), Chen (1989) and Amadei and Savage 

(1993) obtained the same expressions as above for deformation properties of rock masses 
containing three orthogonal discontinuity sets. 

Z 

Fig. 6.15 Rock mass model of Kulhawy (1978). 
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For engineering convenience, it is useful to define a modulus reduction factor, aE, 
which represents the ratio of the rock mass deformation modulus to the intact rock 
deformation modulus. This factor can be obtained by re-writing equation (6.55) as 

1-' Emi Er 
IXE = ~ =  1+ Er ~ )  (6.58) 

The relationship is plotted in Fig. 6.16. This figure shows smaller values of ~E in rock 
masses with soiter discontinuities (larger E/k~ values). 

Unfortunately, the mean discontinuity spacing is not easy to obtain directly and, in 
normal practice, RQD values are determined instead. Using a physical model, the RQD can 
be correlated with the number of discontinuities per 1.5 meters (5 it) core run, a common 
measure in practice. This relationship is shown in Fig. 6.17. Combining Figs. 6.16 and 6.17 
yields Fig. 6.18, which relate aE and RQD with Er//q as an additional parameter. 

Consider the jointed rock mass under uniaxial loading as shown in Fig. 6.19. The 
constitutive relation in the n, s, t coordinate system can be defined from the single 
discontinuity model of Kulhawy (1978). In  the global coordinate system x, y, z, the 
constitutive relation can be determined using second tensor coordinate transformation rules. 
In matrix form this gives (Amadei & Savage, 1993) 

(e)~ = (A)~((S)x~ (6.59) 

where (S)txyz = (ex, Sy, ez, yxy, 7y~, Y=) a n d  (o)txyz = (O'x, O'y, O'z, Txy , Tyz, Tzx ). The components 
aij "- ~i (i, j = 1 - 6) of the compliance matrix (A)xyz depend on the dip angle 0 as follows: 

1 sin4 0 sin 2 0 
= ~ + ~ + ~  (6.60a) 

all Er kns 4kss 

Vr s in220(  1 1 1 
a12-  E r 4 kns ~s (6.60b) 

Vr 
a13 = a23 - (6.60c) 

Er 

1 cos4 0 sin 2 0 
a22 = ~ +  + ~  (6.60d) 

Er kns 4kss 
1 

a33 = E-~ (6.60e) 

sin20cos20 sin 2 0sin20 
a14 = + (6.600 

2kss kns 
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Fig. 6.16 Modulus reduction factor versus discontinuity spacing (atter Kulhawy, 1978). 
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Fig. 6.18 Modulus reduction factor versus RQD (after Kulhawy, 1978) 
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Fig. 6.19 Jointed rock mass under uniaxial loading (after Amadei & Savage, 1993). 
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sin20cos20 
a 2 4  = _ 2kss 

1 sin 2 20 
a44 = ~ +  Gr kns 

1 cos  2 0 

a55 Gr kss 

COS 2 0 s i n 2 0  
+ 

kns 
c o s  2 20 

. - ] - ~  

kss 

(6.60g) 

(6.60h) 

(6.60i) 

sin20 (6.60j) 
a56 = 2kss 

1 sin 2 0 
= ~ + ~  (6.60k) 

a66 Gr kss 

All other components a~j vanish. Note that for the orientation of the discontinuities 
considered here, the jointed rock mass has a plane of elastic symmetry normal to the z-axis. 
If the discontinuity set is inclined with respect to x and z axes or if the rock sample under 
consideration has two or three orthogonal discontinuity sets, then new expressions must be 
derived. 

Fossum (1985) derived a constitutive model for a rock mass that contains randomly 
oriented discontinuities with constant normal stiffness/q and shear stiffness ks. He assumed 
that if the discontinuities are randomly oriented, the mean discontinuity spacing would be 
the same in all directions taken through a representative sample of the rock mass. Arguing 
that the mechanical properties of the jointed rock mass would be isotropic, Fossum derived 
the following expressions for the bulk modulus Km and shear modulus Gm of the equivalent 
elastic continuum: 

Er l 3(l + vr)skn + 2Er 1 
Km = ~ (1 + v r)(1 - 2v r)sk n + (1 - v r ) E  r 

(6.61) 

Er 
Gm= 30(1 + Vr) 

[9(1 + Vr)(1-2Vr)Sk n + ( 7 - 5 v r ) E r  ] + 2 [  

( l+vr ) (1-2Vr)Sk n + ( 1 - v r ) E  r "5 2(1 1 + V r)sks + E r 
(6.62) 

The equivalent Young's modulus and Poisson's ratio can then be obtained from 

Em= 9KmGm (6.63) 
3/r +Cm 

3K m - 2 G  m 
v m = (6.64) 

2(3K m + G m) 
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At large values of mean discontinuity spacing s the equivalent modulus Em and Poisson's 

ratio Vm approach the values Er and Vr for the intact rock material. At very small values of 
mean discontinuity spacing the equivalent modulus Em and Poisson's ratio Vm are given by 
the following expressions 

2Er (7 -  5v r ) 
E m ~ as s ~ 0 (6.65) 

3(1- Vr)(9 + 5v r ) 

(1 + 5Vr) 
V m --~ ~ as s ~ 0 (6.66) 

(9 + 5v r) 

Considering the fact that the available methods do not consider the statistical nature of 
jointed rock masses, Dershowitz et al. (1979) present a statistically based analytical model 
to examine the rock mass deformability. The statistical model is shown in Fig. 6.20. The 

rock mass is taken as a three dimensional circular cylinder. Deformation is assumed to 
accrue both from the elasticity of intact rock and from the displacement along 
discontinuities. Displacements along intersecting discontinuities are assumed to be 
independent. In this model compatibility of lateral displacements across jointed blocks is 

approximated by constraining springs. Inputs to the model include stiffness and 
deformation moduli, stress state, and discontinuity geometry. Intact rock deformability is 
expressed by Young's modulus Er, set at 200,000 kg/cm 2, a typical value. Discontinuity 
stiffnesses are represented by normal stiffness /q set at 1,000,000 kg/cm 3, and shear 
stiffness ks set at 200,000 kg/cm 3. The stress state is described by vertical major principal 
s t r e s s  (Yl, and horizontal "confining" stress 0 3. "Confining" stress 0 3 is determined from 
initial stress 030 and a spring constant kg as follows 

03 = 030 + kgfy (6.67) 

Fig. 6.20 Statistical model for jointed rock (after Dershowitz et al., 1979). 
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where 8y is the calculated horizontal displacement; t~30 is set to 50 kg/cm2; and kg is set at 
2500 kg/cm 3, a value chosen to maximize the increase of stress with lateral strain without 
causing rotation of principal planes. 

Discontinuity geometry is described by three parameters: the mean spacing sin, the 
mean orientation 0m and the dispersion according to the Fisher model s:. Spacing is 
assumed to follow a negative exponential distribution and orientation a Fisher distribution 

(Table 6.8). 
Some of the results are shown in Figs. 6.21 to 6.24. The results show that the 

proposed model is consistent with the data of Deere et al. (1967) and Coon and Merritt 
(1970) (see Fig. 6.10), to the extent that the relationships between deformation 
modulus and RQD are of similar form. 

The model proposed by Dershowitz et al. (1979) has the following limitations: 

1) The analysis applies only to "hard" rock. Shears and weathering can only be 
accommodated through changes in discontinuity stiffnesses, which is inadequate. 

2) The analysis is for infinitesimal strains. Finite strains would violate the 
assumption of independence among discontinuity displacements. 

3) The analysis is for a homogeneous deterministic stress field specified extraneous 
to the discontinuity pattern. Real rock masses may have complex stress 
distributions strongly influenced by the actual jointing pattern. 

4) Boundary conditions are highly idealized. 

(b) Rock mass with non-persistent discontinuities 

For rock masses with non-persistent discontinuities, relationships between the deformation 
properties and the fracture tensor parameters in two and three dimensions have been 
derived by Kulatilake et al. (1992, 1993) and Wang (1992) from the discrete element 
method (DEM) analysis results of generated rock mass blocks. The procedure used to 
evaluate the effect of discontinuities and the obtained relationships between the 
deformation properties and the fracture tensor parameters in three dimensions are outlined 
in the following. 

Table 6.8 Distribution assumptions for deformation model (after Dershowitz et al., 1979). 

Discontinuity property Distribution form 

Spacing 

Size (Persistence) 

Orientation 

Normal stiffness 

Shear stiffness 

Negative exponential: ~,e -~, ~ = (mean spacing) "1 

Completely persistent 

Fisher: 
- - K C O S ~  

4re sinh ~c 
, K = dispersion; tx = angle from mean pole 

Deterministic 

Deterministic 
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Fig. 6.22 Relationship between E[Em/Er] and E[RQD], subparallel discontinuities distributed 
according to Fisher (alter Dershowitz et al., 1979). 

The procedure for evaluating the effect of discontinuities on the deformability of  rock 

masses is shown in Fig. 6.25. The first step is the generation of non-persistent 

discontinuities in 2 rn cubical rock blocks. The discontinuities were generated in a 
systematic fashion as follows: 
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Fig. 6.23 Relationship between SD[EJEr] and E[RQD], subparallel discontinuities distributed 

according to Fisher (at~r Dershowitz et al. ,1979). 
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Fig. 6.24 Effect of stiffness values on modulus ratio EJE~, parallel discontinuities (after Dershowitz 

et al., 1979). 

1) In each rock block, a certain number  of  discontinuities having a selected 

orientation and a selected discontinuity size were placed to represent a 

discontinuity set. 

2) Discontinuities were considered as 2D circular discs. 
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Generate non-persistent actual 
discontinuities in rock blocks in 2D (in 3D) 

1 
Generate fictitious discontinuities to discretize rock 

blocks into polygons in 2D (polyhedra in 3D) 

l 
Link 2D discontinuity generator (3D discontinuity generator) to the 

2D distinct element code (3D distinct element code) to generate rock 
blocks with actual and fictitious discontinuities 

Obtain representative values for 
mechanical properties of fictitious 

discontinuities in 2D (in 3D) to 
simulate the intact rock behavior 

Perform DEM analyses for 
different actual discontinuity 

"- configurations under different 
stress paths in 2D (in 3D) 

f 
Evaluate effect of discontinuity geometry 

parameters on the deformability parameters of rock 

Fig. 6.25 Procedure for evaluating the effect of discontinuity geometry parameters on the 
deformability properties ofjointed rock mass (alter Kulatilake et al., 1993). 

3) Discontinuity center locations were generated according to a uniform distribution. 

4) Either a single discontinuity set or two discontinuity sets were included in each 

rock block. 

The generated discontinuity networks in the rock blocks are given in Table 6.9. 

The second step is the generation of fictitious discontinuities according to the actual 

non-persistent discontinuity network generated in the rock block. In order to use the DEM 

for 3D analyses of a generated rock block, the block should be discretized into polyhedra. 

Since a typical non-persistent discontinuity network in 3D may not discretize the block into 

polyhedra, it is necessary to create some type of fictitious discontinuities so that when they 

are combined with actual discontinuities, the block was discretized into polyhedra. Before 

the generation of fictitious discontinuities, the actual disc-shaped discontinuities are 

converted into square-shaped ones having the same area. In order for the fictitious 
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Table 6.9 Generated discontinuity networks of actual discontinuities in the rock block for 3D DEM 
analysis (after Kulatilake et al., 1992, 1993). 

# of Orientation Discontinuity size/ # of Discontinuity 
discontinuity sets u/13 block size discontinuities location 

One set 60~ ~ 0.1 - 0.9 with step 0.1 5, 10,20,30 

94.42~ ~ 0.3, 0.5, 0.6, 0.7, 0.9 5, 10, 20, 30 

30o/45 ~ 0.3, 0.5, 0.6, 0.7, 0.8, 0.9 5, 10, 20, 

90~ ~ 0.3, 0.5, 0.6, 0.7, 0.8, 0.9 5, 10, 20 

68.2~ ~ 0.3, 0.6, 0.7, 0.8 5, 10, 20, 30 

248.9~ ~ 0.3, 0.6, 0.7, 0.8 5, 10, 20, 30 

Two sets 60~ ~ 0.1, 0.2, 0.3, 0.5, 0.6, 0.7 10 

240~ ~ 10 

Uniform 
distribution 

discontinuities to simulate the intact rock behavior, an appropriate constitutive model and 

associated parameter values for the fictitious discontinuities have to be found. From the 

investigation performed on 2D rock blocks, Kulatilake et al. (1992) found that by choosing 

the mechanical properties of the fictitious discontinuities in the way given below, it is 

possible to make the fictitious discontinuities behave as the intact rock: 

(a) The strength parameters of the fictitious discontinuities are the same as those of the 
intact rock. 

(b) G~//q = 0.008 - 0.012. 

(c) /~ks = 2 - 3, with the most appropriate value being Er/Gr. 

For the intact rock (granitic gneiss) studied by Kulatilake et al. (1992, 1993) and Wang 

(1992), the approximate parameters of the fictitious discontinuities are shown in Table 

6.10. The mechanical parameters of the actual discontinuities used by them are also shown 

in this table. The constitutive models used for the intact rock and discontinuities (both 

actual and fictitious) are shown in Figs. 6.26 and 6.27, respectively. 

The third step is the DEM analysis of the rock block (using the 3D distinct element 

code 3DEC) under different stress paths and the evaluation of the effect of discontinuities 

on the deformation parameters of the rock mass. In order to estimate different property 

values of the jointed rock block, Kulatilake et al. (1993) and Wang (1992) used the 
following stress paths: 

1) The rock block was first subjected to an isotropic compressive stress of 5 MPa in 

three perpendicular directions (x, y, z); then, for each of the three directions, e.g. the 

z-direction, the compressive stress Oz was increased, while keeping the confining 
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stresses in the other two directions (Ox and Oy) the same, until the failure of the rock 

occurred (see Fig. 6.28). From these analysis results, it is possible to estimate the 
deformation modulus of the rock block in each of the three directions and the related 

Poisson's ratios. 
2) The rock block was first subjected to an isotropic compressive stress of 5 MPa in 

three perpendicular directions (x, y, z); then, on each of the three perpendicular 
planes, e.g. the x-y plane, the rock was subjected to an increasing shear stress as 

shown in Fig. 6.29. These analysis results can be used to estimate the shear modulus 

of the rock block on each of the three perpendicular planes. 

In the DEM analysis, during the loading process, displacements were recorded 

simultaneously on each block face in the direction(s) needed to calculate the required block 

strains. On each block face, five points were selected to record the displacement. The 

average value of these five displacements was considered as the mean displacement of this 
face for block strain calculations. To make it possible to estimate the deformation 
properties of the rock block fi'om the DEM analysis results, Kulatilake et al. (1993) and 

Wang (1992) assumed that the rock block was orthotropic in the x, y, z directions, 
regardless of the actual orientations of the discontinuities, i.e., 

Table 6.10 Values for the mechanical parameters of intact rock, actual and fictitious discontinuities 
used by Kulatilake et al. (1992, 1993) and Wang (1992). 

Intact rock or Discontinuities Parameter Assigned value 

Intact rock Young's modulus Er 60 GPa 

Poisson's ratio Vr 0.25 

Cohesion Cr 50 MPa 

Tensile strength t~ 10 MPa 

Friction coefficient tan~ 0.839 

Fictitious discontinuities Normal stiffness kn 5000 GPa/m 

Shear stiffness ks 2000 GPa/m 

Cohesion q 50 MPa 

Dilation coefficient dj 0 

Tensile strength tj 10 MPa 

Friction coefficient tant~ 0.839 

Actual discontinuities Normal stiffness kD 67.2 GPaJm 

Shear stiffness ks 2.7 GPaJm 

Cohesion q 0.4 MPa 

Tensile strength tj 0 

Friction coefficient tant~ 0.654 
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l Perfectly-plastic failure - characterized 
by Coulomb failure criterion with a 
tension cut-off [see Fig. 6.26(b)1 
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Fig. 6.26 Constitutive model assumed for intact rock: (a) stress versus strain; (b) Coulomb failure 
criterion with a tension cut-off (after Kulatilake et al., 1993). 
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Slope =/q 

(a) 

Normal displacement 
v 

Perfectly-plastic failure - characterized 
] by Coulomb failure criterion with a 

tension cut-off [see Fig. 6.27(c)] 

Slope = ks 

r 

(b) 

Shear displacement 

r ~  

tj = allowed tensile strength I 
cj = cohesion 
ffj = internal f r i ~  

I 
0 Normal stress 

(c) 

Fig. 6.27 Constitutive model assumed for joints: (a) normal stress versus normal displacement; (b) 
shear stress versus shear displacement; and (c) Coulomb failure criterion with a tension cut-off (after 
Kulatilake et al., 1993). 
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Fig. 6.28 Stress paths of first type used to perform DEM analysis of generated rock blocks (after 
Kulatilake et al., 1993). 
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Fig. 6.29 Stress paths of second type used to perform DEM analysis of generated rock blocks (after 
Kulatilake et al., 1993). 
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With the above constitutive model, the deformation moduli Ex, Ey, Ez and Poisson's 
ratios Vxy, Vx~, Vyx, Vyz, V,x, Vzy can be estimated from the DEM analysis results of rock 
blocks under stress path 1 (Fig. 6.28). The shear moduli Gxy, Gxz and Gy~ can be 
estimated from the DEM analysis results of rock blocks under stress path 2 (Fig. 6.29). 

To reflect the effect of discontinuity geometry parameters on the deformation 
properties, Kulatilake et al. (1993) and Wang (1992) used the fracture tensor defined by 
Oda (1982) as an overall measure of the discontinuity parameters - discontinuity density, 
orientation, size and the number of discontinuity sets. For thin circular discontinuities, the 
general form of the fracture tensor at the 3D level for the kth discontinuity set can be 
expressed as (see also Chapter 4 about the discussion of fracture tensors) 

Fij(k) = 2xP[0 ~ H f~/2 r3ninjf(  n, r)d.Qdr (6.69) 

where 9 is the average number of discontinuities per unit volume (discontinuity density), r 
is the radius of the circular discontinuity (discontinuity size), n is the unit vector normal to 
the discontinuity plane, fin, r) is the discontinuity probability density function of n and r, 
D./2 is a solid angle corresponding to the surface of a unit hemisphere, and ni and nj (i,j = x, 
y, z) are the components of vector n in the rectangular coordinate system considered (see 
Fig. 6.30). The solid angle d.Q is also shown in Fig. 6.30. If the distributions of the size and 
the orientation of the discontinuities are independent of each other, equation (6.69) can be 
rewritten as follows 

Fig. 6.30 Unit sphere used to define the solid angle d.Q (after Oda, 1982). 
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Fij~) = 2~p~r3 f(r)dr~ f~/2 ninjf(n)d.Q (6.70) 

wherefln) andflr) are the probability density functions of the unit normal vector n and size 
r, respectively. If there are more than one discontinuity set in the rock mass, the fracture 
tensor for the rock mass can be obtained by 

k•__F (k) (6.71) Fij= 1 ij 

where N is the number of discontinuity sets in the rock mass. Fracture tensor Fij can also be 
written in matrix form as follows 

I Fxx Fxy Fxz 1 
F(Fij) = Fyy Fy z 

Sym. Fzz 

(6.72) 

Since the diagonal components of the fracture tensor Fxx, Fyy and F~ express the combined 
effect of discontinuity density and discontinuity size in the x, y and z directions, 
respectively, Kulatilake, et al. (1993) and Wang (1992) showed the obtained deformation 
properties as in Figs. 6.31 and 6.32. Putting the data in Figs. 6.3 l(a)-(c) and Figs. 6.32(a)-- 
c) respectively together, Figs. 6.33 and 6.34 were obtained, which show that the 
deformation properties of jointed rock masses are related to the corresponding components 
of the fracture tensor. As for the Poisson's ratios of the generated rock blocks, Kulatilake, 
et al. (1993) and Wang (1992) found that they were between 50 and 190% of the intact 
rock Poisson's ratio. 

(c) Comments 

In the equivalent continuum approach, the elastic properties of the equivalent material are 
essentially derived by examining the behavior of two rock blocks having the same volume 
and by using an averaging process. One volume is a representative sample of the rock mass 
whereas the second volume is cut from the equivalent continuum and is subject to 
homogeneous (average) stresses and strains. Therefore, the equivalent continuum approach 
requires that the representative sample of the rock mass be large enough to contain a large 
number of discontnuifies. On the other hand, the corresponding equivalent continuum 
volume must also be sufficiently small to make negligible stress and strain variations across 
it. This leads to a dilemma which is typical in modeling continuous or discontinuous 
composite media. 
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Fig. 6.31 Relations between rock block deformation moduli and fiactum tensor components for 
different discontinuity networks: (a) Ez/Er vs F,~; (b) Ey/Er vs Fyy; and (c) Ex/Er vs Fxx (after Kulatilake 
et al., 1993). 
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tensor components in the same direction (after Kulatilake et al., 1993). 
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Fig. 6.34 Relations between rock block shear modulus on any plane Gm and the summation of  

fiactm'e tensor components on that plane (alter Kulatilake et al., 1993). 
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Numerous authors have used the equivalent continuum approach and derived the 
expressions for the equivalent continuum deformation properties. Most of these 
expressions are based on the assumption that the discontinuities are persistent. This is a 
conservative assumption since, in reality, most of the discontinuities are non-persistent with 
finite size. 

For a rock mass containing non-persistent discontinuities, Kulatilake et al. (1992, 1993) 
and Wang (1992) derived relationships between the deformation properties and the fractm'e 
tensor parameters from the DEM analysis results of generated rock mass blocks. However, 
there exist limitations for the method they used and thus for the relationships they derived 
as follows: 

1. The generated rock mass block is assumed to be orthotropic in the x, y, z 
directions, regardless of the actual orientations of the discontinuities. The 
appropriateness of this assumption is questionable. For example, the two blocks 
shown in Fig. 6.35 have the same fracture tensor Fij, block 1 containing three 
orthogonal discontinuity sets while block 2 containing one discontinuity set. It is 
appropriate to assume that block 1 is orthotropic in the x, y, z directions. However, 
it is obviously inappropriate to assume that block 2 is orthotropic in the x, y, z 
directions. 

2. To do DEM analysis on the generated rock mass block, fictitious 
discontinuities are introduced so that when they are combined with actual 
discontinuities, the block is discretized into polyhedra. To make the fictitious 
discontinuities behave as the intact rock, appropriate mechanical properties 
have to be assigned to the fictitious discontinuities. From the investigation 
performed on 2D rock blocks, Kulatilake et al. (1992) found a relationship 
between the mechanical properties of the fictitious discontinuities and those of 
the intact rock. However, even if the mechanical properties of the fictitious 
discontinuities are chosen from this relationship, the fictitious discontinuities 
can only approximately behave as the intact rock. So the introduction of 
fictitious discontinuities brings further errors to the final analysis results. 

3. Discontinuity persistence ratio PR (defined as the ratio of the actual area of a 
discontinuity to the cross-section area of the discontinuity plane with the rock 
block) should have a great effect on the deformability of rock masses. However, 
the relationships derived by Kulatilake et al. (1992, 1993) and Wang (1992) does 
not show any effect of PR on the deformability of jointed rock masses. 

4. The conclusion that Ei/Er (i = x, y, z) is related only to Fii (i = x, y, z) is 
questionable. This can be clearly seen from the two rock blocks shown in Fig. 
6.36. The two blocks have the same fracture tensor component F=. From Fig. 
6.33, the two blocks will have the same deformation modulus in the z-direction. 

However, block 2 is obviously more deformable than block 1 in the z-direction. 
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Fig. 6.35 Two rock blocks having the same fiacmm tensor but different discontinuity sets: (a) Rock 
block with three orthogonal discontinuity sets; and (b) Rock block with one discontinuity set. 
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Fig. 6.36 Two rock blocks having the same fracture tensor component in z-direction but different 
discontinuity orientations: (a) Rock block with discontinuity normal parallel to z-axis; and (b) Rock 
block with discontinuity normal inclined from z-axis. 

6.5 SCALE EFFECT ON ROCK DEFORMABILITY 

Research results (see, e.g., Heuze, 1980; Hoek & Brown, 1980; Lo et al., 1987; 

Medhurst & Brown, 1996) indicate that rock masses show strong scale dependent 

mechanical properties. The scale effect on the deformability of rock masses can be seen 
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from the difference of rock mass deformation modulus measured in the field and intact 

rock modulus measured in the laboratory. Heuze (1980) concluded that the rock mass 
deformation modulus measured in the field ranges between 20 and 60% of the intact 
rock modulus measured in the laboratory. Fig. 6.37 shows the variation of measured 
dynamic modulus (Edy~) with the test volume of rock. The static moduli of the intact 
rock (Er) and of the rock mass (Era) are also shown in this figure. One simple and 
apparent explanation to the reduction of rock mass deformation modulus is that the 
effect of discontinuities is included in the rock masses. 

6.6 EFFECT OF CONFINING STRESS ON ROCK DEFORMABILITY 

Although the effect of confining stress on rock deformability is not considered in many 
rock mechanics problems, research results have shown that rock deformation modulus 
increases significantly with the confining stress (Gustkiewicz, 1985; Arora, 1987; 
Zimmerman, 1991; Verman et al., 1997; Asef & Reddish, 2002). Arora (1987) undertook 
comprehensive experimental studies of the effect of confining stress on the deformation 
modulus of jointed rock masses. He conducted triaxial tests on three types of rocks: plaster 
of Paris, Jamrani sandstone and Agra sandstone with ~c respectively of 11.3, 55 and 110 
MPa. The test specimens contain clean and rough-broken discontinuities created at various 
inclination ranging from 0 to 90 ~ Using the axial stress versus strain plot, the deformation 
modulus was calculated at 50% of the maximum stress. Fig. 6.38 shows the normalized 
deformation modulus against the normalized unconfined strength of the jointed rock mass, 
leading to the development of the following expression: 

Em(~3=__.~ ~ : l_exp[_O.l~cm ] 
Em(c3) 63 (6.73) 

where Em(o3 = 0) is the deformation modulus of the jointed rock mass at unconfined stress 
state; Era(a3) is the deformation modulus of the jointed rock mass at triaxial stress state with 
~2 = 03; and O~m is the unconfined compressive strength of the jointed rock mass. The 
equation can be used for intact rock deformation modulus Er if O~m is substituted by oc. 

Verman et al. (1997) obtained an empirical expression showing the variation of the 
deformation modulus of rock masses with depth: 

RMR-20 
Em =0.4Hal0  38 (6.74) 

where a is a variable depending on RMR (or = 0.3 and 0.16 respectively at RMR = 68 and 
31); and H is the depth in meters. 
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Fig. 6.38 Variation Of Em(a3=o)/Em(a3) with (Ycm/(Y 3 (alter Arora, 1987). 

Asef and Reddish (2002) showed that equation (6.73) significantly overestimates the 
deformation modulus at a given confining stress when compared with equation (6.74). By 
re-analyzing Arom's original data, Asef and Reddish (2002) derived the following 
empirical equation: 
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200 03 +b 
Em(o3) Ocm 

Em(o3=0 ) 03 ~ + b  
Ocm 

(6.75) 

where b = 15 + exp(-0.18oc), Em(o3 =0) is the deformation modulus of the jointed rock mass 
at unconfined stress state; Em(o3) is the deformation modulus of the jointed rock mass at 
triaxial stress state with 02 = 03; O~m is the unconfined compressive strength of the jointed 
rock mass; and oc is the unconfined compressive strength of the intact rock. The equation 
can also be used for intact rock deformation modulus Er if O~m is substituted by oc. Fig. 
6.39 is the comparison of equation (6.75) with new test data of Asef and Reddish (2002). 

Fig. 6.39 Variation of E~(,~3)/Er(o3=0) or  Em(o3r with (Y3/(Ye or o3/Or (after Asef & Reddish, 
2002). 

6.7 ANISOTROPY OF ROCK DEFORMABILITY 

Anisotropy is one of the key aspects of rock properties. Some intact rocks, such as 
sandstone, shale, limestone, schist, slate and gneiss belonging to sedimentary and 
metamorphic groups, show strong deformability anisotropy. Fig. 6.40 shows the anisotropy 
of elastic modulus for diatomite, siltshale and mudshale under conditions of unconfined 
compression. The highest and lowest values of the elastic modulus correspond, 
respectively, to the directions parallel and perpendicular to the stratification plane. The 
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Fig. 6.40 Anisotropy of elastic modulus of intact rocks: (a) Montagne d'Andance diatomite (after 
Allirot & Boehler, 1979); and (b) Siltshale and mudshale (after Ajalloeian & Lashkaripour, 2000) 
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degree of deformability anisotropy can be quantified by the deformability anisotropy ratio 

RE defined as 

R E = Emax (6.76) 
Emin 

where Emx and E ~  are, respectively, the maximum (usually in the direction parallel to the 

stratification plane, i.e., 13 = 0 ~ and minimum (usually in the direction perpendicular to the 

stratification plane, i.e., 13 = 90 ~ elastic muduli. Table 6.11 lists the values of RE for 

different rocks. 

Rock masses containing discontinuities also display deformability anisotropy. The 

equivalent continuum models presented in Section 6.4.2 clearly show the anisotropy of 

rock mass deformability due to the presence of discontinuities. 

Table 6.11 Deformability anisotropy ratio RE for different rocks. 

Rock Anisotropy ratio RE Reference 

Cedillo slate 7.10 
Rothbach sandstone 5.31 
Diatomite 3.81 
Siltshale 2.06 
Mudshale 1.72 
Carboniferous mudstone 1.52 
Marble 1.50 
Bentheim sandstone 1.45 
Hast Schist 1.44 
Homfel 1.31 
Metapelite 1.29 
Adamswiller sandstone 1.26 
Sandstone 1.23 

Peres Rodrigues (1979) 
Louis et al. (2005) 
Allirot & Boehler (1979) 
Ajalloeian & Lashkaripour (2000) 
Ajalloeian & Lashkaripour (2000) 
King et al. (1994) 
Lepper (1949) 
Louis et al. (2005) 
Read et al. (1987) 
Chang & Haimson (2005) 
Chang & Haimson (2005) 
Gatelier et al., 2002 
Miiller (1930) 



7 
Strength 

7.1 INTRODUCTION 

Estimating the strength of rock masses is one of the major problems confronting 
designers of engineering structures on or in rock. The strength of a rock mass depends 
not only on the nature of the rock material (intact rock), but also on the discontinuities that 
separate the intact rock blocks. Because of the discontinuities, a rock mass almost always 
has significantly lower strength than the corresponding intact rock. 

Unconfined compressive strength is the most generally used measurement of rock 
strength. Tensile strength is also used as a measurement of rock strength in many cases. 
Different correlations for estimating the unconfined compressive strength and the tensile 
strength of rocks will be presented in Sections 7.2 and 7.4 respectively for intact rocks and 
rock masses. Since rocks are seldom naturally loaded in only one direction, empirical 
strength criteria considering the effect of minor principal stresses will also be presented. 

In many cases, the behavior of a rock mass is controlled by sliding along 
discontinuities. To analyze the stability of a rock mass, it is necessary to know the shear 
strength of discontinuities. In Section 7.3, several shear strength models for rock 
discontinuities will be presented. 

Rocks show strong scale dependent and anisotropic strength properties. The scale effect 
on and anisotropy of rock strength will be briefly discussed respectively in Sections 7.5 and 
7.6. 

7.2 STRENGTH OF INTACT ROCK 

7.2.1 Unconfined compressive strength of intact rock 

The typical range of the unconfined compressive strength of different rocks is listed in 
Table 7.1. The procedure for measuring the unconfined compressive strength has been 
standardized by both the American Society for Testing and Materials (ASTM) and the 
International Society for Rock Mechanics (ISRM). Although the method is relatively 
simple, it is time consuming and expensive; also, it requires well-prepared rock cores, 
which is often difficult for weak rocks and especially for shales. Therefore, indirect 
tests are oiten conducted to estimate the unconfined compressive strength by using 
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Table 7.1 Typical range ofunconf'med compressive strength of intact rocks (AASHTO, 1989). 

Rock Unconfined compressive 
category General description Rock strength, (~c (1) (UPa) 

Carbonate rocks with well- 
developed crystal cleavage 

Lithified argillaceous rock 

Dolostone 
Limestone 
Carbonatite 
Marble 
Tactite-Skam 

Argillite 
Claystone 
Marlstone 
Phyllite 
Siltstone 
Shale (2) 

Slate 

Arenaceous rocks with strong Conglomerate 
crystals and poor cleavage Sandstone 

Quartzite 

Fine-grained igneous crystalline Andesite 
rock Diabase 

Coarse-grained igneous and Amphibolite 
metamorphic crystalline rock Gabbro 

Gneiss 
Granite 
Quartz diorite 
Quartz monozonite 
Schist 
Syenite 

33 - 310 
24 -290 
38 - 69 
38-241 
131 - 338 

29 - 145 
1 - 8 

52 - 193 
24 -241 
10 -117 
7 -  35 
145 -207 

33 - 221 
67 - 172 
62 - 379 

97 - 179 
21 -572 

117 -276 
124 - 310 
24 -310 
14 - 338 
10 - 97 
131 - 159 
10 -145 
179 -427 

(ORange of unconf'med compressive strength reported by various investigators. 
(2)Not including oil shale. 

empirical correlations, such as point load, Schmidt hammer, cone indenter and sound 

velocity tests. 

(a)  P o i n t  l oad  i n d e x  v e r s u s  u n c o n f i n e d  c o m p r e s s i v e  s trength  

The point load index is an indirect measure of  the rock strength. The point load test has 

been briefly described in Chapter 3. 

There exist different empirical correlations between the unconfined compressive 

strength oc and the point load index I~(50). Table 7.2 lists some of them. The ratio of  oc 

to I~(50) varies widely. To obtain reliable results for a specific site, a series of 

unconfined compression tests need be carried out to calibrate the point load tests. 
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Table 7.2 Correlations between unconfined compressive strength or and point load index Is(50). 

Correlation Reference 

6c = 15.3Is00) + 16.3 D'Andrea et al. (1965) 

cc = 20.7Is(5o) + 29.6 Deer & Miller (1966) 

Oc = 24Is(50) Broch & Franklin (1972) 

or = 23I~50) Bieniawski (1975) 

Oc = (10 to 29)I~5o) A1Jassar & Hawkins (1979) 

o~ = 29I~50) Hassani et al. (1980) 

o~ = 16I~50) for sedimentary rocks Read et al. (1980) 

o~ = 20I~50) for basalts 

oc = 18.7I~(50)- 13.2 Singh (1981) 

o~ = 14.5I,(50) Forster (1983) 

o~ = 16.5I~(5o) + 51.0 Gunsallus & Kulhawy (1984) 

oe = (20 to 25)I~50) ISRM (1985) 

0r = (9 to 27)I~00 ) Hawkins & Olver (1986) 

oc = (8 to 54)Is(50) Norbury (1986) 

or = (8.6 to 16)I~(50) Vallejo et al. (1989) 

0r = 23I~5o) + 13 Chargill & Shakoor (1990) 

or = (14 to 82)I~50) Tsidzi (1991) 

o~ = 16I~50) Ghosh & Srivastava (1991) 

oc = 9.3I~5o)+ 20.0 Grasso et al. (1992) 
or = 25.67I~(50) ~ 

o~ = 23.37I~(50) (r ~ = 0.96) for quartzite rocks Singh & Singh (1993) 

Oc = 19Is(50) + 12.7 (r ~ = 0.81) for sandstones Ulusay et al. (1994) 

cr = 12.5I~(50) (r 2 = 0.53) for granite & tuff Chau & Wong (1996) 

Crc = 14.3Is(5o) Smith (1997) 

Oc = 15.25I~(50) (r 2 = 0.96) for granitic rocks Tugrul & Zarif  (1999) 

or = (14.5 to 27)Is(50) for limestones Romana (1999) 

Oc =(12  to 24)I~50) for sandstones 

oc = (10 to 15)I~(50) for siltstones & mudstones 

oc = (5 to 10)I~00) for chalk & porous limestones 

or = 23.6I~(50)- 2.7 for coal measure rocks Kahraman (2001b) 

Oc = 8.4Is(50) + 9.5 for 22 different rocks 

or = 21.4I~(50) (r 2 = 0.85) for mudrocks Lashkaripour (2002) 

oc = 24.4Is(50) for strong rocks Quane & Russel (2003) 

or = 3.86I~(50) 2 +5.65 Is00) for weak rocks 

Oc = 10.3Is00) + 28.1 (r 2 = 0.76) for sandstones Zorlu et al. (2004) 
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Table 7.2 Continued. 

Correlation Reference 

6c= (8 to 18)Is(50) 

~c = 23Is(50) (r 2 = 0.75) for limestones, marlstones 
t~e = 7.3Is(5o) L71 (r 2 = 0.82) and sandstones 

crr = 10.9Is(5o + 27.4 (r 2 = 0.61) for all rocks 
oe = 24.8Is(50- 39.6 (r 2 = 0.72) for rocks with n < 1% 
t~ = 1.0.2Is(5o + 23.4 (r 2 = 0.75) for rocks with n > 1% 

Palchik & Hatzor (2004) 

Tsiambaos & Sabatakakis (2004) 

Kahraman et al. (2005) 

Note: Both 6c and Is(s0) are in the unit of MPa; r 2 is the determination coefficient; and n is the 
porosity. 

Palchik and Hatzor (2004) investigated the influence of porosity on the relation 
between crc and Is(so) for porous chalks. They showed that the ratio of 6JIs(50) is not 
constant (range 8 to 18), but is porosity dependent. An increase in porosity from 18% 
to 40% leads to a decrease in o~/I~5o) from 18 to 8. Kahraman et al. (2005) also 
investigated the influence of porosity on the relation between ~r and Is(s0) for different 
rock types (igneous, sedimentary and metamorphic). There is a significant correlation 
between 6r and I~50) for all rock types, but it is not strong. When the rocks were 
divided into two groups according to porosity values (n < 1% and n > 1%), strong 
correlations were obtained. The slope of the regression line of the rocks having 
porosity values lower than 1% is much greater than that of the rocks having porosity 
values higher than 1% (see Table 7.2). 

(b) Schmidt hammer rebound number versus unconfined compressive strength 

The Sclmaidt hammer rebound test has been briefly described in Chapter 3. Various 

empirical correlations have been proposed for calculating the unconfined compressive 

strength of rocks from the Schmidt hammer rebound number (Sheorey et al., 1984; 

Haramy & DeMarco, 1985; Sachpazis, 1990; Kahraman, 2001b). Fig. 7.1 shows a 

series of empirically determined curves relating the L-type Schmidt hammer rebound 

number at different orientations to the unconfined compressive strength. 
Table 7.3 lists a number of closed-form empirical correlations for estimating the 

unconfined compressive strength from the Schmidt hammer rebound number. It is 

noted that different correlations may give very different unconfined compressive 
strength values. To obtain reliable results for a specific site, a series of unconfined 

compression tests need be carded out to calibrate the Schmidt hammer rebound tests. It 

is also important to specify the hammer type (L or N). 

(c) Shore Sclerscope hardness versus unconfmed compressive strength 

The Shore Sclerscope hardness was originally designed for use on metals. It measures 
the relative rebound of a diamond-tipped hammer that drops freely from a fixed height 
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Fig. 7.1 L-type Schmidt hammer rebound number R.0~ ) versus unconf'med compressive strength 
oc (after Deere & Miller, 1966). 

onto the surface of a specimen. ISRM (1978b) details the method for Shore Sclerscope 
hardness testing of rocks using model C-2. The specimen surface should be smooth to 
within 0.02 mm, and preferably the volume should be at least 40 cm 3 and 50 mm thick. 

Each test should be on a fresh site on the prepared rock surface as the hammer makes a 

small indentation on impact. 50 readings are recommended, with the highest five and 

lowest five being discarded before calculating the average rebound height, H, the Shore 

Sclerscope hardness. 
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Table 7.3 Correlations between unconfined compressive strength oc and Schmidt hammer 

rebound number R,. 

Correlation r 2 Rock Type Reference 

oe =6.9 x 10 [0"0087pR~)+0"16] 

oe = 6.9 x 10 [l "3481~ )-l "325] 

O e = 12.74e0"lSSoRn(L) 

Or = 0.447e(0-045RnCL) +0) 

O e = 0.994Rn(L) - 0.383 

O e = O.043PdRn(L) + 1.2 

0 e =O.O18PdRno_, ) + 2.9 

oe = 4.29Rn(L) -67.5  

aRn(L) +b 
o c =e  

a and b are coefficients 

depending on rock type 

oe = 8.36Rn(L) - 416 

fie = e0"059Rn(L)+0"818 

0.053Rn(L) +1.332 
t~ c = e  

Cr e = 4 x 10--6Rn(~i 2917 

or = 2.75Rn(L) -35.83 

o c = 2.208e0"067Rn(N) 

or = 6.97e ~176 

0.94 28 lithological units, 3 

base rock types 

25 lithological units 

20 lithological units 

Different rock types in 
Northern Silesia 

0.70 10 lithological units 

Sandstone 
Carbonate 

0.92 Marble, limestone, 
dolomite) 

0.83 Mica-sachist, prasinite, 
to serpentinite, gabbro, 

0.90 mudstone 

0.76 Granitic rocks 

0.96 Gypsum 

0.88 Limestone, claystone, 
siltstone, sandstone, marl, 
marlstone, basalt, 
calcarenite, ophite 

0.80 Limestone, marble, 
sandstone, basalt 

0.95 Basalt, andesite, tuff 

0.96 Chalk, limestone, 
sandstone, marble, 
syenite, granite 

0.78 Dolomite, sandstone, 
limestone, marl, diabase, 
serpentine, hematite 

Deere & Miller (1966) 

Aufmuth (1973) 

Beverly et al. (1979) 

Kidybinski (1980) 

Haramy & DeParco (1985) 

Cargill & Shakoor (1990) 

Sachpazis (1990) 

Xu et al. (1990) 

Tugrul & Zarif (1999) 

Yilmaz & Sendir (2002) 

Morales et al. (2004) 

Yasar & Erdogan (2004a) 

Dincer et al. (2004) 

Katz et al. (2000) 

Kahraman (2001 b) 

Notes: oc is in the unit of MPa; p is the rock density in g/cm3; Rn(L) and RnfN) are respectively the 
L- and N-type Schmidt hammer rebound numbers (see Chapter 3 for detailed description of 

Schmidt hammer rebound test); and r 2 is the determination coefficient. 
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Various empirical correlations have been proposed for calculating the unconfmed 

compressive strength of  rocks from the Shore Sclerscope hardness (Wuerker, 1953; 
Atkinson, 1993; Brook, 1993; Koncagiil & Santi, 1999; Yasar & Erdo/gan, 2004a). 

Table 7.4 lists some of them. 

(d) Cone indenter number versus unconfined compressive strength 

The cone indenter test was developed by the National Coal Board (now "British Coal 

Corporation") as a method for estimating the strength of  rocks which may be excavated 

by roadheading equipment (Szlavin, 1974; Brook, 1993). In a cone indenter test, a 

sharp tungsten carbide conical point is pressed into the rock under a standard force of 

40 N, the force being measured by the deflection of  a steel strip, and the total travel of 

the point, enabling the penetration to be calculated, is measured by a micrometer. Small 

pieces of rock, up to 25•215 mm, are used, either natural chippings in the field, or 

saw cut thin pieces. This is a modification of the metal hardness tests such as Brinel 

and Rockwell hardness, such that easily measured penetration occurs and a very flat 

surface is not essential. The penetration of the cone into the rock specimen, Ps in mm, 

is compared to the standard spring deflection of 0.635 mm, to give the 40 N force and 

the standard cone indenter number 

0.635 
I s = (7.1) 

es 

This procedure is repeated on a fresh piece or part of rock and the average of 10 

measurements are used to calculate the Is value. The unconfined compressive strength 

oc can be estimated from Is as follows (Szlavin, 1974; Brook, 1993) 

o e = 24.8I s (MPa) (7.2) 

Table 7.4 Correlations between unconf'med compressive strength oc and Shore Sclerscope 
hardness H. 

Correlation Reference 

6c = 2.1H Lower limit 

6c = 2.8H Average 

ere = 3.4H Upper limit 

cr = 3.54(H- 12) 

or = 0.895H + 41.98 (r 2 = 0.32) 

oc = H 5"555x10"s (r z = 0.83) 

Wuerker (1953) 

Atkinson (1993); Brook (1993) 

Koncagiil & Santi (1999) 

Yasar & Erdogan (2004a) 

Note: cc is in the unit of MPa; and r 2 is the determination coefficient. 
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For some very strong rocks, the penetration of  the 40 N force indenter is very small, 

say less than 0.12 mm. For such rocks, a modified method is suggested in which the 
applied force is raised to 110 N with spring deflection 1.27 mm. The modified cone 

indenter number with the penetration Pm is then 

1.27 
I m = ~ (7.3) 

Pm 

The unconfined compressive strength ~r can be estimated from Im as follows (Szlavin, 

1974; Brook, 1993) 

t~ e = 35.8I m (MPa) (7.4) 

Some very weak rocks may be broken by the point when a 40 N force is applied. 

For such rocks, a modified method is suggested in which the applied force is reduced 

to 12 N with spring deflection 0.23 mm. The cone indenter number with the 

penetration Pw is then 

0.23 
I w = - -  (7.5) 

Pw 

The unconfined compressive strength ~c can be estimated from Iw as follows (Szlavin, 
1974; Brook, 1993) 

o e = 16.5I w (MPa) (7.6) 

(e) Seismic wave velocity versus unconfined compressive strength 

Seismic wave velocity has been used to estimate the unconfined compressive strength 

of  rocks by different researchers. Table 7.5 lists a number of  empirical correlations for 

estimating the unconfined compressive strength 6c from the P-wave velocity Vp. It is 

noted that different correlations may give very different unconfined compressive 

strength values. Fig. 7.2 clearly shows the wide range of  the unconfined compressive 

strength values for different rocks at the same P-wave velocity. 

(f) Porosity versus unconfined compressive strength 

Porosity has a great effect on the strength of  intact rocks. The unconfined compressive 

strength of  intact rocks decreases as the porosity increases. Rshewski and Novik (1978) 

recommended the following relationship between them 

cr c = ~(1 - ~n) 2 (7.7) 
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Table 7.5 Correlations between unconf'med compressive strength t~c and P-wave velocity Vp. 

Correlation Rock Type Reference 

cre = 35.0Vp - 31.5 Sandstone 

,, , ,  1 82 Limestone 
(Yc = Z.qDVp" 

log cr c = 0.358Vp + 0.283 Limestone 

log cr c = 0.444Vp + 0.003 Schist 

o c = --0.98vp + 0.68Vp 2 + 0.98 Sandy and shaly rocks 

•c = kP v2 + A Sott rocks 

eye = 1277 e (-11.2 / vp) Sandstone 

c~ c = 36.0Vp - 31.2 Coal measure rocks 

c~ c = 35.54Vp - 55 (r 2 = 0.64) Granitic rocks 

c~ c = 9.95Vlp 21 (r 2 = 0.69) Dolomite, sandstone, 
limestone, marl, diabase, 
serpentine, hematite 

Freyburg (1972) 

Militzer & Stoll (1973) 

Golubev & Rabinovich (1976) 

Golubev & Rabinovich (1976) 

Gorjainov & Ljachovickij (1979) 

Inoue & Ohomi (1981) 

McNally (1987) 

G6ktan (1988) 

Tugrul & Zarif (1999) 

Kahraman (200 lb) 

6 c = 31.5Vp - 63.7 (r 2 = 0.80) Dolomite, marble and Yasar & Erdogan (2004b) 

limestone 

6 e = 22.03Vlp 247 (r 2 = 0.72) Granites Sousa et al. (2005) 

Notes: ae is the unconf'med compressive strength in MPag p is the rock density in g/cm3; Vp is the 
P-wave velocity in km/s; and r 2 is the determination coefficient. 

where n is the porosity; and ot and 13 are constants which can be obtained by fitting 

analysis o f  test results. For limestone, they found ot = 277 MPa and 13 between 2 and 5. 

Turgrul and Zarif  (1999) derived the following simple empirical relation between 

unconfined compressive strength co and porosity n for granitic rocks from Turkey 

6c = 1 8 3 - 1 6 . 5 5 n  (r2 = 0.69) (7.8) 

where 6o is in the unit o fMPa ;  n is in %; and r 2 is the determination coefficient. 

According to Palchik and Hatzor (2004), the relationship between unconfined 

compressive strength and porosity can be described by the following negative 

exponential function 

c~ e = a e  -bn  (7.9) 

where n is the porosity; and a and b are constants which can be obtained by fitting 

analysis o f  test results. Table 7.6 shows the values of  a and b for different rocks. 
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Fig. 7.2 Variation of unconfined compressive strength t~c with P-wave velocity Vp for fresh and 
weathered crystalline rocks (at~r Gupta & Rao, 1998). 

Table 7.6 Values of a and b in equation (7.9) for different rocks. 

a b r 2 Rock Type Reference 

74.4 0.048 0.79 Sandstone Palchik (1999) 

210.1 0.821 0.67 Mudrocks: claystone, clay Lashkaripour (2002) 
shale, mudstone, mud shale, 
siltstone and silt shale 

273.1 0.076 0.87 Chalk Palchik & Hatzor (2004) 

195.0 0.210 0.79 Sandstone, limestone, basalt Tugrul (2004) 
and granodiorite 

Notes: For the values of a and b listed in the table, the unconfined compressive strength t~e is in 
the unit of MPa and the porosity n is in %. r 2 is the determination coefficient. 

Fig. 7.3 shows the variation of  unconf'med compressive strength with porosity for 

various geomaterials from polluted sludge to hard rock (Adachi & Yoshida, 2002). 
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(g) Density versus unconfined compressive strength 

Since density is closely related to the degree of porosity, it also affects the strength of 

intact rocks. The unconfined compressive strength of intact rocks increases as the 

density increases. Turgrul and Zarif (1999) derived the following simple empirical 

relation between unconfined compressive strength or and dry density Pd for granitic 
rocks from Turkey 

oc= 0.566 pd - 1347 (r 2 = 0.67) (7.10) 

where oc is in the unit of MPa; Pd is in the unit of kg/m3; and r 2 is the determination 
coefficient. 

According to Smorodinov et al. (1970) and Vasarhelyi (2005), the relationship 

between unconfined compressive strength or and density p can be described by the 
exponential function 

o e = ae  bp (7.11) 

where a and b are constants which can be obtained by fitting analysis of test results. 

Fig. 7.4 shows the data and trend line of unconfined compressive strength oc versus 
dry density Pd for chalks from different locations (Bowden et al., 2002). 

(h) Effect of water content on unconf'med compressive strength 

Researchers have studied the effect of water content on the strength of intact rocks. The 

unconfined compressive strength of intact rocks decreases as the water content 

increases and their relationship can be described by the following negative exponential 
function (Hawkins & McCormell, 1992): 

cy c = ae  -bw + c (7.12) 

where w is the water content and a, b, and  c are constants. Hawkins and McConnell 

(1992) tested 35 British sandstones from 21 locations with water content ranging from 

0.75 to 26.7% and obtained the following values of a, b and c, based on firing analyses 
of the tests results: 

a = 4.16 to 84.01; b = 0.0752 to 6.4167; and c = 2.97 to 230.98 

Based on the tests on three types of Coal Measures mudrock (clayshale, mudstone 
and mudshale) from northern England, Lashkaripour (2002) obtained the following 
values of a, b, and c: 

a = 83.59; b = 0.4433; and c = 0 
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Fig. 7.4 Unconfined compressive strength oc versus dry density Pd for chalks (after Bowden et 

al., 2002). 

Fig. 7.5 shows the variation of unconfined compressive strength oc with water 

content w for porous chalks. It is noticed that oc in the direction parallel to bedding is 

larger than that in the direction perpendicular to bedding. 
Table 7.7 lists the ratio of unconfined compressive strength at saturated condition 

O ~ ~ d )  to that at dry condition or for different rocks. In general, the unconfined 

compressive strength at saturated condition is about 50 to 80% of that at dry condition. 

7.2.2 Tensile strength of  intact rock 

There is a strong correlation between the tensile strength and the unconfined compressive 
strength. The following simple correlation is usually used as a first estimate of the tensile 

strength from the unconfined compressive strength 

O" c 
t~ t = - ~  (7.13) 

lO 
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Fig. 7.5 Variation of unconf'med compressive strength crc with water content w for porous chalks 

(at~r Talesnick et al., 2001). 

Table 7.7 Ratio of unconfined compressive strength at saturated condition crc(satm~ to that at dry 
condition cr~(~) for different rocks. 

crc(~1)/a~(,~) Rock Reference 

0.50 Shale and Quartzitic sandstone 

0.76 Penrith sandstone 

0.75 Bunter sandstone 

0.66 Waterstone 

0.97 Oolitic limestone 

0.62 Sandstone and sandy limestone 

0.81 Oolitic limestone and limy sandstone 

0.52 Shale 

0.76 British sandstone 

0.66 Miocene limestone 

Colback & Wild (1965) 

Dyke & Dobereiner (1991) 

Dyke & Dobereiner (1991 ) 

Dyke & Dobereiner (1991) 

Lashkaripour & Ghafoori (2002) 

Lashkaripour & Ghafoori (2002) 

Lashkaripour & Ghafoori (2002) 

Lashkaripour & Ghafoori (2002) 

Vasarhelyi (2003) 

Vasarhelyi (2005) 
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Because of the strong correlation between the tensile strength and the unconfined 

compressive strength, the methods for estimating the unconfined compressive strength can 

also be used to estimate the tensile strength. For example, the point load index I~5o) can be 
used to estimate the tensile strength 

crt = -1.5I~50) (7.14) 

The strength criteria to be described in Section 7.2.3 can also be used to determine the 
tensile strength of an intact rock. For example, with the Hoek-Brown strength criterion for 

intact rocks, the tensile strength can be estimated from 

6t = 0.56e[mi - (  m2 + 4) 0"5] (7.15) 

where mi is a material constant for the intact rock, which depends only upon the rock type 
(texture and mineralogy) as tabulated in Table 7.8. This equation shows that the ratio of 

6t/6r varies with rock types. For the possible range of mi from 4 to 33 (see Table 7.8), 

6t =-(0.03 to 0.24)6 c (7.16) 

Lade (1993) presented the following general relation between at and 6~ for all rock 
types: 

~t = TpaI~C ] t 
\P~ J 

(7.17) 

where pa is the atmospheric pressure in the same units as those of ~t and ~ ;  and T and t are 
dimensionless numbers which vary with rock types. Figs. 7.6(a), (b) and (c) show the data 

of ~t and ~ collected by Lade (1993) respectively for igneous, metamorphic and 
sedimentary rocks. Based on fitting analysis of the data, Lade (1993) obtained the values of 
Tand t for these three types of rocks as follows: 

Igneous rocks: T = -0.435, t = 0.740 

Metamorphic rocks: T = -0.0518, t = 1.017 

Sedimentary rocks: T = -0.316, t = 0.770 

All rocks: T = -0.219, t = 0.825 

In addition to the best fitting lines for each type of rocks, the lines of J6t/ccJ = 1/5, 1/10, 

1/20 and 1/50 are also drawn in the figures. It can seen that the data are widely scattered 

and 6t/at = -1/10 [equation (7.13)] is approximately an average of the whole data. 
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Table 7.8 Values of parameter m4 for different rocks (after Hoek & Brown, 1997; Marinos & Hoek, 

2001). 

R o c k  
Class Group 

type 

o 

o 

Clastic 

Carbonate 

N o n -  

Clastic Evaporite 

Organic 

Non-foliated 

Sfightly fofiated 

Foliated b 

Light 

Plutonic 

Dark 

Hypabyssal 

Volcanic ~ava 

Coarse 

Conglomerate 
(21+3) a 
Breccia 
(1945) 

Crystalline 
Limestone 

(1243) 

Marble 
93:3 

Migmatite 
(29a:3) 

Cwdnite 
3243 

Granodiorite 
(2943) 

Gabbm 
274-3 

Norite 
20~5 

Porphyrie 
(2o~5) 

i Agglomerate 
Pyr~ ! (19~3) 

Texture 

Medium 

Sandstone 
174-4 

Sparitic 
Limestone 

(1042) 

Gypsum 
~ 2  

Homfels 
(1944) 

Metasandstone 
(1943) 

Amphibolite 
26a:6 

Schist 
1243 

Diorite 
254-5 

Dolerite 
06~5) 

Rhyolite 
(254-5) 

Andesite 
254-5 

Breccia 
(1945) 

Fine 

Siltstone 
74-2 

Greywacke 
(18.4:3) 

Micritic 
Limestone 

(942) 

Anhydrite 
1242 

Quartzite 
203:3 

Gneiss 
283:5 

Phyllite 
(74-3) 

Diabase 
(15+5) 

Dacite 
(25+3) 
Basalt 
(25• 
Tuff 

(134-5) 

Very fine 

Claystone 
44-2 

Shale 
(~2) 
Marl 
(74-2) 

Dolomite 
(9a:3) 

Chalk 
7~2 

Slate 
74-4 

Peridotite 
(25• 

Obsidian 
(1943) 

a Values in parenthesis are estimates. 
b These values are for intact rock specimen tests normal to bedding or foliation. The value of m4 will 
be significantly different if failure occurs along a weakness plane. 
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Fig. 7.6 Relation between tensile strength and unconfined compressive strength for (a) Igneous 
rocks; (b) Metamorphic rocks; and (c) Sedimentary rocks (after Lade, 1993). 
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Fig. 7.6 Continued. 

The tensile strength of intact rocks also decreases as water content increases. According 
to Vasarhelyi (2004), the reduction percentage for the tensile strength of a rock from dry 
condition to saturated condition is about the same as that for the unconfined compressive 
strength of the same rock. Fig. 7.7 shows the variation of tensile strength ot with water 
content w for porous chalks. 

7.2.3 Empirical strength criteria of intact rock 

Various empirical strength criteria of intact rock have been developed by different 
researchers (e.g., Bieniawski, 1974; Hoek& Brown, 1980; Johnston, 1985; Lade, 1993; 
Wang & Lmeny, 1995; Chang & Haimson, 2000; AI-Ajmi & Zimmerman, 2005). Some of 
them are presented in this subsection. 

(a) Hock-Brown criterion 

For intact rock, the Hoek-Brown criterion may be expressed in the following form 

o~ / 0.5 
ol  : o'3 + o~ mi + 1 (7.18) 
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Fig. 7.7 Variation of tensile strength ot with water content w for porous chalks (afar Talesnick et 
al., 2001). 

where oc is the unconfined compressive strength of the intact rock; O'rl and o'3 are 
respectively the major and minor effective principal stresses; and mi is a material constant 

for the intact rock. mi depends only upon the rock type (texture and mineralogy) as 
tabulated in Table 7.8. 

(b) Bieniawski-Yudhbir criterion 

Bieniawski (1974) proposed a strength criterion for intact rock as follows 

:" , "x0.65 
(Y._i / f ' T A  / 

-1+ b / ~ /  
I I 

(7.19) 

where b is a parameter which can be determined from Table 7.9. 

(c) Johnston criterion 

Based on experimental data of a wide range of geotechnical material, from lightly 
overconsolidated clays through hard rocks, Johnston (1985) proposed the following 

strength criterion for intact rock 

Cr~n = O~n + 1 (7.20) 
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Table 7.9 Parameter b in the Bieniawski-Yudhbir criterion (Yudhbir et al., 1983). 

Rock Type b 

Tuff, Shale, Limestone 

Siltstone, mudstone 

Quartzite, Sandstone, Dolerite 

Norite, Granite, Quartz diorite, Chert 

where O'ln and O'3n are the normalized effective principal stresses at failure, obtained by 
dividing the effective principal stresses, O'l and o'3, by the relevant unconfined 
compressive strength, oc; and B and M are intact material constants. By placing o'3, = 0, 
the unconfined compressive strength is correctly modeled with the right-hand side of 
equation (7.20) becoming one. 

By putting B = 1, the criterion simplifies to 

Oln = Mo~n + 1 (7.21) 

which for 

M = 1 + sin ~' (7.22) 
1 - s in~ '  

is identical to the normalized Mohr-Coulomb criterion. 
The parameter B, which describes the nonlinearity of a failure envelope, is essentially 

independent of the material type, and is a function of unconfined compressive strength: 

B = 1 -  0.0172(logoc) 2 (7.23) 

The parameter M, which describes the slope of a failure envelope at O'3n -- 0 ,  is found to 
be a function of both the unconfined compressive strength and the material type. For the 
material types shown in Table 7.10, M can be estimated by (no result is obtained for type D 
material because of lack of data): 

Type A, M = 2.065 + 0.170(logoc) 2 (7.24a) 

Type B, M = 2.065 + 0.23 l(log o e )2 (7.24b) 

Type C, M = 2.065 + 0.270(1ogoc) 2 (7.24c) 

Type E, M = 2.065 + 0.659(1ogoc) 2 (7.24d) 
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Table 7.10 A range of rock types (after Hoek& Brown, 1980). 

Type General Rock Type Examples 

Carbonate rocks with well developed crystal cleavage Dolomite, limestone, marble 

Lithified argillaceous rocks 

Arenaceous rocks with strong crystals and poorly- 
develooed crystal cleavalze 

Fine grained polyminerallic igneous crystalline rocks 

Coarse grained polyminerallic igneous and 
metamorphic crystalline rocks 

Mudstone, siltstone, shale, slate 

Sandstone, quartzite 

Andesite, dolerite, diabase, rhyolite 

Amphibolite, gabbro, gneiss, 
granite, norite, quartz diorite 

(d) Ramamurthy Criterion 

Ramarnurthy and his coworkers (Ramamurthy et al., 1985; Ramamurthy, 1986; 
Ramamurthy, 1993) modified the Coulomb theory to represent the nonlinear shear strength 
behavior of rocks. For intact rock, the strength criterion is in the following form 

- (7.25) 

where (5" 1 and (Y'3 a r e  the major and minor principal effective stresses; 6c is the unconfined 
compressive strength; ~ is the slope of the curve between (6'1 - ( ~ ' 3 ) / ( Y ' 3  and 6o/6'3, with a 
mean value of 0.8 for most intact rocks; and Br is a material constant of intact rock, equal to 
(6'1 - 6'3)/6'3 when 6J6'3 = 1. The values of Br vary from 1.8 to 3.0 depending on the type 
of rock (see Table 7.11). 

The values of t~ and Br can be estimated by conducting a minimum of two triaxial tests 
at confining pressures greater than 5% of 6c for the rock. The above expression is 
applicable in the ductile region and in most of the brittle region. It underestimates the 
strength when 6'3 is less than 5% of cc and also ignores the tensile strength of the rock. To 
account for the tensile strength, the following expression can be used 

~3+~t ~3+~t 
(7.26) 

where 6t is the tensile strength of rock preferably obtained from Brazilian tests; ct = 0.67 
for most rocks; and B is a material constant. The values of a and B in equation (7.26) can 
be obtained by two triaxial tests conducted at convenient confining pressures greater than 
5% of 6c for the rock. In the absence of these tests, the value of B can be estimated as 
1.3(6d6t) v3. 
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Table 7.11 Mean values of parameter Br for different rocks (after Ramamurthy, 1993). 

Rock 
type 

Metamorphic and sedimentary rocks 
Argillaceous Arenaceous Chemical Igneous rocks 

Siltstone Shales Sandstone Quartzite Limestone Marble Andesite Granite 
Clays Slates Anhydrite Dolomite Diorite Charnockite 
Tufts Mudstone Rock salt Norite 
Loess Claystone Liparite 

Basalt 

Br 1.8 2.2 2.2 2.6 2.4 2.8 2.6 3.0 

Mean 2.0 2.4 2.6 2.8 
value 

7.2.4 Mohr-Coulomb parameters of  intact rock 

Since the Mohr-Coulomb failure criterion is often used in the analyses of rock 
mechanics problems, it is necessary to estimate the cohesion and friction parameters of 
the intact rock: 

P 
Zf = c i + o n tan ~b i (7.27) 

where 'l:f is the shear strength of the intact rock; ci and ~ are respectively the cohesion and 
internal friction angle of the intact rock; and a'n is the effective normal stress on the sliding 
plane. 

Table 7.12 lists the representative peak values of ci and ~ for different rocks 
(Goodman, 1989). Robertson (1970), while recognizing that there is considerable variation, 
has suggested that the peak cohesion be about 16% of the unconfined compressive 
strength. If the Mohr-Coulomb criterion is used to represent the residual strength (the 
minimum strength reached by the rock subjected to deformation beyond the peak), the 
subscript r may be used with the cohesion and friction angle terms in equation (7.27). The 
residual cohesion will approach zero and the residual internal friction angle will lie 
between zero and the peak internal friction angle. 

7.3 STRENGTH OF ROCK DISCONTINUITIES 

Discontinuities usually have negligible tensile strength and a shear strength that is, under 
most circumstances, significantly smaller than that of the surrounding intact rock material. 
The following describes several shear strength models for rock discontinuities. 

7.3.1 Mohr-Coulomb model 

The simplest shear strength model of discontinuities is the Mohr-Coulomb failure criterion, 
which can be expressed by 
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Table 7.12 Typical peak cohesion ci and internal friction angle ~ for different rocks (after Goodman, 

1989). 

Porosity ci 
Rock (%) (MPa) (o) 

Range of confining 

pressure 

(MPa) 

Berea sandstone 18.2 27.2 27.8 0 -  200 

Bartlesville sandstone 8.0 37.2 0 -  203 

Pottsville sandstone 14.0 14.9 45.2 0 - 68.9 

Repetto siltstone 5.6 34.7 32.1 0 - 200 

Muddy shale 4.7 38.4 14.4 0 - 200 

Stockton shale 0.34 22.0 0.8 - 4.1 

Edmonton bentonitic shale 44.0 0.3 7.5 0.1 -3 .1  

(water content 30%) 

Sioux quartzite 70.6 48.0 0 -  203 

Texas slate; loaded 
30 ~ to cleavage 26.2 21.0 34.5 - 276 

90 ~ to cleavage 70.3 26.9 34.5 - 276 

Georgia marble 0.3 21.2 25.3 5.6 - 68.9 

Wolf Camp limestone 23.6 34.8 0 - 203 

Indiana limestone 19.4 6.7 42.0 0 -  9.6 

Hasmark dolomite 3.5 22.8 35.5 0 . 8 -  5.9 

Chalk 40.0 0 31.5 10 - 90 

Blaine anhydrite 43.4 29.4 0 -  203 

Inada biotite granite 0.4 55.2 47.7 0.1 - 98 

Stone Mountain granite 0.2 55.1 51.0 0 - 68.9 

Nevada Test Site basalt 4.6 66.2 31.0 3 . 4 -  34.5 

Schistose gneiss 

30 ~ to schistocity 0.5 46.9 28.0 0 -  69 

90 ~ to schistocity 1.9 14.8 27.6 0 -  69 

"l:f -- cj + cy n tan {~j (7.28) 

where Tf is the shear strength o f  the discontinuity; cj and ~j are respectively the cohesion 

and intemal friction angle o f  the discontinuity; and t~'n is the effective normal stress on the 
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discontinuity plane. It need be noted that the "primes" for q and ~ have been omitted for 

brevity although they are for the effective stress conditions. The Mohr-Coulomb model can 

be used for planar, clean (no filling) discontinuities. 

7.3.2 Bilinear shear strength model 

Natmal discontinuities contain tmdulations and asperities and their shear strength-normal 

stress relation is usually non-linear. Patton (1966) addressed this problem by formulating 

the bilinear model as shown in Fig. 7.8. At normal stresses less than or equal to o'0 the 

shear strength is given by 

q;f = t~ n tan(t~b + i) (7.29) 

where ~b is the basic fi'iction angle for an apparently smooth surface of the rock material; 

and i is the effective roughness angle. Table 6.7 lists the typical values of ~ for different 

rocks. 

At normal stresses greater than or equal to o'0 the shear strength is given by 

15 

10 

t-" 

,~ Ca 
r~ 5 

+ i = 60 ~ 

o'0 = 5 MPa Equation 
Ca = 5.77 MPa 
d=0.1 

I t" Transition curve given 
, -" by equation (7.31) 

. .  / I  

I 
I 
1 

0 + i o'0 

0 5 10 15 

Effective normal stress O'n (MPa) 

Fig. 7.8 Bilinear shear strength model (equations 7.29 and 7.30) with empirical transition curve 
(equation 7.31). 
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F l:f - C a 4- t~ n tan t~r (7.30) 

where ca is the apparent cohesion derived from the asperities; and ~ is the residual friction 
angle of the rock material forming the asperities. 

Jaeger (1971) proposed the following shear strength model to provide a curved 
transition between the straight lines of the Patton model 

"c f = c a (1 - e -da 'n  ) + t~ n t a n  t~r (7.31) 

where d is an experimentally determined empirical parameter which controls the shape of 
the transition curve. 

7.3.3 Barton model 

A direct, practical approach to predicting the shear strength of discontinuities on the basis 
of relatively simple measurements was developed by Barton and his coworkers (Barton, 
1976; Barton & Choubey, 1977; Barton & Bandis, 1990). According to the Barton model, 
the shear strength xf of a discontinuity subjected to a normal stress a'n in a rock material is 
given by 

a;f t~n tanIJRC l o g ( J C S / ] =  , k.t~n--) + t~ r (7.32) 

where JRC, JCS and ~r are respectively the discontinuity roughness coefficient, the 
discontinuity wall compressive strength and the residt~ friction angle of the discontinuity 
which can be estimated using the methods presented in Section 6.3. 

Equation (7.32) suggests that there are three factors which control the shear 
strength of rock discontinuities: the residual friction angle ~ (or the basic friction angle 
~), a geometrical component JRC, and an asperity failure component controlled by the 
ratio JCS/t~'n. Research results show that both JRC (geometrical component) and JCS 
(asperity failure component) decrease with increasing scale (Bandis, 1990; Barton & 
Bandis, 1982) (see Fig. 7.9). Based on extensive testing of discontinuities, 
discontinuity replicas, and a review of literature, Barton and Bandis (1982) proposed 
the scale corrections for JRC and JCS: 

JRCn= JRC0 [ ~ - ]  -002JRC~ 

JCS n = JCS 0 ~ 

(7.33a) 

(7.33b) 
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Total 
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Fig. 7.9 Influence of scale on the three components of the shear strength of a rough discontinuity 
(after Bandis, 1990; Barton & Bandis, 1990). 

where JRC0, JCSo and Lo (length) refer to 100 mm laboratory scale samples and JRCn, JCSn 
and/_~ refer to in situ block sizes. 

It is worth noting two important limitations on the use of Barton model for estimating 
the shear strength of discontinuities. Barton and Choubey (1977) suggest that the curves 
should be truncated such that the maximum allowable shear strength for design purposes is 
given by aretan(x/O'n) = 70 ~ For example, curve 1 in Fig. 7.10 has a linear "cut-off' 
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Effective normal Stress (MPa) 

Fig. 7.10 Range of peak shear strength for 136 joints representing eight different rock types. Curves 
1, 2 and 3 are evaluated using equation (7.32) (after Barton & Choubey, 1977). 

representing the maximum suggested design value of 70 ~ for the total frictional angle. 
Barton (1976) cautioned that when the effective normal stress exceeds the unconfined 
compressive strength of the rock material, the measured shear strength is always 
appreciably higher than that predicted by equation (7.32). Noting that this discrepancy was 
probably due to the effect of confining stresses increasing the strength of asperities, Barton 
proposed that a high stress version of equation (7.32) could be obtained by replacing JCS 

by (o'1- 0'3), i.e., 

r G 1 -- G~ 
1; = ~ n  t a n  J R C  l o g  , + t~r 

t~ n 

(7.34) 
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where I~' 1 is the effective axial stress required to yield the rock material under an effective 
confining stress a'3. The failure stress a'l can either be determined experimentally or can 
be estimated from an appropriate yield criterion such as the Hoek-Brown criterion. 

7.3.4 Shear strength of fiUed discontinuities 

The previous sections deal with the shear strength of discontinuities in which rock wall 
contact occurs over the entire length of the surface under consideration. If a discontinuity 
contains a filling material such as clay gouge, the shear strength of the discontinuity will be 
influenced by the thickness and properties of the filling material. If the thickness of the 
filling material is more than about 25 to 50 percent of the amplitude of the asperities, there 
will be little or no rock-to-rock contact and the shear strength of the discontinuity will be 
controlled by the shear strength properties of the filling material (Goodman, 1970). The 
peak and residual shear strength of filled discontinuities can be expressed by the Mohr- 
Coulomb model [equation (7.28)]. Table 7.13 lists the shear strength parameters of filled 
discontinuities and filling materials summarized by Hock and Bray (1981). 

7.4 STRENGTH OF ROCK MASS 

7. 4.1 Unconfined compressive strength of rock mass 

Because of discontinuities, jointed rock mass will have a much lower unconfined 
compressive strength that intact rock. It is difficult to determine the unconfined 
compressive strength of jointed rock masses in the laboratory because the samples need be 
undisturbed and sufficiently large to be representative of the discontinuity conditions. To 
estimate the tmconfined compressive strength of rock masses, empirical correlations 
considering the discontinuity characteristics are usually used. Table 7.14 lists some of the 
empirical correlations for estimating the rock mass unconfined compressive strength acm. 
Fig. 7.11 shows a comparison of some of the correlations with the in situ test data of Aydan 
and Dalgic (1998). 

Some of the correlations in Table 7.14 are derived from their corresponding strength 
criteria. As an example, the following shows the derivation of the Hoek (1994) and Hoek et 
al. (1995) correlation. With the Hoek-Brown strength criterion for rock masses [equation 
(7.40)], the unconfined compressive strength can be expressed as 

~em =~Sac (7.35) 

where s is a constant that depends on the characteristics of the rock mass, which can be 
estimated from RMR or GSI (see Section 7.4.3 for details). If equation (7.44b) is used to 
estimate s, equation (7.35) is changed to 
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Table 7.13 Shear strength of filled discontinuities and filling materials (after Hoek& Bray, 1981). 

Peak Peak Residual Residual 
cj ~ cj 

Rock Description (MPa) (o) (MPa) (o) 

Basalt Clayey basaltic breccia, wide 0.24 42 
variation from clay to basalt 
content 

Bentonite Bentonite seam in chalk 0.015 7.5 
Thin layers 0.09-0.12 12-17 
Triaxial tests 0.06-0.1 9-13 

Bentonitic shale Triaxial tests 0-0.27 8.5-29 
Direct shear tests 0.03 

Clays Over-consolidated, slips, joints 0-0.18 12-18.5 0-0.003 
and minor shears 

Clay shale Triaxial tests 0.06 32 
Stratification surfaces 0 

Coal measure Clay mylonite seams, 10 to 25 0.012 16 0 
rocks mm 

Dolomite Altered shale bed, + 150 mm 0.04 14.5 0.02 
thick 

Diorite, granodio- Clay gouge (2% clay, PI - 17%) 0 26.5 
rite and porphyry 

Granite Clay filled faults 0-0.1 24-25 
Sandy loam fault filling 0.05 40 
Tectonic shear zone, schistose 0.24 42 
and broken granites, 
disintegrated rock and gouge 

Greywacke 1-2 mm clay in bedding planes 0 

Limestone 6 mm clay layer 0 

Limestone, marl 
and lignites 

Limestone 

Lignite 

Montmorillonite 
Bentonite clay 

Schists, quartzites 
and siliceous 
schists 

Slates 

Quartz / kaolin / 
pyrolusite 

10-20 mm clay fillings 
<1 mm clay filling 

Interbedded lignite layers 
Lignite/marl contact 

Marlaceous joints, 20 mm thick 

Layer between lignite and clay 

80 mm seams of bentonite (mo- 
ntmorillonite) clay in chalk 

100-150 mm thick clay filling 
Stratification with thin clay 
Stratification with thick clay 

Finely laminated and altered 

Remolded triaxial tests 

0.1 13-14 
0.05-0.2 17-21 

0.08 38 
0.1 10 

0 25 

0.014-0.03 15-17.5 

0.36 14 
0.016-0.02 7.5-11.5 

0.03-0.08 32 
0.61-0.74 41 

0.38 31 

0.05 33 

0.042-0.09 36-38 

0.08 

8.5 

10.5-16 

19-25 

11-11.5 

17 

21 

13 

15-24 

11 
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Table 7.14 Empirical correlations for estimating rock mass unconfined compressive strength •cm. 

Re ference Correlation 

Yudhbir et al. (1983) 
gcm 

gc 

Laubscher (1984) and gcm 
Singh & Goel (1999) gc 

Ramamurthy et al. (1985) and 
Ramamurthy ( 1986, 1993) 

Trueman (1988) and 
Asef et al. (2000) 

Kalamaras & Bieniawski 
(1993) 

Hoek (1994) and 
Hoek et al. (1995) 

Grimstad & Bhasin 
(1995) and 

Singh & Goel (1999) 

Sheorey (1997) 

Aydan & Dalgic 
(1998) 

Barton (2002) 

Hoek (2004) 

7.65(RMR-100) 
100 

~ - - e  

RMR - Rating for gc 

106 

gem 

gc 

RMR-100 
18.75 

= 0 5e006RMR gem �9 (MPa) 

RMR-100 
gcm = e 24 

gc 

GSI-100 
gem = e 18 

gc 

gem = 7y fcQ 1/3 (MPa) 

where fr = 0r for Q > 10 and ac > 100 MPa, otherwise 
fr = 1; and y is the unit weight of the rock mass in g/cm 3. 

RMR-100 
gcrn = e 20 

gc 

gem RMR 
m ~ m  

gc RMR + 6 (100-  RMR) 

gem = 5Y(Qgc/100) 1/3 (MPa) 

where ? is the unit weight of the rock mass in g/cm 3. 

GSI 

gem = 0.036e 30 
gc 

gem 

gc 

GSI-100 
18 ~ = e  

which is what shown in Table 7.14. 

(7.36) 
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�9 In situ test data (Aydan & Dalgic, 1998) 
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(Yudhbir & Bieniaswki, 1983) 

Oem/Oe = exp((RMR-100)/24) 
(Kalamaras & Bieniaswki, 1993) 

Ocm/O= = exp((RMR-100)/18) 
"5"" (Hoek, 1994; Hoek et al., 1995) 
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-'5-- (Aydan & Dalgic, 1998) 
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(Hoek, 2004) 

a "  

d 

0- 
q 

41, 

O~ "0 ,o '  �9 n 

0o~ 

B 

-/, 

0 20 40 60 80 100 

RMR or GSI ratings 

Variation of ratio of rock mass unconfined compressive strength (Icm to intact rock 
unconfined compressive strength ~c with RMR or GSI ratings (modified from Hoek, 2004). 

7.4.2 Tensile strength of rock mass 

The tensile strength of  a rock mass can be obtained by (Singh & Goel, 1999) 

~tm = --0.0297 fcQ 03 (MPa) (7.37) 

where f~ = ~J100 for Q > 10 and ac > 100 MPa, otherwise f~ = 1; and ? is the unit 

weight of  the rock mass in g/cm 3. 

The strength criteria described in Section 7.4.3 can also be used to obtain the tensile 

strength of  a rock mass. For example, with the Hoek-Brown strength criterion for rock 

masses [equation (7.40)], the tensile strength can be determined by 

~tm = 0.5~c[mb - ( m ~  + 4s) 0"5 ] (7.38) 

where mb is the material constant for the rock mass; and s is a constant that depends on the 

characteristics of  the rock mass. 
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7.4.3 Empirical strength criteria of rock mass 

There are different empirical strength criteria of rock masses. The four empirical strength 
criteria of rock masses, corresponding to those of intact rock presented in Section 7.2.3, are 
discussed in this section. 

(a) Hoek-Brown criterion 

For jointed rock masses, the most general form of the Hoek-Brown criterion, which 
incorporates both the original and the modified form, is given by 

/ ) a (7.39) 

where mb is the material constant for the rock mass; and s and a are constants that depend 
on the characteristics of the rock mass. 

The original criterion has been found to work well for most rocks of good to reasonable 
quality in which the rock mass strength is controlled by tightly interlocking angular rock 
pieces. The failure of such rock masses can be defined by setting a = 0.5 in equation (7.39), 
giving 

30.5 
a~ = ~ + ~ c  mb a~ +s  (7.40) 

For poor quality rock masses in which the tight interlocking has been partially 
destroyed by shearing or weathering, the rock mass has no tensile strength or 'cohesion' 
and specimens will fall apart without confinement. For such rock masses the following 
modified criterion is more appropriate and it is obtained by putting s = 0 in equation (7.39): 

( ffl : i f3  +fie mb 
~cJ  

(7.41) 

Equations (7.39) to (7.41) are of no practical value unless the values of the material 
constants mb, S and a can be estimated in some way. Hoek and Brown (1988) proposed a 
set of relations between the parameters mb, s and a and the 1976 version of Bieniawski's 
Rock Mass Rating (RMR), assuming completely dry conditions and a very favorable 
(according to the RMR rating system) discontinuity orientation: 

(i) disturbed rock masses 
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R M R - 1 0 0 )  
m b =exp 14 m i  (7.42a) 

s =exp 

a = 0.5 (7.42c) 

(ii) undisturbed or interlocking rock masses 

m :exp(R r 
s =exp 9 

a = 0.5 (7.43c) 

Equations (7.42) and (7.43) are acceptable for rock masses with RMR values of more than 
about 25, but they do not work for very poor rock masses since the minimum value which 
RMR can assume is 18 for the 1976 RMR system and 23 for the 1989 RMR system (see 
Chapter 5 for details). In order to overcome this limitation, Hoek (1994) and Hoek et al. 
(1995) introduced the Geological Strength Index (GSI). The relationships between rob, s 
and a and the Geological Strength Index (GSI) are as follows: 

(i) For GSI > 25, i.e. rock masses of good to reasonable quality 

( G S I - 1 0 0 ]  (7.44a) 
mb =exp~ 28 mi 

( G S I - 1 0 0 ]  (7.44b) 
s =exp 9 

a=0.5 (7.44c) 

(ii) For GSI < 25, i.e. rock masses of very poor quality 

( G S I - 1 0 0 )  (7.45a) 
mb=exp~ ~ m i  

s = 0  (7.45b) 

GSI 
a = 0.65 - ~  (7.45c) 

200 

It is noted that the distinction between disturbed and undisturbed rock masses is dropped in 
evaluating the parameters rob, s and a from GSI. This is based on the fact that disturbance is 
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generally induced by engineering activities and should be allowed by downgrading the 
values of GSI. The methods for determining RMR and GSI have been discussed in Chapter 
5. 

Water has a great effect on the strength of rock masses. Many rocks show a significant 
strength decrease with increasing moisture content. Therefore, it is important to conduct 
laboratory tests at moisture contents which are as close as possible to those which occur in 
the field. A more important effect of water is the strength reduction which occurs as a result 
of water pressures in the pore spaces in the rock. This is why the effective not the total 
stresses are used in the Hoek-Brown strength criterion. 

The Hoek-Brown strength criterion was originally developed for intact rock and then 
extended to rock masses. The process used by Hoek and Brown in deriving their strength 
criterion for intact rock (equation 7.18) was one of pure trial and error (Hoek et al., 1995). 
Apart from the conceptual starting point provided by the Griffith theory, there is no 
fundamental relationship between the empirical constants included in the criterion and any 
physical characteristics of the rock. The justification for choosing this particular criterion 
(equation 7.18) over the numerous alternatives lies in the adequacy of its predictions of the 
observed rock fracture behavior, and the convenience of its application to a range of typical 
engineering problems (Hoek, 1983). The material constants mi is derived based upon 
analyses of published triaxial test results on intact rock (Hoek, 1983; Doruk, 1991; Hoek et 
al., 1992). The strength criterion for rock masses is just an empirical extension of the 
criterion for intact rock. Since it is practically impossible to determine the material 
constants mb and s using triaxial tests on rock masses, empirical relations are suggested to 
estimate these constants from RMR or GSI. The RMR and the GSI rating systems are also 
empirical. For these reasons the Hoek-Brown empirical rock mass strength criterion must 
be used with extreme care. In discussing the limitations in the use of their strength criterion, 
Hoek and Brown (1988) emphasize that it is not applicable to anisotropic rocks nor to 
elements of rock masses that behave anisotropically by virtue of containing only a few 
discontinuities. Alternative empirical approaches and further developments of the Hoek- 
Brown criterion which seek to account for some of its limitations are given by Amadei 
(1988), Pan and Hudson (1988), Ramamurthy and Arora (1991), Amadei and Savage 
(1993), and Ramamurthy (1993). 

(b) Bieniawski-Yudhbir criterion 

Based on tests of jointed gypsum-celite specimens, Yudhbir et al. (1983) changed the 
strength criterion for intact rock [equation (7.19)] to the form 

/" r ,x0.65 
~ = a § 1 7 6  (7.46) 

to fit rock masses. Yudhbir et al. (1983) recommended that parameter a be determined from 
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a = 0.0176Q 0"65 or a-expI7"65/RMR100-100/] (7.47) 

where Q is the classification index of Barton et al. (1974), and RMR is Bieniawski's 1976 
Rock Mass Rating (Bieniawski, 1976). Parameter b is determined from Table 7.9. 

Kalamaras and Bieniawski (1993) suggested that both a and b should be varied with 
RMR for better results. They proposed the criterion of Table 7.15 specifically for coal 
seams. 

(c) Johnston criterion 

For rock masses, Johnston (1985) proposed the following strength criterion 

' (7.48) ~ln = ~3n + s 

where O'ln and O'3n are the normalized effective principal stresses at failure, obtained by 
dividing the effective principal stresses, o'1 and 0'3, by the relevant unconfined 
compressive strength, oc; B and M are intact material constants as described in Section 
7.2.3; and s is a constant to account for the strength of discontinuous soil and rock masses 
in a manner similar to that proposed by Hoek and Brown (1980). 

(d) Ramamurthy Criterion 

For rock masses, the strength criterion has the same form as for intact rock 
(Ramarnurthy et al., 1985; Ramamurthy, 1986; Ramarnuahy, 1993), i.e. 

o---~3 ~, o~ ) (7.49) 

where Ocm is the rock mass strength in unconfined compression; Bm is a material constant 
for rock masses; and ~ is the slope of the plot between (o'1 - r  and Or which 
can be assumed to be 0.8 for rock masses as well. Ocm and Bm can be obtained by 

Table 7.15 Rock mass criterion for coal seams by Kalamaras and Bieniawski (1993). 
, 

Equation Parameters / 100) 
a=exp 

Oc t o e )  

[ ] r , "x0.6 a = e x p  ' (RMR -100)  
~ = a + b -  ~ �9 12 ' 
Oc \Oc)  

b = exp(. 52 20 
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( 100 / 
Ocm = o c exp 18.75 

RMR -100 / 
B m = B r exp 75.5 

(7.50) 

(7.51) 

in which oc is the unconf'med compressive strength of intact rock; and Br is a material 

constant for intact rock, as in equation (7.25). 

(e) Comments 

In addition to the four empirical strength criteria of rock masses described above, there are 

many other criteria. All these criteria are purely empirical and thus it is impossible to say 

which one is correct or which one is not. However, the Hoek-Brown strength criterion is 

the most widely referred and used. Since its advent in 1980, considerable application 

experience has been gained by its authors as well as by others. As a result, this criterion has 

been modified several times to meet the needs of users who have applied it to conditions 

which were not visualized when it was originally developed. 

It is noted that all the empirical strength criteria described above for rock masses have 

the following limitations: 

1. The influence of  the intermediate principal stress, which in some cases is 

important, is not considered. 

2. The criteria are not applicable to anisotropic rock masses. So they can be used only 

when the rock masses are approximately isotropic, i.e. when the discontinuity 

orientation does not have a dominant effect on failure. 

7.4. 4 Mohr-Coulomb parameters of  rock mass 

Since many of  the numerical models and limit equilibrium analyses used in rock 

mechanics and rock engineering are expressed in terms of the Mohr-Coulomb failure 

criterion, it is necessary to estimate the cohesion and friction angle parameters of  rock 

masses: 

f "l;f - c m + t~ n tan ~b m (7.52) 

where xf is the shear strength of the rock mass; Cm and t~m are respectively the cohesion and 

internal fi'iction angle of the rock mass; and O'n is the effective normal stress on the sliding 

plane. 

Estimation of  Cm and t~m Can be done using one of  the empirical strength criteria 

presented in Section 7.4.3 and based on the solution published by Balmer (1952) in 

which the normal and shear stresses are expressed in terms of  the corresponding 
principal stresses as follows: 
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? 

(Yn : (Y3 -I- 
0t~____j_~ + 1 

_ , ,  Io; i 
Zf = ( O  n - ~ 3 ) ~ f f ~ ' ~  

For example, for the Hoek-Brown strength criterion, one can have: 

For GSI > 25, when a -- 0.5: 

0 ~ ]  = 1 + mb c c 
0 ~  2 ( ~  - ~ )  

(7.53) 

(7.54) 

(7.55) 

For GSI < 25, when s = 0: 

= 0~'1 1 + am~ m b - -  

0~'3 % ) 
(7.56) 

Once a set of (tin, Xf) values have been calculated from equations (7.53) and (7.54), the 
equivalent Mohr envelope defined by the following expression can be used to fit the (Or'n, 

~f) data: 

(' / "l:f = A ~  c On-ff tm 
(Yc 

(7.57) 

where A and B are material constants which can be determined by fitting analysis; O" n is the 
effective normal stress; and t~tm is the tensile strength of the rock mass which can be 
determined from equation (7.38). 

After A and B are determined, the friction angle at a specified effective normal stress 

can be obtained by 

t~m = a r c t a n  A B  ~ n - ~ t m  

~c  

(7.58) 

and the corresponding cohesion is given by 

f 
C m = Zf - O n tan t~m (7.59) 

The cohesion C m given by equation (7.59) is an upper bound value and need be reduced to 
about 75% of the calculated value for practical applications (Hoek, 1999). 
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The values of Cm and ~m obtained from the above method are very sensitive to the range 
of the minor principal stress ~'3 used to generate the (~'., xf) data sets. According to Hock 
(2000), the most consistent results can be obtained when 8 equally spaced values of ~'3 are 
used in the range 0 < ~'3 < ~c. Fig. 7.12 shows the cohesive strength and friction angles of 
rock masses for different GSI and mi values from Hoek (2000). 

7. 4.5 Equivalent continuum approach for estimating rock mass strength 

The equivalent continuum approach treats the jointed rock mass as an equivalent 
anisotropic continuum with strength properties that are directional and reflect the properties 
of intact rock and those of the discontinuities. The discontinuities are characterized without 
reference to their specific locations. Jaeger (1960) and Jaeger and Cook (1979) presented 
an equilibrium continuum strength model for jointed rock masses under axisymmetric 
loading condition. In their model, the strength of both the intact rock and the 
discontinuities are described by the Mohr-Coulomb criterion. Since the effect of the 
intermediate principal stress is not considered in the model of Jaeger (1960) and Jaeger 
and Cook (1979), Amadei (1988) and Amadei and Savage (1989, 1993) derived 
solutions for the strength of a jointed rock mass under a variety of multiaxial states of 
stress. As in the model of Jaeger (1960) and Jaeger and Cook (1979), the modeled rock 
mass is cut by a single discontinuity set. In the formulations of Amadei (1988) and 
Amadei and Savage (1989, 1993), however, the intact rock strength is described by the 
Hoek-Brown strength criterion and the discontinuity strength is modeled using a Mohr- 
Coulomb criterion with a zero tensile strength cut-off. 

(a) Model of Jaeger (1960) and Jaeger and Cook (1979) 

Fig. 7.13(a) shows a cylindrical rock mass specimen subjected to an axial major 
principal stress ~'1 and a lateral minor principal stress ~'3. The rock mass is cut by 
well-defined parallel discontinuities inclined at an angle 13 to the major principal stress 
~'~. The strength of both the intact rock and the discontinuities are described by the 
Mohr-Coulomb criterion, i.e. 

f 
a; i = c i + t~ n t an  {~i (7.60) 

l:j = C j  + ~ n  t a n ~ j  (7.61) 

where xi and xj are respectively the shear strength of the intact rock and the discontinuities; 
r and ~ are respectively the cohesion and internal friction angle of the intact rock; cj and 
are respectively the cohesion and internal friction angle of the discontinuities; and (~t n is the 
effective normal stress on the shear plane. 

For the applied stresses on the rock mass cylinder, the effective normal stress a'n 
and the shear stress x on a plane which makes an angle 13' to the 6'1 axis are 
respectively given by 
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Fig. 7.12 (a) Cohesive strength Cm; and (b) Friction angle 0m for different GSI and m~ values (after 
Hoek, 2000). 
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Fig. 7.13 Variation of compressive strength with angle 13 of the discontinuity plane (after Jaeger 
& Cook, 1979). 

, 1 , , 1 , o~)c~s2~' On --'~(qYl + 03) - - -~(01-  (7.62) 

r x = ~-(o 1 - o~)sin2lY (7.63) 

If  shear failure occurs on the discontinuity plane, the effective normal stress 6'n and the 

shear stress x on the discontinuity plane can be obtained by replacing 13' in equations 
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(7.62) and (7.63) by [3. Adopting the obtained stresses on the discontinuity plane to 
substitute for a'n and xj in equation (7.61) and then rearranging, we can obtain the 
effective major principal stress required to cause shear failure along the discontinuity 
as follows 

2(cj + ~ tan ~j) 
~if = ~3 + (7.64) 

sin 213(1 - tan ~j tan 13) 

If shear failure occurs in the intact rock, the minimum effective major principal 
stress can be obtained by 

t~f = 2c i t an(4  + - ~ ) +  ~ ~ tan2 [ 4  +--~- ] (7.65) 

The model of Jaeger (1960) and Jaeger and Cook (1979) assumes that failure 
during compressive loading of a rock mass cylinder subject to a lateral stress 0'3 [see 
Fig. 7.13(a)] will occur when o'1 exceeds the smaller of the O'lf values given by equations 
(7.64) and (7.65). Fig. 7.13(b) shows the variation of o'lf with 13, from which we can 
clearly see the anisotropy of the rock mass strength caused by the discontinuities. 

(b) Model of Amadei (1988) and Amadei and Savage (1989, 1993) 

The principle used by Amadei (1988) and Amadei and Savage (1989, 1993) to derive the 
expressions of the jointed rock mass strength is the same as that used by Jaeger (1960) and 
Jaeger and Cook (1979). However, since the effect of the intermediate principal stress 
is included and since the nonlinear Hoek-Brown strength criterion is used, the 
derivation process and the final results are much more complicated. For reasons of 
space, only some of the typical results of Amadei and Savage (1989, 1993) are shown 
here. 

Consider a jointed rock mass cube under a triaxial state of stress 6'x, 6'y and 6'z. The 
orientation of the discontinuity plane is defined by two angles 13 and qJ with respect to the 
xyz coordinate system (see Fig. 7.14). Let nst be another coordinate system attached to the 
discontinuity plane such that the n-axis is along the discontinuity upward normal and the s- 
and t-axes are in the discontinuity plane. The t-axis is in the xz plane. The upward unit 
vector n has direction cosines 

= sin V cos 13; y = cos V; ~ - sin ~ sin 13 (7.66) 

Defining m = O'y/O'x and n = o'flt~'x and introducing two functions 

2 ' (7.67) Ff = x 2 -On 2 tan ~j and F n = O n 
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Fig. 7.14 Discontinuity plane in a triaxial stress field (aider Amadei & Savage, 1993). 

where O'n and x are respectively the normal and shear stresses acting across the 
discontinuity; and ~ is the friction angle of the discontinuity, the limiting equilibrium 
(incipient slip) condition of the discontinuity can be derived as 

Ff = cy~2{[x 2 -x4 ( l+ t an2  ~j)]+m2[y 2 - f i4( l+tan2 ~j)] 

+m2[~ 2 -~4( l+ tan2  (l)j)]-2m~2y2(l+tan 2 ~j) 

-2ny2~2( l+tan  2 ~j ) -2mn~2~2( l+tan  2 ~j)} =0 

(7.68) 

The nonnegative normal stress condition of the discontinuity is 

) F n =c~ x +my 2 +nz 2 _>0 (7.69) 
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So for a discontinuity with orientation angles 13 and W, the condition Ff = 0 corresponds to 

impending slip. No slip takes place when Ff is negative. Fig. 7.15 shows a typical set of 
failure surfaces F~(m, n) = 0 for ~ equal to 40 ~ or 80 ~ and 13 ranging between 0 ~ and 90 ~ In 

this figure the ranges Ff(m, n) > 0 are shaded and Fn = 0 is represented as a dashed straight 

line. The positive normal stress condition (Fn > 0) is shown as the region on either side of 
the line Fn = 0 depending on the sign of ~x. 

Depending on the ordering of a'x, a'y and a'z, the Hoek-Brown strength criterion for 

intact rock [equation (7.18)] assumes six possible forms as shown in Table 7.16. Using mi 
= 7 and ar = 42 MPa, the intact rock failure surfaces for different values of a'x/ar can be 
obtained as shown in Fig. 7.16. 

The failure surfaces of the jointed rock masses can be obtained by superposition of the 

discontinuity failure surfaces and the intact rock failure surfaces. Fig. 7.17 is obtained by 

superposition of the failure surfaces in Figs. 7.15 and 7.16. The following remarks can be 
made about the diagrmm shown in Fig. 7.17: 

1. In general, for a given value of a'x/ac, the size of the stable domain enclosed by the 

intact rock failure surface is reduced because of the discontinuities. The symmetry 

of the intact rock failure surface with respect to the m = n axis in the m, n space (Fig. 

7. 17) is lost. The strength of the jointed rock mass is clearly anisotropic. 
2. The strength reduction associated with the discontinuities is more pronounced for 

discontinuities with orientation angles 13 and W for which the discontinuity failure 
surface in the m, n space is ellipse than when it is an hyperbola or a parabola. 

3. Despite the zero discontinuity tensile strength and the strength reduction associated 
with the discontinuities, jointed rock masses can be stable under a wide variety of 

states of stress a'~, a'y = ma'x, a'z = na'x. These states of stress depend on the values 

of discontinuity orientation angles 13 and ~ and the stress ratio a'x/ac. 

( c )  C o m m e n t s  

In Subsection (a), a rock mass with one discontinuity set is considered. If we apply the 

model of Jaeger (1960) and Jaeger and Cook (1979) to a rock mass with several 

Table 7.16 Forms of equation (7.18) for different orderings of C'x, a'y and a'z. 

Principal stress ordering Major stress ~'1 Minor stress o"3 Forms of equation (7.18) 

O"x > ff'y > O"z ff'x O"z 

O'lx > O"z > OJy 0" x OJy 

~'y > a'x > cr a'y ~', 

~y > a'z > O~x a'y ~x 

O'Pz > a '  x > OJy (5" z OJy 

OJz > CI'y > OJx ff'z O'lx 

' ' 4 ' /or c -I-I O" x --(5" z +~r mj(5" z 

, , ~ ' /(~c + |  

, , 

fly =ffz +ffc miffz/ffc +1 

r l ~ r 
ffy=Crx + ~ c  miCrx/crc +1 

, , ~/ ' /Crc +1 ffz = fly + ffc mi~y 

, , ~] ' / a c +  1 f fz=f fx  +fie miffx 



218 Engineering properties of rocks 

Fig. 7.15 Shape of the failure surface Ff(m, n) = 0 in the m = dy/d~, n = t~'l~'x space for (a) 13 = 

38.935 ~ ~g = 40~ (b) 13 = 30 ~ ~g = 40~ (c) 13 = 20 ~ ~g = 80~ and (d) 13 = 70 ~ ~g = 40 ~ The region Fn 
> 0 is above the dashed line Fn = 0 when a'x is compressive and below that line when dx is tensile. 
Friction angle ~ = 30 ~ (aiier Amadei & Savage, 1993). 

discontinuity sets, the strength of  the rock mass can be obtained by considering the 

effect o f  each discontinuity set. For example, consider a simple case of  two 

discontinuity sets A and B [see Fig. 7.18(a)], the angle between them being cz. The 
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Fig. 7.16 Geometrical representation of the Hock-Brown failure surface for intact rock in the m = 
c'y/6'~, n = o"Jo'x space for different values of o'~/6c with n~ = 7 and 6r = 42 MPa. (a) 6'x is 
compressive; and (b) o~ is tensile (after Amadei & Savage, 1993). 

corresponding variation of  the compressive strength ff'lJ3, if the two discontinuity sets 

are present singly, is shown in Fig. 7.18(b). As the angle J3a of  discontinuity set A is 

changed from 0 to 90 ~ the angle J3b of discontinuity set B with the major stress 
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Fig. 7.17 Superposition of  the joint failure surface with ~ = 30 ~ and the intact rock failure surface 

with m~ = 7 and oc = 42 MPa in the m = o-'y/O-'x, n = 6'z/O"x space for (a) 13 = 38.935 ~ ~ = 40~ (b) 13 = 

30~ V = 40~ (c) 13 = 20 ~ ~ = 80~ and (d) 13 = 70 ~ ~ = 40 ~ (after Amadei & Savage, 1993). 

d i r ec t ion  wi l l  be  

I~b = Ic~-Dal for  ot _< 90 ~ (7.70) 

W h e n  13a is va r ied  f rom 0 to 90 ~ the resul tant  s t rength var ia t ion  for a = 60 and  90 ~ 
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Fig. 7.18 (a) Rock mass with two discontinuity sets A and B; (b) Strength variation with 13 if the 
discontinuity sets are present singly; and (c) Strength variation when both discontinuity sets are 
present. 
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will be as in Fig. 7.18(c), choosing the minimum of the two values o'11~ and the 
corresponding O'113b from the curves in Fig. 7.18(b). 

Hoek and Brown (1980) have shown that with three or more discontinuity sets, all sets 
having identical strength characteristics, the rock mass will exhibit an almost fiat strength 
variation (see Fig. 7.19), concluding that in highly jointed rock masses, it is possible to 
adopt one of the empirical isotropic rock mass failure criteria presented in Section 7.4.3. 

It should be noted that, in the models of the equivalent continuum approach, 
discontinuities are assumed to be persistent and all discontinuities in one set have the 
same orientation. In reality, however, discontinuities are usually non-persistent and the 
discontinuities in one set have orientation distributions. 

Fig. 7.19 Strength variation with angle ~1 of discontinuity plane 1 in the presence of 4 
discontinuity sets, the angle between two adjoining planes being 45 ~ (after Hoek& Brown, 1980). 
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7.5 SCALE EFFECT ON ROCK STRENGTH 

Research results (see, e.g., Heuze, 1980; Hoek& Brown, 1980; Medhurst & Brown, 1996) 
indicate that rock masses show strong scale dependent mechanical properties. In the 
following, the scale effect on the strength of rock masses is briefly discussed. 

Experimental results show that rock strength decreases significantly with increasing 
sample size. Based upon analyses of published data, Hoek and Brown (1980) suggested 
that the unconfined compressive strength ood of a rock specimen with a diameter of d mm 
is related to the unconfined compressive strength ~r of a 50 mm diameter specimen by 

( 50 ,~o. 18 
a~ = %5ot--~- ) (7.71) 

This relationship, together with the data upon which it was based, is illustrated in Fig. 7.20. 
Hoek and Brown (1997) suggested that the reduction in strength is due to the greater 
opportunity for failure through and around groins, the "building blocks" of intact rock, as 

Fig. 7.20 Influence of specimen size on the strength of intact rock (after Hoek& Brown, 1980). 
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more and more of these grains are included in the test sample. Eventually, when a 

sufficiently large number of grains are included in the sample, the strength reaches a 
constant value. 

Medhurst and Brown (1996) reported the results of laboratory triaxial tests on 61, 101, 
146 and 300 mm diameter samples of a highly cleated mid-brightness coal from the Moura 
mine in Australia. The results of these tests are as summarized in Table 7.17 and Fig. 7.21. 
It can be seen that the strength decreases significantly with increasing specimen size. This 

Table 7.17 Peak strength of Moura coal in terms of the parameters in equation (7.39), based upon a 
value of crc = 32.7 MPa. 

. . . . .  

Diameter (mm) mb s a 

61 19.4 1.0 0.5 
101 13.3 0.555 0.5 
146 10.0 0.236 0.5 
300 5.7 0.184 0.6 
Mass 2.6 0.052 0.65 

Fig. 7.21 Peak strength for AusWafian Moura coal (after Medhurst & Brown, 1996). 
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is attributed to the effects of cleat spacing. For this coal, the persistent cleats are spaced at 
0.3-1.0 m while non-persistent cleats within vitrain bands and individual lithotypes define 
blocks of 1 cm or less. This cleating results in a "critical" sample size of about 1 m above 
which thestrengthremainsconstant. Heuze (1980) conducted an extensive literature 
search and found results of 77 plate tests as shown in Fig. 7.22. The test volume shown in 
this figure is calculated in the following way: 

1. For a circular plate, the test volume is taken as that of a sphere having a diameter of 

4 times the diameter of the plate. 
2. For a rectangular or square plate of given area, the diameter of a circle of equal 

area is first calculated, and the test volume is then determined using the equivalent 

diameter. 

The number shown next to the open triangles in the figure indicates the number of tests 
performed; the mean value of these test results is plotted as the triangle. The test results 

Fig. 7.22 Effect of test volume on measured beating strength of rock masses. The number next to the 
triangle indicates the number of tests performed (after Heuze, 1980). 
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[except those of Coates and Gyenge (1966) and Rhodes et al. (1973)] show that the 
strength decreases with increasing test volume. 

Fig. 7.23 (Hoek et al., 1995) shows a simplified representation of the influence of the 
relation between the discontinuity spacing and the size of the problem domain on the 
selection of a rock mass behavior model (Hoek-Brown strength criterion). As the problem 
domain enlarges, the corresponding rock behavior changes from that of the isotropic intact 
rock, through that of a highly anisotropic rock mass in which failure is controlled by one or 
two discontinuities, to that an isotropic heavily jointed rock mass. 

7.6 ANISOTROPY OF ROCK STRENGTH 

Some intact rocks, such as those composed of parallel arrangements of flat minerals like 
mica, chlorite and clay, show strong strength anisotropy. Fig. 7.24 shows the anisotropy of 
compressive strength recorded for a series of tests performed on a slate. The maximum 

Fig. 7.23 Simplified representation of the influence of scale on the type of rock mass behavior 
(at~r Hoek et al., 1995). 
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Fig. 7.24 Compressive strength anisotropy in dark gray slate (after Brown, et al., 1977). 

strength is generally found when the major principal stress is nearly perpendicular or 
parallel to the stratification plane. The minimum strength is obtained when the angle 13 
between the major principal stress and the stratification plane is at 30 ~ to 60 ~ . The degree 
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of  strength anisotropy is commonly quantified by the strength anisotropy ratio Rr defined as 

follows 

R e - ~ (7.72) 
~cmin 

where O ~ x  and O~n are, respectively, the maximum and minimum compressive strengths 

at a given confining pressure. Table 7.18 lists the values of  Rr for different rocks at the 

Table 7.18 Strength anisotropy ratio Re for different rocks at unconfined compression (expanded 
from Ramamurthy, 1993). 

r~,~-,,,,vr, ^ " : ~  ratio ' 
Rock for O~x Re Reference 

Angers schist 90 ~ 13 .48  Duveau et al. (1998) 

Martinsburg slate 90 ~ 13.46 Donath (1964) 

Fractured sandstone 90 ~ 6.37 Horino & Ellickson (1970) 

Barnsley Hard coal 90 ~ 5.18 Pomeroy et al. (1971) 

Penrhyn slate 90 ~ 4.85 AtteweU & Sandford (1974) 

Diatomite 90 ~ 3.74 Allirot & Boehler (1979) 

Siltshale 90 ~ 3.70 Ajalloeian & Lashkaripour (2000) 

South African slate 0 ~ 3.68 Hock (1964) 

Mudshale 90 ~ 3 . 0 1  Ajalloeian & Lashkaripour (2000) 

Texas slate 90 ~ 3.00 McLamore & Gray (1967) 

Permian shale 90 ~ 2.33 Chnevert & Gaflin (1965) 

Crystalline schist 90 ~ 2.24 Moji et al. (1978) 

Green River shale I 0 ~ 1 . 6 2  McLamore & Gray (1967) 

Green River shale II 0 ~ 1 . 4 1  McLamore & Gray (1967) 

Green River shale 0 ~ 90 ~ 1 . 3 7  Chenenert & Gatlin (1965) 

Kota sandstone 0 ~ 1.12 Rao (1984) 

Arkansas sandstone 0 ~ 1 . 1 0  Chenenert & Gatlin (1965) 

Sandstone-A (fine grained) 90 ~ 1.75 Colak & Unlu (2004) 

Sandstone-B (fine grained) 90 ~ 1.62 Colak & Unlu (2004) 

Sandstone-C (fine grained) 90 ~ 1.15 Colak & Unlu (2004) 

Sandstone-D (medium grained) 90 ~ 1.34 Colak & Unlu (2004) 

Sandstone-E (medium grained) 90 ~ 1.23 Colak & Unlu (2004) 

Siltstone-A 90 ~ 194 Colak & Unlu (2004) 

Siltstone-B 90 ~ 2.30 Colak & Unlu (2004) 

Claystone 90 ~ 3.04 Colak & Unlu (2004) 

Chamera phyllites 

Quartizitic 90 ~ 2.19 Singh (1988) 

Carbonaceous 90 ~ 2.19 Singh (1988) 

Micaceous 90 ~ 6.00 Singh (1988) 
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conditions of unconfined compression. According to Ramamurthy (1993), the strength 
anisotropy of intact rocks can be classified as in Table 7.19. 

It is noted that the strength anisotropy ratio Rr decreases when the confining pressure is 
higher (see Fig. 7.25). So the effect of strength anisotropy will be reduced when the 
confining pressure is increased. 

The degree of strength anisotropy can also be quantified by the point load strength 
anisotropy index I~(50) defined as follows 

Is(50)v (7.73) 
Ia(50) = Is(50)h 

Table 7.19 Classification of strength anisotropy of intact rocks (after Ramamurthy, 1993). 

Anisotropy ratio Rr Class Rock types 

1.0< Rr <1.1 Isotropic " ] , .  Sandstone 
1.1< Re <'2.0 Low anisotropy .J "l  
2.0< Re <4.0 Medium anisotropy ~ "1 Shale 
4.0< Re _<6.0 High anisotropy ~ Slate, phyllite 
6.0< Re Very high anisotropy 3 
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Fig. 7.25 Variation of strength anisotropy ratio with confining pressure (after Donath, 1964; Duveau 
et al., 1998). 



230 Engineeringproperties ofrocks 

where I~5o)~ and I~50)h are the point load strength index values perpendicular and parallel to 
the stratification planes, respectively. Table 7.20 shows the anisotropy classification based 
on I~50) suggested by Tsidzi (1990). 

Rock masses cut by discontinuities also display strength anisotropy. The equivalent 
continuum models presented in Section 7.4.5 clearly show the variation of compressive 
strength with the direction of the principal stresses. 

Table 7.20 Classification of foliated rocks based on point load strength anisotropy index I~00 ) (at~r 
Tsidzi, 1990). 

Nature of rock I~0o) Class 

Very weakly foliated or non-foliated In(50) _<1.1 
Weakly foliated 1.1< I~t50~-1.5 
Moderately foliated 1.5< I~50)__<2.5 
Strongly foliated 2.5< I~50 <)~3.5 
Very strongly foliated 3.5< Iaoo) 

Quasi-isotropic 
Fairly anisotropic 
Moderately anisotropic 
Highly anisotropic 
Very highly anisotropic 



8 
Permeability 

8.1 INTRODUCTION 

The permeability of a rock is a measure of its capacity for transmitting a fluid. The 
coefficient of permeability (or hydraulic conductivity) is defined as the discharge 
velocity through a unit area under a unit hydraulic gradient and is dependent upon the 
properties of the medium, as well as the viscosity and density of the fluid. According to 
Darcy's law, the quantity of flow through a cross-sectional area of rock can be 
calculated by 

q : K iA  (8.1) 

where q is the quantity of flow; K is the permeability coefficient of the rock, having the 
units of a velocity; i is the hydraulic gradient (head loss divided by length over which the 
head loss occurs); and A is the cross-sectional area of flow. 

The permeability coefficient of a rock varies for different fluids depending on their 
density and viscosity as follows: 

/c  = k P g  = k g (8.2) 
~t v 

where k is the intrinsic (or specific) permeability of the rock, having the units of length 
squared; p, ~t, v are, respectively, the density, viscosity and dynamic viscosity of the 
fluid; and g is the gravitational acceleration (9.81 m/sec2). The intrinsic permeability k 
is independent of the properties of the fluid in the rock. 

Very often in rock engineering water is the percolating fluid. In the following 
discussion, therefore, the fluid in a rock, if not specifically mentioned, will be water. 

Because of the presence of discontinuities in a rock mass, the permeability of a rock 
mass is controlled not only by the intact rock but also by the discontinuities separating 
the intact rock blocks. 

This chapter presents the representative values of the permeability of different rocks 
and describes various methods for estimating the permeability of rocks. The factors 
affecting the permeability of rocks are also discussed. 
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8.2 PERMEABILITY OF INTACT ROCK 

The permeability of an intact rock is usually referred to as the primary permeability. 
The intact rock permeability is governed by the porosity, which varies with factors like 
the rock type, geological history and in situ stress conditions. Figs. 8.1 and 8.2 are two 
examples of typical permeability k versus porosity n plots. The increase of permeability 
with growing porosity follows a quasi-linear log k -  n relationship. 

The permeability of intact rocks also varies with the grain size, the higher 
permeability for larger grain size. Fig. 8.3 shows a logarithmic plot of permeability k 
versus grain size d. The trend of these data can be represented by 

logk = 2.2211ogd- 2.101 (8.3) 

where k is in md (millidarcy -~ 10 -15 m 2) and d is in ~tm (Sch6pper, 1982). 
Since the porosity of intact rocks varies widely (see Table 3.6), the intact rock 

permeability varies in a great range-  at least 8 orders of magnitude. Fig. 8.4(a) shows 
the range of the intact rock permeability coefficient K for different rock types. 

Fig. 8.1 Permeability versus porosity for Totliegent sandstone- data from Diederix (1982) (after 
Schfn, 1996). 
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Fig. 8.2 Permeability versus porosity for three sandstones (1 -Gulf  Coast Field; 2 -  Colorado 
Field; 3 - California Field) - from Timur (1968) (after Sch6n, 1996). 

8.3 PERMEABILITY OF DISCONTINUITIES 

The flow of fluid through discontinuities in rock has been studied in great detail by 
different researchers, such as Huitt (1956), Snow (1968a, b), Louis (1969), Sharp 
(1970), and Hock and Bray (1981). If discontinuities are infilled, the permeability of a 
discontinuity is simply that of the infilling material. For unfilled discontinuities, by 
modeling a discontinuity as an equivalent parallel plate conductor, the permeability 
coefficient along the discontinuity can be determined for the laminar flow by 

2 
K =  ge (8.4) 

12vC 

where e is the aperture of the discontinuity; v is the kinematic viscosity of the fluid 
(which for water can be taken as 1.0xl0 6 m2/sec); and C is a correction factor 
representing the discrepancy between the actual physical aperture of the discontinuity 
and its equivalent hydraulic aperture. 
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Fig. 8.3 Permeability versus grain size for Bentheim sandstone, Scherhorn oilfield, Germany- 
from Engelhardt (1960) and Schopper (1982) (atter Sch6n, 1996). 

If the equivalent hydraulic aperture is used, equation (8.4) can be rewritten as 

2 

12v 

where eh is the equivalent hydraulic aperture of the discontinuity, which is related to its 

physical or mechanical aperture, e, as follows. 

2 e2 
e h = ~ (8.6) 

C 

Owing to the wall friction and the tortuosity, the mechanical aperture e is generally 

larger than the hydraulic aperture eh. Hakami (1995) showed that the ratio of 

mechanical mean aperture to hydraulic aperture was 1.1-1.7 for discontinuities with a 
mean aperture of 100-500 ~tm. A study by Zimmerman and Bodvarsson (1996) 
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Fig. 8.4 Typical values of permeability coefficient for (a) Intact rocks, and (b) Rock masses 
(atter Isherwood, 1979). 

concluded that the mechanic aperture is larger than hydraulic aperture by a factor that 

depends on the ratio of the mean value of the aperture to its standard deviation. Many 
researchers have evaluated the factor C, including Lomize (1951), Louis (1969) and 

Quadros (1982). Their findings can be summarized by the following expression: 

ITe/' C = l + m  y (8.7) 

where m = 17 from Lomize (1951), m = 8.8 from Louis (1969), and m = 20.5 from 

Quadros (1982); y is the magnitude of the discontinuity surface roughness. For a 

smooth parallel discontinuity, y becomes zero and thus C becomes one and eh = e. 
Barton et al. (1985) related factor C to the joint roughness coefficient (JRC) 
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JRC 5 
c : - - - -  T - ( 8 . 8 )  

e 

where C is dimensionless and e is in the unit of/an. The methods for determining JRC 
have been described in Chapter 6. 

Combining equation (8.6) and (8.8) gives 

2 e 
e h = (8.9) 

JRC 2.5 

The background data for equation (8.8) and thus (8.9) mainly comes from normal 
deformation fluid flow tests. Olsson and Barton (2001) found that equation (8.9) only 
applies to the case that the shear displacement us does not exceed 75% of the peak 
shear displacement U~p (the shear displacement at peak shear stress). Aider the peak 
shear stress (us > Usp), the hydraulic aperture eh can be calculated from 

e h = e 1/2 JRCmob (us ~ Usp) (8 .10)  

where JRCmob is the mobilized value of JRC. In the phase of us > U~p, the geometry of 
the discontinuity wall changes with increasing shear displacement and thus JRCmob 
should be used. The value of JRCmob is dependent on the strength of the discontinuity 
wall, on the applied normal stress and on the magnitude of the shear displacement. It is 
also dependent on the size of the discontinuity plane and on the residual friction angle 
of the discontinuity. For the calculation of U~p and JRCmob, the reader can refer to 
Olsson and Barton (2001). 

Since the intermediate phase (0.75U~p < us < U~p) is difficult to define, Olsson and 
Barton (2001) recommended using a transition curve by connecting the two phases 
defined by equations (8.9) and (8.10). 

For a set of parallel discontinuities, the permeability coefficient parallel to the 
discontinuities can be determined by 

K = g( eavg )3 
(8.11) 

12vCavgSavg 

where eavg is the average of individual values of e for discontinuities in the set under 
consideration; Savg is the average of individual spacing s between discontinuities; and 
Cavg is estimated from equation (8.7) using (y/e)~vg which is the average of the 
individual values of (y/e). 

Fig. 8.5 shows the variation of permeability coefficient K of a set of smooth parallel 
discontinuities with the discontinuity aperture and the discontinuity spacing, based on 
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Fig. 8.5 Variation of permeability coefficient K of a set of smooth parallel discontinuities with 
discontinuity aperture e and spacing s (atter Hock & Bray, 1981). 

equation (8.11). The permeability coefficient is very sensitive to small changes in 
aperture e. 

8.4 PERMEABILITY OF ROCK MASS 

For a rock mass containing a single set of continuous discontinuities, as illustrated in 

Fig. 8.6(a), the permeability coefficient of the rock mass in the direction of the 
discontinuities can be estimated as 

ge31 
K = ~ +  K i ( 1 -  e 1/Sl) (8.12) 

12VClS 1 

where el, sl and C 1 are, respectively, the aperture, spacing and correction factor of 
discontinuity set 1; and Ki is the permeability coefficient of the intact rock. 
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Fig. 8.6 Rock mass containing: (a) a single discontinuity set; and (b) three orthogonal 

discontinuity sets. 

The permeability coefficient of the rock mass in the direction perpendicular to the 

discontinuities can be simply taken as that of the intact rock. 
As further discontinuity sets are added to produce an orthogonal array, the principal 

magnitudes of permeability coefficient remain coincident with the lines of intersection 
of the discontinuity sets. The permeability coefficient, Kll, in the xl direction of Fig. 

8.6(b) can be estimated as 

Kll = l"~w C2s2 

e3 / 
+ + Ki(1-  e 2 / s 2 ) ( 1 - e  3/s3) (8.13) 

C3s3 

The permeability coefficients in the two other orthogonal directions may be determined 
from equation (8.13) through appropriate permutation. Where discontinuity apertures 
and spacings between discontinuities differ for each of the sets, permeability of the 

rock mass will be anisotropic. Commonly, the discontinuity permeability dominates 
over the intact rock permeability. Consequently, the second term of equations (8.12) 

and (8.13) may often be neglected. 
Fig. 8.4(b) illustrates the range of rock mass permeability coefficient for different 

rock types. It can be seen that the rock mass permeability coefficient varies in a very 

great range - 11 orders of magnitude. 

8.5 EFFECT OF STRESS ON ROCK PERMEABILITY 

Stress has a great effect on the permeability of both intact rocks and rock masses. A 
number of studies on the variation of intact rock permeability with stress can be found 
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in the literature (Brace et al., 1968; Gangi, 1978; Kranz et al., 1979; Oda et al., 1989; 
Read et al., 1989; Jouanna, 1993; Azeemuddin et al., 1995; Indraratna et al., 1999; 
Ranjith, 2000). Tiller (1953) found an empirical power relationship between the 
permeability of intact rock and the effective pressure: 

K = A o  - m  ((Y > Othreshold) (8.14) 

where A and m are constants; and o is the effective pressure (the difference between the 
exterior confining pressure and the pore-fluid pressure). This equation is valid only 
above the threshold effective pressure Othr~sho~d. 

Louis et al. (1977) presented the following negative exponential relationship 
between the permeability of intact rock and the effective pressure: 

K = KO e-a  (8.15) 

where a is the effective pressure (the difference between the exterior confining 
pressure and the pore-fluid pressure); and K0 is the permeability at zero effective 
pressure. 

Based on the Hertz theory of deformation of spheres, Gangi (1978) derived the 
following expression illustrating the effect of confining pressure on the intact rock 
permeability: 

K = K  o 1 - C  o O+oi 
PO 

(8.16) 

where K0 is the initial permeability of the loose-grain packing; Co is a constant 
depending on the packing and is of the order of 2; a is the confining pressure; ~i is the 
equivalent pressure due to the cementation and permanent deformation of the grains; 
and p0 is the effective elastic modulus of the grains and is of the order of the grain 
material bulk modulus. 

Fig. 8.7 shows the variation of the intrinsic permeability of the intact Westerly 
granite rock with the confining pressure. The intact rock permeability decreases 
significantly when the confining pressure increases. 

Stresses also affect the permeability of discontinuities and thus of rock masses. The 
effect of stresses on rock mass permeability depends on their direction with respect to 
the discontinuity orientation. According to Brace (1978), a stress parallel to the 
discontinuities increases the permeability, while a stress perpendicular to the 
discontinuities decreases the permeability (Fig. 8.8). 

Snow (1968a) presented the following empirical relation between the discontinuity 
permeability and the normal stress: 
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Fig. 8.7 Effect of conf'ming pressure on the permeability of Westerly granite rock (atter 
Indraratna & Ranjith, 2001; data from Brace et al., 1968). 

K =  K 0 +k n ge2 (cr-t~0) (8.17) 
VS 

where K is the discontinuity permeability at normal stress t~; K0 is the initial 
discontinuity permeability at initial normal stress G0;/q is the normal stiffness of the 
discontinuity; v is the dynamic viscosity of the fluid; g is the gravitational acceleration 
(9.81 m/see2); s is the discontinuity spacing; and eh is the hydraulic aperture. 

Based on the test results on carbonate rocks, Jones (1975) proposed the following 
empirical relation between the discontinuity permeability and the confining pressure t~: 

K - c o log (8.18) 

where Oh is the confining pressure at which the permeability is zero; and Co is a 
constant that depends on the discontinuity surface and the initial aperture. 

By a "bed of nails" model for the asperities of a discontinuity, Gangi (1978) derived 
the following relation between discontinuity permeability and effective confining stress 



Permeabil i ty  241 

Fig. 8.8 Effect of load acting parallel and perpendicular to a discontinuity on the permeability 
(after Brace, 1978). 

t3' m 

K = K o  1-  ~11 (8.19) 

where K0 is the zero pressure permeability; m is a constant (0 < m < 1) which 
characterizes the distribution function of the asperity lengths; and pl is the effective 
modulus of the asperities and is of the order of one-tenth to one-hundredth of the 
asperity material bulk modulus. 

Nelson (1975) proposed the following general expression for the permeability of 
discontinuities: 

K = A + Bt~ - m  (8.20) 

where o is the effective confining stress; and A, B and m are constants determined by 
regression analysis of test results. These constants vary with the rock type, and even 
for the same rock type, change with the discontinuity surface. 

Based on the simple model of Walsh and Grosenbaugh (1979) for describing the 
deformation of discontinuities, Walsh (1981) derived the following relation between 
permeability and confining pressure ~: 
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K = K 0 1-  2 In --~ 1 - b ( ~  
o 0 j 1 + b ( o -  u w) 

(8.21) 

where K0 is the permeability at reference confining pressure o0; h is the root mean 
square value of the height distribution of the discontinuity surface; a0 is the half 
aperture at the reference confining pressure; Uw is the pore fluid pressure; and 

i 
]0.5 

3~:f 
b = E(1 - v 2)h 

(8.22) 

wherefis the autocorrelation distance; E and v are respectively the elastic modulus and 
Poisson's ratio of the rock. 

8.6 VARIATION OF ROCK PERMEABILITY WITH DEPTH 

Because in situ rock stress increases with depth (see Chapter 2 for the detailed 
description of in situ rock stress), the permeability of field rock mass decreases with 
depth. Figs. 8.9 and 8.10 show the variation of measured rock mass permeability with 
depth. 

Based on field measurements, Louis (1974) found that the rock mass permeability 
coefficient K decreases with depth z by a negative exponential formula: 

K = Ko e-Az (8.23) 

where K0 is the surface rock permeability coefficient; and A is an empirical coefficient. 
On the Grand Maison dam site, he observed that K0 varied between 10 -7 and 10 .6 m/s 
and A between 7.8 and 3.4• 10 .3 m -1. 

Based on the data given by Snow (1968a, b) about the variation of the permeability 
coefficient of fractured crystalline rocks with depth, Carlsson and Ollsson (1977) 
proposed the following relation between permeability coefficient K and depth z: 

K = 10 -(1"6 logz+4) (8.24) 

where K and z are, respectively, in the units of m/s and m. 
Strack (1989) proposed the following relation between permeability coefficient K 

and depth z for modeling purposes in crystalline rock masses: 

:1  ~ (8.25) 
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Fig. 8.9 Variation of measured permeability coefficient with depth in granitic rock mass, 
Sweden (from Carlsson & Olsson, 1993). 

where K0 is the initial rock mass permeability coefficient at the surface; and 13 and ~t are 
constants. 

A numerical study conducted by Wei and others based on rock discontinuity 
network simulation (Wei and Hudson, 1988; Wei et al., 1995) suggested the following 
relation between rock mass permeability coefficient K and depth z: 

K = K0(1-  z 3 
58.0 + 1.02z) 

(8.26) 

where K0 is the rock mass permeability coefficient at initial stage where normal stress 
approaches to zero. 
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Fig. 8.10 Variation of rock mass permeability coefficient of the Bukit Timah granite with depth 
at three different sites (from Zhao, 1998). 

Based on the measurements in Sweden, Burgess (1977) presented the following 

empirical relation between the mean horizontal permeability coefficient K and depth z: 

logK = 5.57 +0.352 l o g z -  0.978 (logz) 2 +0.167 (logz) 3 (8.27) 

where K and z are, respectively, in the units of  m/s and m. 

The effective vertical in situ rock stress due to the weight of the overburden can be 
simply estimated by: 

o=v'z (8.28) 

where 7' is the effective unit weight of the overlying rock mass; and z is the depth 

below surface. Combining equations (8.20) and (8.28) yields the following general 

relation between rock mass permeability coefficient K and depth z: 
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K = A + C z  - m  (8.29) 

where A, C (=By-m), and m are constants. 
The decrease of rock mass permeability with depth is mainly due to the decrease of 

discontinuity aperture with depth. Fig. 8.11 shows the variation of discontinuity 
aperture with depth based on the data of Snow (1968a, b). 

8.7 EFFECT OF TEMPERATURE ON ROCK PERMEABILITY 

Changes in temperature also affect the rock permeability. An increase in temperature 
will cause a volumetric expansion of the rock material leading to reduction in 
discontinuity aperture and thus an overall reduction in the rock mass permeability. 
Mineral dissolution and precipitation due to increased temperature will also cause 
redistribution of minerals in the rock, such that asperities are chemically removed while 
pores and discontinuities are filled leading to reduction of the rock mass permeability 
(Moore et al., 1994; Polak et al. 2003). Fig. 8.12 shows the reduction of hydraulic 

Fig. 8.11 Variation of discontinuity aperture with depth (data from Snow, 1968a, b). 
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Fig. 8.12 Effect of temperature on hydraulic aperture of a natural discontinuity in novaculite 

(atter Polak et al., 2003). 

aperture of a natural discontinuity in novaculite due to temperature increase, under a 
constant effective stress of 3.5 MPa. The hydraulic aperture decreased from above 12 
~tm to 2.7 ~tm as temperature was increased from 20~ to 150~ over a period of 900 
hours. Fig. 8.13 shows the variation of the permeability of tuff as temperature was 
increased from below 30~ to 150~ and then decreased back to below 30~ The 
permeability decreased with higher temperature and then increased with lower 
temperature (Lin et al., 1997). 

Studies in the Stripa Iron Ore Mine, Sweden demonstrated a decrease of 
permeability coefficient for granites from 4+0.8x10 -11 m/s to 1.8+0.3x10 11 rn/s when 

temperature was increased by 25~ by circulating warm water. Considering the change 

in viscosity of the permeant at the higher temperatures, the intrinsic permeability of the 
rock mass had been reduced by a factor of approximately four (Lee & Farmer, 1993). 

Barton and Lingle (1982) presented the results of tests made in situ on fractured 
gneiss. The permeability of fractured gneiss was decreased ten fold with a temperature 

increase of 74~ 

8.8 SCALE EFFECT ON ROCK PERMEABILITY 

Research results have shown that the rock mass permeability is strongly scale 
dependent. As illustrated in Fig. 8.14, the permeability of rock will vary as the problem 
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Fig. 8.13 Effect of temperature on the permeability of tuff (atter Lin et al., 1997). 

domain enlarges. For domain A, water can flow only through the intact rock and the 
rock mass permeability is simply the intact rock permeability. For domain B, water can 

flow vertically through the intact rock and along a single discontinuity and thus the 
rock mass permeability in the vertical direction is the sum of the intact rock 
permeability and the permeability of that single discontinuity. In the lateral direction, 
however, the water can flow only through the intact rock and thus the rock mass 
permeability is simply the intact rock mass permeability. As the domain enlarges to C, 
water will flow through the intact rock and along discontinuities in both the vertical 
and lateral directions. Therefore, the rock mass permeability in both the vertical and 
lateral directions will be the sum of the intact rock permeability and the permeability of 
the corresponding discontinuities. As the domain further enlarges and thus the number 
of discontinuities in it increases, water will flow along more discontinuities in both the 

vertical and lateral directions. When the domain enlarges to a certain volume, called 
"representative elementary volume" (REV), the rock mass permeability will reach a 
steady magnitude. 



248 Engineering properties of rocks 

Fig. 8.14 Simplified representation of scale effect on rock mass permeability (modified from 
Brady & Brown, 1985). 

The concept of REV is illustrated in Fig. 8.15. The rock mass permeability will 
become constant at some REV if the discontinuity occurrence is statistically 
homogeneous in the region considered. If the discontinuity occurrence is 

inhomogeneous, the permeability may show further oscillations in the trace or steady 
increases or decreases. 

REV increases in size with larger discontinuity spacing (Kunkel et al., 1988). Fig. 
8.16 illustrates how discontinuities affect REV. In rocks without discontinuities, small 
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REV can be representative of the rock mass [Fig. 8.16(a)]. In rock masses containing 
discontinuities, REV should be large enough to include sufficient discontinuity 
intersections to represent the flow domain [Fig. 8.16(b)]. The size of REV will be large 

compared to the discontinuity lengths in order to provide a good statistical sample of 
the discontinuity population. In the case of large scale discontinuities, such as faults 

and dykes, REV may not be feasible as it will be too large an area [Fig. 8.16(c)]. So the 
REV concept may not be satisfied for every rock mass. The only way to define REV 

for a rock mass is to investigate in detail the discontinuity geometry. For detailed 

characterization of discontinuity geometry, the reader can refer to Chapter 4. 

Fig. 8.15 Representative elemental volume (REV) for rock mass permeability (aider Elsworth & 
Mase, 1993). 
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Fig. 8.16 Representative elemental volume (REV) in different rock conditions: (a) Rock mass 

without discontinuities; (b) Rock mass containing discontinuities where REV includes sufficient 
discontinuity interactions; and (b) Rock mass containing large-scale discontinuities where REV 
is either very large or non-existent (after Kunkel et al., 1988). 
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8.9 INTERCONNECTIVITY OF DISCONTINUITIES 

Another important point that can be seen from Fig 8.14 is the interconnection of 
discontinuities. For example, there are 8 discontinuities included in domain C; but only 
5 of them are interconnected and may act as flow path for the lateral and vertical water 
flow (see Fig. 8.17). Interconnectivity of discontinuities is one of the most important 
factors affecting the permeability of rock masses. Since all discontinuities are of finite 
length, a discontinuity can act as a flow path only when it extends completely across 
the zone interested or is connected to other conductive discontinuities. McCrae (1982) 
estimated that only about 20% of discontinuities encountered during construction of the 
Muna highway tunnels, Saudi Arabia, were potential water conduits, of which only 
about 25% had positive evidence of being so. Andersson et al. (1988) found that only 
10-40% of discontinuities in the Brandan aream, Finnsjon, Sweden were conductive. 
Of the 11,000 discontinuities documented throughout the ,~sp6 Hard Rock Laboratory 
in Sweden, only 8% were wet when they were excavated (Talbot & Sirat, 2001). 

8.10 ANISOTROPY OF ROCK PERMEABILITY 

Like mechanical properties, the permeability of rocks also shows appreciable 
anisotropy. The anisotropy of intact rock permeability is primarily a function of the 
preferred orientation of mineral particles and micro-discontinuities. The permeability of 
intact rock parallel to the bedding is usually larger than that perpendicular to it. Table 
8.1 lists the ratios of the permeability parallel to bedding to that perpendicular to 
bedding for different rocks. 

Because of the discontinuities, the degree of permeability anisotropy for jointed 
rock masses may be much higher than that for intact rock. The ratio K~/Kv may vary 
from 10 -2 for rock masses whose discontinuities are mainly vertical to 103 for rock 
masses containing bedding planes. The contribution of discontinuities to the 
permeability of a rock mass can be estimated using the methods presented in Section 
8.4. 

Changes in pore pressure can affect the degree of permeability anisotropy. For 
example, in cases with both significant intact rock and discontinuity permeability 

(a) (b) 

Fig. 8.17 (a) Domain C in Fig. 8.14 containing 8 discontinuities; and (b) 5 discontinuities in 
domain C are interconnected. 
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Table 8.1 Ratio of permeability parallel to bedding Kh to permeability perpendicular to bedding 
Kv for different rocks. 

Rock Kh/Kv Reference 

Rothbach sandstone 7.1 Louis et al. (2005) 
Berea sandstone 4.0 Zoback & Byerlee (1976) 
Triassic Sherwood sandstone 2.0-3.3 Ayan et al. (1994) 
Granite 2.5 Pratt et al. (1977) 
Crab Orchard sandstone 2.2 Benson et al. (2005) 
Bentheim sandstone 1.2 Louis et al. (2005) 

where there is only one dominant discontinuity set, an increase in pore pressure will 
lower the effective stress. This leads to an increase in anisotropy by opening the 
discontinuities, thus increasing the permeability parallel to the discontinuity orientation. 
Where there is more than one discontinuity set, the nature of anisotropy change with 
stress would depend on which of the sets are more deformable. In a poorly connected 
discontinuity network, a decrease in pore pressure could theoretically make the rock 
more isotropic. 
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limitations of models, 153 
modulus reduction factor, 148 
modulus reduction factor versus discontinuity spacing, 149 
modulus reduction factor versus RQD, 150 
relationships between deformation modulus and RQD, 154, 155 
RQD versus number of discontinuities, 149 

scale effect on rock deformability, 168-9 
variation of measured dynamic modulus with test volume of rock, 170 

deformation modulus, 119-20 
importance of discontinuities, 119 
stress-strain curve of rock mass, 119, 120 

deformation modulus, 120 
elastic modulus, 119 
initial tangent modulus, 119 
recovery modulus, 120 

density, 39-41 
defined, 39 
definition of terms, 39 
density versus depth for sedimentary rocks, 41 
relation between depth and density, 40, 41 

Dershowitz analytical model, 152 
discontinuities in rocks, 53-97 

aperture, 95-7 
classification, 96, 97 
defined, 95, 96 

areal and volumetric frequency, 68-71 
areal frequency defined, 68 
circular scanline sampling, 69, 70 
ISRM relationship between volumetric frequency and RQD, 71 
measures for discontinuity intensity, 68, 70 
relationship between areal frequency and volumetric frequency, 71 
volumetric frequency defined, 71 

block size, 72-3 
adjectives for describing block shape, 73 
block volume calculation, 72 
examples of block shapes, 72 
ranges of block volume, volumetric frequency and RQD, 73 
terms for describing block size, 73 

discontinuity defined, 53 
filling, 96-7 

defined, 96 
effect on shear strength, 97 

fracture tensor, 92-3 
tensor equations, 92-3 
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major types of discontinuity, 53-5 
bedding planes, 54 
cleavage, 54-5 
faults, 53-4 
joints, 54 

orientation, 56-60 
assignment of poles into discontinuity sets, 58 
equation for trend and plunge of the pole, 58 
pole of a discontinuity as a vector, 58, 59 
contours of pole concentrations, 56, 5 7 
data in the form of dip direction, 56 
orientation defined, 56 
polar stereonet plot, 56, 5 7 
probability distributions, 60 
procedure for obtaining mean orientation, 58-60 

persistence, 74-8 
defined, 74 
ISRM classification of persistence, 74 
persistence ratio (PR), 75 

definition as area ratio, 75 
definition as length ratio, 76 
estimation of PR for a finite sample length, 75 
failure of low-angle transitions, 76, 77 
in-plane failure of intact rock, 76, 78 
mathematical definitions, 75, 77, 78, 79 

rock quality designation (RQD), 64-8 
defined, 64 
ISRM recommendations, 64 
procedure for measurement, 64, 66 
relationship between linear discontinuity frequency and RQD, 64, 65, 67 
relationship between P-wave velocity and RQD, 68, 69 
variation of RQD with length of sampling line, 66, 67 

roughness, 93-5 
classification, 94, 95 
defined, 93 
scales of roughness, 93, 94 

shape, 84-5 
assumed equidimensional, 85, 86 
definition of elliptical discontinuity, 87, 88 
limited information on shape, 84 
unrestricted and restricted discontinuities, 84 
variation of mean trace length, 88, 89 

size, 85-91 
expressions relating mean and standard deviation respectively of discontinuity size and 

trace length, 87, 88, 89 
size distribution, 86, 87, 90, 91 

spacing and linear frequency, 61-4 
classification of spacing, 61 
frequency defined, 61-2 
function for discontinuity spacing values, 62 
linear discontinuity frequency related to the P-wave velocity, 63, 64, 65 
spacing defined, 61 



282 I n d e x  

spacing histogram, 62 

ten characteristic ISRM parameters, 55-6 
trace length, 78-84 

corrected mean trace length, 80-3 
discontinuities intersecting a circular sampling window, 82, 83 

discontinuities intersecting a vertical rock face, 81 

effect of bias, 80-1 
equations for mean trace length, 81, 82 
special cases, 83 

errors caused by bias, 78-9 
probability distribution of measured trace length, 80 

trace length distribution on an infinite surface, 83-4 
discontinuity roughness coefficient see  JRC 
discontinuity wall compressive strength see  JCS 
discrete element method (DEM), 153, 157-8 

engineering properties of rocks, determination of, 5-12 
accuracy required for rock mass properties, 5 
examples, 7-12 

estimation of rock discontinuity shear strength, 7-9 
determination of basic friction angle, 8, 9 
determination of JRC and JCS, 8 
shear strength criterion parameters, 8 

estimation of strength and deformability of rock masses, 9-12 
borings to obtain RQD and TCR values, 11 
characterization of discontinuities, 11 
GSI values, 12 

Hoek-Brown criterion, 12 
laboratory test results, 11 

laboratory and in situ tests, 6, 6, 7 
methods for determining rock mass properties, direct and indirect, 5, 6 

engineering problems in rocks, 1-4 
components of a general rock mechanics program, 4 
discontinuities in rock, 1 
influence of scale on rock mass behaviour, 1, 3 
intact rock defined, 1 
rock mass defined, 1 
three-tier approach to problems, 2, 3 
types of structure built on, in or of rock, 1, 2 

filling, discontinuity, 96-7 
defined, 96 
effect on shear strength, 97 

Fossum model, 151 
FracMan discrete fracture code, 84 
fracture tensor, 92-3, 162-8, 

tensor equations, 92-3, 162-3, 

geological strength index see  GSI 
Geomechanics Classification System see  RMR (rock mass rating) 
grain size, 

correlation between permeability and grain size, 232, 234 
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correlation between porosity and grain size, 37, 39 
GSI (geological strength index), vii, 12, 99, 106-14 

hardness, 31, 32 
Hoek-Brown criterion, 12, 189, 192, 193,206-8 
HTPE (hydraulic testing of pre-existing fractures), 15-16 

initial tangent modulus, 119 
intact rock, 31-51 see also strength of intact rock 

correlations between, 44-51 
density and depth, 40-1 
density and porosity, 44-5 
L and N-type Schmidt hammer rebound numbers, 43 
P-wave velocity and density, 46, 47, 48 
P-wave velocity and point load index, 46, 49 
P-wave velocity and porosity, 46, 46, 47 
P-wave velocity and Schmidt hammer rebound number, 51 
point load index and porosity, 48, 49 
point load index and Schmidt hammer rebound number, 50, 51 
porosity and depth, 37-8 
porosity and grain size, 37, 39 
Schmidt hammer rebound number and density, 50 
Schmidt hammer rebound number and porosity, 48, 50 

definition, 31 
density, 39-41 

defined, 39 
definition of terms, 39 
density versus depth for sedimentary rocks, 41 
relation between depth and density, 40, 41 

engineering classification, 34-7 
Deere and Miller classification, 35, 36, 37 
ISRM classification, 34, 35 

geological classification, 31-4 
elementary rocks, 32-4 

igneous, 32, 33 
metamorphic, 32, 33 
sedimentary, 33, 34 

rock-forming minerals, 31-2 
point load index, 42-3 

for different rocks, 35 
test method, 43 

porosity, 37-9 
decreases with increasing depth, 37 

exponential function, 37 
relationship for sandstones, 38 

defined, 37 
typical values, 38 
variation of porosity with grain size, 37, 39 

Schmidt hammer rebound number, 43-4 
correlation between L and N-type hammer rebound numbers, 43 
typical number for different rocks, 44 

slake durability index, 44 
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classification, 45 
wave velocity, 42 

methods for laboratory determination, 42 
P-wave and S-wave velocity ranges, 42 

International Journal of  Rock Mechanics and Mining Sciences (Rock Stress Estimation 
Special Issue), 16, 18 

interconnectivity of discontinuities, 248, 251,251 
International Lithosphere Program, 26 
International Society for Rock Mechanics see ISRM 
ISRM (International Society for Rock Mechanics), 

categories of, 
roughness, 93, 94 
test methods, 6 

characterization of discontinuities, 11 
classification of, 

aperture, 96, 97 
discontinuity spacing, 61 
persistence, 74 

correlation between volumetric frequency and RQD, 71 
density of rock, 39 
discontinuities, 53, 55 
engineering classification of rock by strength, 35 
measurement of unconfined compressive strength, vii, 175 
point load test, 42 
porosity of rock, 37 
rock quality designation (RQD), 64 
rock stress tensor measurement, 17 
Schmidt hammer rebound number, 43 
Shore Sclerscope hardness measurement, 179 
slake durability index, 44 
standards for procedures, 12 
wave velocity measurements, 42 
weathering grades of rock mass, 116 

Jaeger model, 212-15 
JCS (discontinuity wall compressive stress), 8 
Johnston criterion, 193, 194, 209 
JRC (discontinuity roughness coefficient), 8 

Kulhawy three-dimensional equivalent continuum, 147, 14 7 

laboratory tests, 5-7, 11, 6 
Lauffer's Classification, 99 

methods for determining rock mass properties, direct and indirect, 5-7, 6 
Mohr-Coulomb, 

cohesion and friction angle for different rocks, 197 
criterion, 194, 212 
model, 196-8 
parameters, 196, 210-12 

Moh's scale of hardness, 31, 32 
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National Coal Board see British Coal Corporation 

orientation, 56-60 
assignment of poles into discontinuity sets, 58 
contours of pole concentrations, 56, 5 7 
data in the form of dip direction, 56 
equation for trend and plunge of the pole, 58 
orientation defined, 56 
polar stereonet plot, 56, 57 
pole of a discontinuity as a vector, 58, 59 
probability distributions, 60 
procedure for obtaining mean orientation, 58-60 

P-wave velocity, 42, 46, 51, 63, 64, 65, 68, 69, 104, 106, 182, 184 see also wave velocity 
permeability, 231-52 

anisotropy, 251-2 
permeability of rocks shows appreciable anisotropy, 251 
ratio of permeability parallel to bedding to permeability perpendicular to bedding, 252 

Darcy's law, 231 
defined, 231 
discontinuities, 233-7 

correction factors, 235,236 
permeability coefficient, 233,234 
variability of permeability coefficients, 23 7 

effect of stress, 238-42 
effect of load acting parallel/perpendicular to discontinuities, 241 
empirical relationships between discontinuity permeability and normal stress, 240, 241 
relationships involving pressure, 239 
variation of permeability with pressure on granite, 240 

effect of temperature, 245-6 
increase in temperature reduces permeability, 245 
temperature effect on the permeability of tuff, 247 
variation of hydraulic aperture with temperature, 246 

intact rock, 232-3 
permeability coefficient, 235 
permeability versus grain size, 232, 234 
relation between permeability and porosity, 232, 232, 233 

interconnectivity of discontinuities, 248, 251,251 
permeability coefficient, 231 
rock mass, 237-8 

single discontinuity, 237, 238 
three orthogonal discontinuity sets, 238,238 

scale effect, 246-50 
effect of scale on rock permeability, 246, 248 
representative elementary volume (REV), 247, 248,249, 250 

variation with depth, 242-5 
decrease of discontinuity aperture with depth, 245 
relationship between permeability and depth, 242, 243,243, 244, 244 

persistence, 74-8 
defined, 74 
ISRM classification of persistence, 74 
persistence ratio (PR), 75 
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definition as area ratio, 75 
definition as length ratio, 76 
estimation of PR for a finite sample length, 75 
failure of low-angle transitions through intact rock, 76, 77 
in-plane failure of intact rock, 76, 78 

point load index, 42-3 
for different rocks, 35 
test method, 43 

Poisson's ratio, 120-2, 121 
porosity, 37-9 

decreases with increasing depth, 37 
exponential function, 37 
relationship for sandstones, 38 

defined, 37 
typical values, 38 
variation of porosity with grain size, 37, 39 

Q (Q-System), vii, 99, 104-6, 145,204-5 see also rock masses 

Ramamurthy criterion, 195, 196, 209, 210 
Recovery modulus, 120 
representative elementary volume (REV), 247, 248, 249, 250 
residual friction angle, 8, 130-1, 199-201 
RMR (rock mass rating), vii, 99-104, 114-5, 143-5,202-5 see also rock masses 
rock masses, 99-117 

classification, 99-114 
geological strength index (GSI), 106-14 

characterization of rock masses, 112 
quantification of GSI chart, 113 

rock mass quality (Q), 104-111 
classification of rock mass based on Q-values, 111 
correlations with P-wave velocity, 106 

rock mass rating (RMR), 100-4 
correlation with P-wave velocity, 104 
relation between RMR and slope angle, 104 

rock quality designation (RQD), 99-100 
correlation with rock quality, 100 

classification of weathering of rock, 115-18 
porosity and density of weathering rocks, 116, 118 
qualitative weathering grade, 116, 117 
quantitative weathering grades for granite, 116, 118 
relationship between weathering and RQD, 116, 118 
weathering defined, 115 

correlations between classification indices, 114-15 
relationships between GSI, RMR and Q, 115 
relationships between Q and RMR, 114, 114, 115 

rock quality designation see RQD 
roughness, 93-5 

classification, 94, 95 
defined, 93 
scales of roughness, 93, 94 

RQD (rock quality designation), vii, 11, 64-8, 99-100 



Index 287 

RSR concept, 99 

S-wave velocity, 42, 122 
scale effect, 

deformability, 168-9 
variation of measured dynamic modulus with test volume of rock, 170 

permeability, 246-50 
representative elementary volume (REV), 247, 248, 249, 250 

strength, 223-6 
effect of test volume on measured bearing strength, 225 
influence of scale on type of rock mass behaviour, 226 
peak strength for Moura coal, 224 
scale effect on components of shear strength of a rough discontinuity, 200 
specimen size and strength of intact rock, 223 

Schmidt hammer, vii, 43-4, 48-50, 51,122, 178 
seismic wave velocity see wave velocity 
Shore Sclerscope hardness measurement, 178-81 
Standard Specification for Highway Bridges (AASHTO), 138 
strength of intact rock, 175-96 

empirical strength criteria of intact rock, 192-6 
Bieniawski-Yudhbir criterion, 193 

values of parameter, 194 
Hoek-Brown criterion, 192, 193 
Johnston criterion, 193, 194 
Ramamurthy criterion, 195, 196 
Mohr-Coulomb parameters of intact rock, 196 

cohesion and friction angle for different rocks, 197 
tensile strength, 187-92 

estimating methods, 189 
relationships between tensile strength and unconfined compressive strength for three 

rock types, 191, 192 
simple correlation between tensile strength and unconfined compressive strength, 187 
variation of tensile strength with water content, 192, 193 

unconfined compressive strength, 175-87 
cone indenter number versus unconfined compressive strength, 181-2 

test equipment and procedure, 181 
density versus unconfined compressive strength, 186 

data and trend line for chalk, 187 
empirical relationship, 186 

P-wave velocity versus unconfined compressive strength, 182 
correlations, 183 
variation of unconfined compressive strength with P-wave velocity, 184 

point load index versus unconfined compressive strength, 176-8 
effect of porosity, 178 
empirical correlations, 177, 178 

porosity versus unconfined compressive strength, 182-5 
empirical relationships, 183 
equation constants for different rocks, 184 
variation of strength with porosity, 185 

range of strength, 176 
Schmidt hammer rebound number versus unconfined compressive strength, 178, 179 

empirical correlations, 180 
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Shore Sclerscope hardness versus unconfined compressive strength, 178-81 
empirical correlations, 181 

standardised measurement procedures, 175-6 
water content, 

ratio of unconfined compressive strength at saturated condition to that at dry 
condition, 187, 188 

variation of unconfined compressive strength with water content, 186-7, 188 
strength of rock discontinuities, 196-202 

Barton model, 199-201 
peak shear strength for different rock types, 201 
scale effect on components of shear strength of a rough discontinuity, 200 

bilinear shear strength model, 198, 198, 199 
Mohr-Coulomb model, 196-8 
shear strength of filled discontinuities, 202 

shear strength parameters of filled discontinuities and filling materials, 203 
strength of rock mass, 202-22 

empirical strength criteria, 206-10 
Bieniawski-Yudhbir criterion, 208, 209 
Hoek-Brown criterion, 206-8 

effect of water, 208 
limitations on use, 208 

Johnston criterion, 209 
Ramamurthy criterion, 209, 210 

equivalent continuum method for estimating strength, 212-22 
Amadei model, 215-17 

discontinuity plane in a triaxial stress field, 216 
equations for the criteria, 215, 216, 217 
forms of equation for different parameters, 217 
geometrical representation of the failure surface, 217, 219 
shape of the failure surface, 218, 220 

comments, 217-22 
rock mass with two discontinuity sets, 217, 221 
strength variation with angle of discontinuity plane, 222 

defined, 212 
Jaeger model, 212-15 

Mohr-Coulomb parameters of rock mass, 210-12 
cohesive strength and friction angles for different GSI and mi values, 213 
equations for estimation of cohesion and friction angle, 211 

tensile strength, 205 
unconfined compressive strength, 202-5 

empirical correlations, 204 
variation with GSI or RMR, 205 

stresses, in-situ, 15-30 
activities requiring knowledge of stresses, 15, 16 
components of the stress tensor, 15, 17 
effect of complex topography, 27, 29 
measurement methods, 15 
motivations for determination of stress, 15 
strategy for estimating stresses, 17-18 

steps in developing knowledge of tensor components, 18 
variation with depth, 19-26 

horizontal stress, 20-6 
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average horizontal to vertical stress ratio (k), 25 26, 27 
coefficient of linear thermal expansion of rock, 25 
related to vertical stress, 20, 21, 23 
types of fault and state of stresses, 21 
variation of average horizontal stress to vertical stress ratio versus depth, 21, 23, 24 
variation of horizontal stress with depth, 22-3 
worldwide average horizontal stress to vertical stress ratio versus depth, 23, 24 

vertical stress, 19-20 
variation of vertical stress with depth, 20 
worldwide data, 19 

world stress map (WSM), 26, 28 
four categories of stress indicators for tectonic stress orientation, 26 
map showing orientations of maximum horizontal stress, 28 

Suggested methods for  the quantitative description of  discontinuities in rock masses (ISRM), 55 

TCR (total core recovery), 11 
temperature, effect of, 245-6 

increase in temperature reduces permeability, 245 
temperature effect on the permeability of tuff, 247 
variation of hydraulic aperture with temperature, 246 

tensile strength, 
intact rock, 187-92 

estimating methods, 189 
relationships between tensile strength and unconfined compressive strength for three 

rock types, 191, 192 
simple correlation between tensile strength and unconfined compressive strength, 187 
variation of tensile strength with water content, 192, 193 

rock mass, 205 
Terzaghi's Rock Load Height Classification, 99 
Tilt test, 132, 132 
Trace length, 

corrected mean trace length, 80-3 
discontinuities intersecting a circular sampling window, 82, 83 
discontinuities intersecting a vertical rock face, 81 
effect of bias, 80-1 
equations for mean trace length, 81, 82 
special cases, 83 

errors caused by bias, 78-9 
probability distribution of measured trace length, 80 
trace length distribution on an infinite surface, 83-4 
variation of mean trace length, 88, 89 

UCS (unconfined compressive strength), vii see also unconfined compressive strength 
unconfined compressive strength, 

intact rock, 175-87 
cone indenter number versus unconfined compressive strength, 181-2 

test equipment and procedure, 181 
density versus unconfined compressive strength, 186 

data and trend line for chalk, 187 
empirical relationship, 186 

P-wave velocity versus unconfined compressive strength, 182 
correlations, 183 
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variation of unconfined compressive strength with P-wave velocity, 184 
point load index versus unconfined compressive strength, 176-8 

effect of porosity, 178 
empirical correlations, 177, 178 

porosity versus unconfined compressive strength, 182-5 
empirical relationships, 183 
equation constants for different rocks, 184 
variation of strength with porosity, 185 

range of strength, 176 
Schmidt hammer rebound number versus unconfined compressive strength, 178, 179 

empirical correlations, 180 
Shore Sclerscope hardness versus unconfined compressive strength, 178-81 

empirical correlations, 181 
standardised measurement procedures, 175-6 
water content, 

ratio of unconfined compressive strength at saturated condition to that at dry 
condition, 188 

variation of unconfined compressive strength with water content, 186, 188 
rock mass, 202-5 

empirical correlations, 204 
variation with GSI or RMR, 205 

vertical stress, 19-20, 20 

water content, 
ratio of unconfined compressive strength at saturated condition to that at dry condition, 188 
variation of elastic modulus with water content, 124, 126 
variation of tensile strength with water content, 192, 193 
variation of unconfined compressive strength with water content, 186, 188 

wave velocity, 
correlation between, 

deformation modulus and P-wave velocity, 146 
elastic modulus and P-wave velocity, 124 
linear discontinuity frequency and P-wave velocity, 63, 64, 65 
P-wave velocity and density, 46, 47, 49 
P-wave velocity and point load index, 46, 49 
P-wave velocity and porosity, 46, 46, 47 
P-wave velocity and RQD, 68, 69 
P-wave velocity and Schmidt hammer rebound number, 51 
P-wave velocity and unconfined compressive strength, 182, 183, 184 
rock mass quality (Q) and P-wave velocity, 106 
rock mass rating (RMR) and P-wave velocity, 104 

methods for laboratory determination, 42 
P-wave and S-wave velocity ranges, 42 

weathering of rock, 115-18 
defined, 115 
porosity and density of weathering rocks, 116, 118 
qualitative weathering grade, 116, 117 
quantitative weathering grades for granite, 116, 118 
relationship between weathering and RQD, 116, 118 

WSM (world stress map), 26, 28 
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