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Preface

It is not very common to embark upon the assiduous project of writing a book on a
research topic within 5 years of its inception. One usually needs somewhat longer
time to let the dust settle, allowing a clear picture of the relevant mathematical
structures and the simplest forms and elegant proofs of the theorems to emerge. In
fact, when we began our ambitious programme of defining an analogue of the group
of isometries in the framework of noncommutative geometry and quantum groups
around 2008–2009, we did not even dream of a book in near future. However, the
enthusiasm and encouragement with which the new-born theory of quantum
isometry groups was received among different quarters of researchers from around
the globe and the flurry of papers on different aspects of it and several Ph.D. theses
being written up within 3–4 years were really overwhelming. It makes us feel that it
is perhaps the right time to collect the main results and present them in the form of a
book to make it convenient for those who are working in this area. There are two
important criteria for deciding the timing of a research monograph. On the one
hand, the topic should still be “hot” enough in terms of number of active researchers
working on it and recognition of importance of the theme among them. On the other
hand, there should be enough developments of the topic, such as some major
breakthroughs and some deep and difficult theorems which can pave directions of
future research. While there can be no doubt that the theme of the book fulfills the
first condition, we opine that the recent proof of the conjecture about nonexistence
of genuine isometric (compact) quantum group coaction on classical compact
connected manifolds by Goswami and Joardar, along with the new techniques and
auxiliary results used in the proof, has brought the theory of quantum isometry to a
level of maturity which qualifies for the second criterion.

A unique feature of this book is the emphasis on the interaction of C� algebraic
compact quantum groups with the operator-algebraic (i.e., a la Connes) noncom-
mutative geometry. There are several excellent books on noncommutative geometry
as well as quantum groups, but to the best of our knowledge, none of them deals
with both these areas together in a significant way. The only notable exception is
perhaps the classic treatise [1] by Manin which does present a pioneering
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formulation of quantum symmetry groups as suitable universal bialgebras or Hopf
algebras in the context of noncommutative algebraic geometry, and it is indeed the
precursor of the (C� algebraic) quantum automorphism groups of finite dimensional
spaces and algebras defined and studied by Wang, Banica, Bichon et al., serving
also as a prime motivation for our theory of quantum isometry groups of more
general noncommutative Riemannian manifolds. However, Manin’s approach was
mostly algebraic and did not deal with the analytic or spectral setup of noncom-
mutative geometry or the setup of compact quantum groups a la Woronowicz. In
fact, there does not seem to be any book combining the algebraic noncommutative
geometry and compact quantum groups, barring stray discussions or passing ref-
erences to examples of compact quantum group equivariant spectral triples in some
of the recent books on noncommutative geometry. Our book proposes to fill this
gap in some sense.

However, there are a few very important topics in the interface of noncommu-
tative geometry and quantum groups which we have not at all touched, as we have
mainly dealt with the metric aspects of spectral triples which are relevant for
defining and studying isometries given by quantum group actions. These include
the theory of Hopf algebra symmetry and the corresponding Hopf-cyclic homology
and cohomology [2–6], fusion categories [7], Connes–Kreimer Hopf algebras in the
context of renormalization [8], quantum group equivariant KK-theory [9], Baum–

Connes conjecture [10, 11], covariant and bi-covariant differential calculus on
quantum groups in the sense of Woronowicz, Tsygan [12–15] and others.

We have tried our best to make the exposition as self-contained as possible.
However, a background in the basics of operator algebras, differential geometry,
and the Peter–Weyl theory of compact groups will be desirable. For the conve-
nience of readers, we have collected the basic concepts and results (mostly without
proofs) in the first two chapters. The list of references at the end of the book is by
no means exhaustive and we apologize for any inadvertent omission of some
relevant reference.

We take this opportunity to express our gratitude to Soumalya Joardar, Adam
Skalski, Arnab Mandal, Promit Ghosal, Teodor Banica, Piotr Soltan, Francesco
D’Andrea, Ludwik Dabrowski, Biswarup Das, Marc Rieffel, Chelsea Walton, Pavel
Etingof, Huichi Huang, Shuzhou Wang, Alexandru Chirvasitu, and Joahan
Quaggebear for collaboration or discussion on various topics presented in the book.
We are grateful to Alain Connes and Yuri Manin for their encouragement and some
valuable advice about the program of understanding quantum symmetries of non-
commutative spaces. Let us also thank Mr. Shamim Ahmad and the editorial team
of Springer India for their excellent cooperation throughout.

D.G. would like to dedicate this book to his daughters, Samyosree and Srijani,
who illuminate and rejuvenate every moment of their parents’ lives, without even
knowing about it. He is also grateful to his extended family and friends, including
his parents, mother-in-law, and Amit da for their invaluable practical and emotional
support. It is simply not possible to thank his life-partner Gopa, as she is an integral
part of his creative self. This book would not have been written without her constant
support, encouragement, and the extraordinary vivacity and efficiency with which
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she takes care of day-to-day life and handles any difficult situation. J.B. would like
to dedicate this book to his parents who bore a lot of hardship and innumerable
sacrifices silently for making him into the human being that he is now.

Kolkata, India Debashish Goswami
Jyotishman Bhowmick
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Introduction

The theme of this book lies on the interface of two areas of the so-called “non-
commutative mathematics,” namely noncommutative geometry (NCG) a la Connes,
cf [1] and the theory of (C� -algebraic) compact quantum groups (CQG) a la
Woronowicz, cf [2] which are generalizations of classical Riemannian spin
geometry and that of compact topological groups respectively.

The root of NCG can be traced back to the Gelfand Theorem which says that
there is an anti-equivalence between the category of (locally) compact Hausdorff
spaces and (proper, vanishing at infinity) continuous maps and the category of (not
necessarily) commutative unital C� algebras and �-homomorphisms. This means
that the entire topological information of a locally compact Hausdorff space is
encoded in the commutative C� algebra of continuous functions vanishing at
infinity. This motivates one to view a possibly noncommutative C� algebra as the
algebra of “functions on some noncommutative space”.

In classical Riemannian geometry on spin manifolds, the Dirac operator on the
Hilbert space L2ðSÞ of square integrable sections of the spinor bundle contains a lot
of geometric information. For example, the metric, the volume form and the
dimension of the manifold can be captured from the Dirac operator. This motivated
Alain Connes to define his noncommutative geometry with the central object as the
spectral triple which is a triplet ðA1;H;DÞ where H is a separable Hilbert space,
A1 is a (not necessarily closed) -algebra of BðHÞ;D is a self-adjoint (typically
unbounded) operator (sometimes called the Dirac operator of the spectral triple)
such that ½D; a� admits a bounded extension. This generalizes the classical spectral
triple ðC1ðMÞ; L2ðSÞ;DÞ on any Riemannian spin manifold M, where D denotes
the usual Dirac operator.

On the other hand, quantum groups have their origin in different problems in
mathematical physics as well as the theory of classical locally compact groups. On
the algebraic level, quantum groups can be viewed as Hopf algebras typically
arising as deformations of semisimple Lie algebras. This was the viewpoint taken
by Drinfeld and Jimbo [3–6] leading to a deep and successful theory having con-
nections with physics, knot theory, number theory, representation theory etc. It was
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natural to look for an analytic counterpart of the theory of quantum groups with the
aim of building a theory of quantum harmonic analysis. It was achieved by S.L.
Woronowicz, who in [2, 7] was able to pinpoint a set of axioms for defining
compact quantum groups (CQG for short) as the correct generalization of compact
topological groups. The formulation of locally compact quantum groups remained
elusive for quite some time and there were a number of different approaches to this
problem. Finally, a satisfactory theory of locally compact quantum groups was
proposed in [8–10].

Groups are most often viewed as “symmetry objects,” and in a similar way,
quantum groups correspond to some kind of “generalized symmetry” of physical
systems and mathematical structures. Indeed, the idea of a group acting on a space
was extended to the idea of a CQG coacting on a noncommutative space (that is, a
possibly noncommutative C� algebra). The question of defining and finding “all
quantum symmetries” arises naturally in this context. Such an approach was taken
in the pioneering work by Manin [11], though in a purely algebraic framework.
Indeed, Manin’s quantum semigroups such as Mqð2Þ [11, 12] were constructed as
universal symmetry objects of suitable mathematical entities. It was Shuzhou Wang
who began the study of the formulation of such universal symmetry objects in the
analytic framework of CQG. In [13] he defined and proved the existence of
quantum automorphism groups on finite dimensional C� algebras. Since then, many
interesting examples of such quantum groups, particularly the quantum permutation
groups of finite sets and finite graphs, have been extensively studied by a number of
mathematicians (see for example [14–21] and references therein). The underlying
basic principle of defining a quantum automorphism group corresponding to some
given mathematical structure (for example a finite set, a graph, a C� or von
Neumann algebra) consists of two steps: first, to identify (if possible) the group of
automorphism of the structure as a universal object in a suitable category, and then,
try to look for the universal object in a similar but bigger category, replacing groups
by quantum groups of appropriate type.

However, most of the work done by the above mathematicians concerned some
kind of quantum automorphism group of a “finite” structure, for example, of finite
sets or finite dimensional matrix algebras. It was thus quite natural to try to extend
these ideas to the “infinite” or “continuous” mathematical structures, for example
classical and noncommutative manifolds. With this motivation, one of the authors
of this book [22] formulated and studied the quantum analogues of the group of
Riemannian isometries called the quantum isometry group. Classically, an isometry
is characterized by the fact that its action commutes with the Laplacian. Therefore,
to define the quantum isometry group, it is reasonable to consider a category of
compact quantum groups which coact on the manifold (or more generally on a
noncommutative manifold is given by a spectral triple) in such a way that the
coaction commutes with the Laplacian, say L, coming from the spectral triple. It is
proven in [22] that a universal object in the category (denoted by Q

0
L) of such

quantum groups does exist (denoted by QISOL) if one makes some mild assump-
tions on the spectral triple all of which are valid for a compact Riemannian spin
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manifold. However, the formulation of quantum isometry groups in [22] had a
major drawback from the view point of noncommutative geometry, since it needed
a “good” Laplacian to exist. In noncommutative geometry, it is not always easy to
verify such an assumption about the Laplacian, and thus it would be more appro-
priate to have a formulation in terms of the Dirac operator directly. This is what is
done by the authors of this book in their joint work [23] where the notion of a
quantum group analogue of the group of orientation preserving isometries was
given and its existence as the universal object in a suitable category was proved.

Then, a number of computations for quantum isometry groups were done by the
authors of the present book and other mathematicians including Banica, Skalski,
Soltan, just to name a few [23–30]. Some of the main tools for making explicit
computations were provided by the results about the effect of deformation and
taking a suitable inductive limit on quantum isometry group. In particular, many
interesting noncommutative manifolds were obtained by deforming classical
Riemannian manifolds in a suitable sense and it was proved that the quantum
isometry group of such a deformed (noncommutative) manifold is nothing but a
similar deformation or twist of the quantum isometry group of the original, unde-
formed classical manifold. This led to the problem of computing quantum isometry
groups of classical Riemannian manifolds.

However, initial attempts of computing quantum isometry groups of connected
classical manifolds including the spheres and the tori (with the usual Riemannian
metrics) did not give any genuine quantum group, i.e., the quantum isometry groups
for all these manifolds turned out to be the same as the classical isometry groups. It
may be mentioned here that it is easy to have faithful isometric coaction of the
genuine compact quantum group on disconnected Riemannian manifolds with at
least four components. However, no examples of even faithful continuous coaction
by genuine compact quantum groups on CðXÞ with X being connected compact
space were known until H. Huang [31] constructed examples of such coactions on
topological spaces which are typically obtained by topologically connected sums of
copies of some given compact metric space. Another example of a genuine finite
dimensional compact quantum group on a compact connected space (which is a
subset of a nonsmooth variety) is essentially contained in Remark 4.3 of [32]. On
the other hand, it follows from the work of Banica et al. [33] that most of the known
compact quantum groups, including the quantum permutation groups of Wang, can
never coact faithfully and isometrically on a connected compact Riemannian
manifold. All these led the second author to conjecture that it is not possible to have
smooth faithful coactions of genuine compact quantum groups on CðMÞ when M is
a compact connected smooth manifold.

After a series of initial attempts, the above conjecture has finally been proved by
the second author in collaboration with Joardar [34] for two important cases:
(i) when the coaction is isometric for some Riemannian metric on the manifold, and
(ii) when the quantum group is finite dimensional. In particular, the quantum
isometry group of an arbitrary compact, connected Riemannian manifold M is
classical, i.e., same as CðISOðMÞÞ: This also implies that the quantum isometry
group of a noncommutative manifold obtained by cocycle twisting of a classical,
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connected, compact manifold is a similar cocycle twisted version of the isometry
group of the classical manifold, thus allowing us to explicitly compute quantum
isometry groups of a large class of noncommutative manifolds.

It is interesting to note that Etingof and Walton obtained a somewhat similar
nonexistence result in [32] in a purely algebraic setup of coactions of finite
dimensional semisimple Hopf algebras on commutative domains. However, the
proof by Etingof and Walton depends crucially on the finite dimensionality as well
as semisimplicity of the Hopf algebras considered by them and there is no obvious
way to extend the scope of their arguments to possibly infinite dimensional Hopf
algebras.

The above results are quite interesting from a physical point of view. Firstly, it
follows that for a classical mechanical system with phase space modeled by a
compact connected manifold, the generalized notion of symmetries in terms of
quantum groups coincides with the conventional notion, i.e., symmetries coming
from group actions. This gives some kind of consistency of the philosophy of
thinking quantum group coactions as symmetries. Secondly, it also allows us to
describe all the (quantum) symmetries of a physical model obtained by suitable
deformation of a classical model with connected compact phase space, showing that
such quantum symmetries are indeed deformations of the classical (group) sym-
metries of the original classical model.

The emerging theory of quantum isometry groups should have potential appli-
cations to a number of problems in mathematics and physics. We try to list a few
of them here.

One of the main motivations of noncommutative geometry was to treat “bad
quotients” arising in classical topology, geometry, dynamical systems, number
theory and many other areas of mathematics. Non-Hausdorff leaf spaces of folia-
tions, orbit spaces for nonproper group actions, etc., are some of the standard
examples of this kind which are usually substituted by their nice noncommutative
(C� -algebraic) analogues which are typically some sort of generalized crossed
product algebras. It often happens that the process of taking quotient destroys group
symmetries of a space, i.e., the noncommutative space modeling a quotient of some
nice space having a large symmetry group (e.g., homogeneous space of a Lie group)
does not admit too much group symmetries. However, it may have a large class of
natural and interesting quantum group symmetries, often (but not necessarily) those
coming from some kind of deformation or twist of the group symmetries of the
original space (before quotienting). For example, one may get an ergodic coaction
by the quantum isometry group for some natural spectral triple on such a non-
commutative quotient space. In a sense, this equips the noncommutative manifold
modeling the bad classical quotient with a nice quantum homogeneous space
structure.

The theory of quantum isometry groups should also play an important role in the
theory of compact quantum groups. Besides being a rich source of possibly new
examples of compact quantum groups, they should be thought of the prototypes of
compact Lie groups among compact quantum groups. It will be a very interesting
program to build a natural equivariant noncommutative Riemannian geometry on
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the quantum isometry group of a noncommutative Riemannian manifold (given by
a spectral triple). In this context, it is perhaps necessary to develop a noncommu-
tative counterpart of the classical theory of Killing forms in the framework of
noncommutative geometry. Another important program is to study the dual discrete
quantum groups of quantum isometry groups and try to prove the quantum Baum–

Connes property [35] for them. Let us remark that for duals of compact Lie groups
this has already been verified.

Let us now speculate some possible roles of quantum isometry groups in phy-
sics. Symmetry always plays a very important role in any physical theory, and there
are already strong indications that a noncommutative model of space-time is called
for to build a satisfactory theory of still-elusive quantum gravity. For example, there
are interesting models given by Connes, Chamseddine, Marcolli and others [36–40]
and the natural symmetry for such noncommutative space-time should be given by
quantum groups. A rather ambitious program in this context will be to define the
(locally compact) quantum symmetry group of the noncommutative space-time
manifold and study its representation theory in the spirit of Wigner’s classical work
on prediction of fundamental particles of nature from the representation theory
of the Poincare group [41]. In fact, Connes–Chamseddine model is based on the
algebra C1ðMÞ � A where M is a smooth manifold and A is a finite dimensional C�

algebra. The spectral triples chosen are typically product type. A first step towards
understanding the quantum symmetries of such spectral triples has been taken in
[42] and [43].

It may be interesting to point out that in some physics literature on possible
theories of quantum gravity see, e.g. [44], such deformed versions of the classical
isometry groups of the space-time manifold (which is not compact though) have
been extensively used, and even termed as the “quantum isometry groups”. It is
perhaps intuitively assumed there that such a deformed quantum group is the
maximal quantum group coacting isometrically on the deformed space-time, but we
have not found a rigorous statement or proof of such assumption. Such a rigorous
proof can be given if we can extend our framework of quantum isometry including
the results about nonexistence of genuine quantum isometric coactions on con-
nected manifolds to the setup of locally compact quantum groups coacting iso-
metrically on locally compact noncommutative manifolds.

Besides quantum gravity, we speculate that there may be interesting applications
of quantum isometry groups to mathematical theories of quasi-crystals, nonintegral
quantum Hall effect, topological order, etc.

Now we try to give an idea of the contents of each of the chapters. In Chap. 1,
we discuss the concepts and results needed in the later chapters of the book. For the
sake of completeness, we begin with a glimpse of operator algebras and Hilbert
modules, free product and tensor products of C� algebras and some examples. The
next section is on quantum groups which we start with the basics of Hopf algebras
and then define compact quantum groups (CQG) and give relevant definitions and
properties including a brief review of Peter Weyl theory. After that, we introduce
the quantum groups Ulð2Þ; SUlð2Þ;Ulðsuð2ÞÞ and SOlð3Þ: We begin the next
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section by introducing the notion of a C� coaction of a compact quantum group on a
C� algebra and giving an account of Shuzhou Wang’s work in [13] and [45]. We
discuss the example of the coaction of SOlð3Þ on Podles’ spheres in details. The
chapter ends with two short sections on the notion of the dual of a CQG and
coactions on von Neumann algebras.

The second chapter deals with classical Riemannian geometry and its non-
commutative geometric counterparts. In particular, the definition and properties
of the Hodge Laplacian and the Dirac operator are discussed. We also derive the
characterizations of isometries (resp. orientation preserving isometries) in terms
of the Laplacian (resp. Dirac operator). In the section on noncommutative geom-
etry, spectral triples are introduced followed by the definitions of noncommutative
space of forms and the Laplacian in this setup. The last section of this chapter is on
the quantum group equivariance in Noncommutative Geometry where we discuss
the particular case of Podles’ spheres, the construction of equivariant spectral triples
from coactions by quantum isometries and the twisted volume form coming from a
coaction of a CQG with possibly nontrivial modularity.

The characterizations of the isometry group (resp. the group of orientation
preserving isometries) on a compact Riemannian (resp. spin) manifolds in Chap. 2
motivate the definition of the quantum isometry group (resp. quantum group of
orientation preserving isometries). This is the content of Chap. 3. In the first section
of this chapter, under some reasonable assumption on a spectral triple ðA1;H;DÞ
(which we call admissibility), the quantum isometry group QISOL is defined to be
the universal object in the category of CQG’s admitting a smooth coaction on the
closure of A1 such that the coaction commutes with the Laplacian. The case of a
quantum group of orientation preserving isometries is taken up in the next section.
The quantum group of orientation-preserving isometries of an R-twisted spectral
triple is defined (see [46] for the definition of an R-twisted spectral triple) and its
existence is proven. Given an R-twisted spectral triple ðA1;H;DÞ of compact type,
we consider a category Q′ of pairs ðQ;UÞ where Q0

is a compact quantum group
which has a unitary (co)-representation U on H commuting with D; and such that
for every state / on Q; ðid� /ÞadU maps A1 inside A

00
1: Moreover, let QR

′ be a
subcategory of Q′ consisting of those ðQ;UÞ for which adU preserves the R-twisted
volume form. It is proven that QR

′ has a universal object to be denoted by
gQISOþ

R ðDÞ: The Woronowicz C� subalgebra of gQISOþ
R ðDÞ generated by elements

of the form adUðaÞðg� 1Þ; g0 � 1
� �

gQISOþ
R ðDÞ

where g; g
0
are in H; a is in A1 and

:; :h i gQISOþ
R ðDÞ

denotes the gQISOþ
R ðDÞ valued inner product of H� gQISOþ

R ðDÞ, is
defined to be the quantum group of orientation and volume preserving isometries
of the spectral triple ðA1;H;DÞ and is denoted by QISOþ

R ðDÞ: The next subsection
explores the conditions under which the coaction of this compact quantum group
keeps the C� algebra invariant and is a C� coaction. After this, we compare this
approach with the Laplacian-based approach of [22]. The third section illustrates
the case when the spectral triple is endowed with a real structure J: Here, an
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adaptation of the above-mentioned definition forces a canonical choice of R and a
similar technique as above helps us to prove the existence of the universal object. In
the last section, we have given some sufficient conditions under which the universal

object in the bigger category Q′ exists which is denoted by gQISOþ ðDÞ and the
corresponding Woronowicz C� subalgebra as above is denoted by QISOþ ðDÞ:

In Chap. 4, we compute QISOL for the classical spheres and show that these
coincide with the commutative C� algebra of continuous functions on their classical
isometry groups. The rest of the chapter is devoted to the computation of the
quantum group of orientation preserving isometries for two different families of
spectral triples on the Podles’ spheres, one constructed by Dabrowski et al. in [47]
and the other by Chakraborty and Pal in [48]. We start by giving different
descriptions of the Podles’ spheres and the formula for the Haar functional on it.
Then we show that the spectral triple on the Podles’ sphere constructed in [47] is
SUlð2Þ equivariant and R-twisted (for a suitable R). In the fourth section, the
computation for identifying SOlð3Þ as QISOþ

R for this spectral triple is given. In the
fifth section, the spectral triple defined in [48] is introduced and then the corre-
sponding QISOþ is computed. In particular, it follows that QISOþ in general may
not be a matrix quantum group and that it may not have a C� coaction.

In Chap. 5, we make contact with the works of Banica, Bichon et al. by showing
that their definition of quantum symmetry groups for finite metric spaces and graphs
can be viewed as quantum isometry groups in our sense. Next, we show that
QISOþ of spectral triples associated with some approximately finite dimensional
C� algebras arise as the inductive limit of QISOþ of the constituent finite
dimensional algebras. The results of this chapter are taken from [24] and [25].

In Chap. 6, the conjecture about nonexistence of a smooth faithful, coaction by a
genuine CQG on a compact connected Riemannian manifold is discussed. We give
a very brief outline of the long and technically involved proof of some important
cases of the conjecture as well as a number of examples supporting the conjecture.

Chapter 7 is about the QISOL and QISOþ
R of a cocycle twisted noncommutative

manifold. We first discuss the cocycle deformation of compact quantum groups,
von Neumann algebras, and spectral triples, followed by the proof of the fact that
QISOþ

R and QISOL of a cocycle twist of a (noncommutative) manifold is a cocycle
twist of the QISOþ

R and QISOL (respectively) of the original (undeformed)
manifold.

In Chap. 8 of the book, we discuss Connes’ spectral triples on C�
r ðCÞ coming

from length functions, where C is a finitely generated discrete group. We prove the
existence of quantum isometry groups for such spectral triples using results of Sect.
3.4 of Chap. 3 and then present detailed computation for a number of interesting
examples.

Chapter 9 is devoted to a specific example which is very interesting and
important from a physical point of view, namely the quantum isometry group of the
finite geometry of the Connes–Chamseddine picture of the Standard Model. We
begin with some generalities on real C� algebras, followed by a brief discussion in
the finite noncommutative space of the Connes–Chamseddine model. Then we
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compute the quantum isometry group of the corresponding spectral triple and also
discuss some physical significance of our results.

In the last chapter, we briefly discuss quantum isometry groups of few more
interesting examples, including the free and half-liberated spheres, examples due to
Raum and Weber as well as some Drinfeld-Jimbo q-deformed examples. We also
give the outlines of other approaches to quantum isometry groups, such as the
framework of orthogonal filtrations due to Banica, Skalski and de Chanvalon, affine
quantum isometry groups in the sense of Banica and quantum isometry groups of
compact metric spaces due to Banica, Goswami, Sabbe and Quaegebeur. We
mention several open questions in this context.
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Chapter 1
Preliminaries

Abstract In this chapter, we discuss the basic concepts and results needed in the
later chapters of the book. Beginning with a glimpse of operator algebras and Hilbert
modules, free product and tensor products of C∗ algebras and some examples,
we proceed to the generalities on quantum groups including the basics of Hopf
algebras and compact quantum groups as well as some concrete examples such as
Uμ(2), SUμ(2),Uμ(su(2)) and SOμ(3). We also introduce the notion of a C∗ coac-
tion of a compact quantum group on a C∗ algebra and give an account of Shuzhou
Wang’s work in [35] and [42]. We discuss the example of the action of SOμ(3) on
Podles’ spheres in details.

1.1 Operator Algebras and Hilbert Modules

We presume the reader’s familiarity with the theory of operator algebras and Hilbert
modules. However, for the sake of completeness, we give a sketchy review of some
basic definitions and facts and refer to [1–5] for the details. Throughout this book,
all algebras will be over C unless otherwise mentioned.

1.1.1 C∗ Algebras

A C∗ algebraA is a Banach ∗-algebra satisfying the C∗ property: ‖x∗x‖ = ‖x‖2 for
all x in A. The algebra A is said to be unital or non-unital depending on whether it
has an identity or not. Every commutative C∗ algebraA is isometrically isomorphic
to theC∗ algebraC0(X) consisting of complex valued functions on a locally compact
Hausdorff space X vanishing at infinity (Gelfand’s Theorem). An arbitrary (possi-
bly noncommutative) C∗ algebra is isometrically isomorphic to a C∗-subalgebra of
B(H), the set of all bounded operators on a Hilbert spaceH.

For x in A, the spectrum of x, denoted by σ(x), is defined as the complement
of the set {z ∈ C : (z1 − x)−1 ∈ A}. An element x in A is called self-adjoint if
x = x∗, normal if x∗x = xx∗, unitary if x∗ = x−1, projection if x = x∗ = x2

and positive if x = y∗y for some y in A. When x is normal, there is a continuous

© Springer (India) Pvt. Ltd 2016
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2 1 Preliminaries

functional calculus sending f in C(σ(x)) to f (x) in A, where f �→ f (x) is a ∗
isometric isomorphism from C(σ(x)) onto C∗(x).

A linear map between two C∗ algebras is said to be positive if it maps positive
elements to positive elements. A positive linear functional φ such that φ(1) = 1 is
called a state on A. A state φ is called a trace if φ(ab) = φ(ba) for all a, b in A
and faithful if φ(x∗x) = 0 implies x = 0. Given a state φ on a C∗ algebra A, there
exists a triple (called the GNS triple) (Hφ,πφ, ξφ) consisting of a Hilbert spaceHφ,

a ∗ representation πφ of A into B(Hφ) and a vector ξφ in Hφ which is cyclic in the
sense that {πφ(x)ξφ : x ∈ A} is total inHφ satisfying

φ(x) = 〈
ξφ, πφ(x)ξφ

〉
.

For a two-sided norm closed ideal I of a C∗ algebra A, the canonical quotient
norm on the Banach spaceA/I is in fact the unique C∗ norm makingA/I into a C∗
algebra. Here we prove two results which we are going to need later on.

Lemma 1.1.1 [6] Let C be a C∗ algebra and F be a nonempty collection of
C∗-ideals (closed two-sided ideals) of C. Then for any x in C, we have

supI∈F ‖x + I‖ = ‖x + I0‖ ,

where I0 denotes the intersection of all I in F and ‖x + I‖ = inf{‖x − y‖ : y ∈ I }
denotes the norm in C/I.

Proof It is clear that supI∈F ‖x + I‖ defines a norm on C/I0, which is in fact a C∗
norm since each of the quotient norms ‖. + I‖ is so. Thus the lemma follows from
the uniqueness of C∗ norm on the C∗ algebra C/I0. �

Lemma 1.1.2 Let C be a unital C∗ algebra and F be a nonempty collection of C∗-
ideals (closed two-sided ideals) of C. Let I0 denote the intersection of all I inF , and
let ρI denote the map C/I0 � x + I0 �→ x + I ∈ C/I for I in F . Denote by � the
set {ω ◦ ρI, I ∈ F , ω state on C/I}, and let K be the weak-∗ closure of the convex
hull of �

⋃
(−�). Then K coincides with the set of bounded linear functionals ω on

C/I0 satisfying ‖ω‖ = 1 and ω(x∗ + I0) = ω(x + I0).
Proof We will use Lemma 1.1.1. Clearly, K is a weak-∗ compact, convex subset of
the unit ball (C/I0)∗1 of the dual of C/I0, satisfying−K = K . If K is strictly smaller
than the self-adjoint part of unit ball of the dual of C/I0, we can find a state ω on
C/I0 which is not in K . Considering the real Banach space X = (C/I0)∗s.a. and using
standard separation theorems for real Banach spaces (for example, Theorem 3.4 of
[7], page 58), we can find a self-adjoint element x of C such that ‖x + I0‖ = 1, and

sup
ω′∈K

ω′(x + I0) < ω(x + I0).

Let γ belonging to R be such that supω′∈K ω′(x + I0) < γ < ω(x + I0). Fix
0 < ε < ω(x + I0) − γ, and let I be an element of F be such that ‖x + I0‖ − ε

2 ≤
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‖x +I‖ ≤ ‖x +I0‖. Let φ be a state on C/I such that ‖x +I‖ = |φ(x +I)|. Since
x is self-adjoint, either φ(x + I) or −φ(x + I) equals ‖x + I‖, and φ′ := ±φ ◦ ρI ,
where the sign is chosen so that φ′(x + I0) = ‖x + I‖. Thus, φ′ is in K , so
‖x + I0‖ = φ′(x + I) ≤ γ < ω(x + I0) − ε. But this implies ‖x + I0‖ ≤
‖x + I‖ + ε

2 < ω(x + I0) − ε
2 ≤ ‖x + I0‖ − ε (since ω is a state), which is a

contradiction completing the proof. �

For a C∗ algebra A (possibly non-unital), its multiplier algebra, denoted by
M(A), is defined as the maximal C∗ algebra which containsA as an essential two-
sided ideal, that is,A is an ideal inM(A) and for y inM(A), ya = 0 for all a inA
implies y = 0. The norm of M(A) is given by ‖x‖ = supa∈A,‖a‖≤1{‖xa‖ , ‖ax‖}.
There is a locally convex topology called the strict topology on M(A), which is
given by the family of seminorms {‖.‖a , a ∈ A},where ‖x‖a = Max(‖xa‖ , ‖ax‖),
for x inM(A). M(A) is the completion of A in the strict topology.

We now come to the inductive limit of C∗ algebras. Let I be a directed set and
{Ai }i∈I be a family of C∗ algebras equipped with a family of C∗ homomorphisms
�i j : A j → Ai (when j < i) such that �i j = �ik�k j when j < k < i. Then
there exists a unique C∗ algebra denoted by limiAi and C∗ homomorphisms φi :
Ai → limiAi with the universal property that given any other C∗ algebra A′ and
C∗ homomorphisms ψi : Ai → A′ satisfying ψ j = ψi�i j for j < i, then there
exists unique C∗ homomorphism χ : limiAi → A′ satisfying χφi = ψi . limiAi is
called the inductive limitC∗ algebra corresponding to the inductive system (Ai ,�i j ).

The inductive limit of a sequence of finite dimensional C∗ algebras is called an
approximately finite dimensional C∗ algebra or AF algebra.

A large class of C∗ algebras is obtained by the following construction. LetA0 be
an associative ∗-algebra without any a priori norm such that the set F = {π : A0 →
B(Hπ) ∗ −homomorphism, Hπ a Hilbert space} is non empty and ‖.‖u defined by
‖a‖u = sup{‖π(a)‖ : π ∈ F} is finite for all a. Then the completion of A0 in ‖.‖u
is a C∗ algebra known as the universal C∗ algebra corresponding to A0.

Example 1 Noncommutative two-torus Let θ belong to [0, 1]. Consider the ∗
algebra A0 generated by two unitary symbols U and V satisfying the relation
UV = e2πiθVU. It has a representation π on the Hilbert space L2(S1) defined
by π(U )( f )(z) = f (e2πiθz), π(V )( f )(z) = z f (z) where f is in L2(S1), z is
in S1. Then ‖a‖u is finite for all a in A0. The resulting C∗ algebra is called the
noncommutative two-torus and denoted by Aθ.

Example 2 Group C∗ algebra Let G be a locally compact group with left Haar
measure μ. One can make L1(G) into a Banach ∗-algebra by defining

( f ∗ g)(t) =
∫

G
f (s)g(s−1t)dμ(s),

f ∗(t) = �(t)−1 f (t−1).
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Here f, g are in L1(G), � is the modular homomorphism of G.

L1(G) has a distinguished representation πreg on L2(G) defined by πreg( f ) =∫
f (t)π(t)dμ(t)where π(t) is a unitary operator on L2(G) defined by (π(t) f )(g) =

f (t−1g) ( f ∈ L2(G), t, g ∈ G).The reduced groupC∗ algebraC∗
r G ofG is defined

to be the completion of πreg(L1(G)) in the norm of B(L2(G)).

Remark 1.1.3 For G abelian, we have C∗
r (G) ∼= C0(Ĝ) where Ĝ is the group of

characters on G.

One can also consider the universal C∗ algebra described before corresponding
to the Banach ∗-algebra L1(G). This is called the free or full group C∗ algebra and
denoted by C∗(G).

Remark 1.1.4 For the so-called amenable groups (which include compact and
abelian groups) we have C∗(G) ∼= C∗

r (G).

1.1.2 Von Neumann Algebras

We recall that for a Hilbert space H, the strong operator topology (SOT), the
weak operator topology (WOT) and the ultraweak topology are the locally
convex topologies on B(H) given by families of seminorms F1, F2, F3 respec-
tively where F1 = {pξ : ξ ∈ H}, F2 = {pξ,η : ξ, η ∈ H}, F3 = {pρ :
ρ is a trace class operator on H} and pξ(x) = ‖xξ‖ , pξ,η(x) = |〈xξ, η〉| , pρ(x) =
|Tr(xρ)| (where Tr denotes the usual trace on B(H)).

Now we state a well-known fact.

Lemma 1.1.5 If Tn is a sequence of bounded operators converging to zero in SOT,
then for any trace class operator W, Tr(TnW ) → 0 as n → ∞.

For any subset B of B(H), we denote by B′ the commutant of B, that is, B′ =
{x ∈ B(H) : xb = bx for all b ∈ B}. A unital C∗ subalgebra A ⊆ B(H) is called a
von Neumann algebra ifA = A′′ which is equivalent to being closed in any of the
three topologies mentioned above.

A state φ on a von Neumann algebra A is called normal if φ(xα) increases to
φ(x) whenever xα increases to x . A state φ on A is normal if and only if there is a
trace class operator ρ onH such that φ(x) = Tr(ρx) for all x in A. More generally,
we call a linear map � : A → B (where B is a von Neumann algebra) normal if
whenever xα increases to x for a net xα of positive elements from A, the net �(xα)

also increases to �(x) in B. It is known that a positive linear map is normal if and
only if it is continuous with respect to the ultraweak topology. In view of this fact, we
shall say that a bounded linear map between two von Neumann algebras is normal
if it is continuous with respect to the respective ultraweak topologies.
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1.1.3 Free Product and Tensor Product

For twoHilbert spacesH1 andH2,wewill denote theHilbert space tensor product by
H1⊗H2. If (Ai )i∈I is a family of unitalC∗ algebras, then their unitalC∗ algebra free
product ∗i∈I Ai is the unique C∗ algebra A together with unital ∗-homomorphisms
ψi : Ai → A such that given any unital C∗ algebra B and unital ∗-homomorphisms
φi : Ai → B there exists a unique unital ∗-homomorphism � : A → B such that
φi = � ◦ ψi .

Remark 1.1.6 It is a direct consequence of the above definition that given a family
of C∗ homomorphisms φi fromAi to B, there exists a C∗ homomorphism ∗iφi such
that (∗iφi ) ◦ ψi = φi for all i.

Remark 1.1.7 Werecall that for discrete groups {Gi }i∈I , C∗(∗i∈I Gi ) ∼= ∗i∈I C∗(Gi ).

For two algebras A and B, we will denote the algebraic tensor product of A and
B by the symbol A ⊗alg B. When A and B are C∗ algebras, there is usually more
than one norm on A ⊗alg B so that the completion with respect to that norm is a
C∗ algebra. Throughout this book, we will mainly work with the so called injective
tensor product, that is, the completion ofA⊗alg B with respect to the norm given on
A⊗alg B by ‖∑n

i=1 ai ⊗ bi‖ = sup‖∑n
i=1 π1(ai ) ⊗ π2(bi )‖B(H1⊗H2) where ai is in

A, bi is in B and the supremum runs over all possible choices of (π1,H1), (π2,H2)

where H1,H2 are Hilbert spaces, π1 : A → B(H1) and π2 : A2 → B(H2) are
∗-homomorphisms and ‖·‖B(H1⊗H2)

denotes the operator norm of B(H1 ⊗H2). For
a treatment of maximal tensor products of C∗ algebras, to be denoted as ⊗max, we
refer to the book [1]. We will denote the minimal tensor product of two C∗ algebras
A and B by the symbol A ⊗ B. When A ⊆ B(H1), B ⊆ B(H2) are von Neumann
algebras, then A⊗B will stand for the von Neumann algebra tensor product, that is,
the WOT closure of A ⊗alg B in B(H1 ⊗ H2). We refer to [1] for more details.

LetA and B be two unital ∗-algebras. Then a linear map T fromA to B is called
n-positive if T ⊗ Idn : A⊗Mn(C) → B ⊗Mn(C) is positive for all k ≤ n but not
necessarily for k = n + 1. T is said to be completely positive (CP for short) if it is
n-positive for all n. It is a well-known result that for a CP map T : A → B(H), one
has the following operator inequality for all a in A:

T (a)∗T (a) ≤ ‖T (1)‖ T (a∗a). (1.1.1)

Clearly, the composition of two CP maps is again CP. Moreover, given two CP maps
Ti from Ai to Bi , i = 1, 2, where Ai ,Bi are C∗ algebras, T1 ⊗alg T2 extends to a
unique CP map denoted by T1 ⊗ T2 from A1 ⊗ A2 to B1 ⊗ B2. When Ai ,Bi are
von Neumann algebras, there is a similar CP extension of T1 ⊗alg T2 from A1⊗A2

to B1⊗B2 which we will continue to denote (by a slight abuse of notation) by the
symbol T1 ⊗ T2. The following is an useful result about CP maps.

Proposition 1.1.8 If A and B are C∗ algebras with A commutative, φ is a positive
map from A to B, then φ is CP. The same holds if φ is from B to A.
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We end this subsection with a couple of results.

Lemma 1.1.9 Let A,B be C∗ algebras and C = A ⊗ B. Let F be a nonempty
collection of C∗-ideals of B and I0 be the intersection of all ideals in F . If πI and
πI0 are the canonical quotient maps from B to B/I and B/I0 respectively, then
∩I∈FKer(id ⊗ πI ) = Ker(id ⊗ πI0).

Proof We first observe that Ker(id⊗πI ) = {X ∈ A⊗B : ∀ω ∈ A∗ : (ω⊗ id)(X) ∈
I }. Thus,

Ker(id ⊗ πI0) = {X ∈ A ⊗ B : (ω ⊗ id)(X) ∈ I0}
= {X ∈ A ⊗ B : (ω ⊗ id)(X) ∈ I ∀ I ∈ F}
= ∩I∈F {X ∈ A ⊗ B : (ω ⊗ id)(X) ∈ I }
= ∩I∈FKer(id ⊗ πI ). �

Lemma 1.1.10 LetA be a C∗ algebra and ω,ω j ( j = 1, 2, . . .) be states onA such
that ω j → ω in the weak-∗ topology ofA∗. Then for any separable Hilbert spaceH
and for all Y inM(K(H)⊗A), we have (id⊗ω j )(Y ) → (id⊗ω)(Y ) in the strong
operator topology.

Proof Clearly, (id ⊗ ω j )(Y ) → (id ⊗ ω)(Y ) (in the strong operator topology) for
all Y in Fin(H) ⊗alg A, where Fin(H) denotes the set of finite rank operators onH.
Using the strict density of Fin(H)⊗algA inM(K(H)⊗A), we choose, for a given Y
inM(K(H) ⊗A), ξ inH with ‖ξ‖ = 1, and δ > 0, an element Y0 in Fin(H)⊗alg A
such that ‖(Y − Y0)(|ξ >< ξ| ⊗ 1)‖ < δ. Thus,

‖(id ⊗ ω j )(Y )ξ − (id ⊗ ω)(Y )ξ‖
= ‖(id ⊗ ω j )(Y (|ξ >< ξ| ⊗ 1))ξ − (id ⊗ ω)(Y (|ξ >< ξ| ⊗ 1))ξ‖
≤ ‖(id ⊗ ω j )(Y0(|ξ >< ξ| ⊗ 1))ξ − (id ⊗ ω)(Y0(|ξ >< ξ| ⊗ 1))ξ‖
+ 2‖(Y − Y0)(|ξ >< ξ| ⊗ 1)‖
≤ ‖(id ⊗ ω j )(Y0(|ξ >< ξ| ⊗ 1))ξ − (id ⊗ ω)(Y0(|ξ >< ξ| ⊗ 1))ξ‖ + 2δ,

from which it follows that (id ⊗ ω j )(Y ) → (id ⊗ ω)(Y ) in the strong operator
topology. �

1.1.4 Hilbert Modules

Given a ∗-subalgebra A ⊆ B(H) (where H is a Hilbert space), a semi-Hilbert A
module E is a rightA-module equipped with a sesquilinear map 〈. , .〉 : E×E → A
satisfying 〈x, y〉∗ = 〈y, x〉 , 〈x, ya〉 = 〈x, y〉 a and 〈x, x〉 ≥ 0 for x, y in E and a
inA. A semi-Hilbert module is called a pre-Hilbert module if 〈x, x〉 = 0 if and only
if x = 0. It is called a Hilbert module if furthermore, A is a C∗ algebra and E is
complete in the norm x �→ ‖〈x, x〉‖ 1

2 where ‖.‖ is the C∗ norm of A.
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The simplest examples of Hilbert A modules are the so-called trivial A modules
of the form H ⊗ A where H is a Hilbert space with an A valued sesquilinear form
defined onH⊗alg A by:

〈
ξ ⊗ a, ξ′ ⊗ a′〉 = 〈

ξ, ξ′〉 a∗a′. The completion ofH⊗alg A
with respect to this pre-Hilbert module structure is a HilbertAmodule and is denoted
byH ⊗ A.

We recall that for a pre-Hilbert A module E (A is a C∗ algebra), the Cauchy
Schwarz inequality holds in the following form: 0 ≤ 〈x, y〉 〈y, x〉 ≤ 〈x, x〉 ‖〈y, y〉‖ .

Let E and F be two Hilbert A modules. We say that a C linear map L from
E to F is adjointable if there exists a C linear map L∗ from F to E such that
〈L(x), y〉 = 〈x, L∗(y)〉 for all x in E, y in F. We call L∗ the adjoint of L . The set
of all adjointable maps from E to F is denoted by L(E, F). In case E = F, we
writeL(E) for L(E, E). For an adjointable map L , both L and L∗ are automatically
A-linear and norm bounded maps between Banach spaces. We say that an element
L in L(E, F) is an isometry if 〈Lx, Ly〉 = 〈x, y〉 for all x, y in E . L is said to be
a unitary if L is isometry and its range is the whole of F. One defines a norm on
L(E, F) by ‖L‖ = supx∈R, ‖x‖≤1 ‖L(x)‖ . L(E) is a C∗ algebra with this norm.

There is a topology on L(E, F) given by a family of seminorms {‖.‖x , ‖.‖y :
x ∈ E, y ∈ F} (where ‖t‖x =

∥∥∥〈t x, t x〉 1
2

∥∥∥ and ‖t‖y =
∥∥∥〈t∗y, t∗y〉 1

2

∥∥∥) known as

the strict topology. For x in E, y in F, we denote by θx,y the element of L(E, F)

defined by θx,y(z) = y 〈x, z〉 (where z is in E). The norm closure (in L(E, F)) of
theA linear span of {θx,y : x ∈ E, y ∈ F} is called the set of compact operators and
denoted by K(E, F) and we denote K(E, E) by K(E). These are not necessarily
compact in the sense of compact operators between two Banach spaces. One has the
following important result:

Proposition 1.1.11 The multiplier algebra M(K(E)) of K(E) is isomorphic with
L(E) for any Hilbert module E .

Using this, for a possibly non-unital C∗ algebra B, we often identify an element
V ofM(K(H) ⊗B) with the map fromH toH⊗B which sends a vector ξ ofH to
V (ξ ⊗ 1B) inH ⊗ B.

Given a Hilbert space H and a C∗ algebra A, and a unitary element U of
M(K(H) ⊗ A), we shall denote by adU the ∗-homomorphism adU (X) = Ũ (X ⊗
1)Ũ ∗ for X belonging to B(H). For a not necessarily bounded, densely defined (in
the weak operator topology) linear functional τ on B(H), we say that adU preserves
τ if adU maps a suitable (weakly) dense ∗-subalgebra (say D) in the domain of τ
into D ⊗alg A and (τ ⊗ id)(adU (x)) = τ (x).1A for all x in D. When τ is bounded
and normal, this is equivalent to (τ ⊗ id)(adU (x)) = τ (x)1A for all x belonging to
B(H).

We say that a (possibly unbounded) operator T onH commutes with U if T ⊗ I
(with the natural domain) commutes with Ũ . Sometimes such an operator will be
called U -equivariant.



8 1 Preliminaries

1.2 Quantum Groups

In this section, we will recall the basics of Hopf algebras and then define compact
quantum groups (following [8, 9]). After that, we will discuss a few examples of
quantum groups and the concept of a coaction of a compact quantum group on a C∗
algebra. For more detailed discussion, we refer to [10–14] and the references therein.
In this book, we will be concerned about compact quantum groups only. For other
types of quantum groups, we refer to [11, 15–20], etc.

1.2.1 Hopf Algebras

We recall that an associative algebra with an unit is a vector space A over C together
with two linear maps m : A⊗alg A → A called the multiplication or the product and
η : C → A called the unit such that m(m ⊗ id) = m(id⊗m) and m(η ⊗ id) = id =
m(id ⊗ η). Dualizing this, we get the following definition.

A coalgebra A is a vector space over C equipped with two linear maps � : A →
A ⊗ A called the comultiplication or coproduct and ε : A → C such that

(� ⊗ id)� = (id ⊗ �)�,

(ε ⊗ id)� = id = (id ⊗ ε)�.

Let (A,�A, εA) and (B,�B, εB) be co algebras. A C linear mapping φ : A → B
is said to be a cohomomorphism if

�B ◦ φ = (φ ⊗ φ)�A, εA = εB ◦ φ.

Let σ denote the flip map: A ⊗alg A → Aalg ⊗ A given by σ(a ⊗ b) = b ⊗ a.

A coalgebra is said to be cocommutative if σ ◦ � = �. A linear subspace B of A
is a subcoalgebra of A if �(B) ⊆ B ⊗alg B. A C linear subspace I of A is called
a coideal if �(I) ⊆ A ⊗alg I + I ⊗alg A and ε(I) = {0}. If I is a coideal of A,

the quotient vector space A/I becomes a coalgebra with comultiplication and counit
induced from A.

Sweedler notation We introduce the so-called Sweedler notation for comultiplica-
tion. If a is an element of a coalgebra A, the element �(a) inA⊗A is a finite sum
�(a) = ∑

i a1i ⊗ a2i where a1i , a2i belongs to A. Moreover, the representation of
�(a) is not unique. For notational simplicity we shall suppress the index i and write
the above sum symbolically as �(a) = a(1) ⊗ a(2). Here the subscripts (1) and (2)
refer to the corresponding tensor factors.

Definition 1.2.1 A vector space A is called a bialgebra if it is an algebra and a
coalgebra along with the condition that � : A → A ⊗alg A and ε : A → C are
algebra homomorphisms (equivalently, m : A ⊗alg A → A and η : C → A are
coalgebra cohomomorphisms).
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Definition 1.2.2 A bialgebra A is called a Hopf algebra if there exists a linear map
κ : A → A called the antipode or the coinverse of A, such that m ◦ (κ ⊗ id)� =
η ◦ ε = m ◦ (id ⊗ κ) ◦ �.

Dual Hopf algebra
Let us consider a finite dimensional Hopf algebra A. Then the dual vector space A′
is an algebra with respect to the multiplication f g(a) = ( f ⊗ g)�(a). Moreover,
for f in A′, one defines the functional �( f ) ∈ (A ⊗alg A)′ by �( f )(a ⊗ b) =
f (ab), a, b in A. Since A is finite dimensional, (A ⊗alg A)′ = A′ ⊗alg A′ and so
�( f ) belongs to A′ ⊗ A′. Then the algebra A′ equipped with the comultiplication
�, antipode κ defined by (κ f )(a) = f (κ(a)), counit εA′ defined by εA′( f ) = f (1)
and 1A′(a) = ε(a) gives a Hopf algebra. This is called the dual Hopf algebra of A.

Definition 1.2.3 A Hopf ∗-algebra is a Hopf algebra (A,�,κ, ε) endowed with an
involution ∗ which maps a to an element denoted by a∗ satisfying the following
properties:

1. For all a, b in A, α,β in C, (αa + βb)∗ = αa∗ + βb∗, (a∗)∗ = a, (a.b)∗ =
b∗a∗.

2. � : A → A ⊗alg A is a ∗-homomorphism which means that �(a∗) = �(a)∗
where the involution on A ⊗alg A is defined by (a ⊗ b)∗ = a∗ ⊗ b∗.

3. κ(κ(a∗)∗) = a for all a in A.

Proposition 1.2.4 In any Hopf ∗-algebra (A,�,κ, ε), we have ε(a∗) = ε(a) for all
a in A.

We recall that the dual algebra A′ of a Hopf ∗-algebra A is a ∗-algebra with
involution defined by

f ∗(a) = f (κ(a)∗), for f in A′.

Dual Pairing
A left action of a Hopf ∗-algebra (U ,�U ,κU , εU ) on another Hopf ∗-algebra
(A,�A,κA, εA) is a bilinear form � : U × A → C if the following conditions
hold:

(1) f � (a1a2) = �U ( f ) � (a1 ⊗ a2), ( f1 f2) � a = ( f1 ⊗ f2) � �A(a);

(2) f � 1A = εU ( f ), 1U � a = εA(a);

(3) f ∗ � a = f � κA(a)∗ (equivalently f � a∗ = κU ( f )∗ � a)

for all f, f1, f2 in U and a, a1, a2 in A.

Similarly, a right action of a Hopf ∗-algebra (U ,�U ,κU , εU ) on another Hopf ∗-
algebra (A,�A,κA, εA) is a bilinear form� : A×U → C if the following conditions
hold: a1a2 � f = (a1 � f(1))(a2 � f(2)), a � ( f1 f2) = �A(a) � ( f1 ⊗ f2), 1A � f =
εU ( f ), a � 1U = εA(a), a � f ∗ = κA(a)∗ � f (equivalently a∗ � f = a � κU ( f )∗)
for all f, f1, f2 in U and a, a1, a2 in A.

U = A′ gives a particular case of this duality pairing.



10 1 Preliminaries

1.2.2 Compact Quantum Groups: Basic Definitions
and Examples

The aim of this subsection is to introduce compact quantum groups developed by
Woronowicz in [8, 9, 21]. For more recent expositions, we refer to [22, 23].

Definition 1.2.5 A compact quantum group (to be abbreviated as CQG from now
on) is given by a pair (S,�), where S is a unital separable C∗ algebra equipped with
a unital C∗-homomorphism � : S → S ⊗ S (where ⊗ denotes the injective tensor
product) satisfying

(ai) (� ⊗ id) ◦ � = (id ⊗ �) ◦ � (coassociativity), and
(aii) each of the linear spans of �(S)(S ⊗ 1) and of �(S)(1⊗S) are norm dense in
S ⊗ S.

It is well known (see [8, 9]) that there is a canonical dense ∗-subalgebra S0 of S,
consisting of the matrix elements of the finite dimensional unitary corepresentations
(to be defined shortly) of S, and maps ε : S0 → C (counit) and κ : S0 → S0

(antipode) defined on S0 which make S0 a Hopf ∗-algebra.
The following theorem is the analogue of Gelfand Naimark duality for commu-

tative CQGs.

Proposition 1.2.6 Let G be a compact group. Let C(G) be the algebra of continuous
functions on G. If we define � by �( f )(g, h) = f (g.h) for f in C(G), g, h in G,

then this defines a CQG structure on C(G).

Conversely, let (S,�) be a CQG such that S is a commutative C∗ algebra. Let
H(S) denote the Gelfand spectrum of S and endow it with the product structure
given by χχ′ = (χ⊗χ′)�where χ, χ′ are in H(S). Then H(S) is a compact group.

Remark 1.2.7 In [24], A Van Daele removedWoronowicz’s separability assumption
(in [8]) for the C∗ algebra of the underlying compact quantum group. We remark
that although we assume that CQG’s are separable, most of the results in this book
go through in the non separable case also.

Definition 1.2.8 Let (S,�S) be a compact quantum group. A vector space M is
said to be an algebraic S comodule (or S comodule) if there exists a linear map
α : M → M ⊗alg S0 such that
1. α ⊗ id)α = (id ⊗ �S)α,

2. (id ⊗ ε)α(m) = m for all m in M.

In the notations as above, let us define α̃ : M ⊗alg S → M ⊗alg S by α̃ =
(id ⊗ m)(α ⊗ id). Then we claim that α̃ is invertible with the inverse given by
T (m ⊗ q) = (id ⊗ κ)α(m)(1 ⊗ q), where m is in M, q is in S. As T is defined to
be S0 linear, it is enough to check that α̃T (m ⊗ 1) = m ⊗ 1.
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α̃T (m ⊗ 1)

= α̃(m(1) ⊗ κ(m(2))1)

= m(1)(1) ⊗ m(1)(2)κ(m(2))

= (id ⊗ m(id ⊗ κ)�)α(m)

= (id ⊗ ε().1)α(m)

= m ⊗ 1.

Similarly, T α̃ = id. Thus,
T = α̃−1. (1.2.1)

Definition 1.2.9 A morphism from a CQG (S1,�1) to another CQG (S2,�2) is a
unital C∗ homomorphism π : S1 → S2 such that

(π ⊗ π)�1 = �2π.

It follows that in such a case, π preserves the Hopf ∗-algebra structures, that is,
we have

π((S1)0) ⊆ (S2)0, πκ1 = κ2π, ε2π = ε1,

where κ1, ε1 denote the antipode and counit of S1 respectively, while κ2, ε2 denote
those of S2.

Definition 1.2.10 AWoronowicz C∗-subalgebra of a CQG (S1,�) is a C∗ subal-
gebra S2 of S1 such that (S2,�|S2) is a CQG and the inclusion map from S2 → S1

is a morphism of CQG s.

Definition 1.2.11 A Woronowicz C∗-ideal of a CQG (S,�) is a C∗ ideal J of S
such that �(J ) ⊆ Ker(π ⊗ π), where π is the quotient map from S to S/J.

It can be easily seen that a kernel of a CQG morphism is a Woronowicz C∗-ideal.
We recall the following isomorphism theorem:

Proposition 1.2.12 The quotient of a CQG (S,�) by a Woronowicz C∗-ideal I has
a unique CQG structure such that the quotient map π is a morphism of CQG s. More
precisely, the coproduct �̃ on S/I is given by �̃(s + I) = (π ⊗ π)�(s).

Definition 1.2.13 A CQG (S ′,�′) is called a quantum subgroup of another CQG
(S,�) if there is a Woronowicz C∗-ideal J of S such that (S ′,�′) ∼= (S,�)/J.

Let us mention a convention which we are going to follow.

Remark 1.2.14 We shall use most of the terminologies of [25], for example,
WoronowiczC∗ -subalgebra, WoronowiczC∗-ideal etc., however with the exception
that we call the Woronowicz C∗ algebras just compact quantum groups, and not use
the term compact quantum groups for the dual objects as done in [25].
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Let (S,�) be a compact quantum group. Then there exists a state h on S, to be
called aHaar state on S such that (h⊗ id)�(s) = (id⊗h)�(s) = h(s).1.We recall
that unlike the group case, h may not be faithful. But on the dense Hopf ∗-algebra
S0 mentioned above, it is faithful. We have the following:

Proposition 1.2.15 Let i : S1 → S2 be an injective morphism of CQG s. Then the
Haar state on S1 is the restriction of that of S2 on S1.

Remark 1.2.16 In general, the Haar state may not be tracial. In fact, there exists a
multiplicative linear functional denoted by f1 in [9] such that h(ab) = h(b( f1 � a �
f1)). Moreover, from Theorem 1.5 of [8], it follows that the Haar state of a CQG is
tracial if and only if κ2 = id.

Corepresentations of a compact quantum group

Definition 1.2.17 A corepresentation of a compact quantum group (S,�) on a
Hilbert space H is a map U from H to the Hilbert S module H ⊗ S such that
the element Ũ ∈ M(K(H) ⊗ S) given by Ũ (ξ ⊗ b) = U (ξ)b (ξ in H, b in S)
satisfies

(id ⊗ �)Ũ = Ũ(12)Ũ(13),

where for an operator X in B(H1 ⊗ H2) we have denoted by X(12) and X(13) the
operators X ⊗ IH2 and �23X(12)�23 respectively and �23 is the unitary on H1 ⊗
H2 ⊗ H2 which flips the two copies of H2.

If Ũ is an unitary element ofM(K(H) ⊗ S), then U is called a unitary corepre-
sentation.

Remark 1.2.18 Let φ be a CQG morphism from a CQG (S1,�1) to another CQG
(S2,�2). Then for every unitary corepresentation U of S1, (id ⊗ φ)U is a unitary
corepresentation of S2.

Following the definitions given in the last part of Sect. 1.1.4 and a unitary corepre-
sentationU of a CQG on a Hilbert spaceH, and a not necessarily bounded, densely
defined (in the weak operator topology) linear functional τ on B(H), we will use the
notation adU and the terms “adU preserves τ” and “U equivariant” throughout this
book.

A CQG (S,�) has a distinguished corepresentation which generalizes the right
regular representation of groups. Let H be the GNS space of S associated with the
Haar state h, ξ0 be the associated cyclic vector andK be a Hilbert space on which S
acts faithfully and nondegenerately. There is a unitary operator u onH ⊗K defined
by u(aξ0 ⊗η) = �(a)(ξ0 ⊗η)where a is in S, η is inK. Then u can be shown to be
an element of themultiplier ofK(H)⊗S and called the right regular corepresentation
of S.

Let v be a corepresentation of a CQG (S,�) on a Hilbert space H. A closed
subspaceH1 ofH is said to be invariant if (e⊗1)v(e⊗1) = v(e⊗1),where e is the
orthogonal projection onto this subspace. The corepresentation v is called irreducible
if the only invariant subspaces are {0} and H. It is clear that one can make sense of
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direct sum of corepresentations in this case also.Moreover, for two corepresentations
v and w of a CQG (S,�) on Hilbert spacesH1 andH2, the tensor product of v and
w is given by the element v(13)w(23). The intertwiner between v and w is an element
x in B(H1,H2) such that (x ⊗ 1)v = w(x ⊗ 1). The set of intertwiners between
v and w is denoted by Mor(v,w). Two corepresentations are said to be equivalent
if there is an invertible intertwiner. They are unitarily equivalent if the intertwiner
can be chosen to be unitary. We denote by Rep(S) the set of inequivalent irreducible
unitary corepresentations of S.

Just like the case of compact groups, CQGs have an analogous Peter Weyl theory
which corresponds to the usual Peter Weyl theory in the group case. We will give a
sketch of it by mentioning the main results and refer to [8, 9, 26] for the details.

Let v be a unitary corepresentation of (S,�) onH. IfH1 is an invariant subspace,
then the orthogonal complement of H1 is also invariant. Any nondegenerate finite
dimensional corepresentation is equivalent to a unitary corepresentation.

Every irreducible unitary corepresentation of a CQG is contained in the right
regular corepresentation. Let v be a corepresentation on a finite dimensional Hilbert
spaceH. If we denote the matrix units in B(H) by (epq), we can write v = ∑

epq ⊗
vpq . vpq are called the matrix elements of the finite dimensional corepresentation v.

Define v = ∑
epq ⊗ v∗

pq . Then v is a corepresentation and is called the adjoint of v.

It can be shown that if v is a finite dimensional irreducible corepresentation, then v

is also irreducible. Moreover, for an irreducible unitary corepresentation, its adjoint
is equivalent to a unitary corepresentation.

The subspace spanned by the matrix elements of finite dimensional unitary corep-
resentations is denoted by S0. Firstly, S0 is a subalgebra as the product of two matrix
elements of finite dimensional unitary corepresentations is a matrix element of the
tensor product of these corepresentations. Moreover, as the adjoint of a finite dimen-
sional unitary corepresentation is equivalent to a unitary corepresentation, S0 is ∗
invariant. We note that 1 is in S0 as 1 is a corepresentation. Now, we will recall some
basic facts about the subalgebra S0. We will denote the Haar state of S by h. We
refer to [9] for the proof of the following statement.

Proposition 1.2.19 (1) S0 is a dense ∗-subalgebra of S.

(2) Let {uπ : π ∈ Rep(S)} be a complete set of mutually inequivalent, irreducible
unitary corepresentations. We will denote the corepresentation space and dimension
of uπ by Hπ and dπ respectively. Then the Schur’s orthogonality relation takes the
following form:

For any π in Rep(S), there is a unique positive invertible operator Fπ =
((Fπ(i, j))) acting onHπ such that for any π,β in Rep(S) and 1 ≤ j, q ≤ dπ, 1 ≤
i, p ≤ dβ,

Tr(Fπ) = Tr((Fπ)−1) = Mπ(say), h((uβ
i p)

∗
uπ
jq) = 1

Mα
δαβδpq(F

π)−1(i, j),

h(uβ
pi (u

π
q j )

∗) = 1

Mπ
δπβδpq F

π(i, j).
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Mπ is called the quantum dimension of the corepresentation π, often denoted by
dq

π .

(3) For any complex number z, let φz be the functional on S0 defined by φz(uπ
i j ) =

(Fπ)z( j, i). Then each φz is multiplicative, (φz ∗ 1) = 1, φz ∗ φw = φ(z+w), and for
any fixed element a ∈ S0, z �→ φz(a) is a complex analytic map.

(4) {uπ
pq : π ∈ Rep(S), 1 ≤ p, q ≤ dπ} form a basis for S0.

(5) Moreover, � maps S0 into S0 ⊗alg S0. In fact, � is given by �(uα
pq) =∑nα

k=1 u
α
pk ⊗ uα

kq . A counit and an antipode are defined on S0 respectively by the
formulas:

ε(uα
pq) = δpq , κ(uα

pq) = (uα
qp)

∗.

With this, S0 becomes a Hopf ∗-algebra.
Corresponding to π ∈ Rep(S), let ρπ

sm be the linear functional on S given by
ρπ
sm(x) = h(xπ

smx), s,m = 1, . . . , dπ for x ∈ S, where xπ
sm = (dq

π )uπ∗
km(Fπ(k, s)).

Also let ρπ = ∑dπ

s=1 ρπ
ss . Given a unitary corepresentation V of S on a Hilbert space

H, we get a decomposition ofH (called the spectral decomposition) as

H = ⊕π∈Rep(S),1≤i≤mπ
Hπ

i ,

where mπ is the multiplicity of π in the corepresentation V and V |Hπ
i
is unitarily

equivalent to a unitary irreducible corepresentation uπ . The subspace Hπ = ⊕iHπ
i

is called the spectral subspace of type π corresponding to the irreducible corepresen-
tation π. It is nothing but the image of the spectral projection given by (id ⊗ ρπ)V .
Then we have from Lemma 8.1 of [26], ρπ

pr (u
π
pr ) = 1 and ρπ

pr is zero on all other
matrix elements.

Recall from [27], the modular operator � = S∗S, where S is the conjugate-linear
acting on the L2(h) given by S(a.1) := a∗.1 for a ∈ S. The one parameter modular
automorphism group (see [27]) �t (say), corresponding to the state h is given by
�t (a) = �i t a�−i t . Note that here we have used the symbol � for the modular
operator as � has been used for the coproduct. From part (2) of Proposition 1.2.19,
we see that

�|L2(h)πi
= Fπ, f or all π and i. (1.2.2)

In particular � maps L2(h)πi into L2(h)πi for all i .
Given the Hopf ∗-algebra S0, there can be several CQG’s which have this

∗-algebra as the Hopf ∗-algebra generated by the matrix elements of finite dimen-
sional corepresentations. However, there exists a largest such CQG Su , called the
universal CQG corresponding to S0. It is obtained as the universal enveloping C∗
algebra of S0. We also say that a CQG S is universal if S = Su . For details the
reader is referred to [28]. The C∗-completion Sr of S0 in the norm of B(L2(h))

(L2(h) denotes the GNS space associated to h) is a CQG and called the reduced
quantum group corresponding to S. If h is faithful then S and Sr coincide. In gen-
eral there will be a surjective CQG morphism from S to Sr identifying the latter
as a quantum subgroup of the former. Clearly, S0 sits as a common subalgebra in
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both S and Su, dense in their respective norms. Thus, for π in Rep(S), we have
π : C

dπ → C
dπ ⊗alg S0 ⊆ C

dπ ⊗alg Su is also an irreducible unitary corepresentation
of Su, to be denoted by πu . In fact, π �→ πu is a bijective correspondence between
Rep(S) and Rep(Su). Moreover, as any unitary corepresentation decomposes into
a direct sum of irreducible ones, the above correspondence extends to a bijective
correspondence v �→ vu between unitary corepresentations of S and those of Su .

There is also a von Neumann algebraic framework of quantum groups suitable
for development of the theory of locally compact quantum groups (see [16, 29, 30]
and the references therein). In this theory, the von Neumann algebraic version of the
CQG is a von Neumann algebraMwith a coassociative, normal, injective coproduct
map� fromM toM⊗̄M and a faithful, normal, bi-invariant state ψ onM. Indeed,
given a CQG S, the weak closure Sr

′′ of the reduced quantum group in the GNS
space of the Haar state is a von Neumann algebraic compact quantum group.

A compactmatrixquantumgroup is aCQGsuch that there exists a distinguished
unitary irreducible corepresentation called the fundamental corepresentation such
that the ∗-algebra spanned by its matrix elements is a dense Hopf ∗-subalgebra of
the CQG.

We now discuss the free product and tensor product of CQG s which were
developed in [25, 31]. Let (S1,�1) and (S2,�2) be two CQG s. Let i1 and i2 denote
the canonical injections ofS1 andS2 into theC∗ algebraS1∗S2. Put ρ1 = (i1⊗i1)�1

and ρ2 = (i2 ⊗ i2)�2. By the universal property of S1 ∗ S2, there exists a map
� : S1 ∗ S2 → (S1 ∗ S2) ⊗ (S1 ∗ S2) such that �i1 = ρ1 and �i2 = ρ2. It can be
shown that � indeed has the required properties so that (S,�) is a CQG.

Let {Sn}n∈IN be an inductive sequence of CQG’s, where the connectingmorphisms
πmn from Sn to Sm (n < m) are injective morphisms of CQG. It follows from
Proposition 3.1 of [25] that the inductive limit S0 of Sn s has a unique CQG structure.
More generally, the inductive limit of an arbitrary sequence of CQG has the structure
of a CQG. The following lemma is probably known, but we include the proof (taken
from [32]) for the sake of completeness.

Lemma 1.2.20 Suppose that (Sn)n∈IN is a sequence of CQG and for each n ≤ m in
IN , there is a CQG morphism πn,m : Sn → Sm with the compatibility property

πm,k ◦ πn,m = πn,k, n ≤ m ≤ k.

Then the inductive limit of C∗-algebras (Sn)n∈IN has a canonical structure of a CQG.
It will be denotedS∞ or limn∈IN Sn. It has the following universality property: for any
CQG (S,�) such that there are CQG morphisms πn : Sn → S (n ∈ IN) satisfying
πm ◦ πn,m = πn for all m ≥ n, there exists a unique CQG morphism π∞ : S∞ → S
such that πn = π∞ ◦ πn,∞ for all n ∈ IN , where we have denoted by πn,∞ the
canonical unital C∗-homomorphism from Sn into S∞.

Proof Let us denote the coproduct on Sn by �n . We consider the unital C∗-
homomorphism ρn : Sn → S∞ ⊗ S∞ given by ρn = (πn,∞ ⊗ πn,∞) ◦ �n , and
observe that these maps do satisfy the compatibility property:
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ρm ◦ πn,m = ρn ∀n ≤ m.

Thus, by the general properties of the C∗-algebraic inductive limit, we have a unique
unital C∗-homomorphism �∞ : S∞ → S∞ ⊗ S∞ satisfying �∞ ◦ πn,∞ = ρn for
all n. We claim that (S∞,�∞) is a CQG.

Wefirst check that�∞ is coassociative. It is enough to verify the coassociativity on
the dense set ∪nπn,∞(Sn). Indeed, for s = πn,∞(a) (a ∈ Sn), by using �∞ ◦πn,∞ =
(πn,∞ ⊗ πn,∞) ◦ �n, we have the following:

(�∞ ⊗ id)�∞(πn,∞(a))

= (�∞ ⊗ id)(πn,∞ ⊗ πn,∞)(�n(a))

= (πn,∞ ⊗ πn,∞ ⊗ πn,∞)(�n ⊗ id)(�n(a))

= (πn,∞ ⊗ πn,∞ ⊗ πn,∞)(id ⊗ �n)(�n(a))

= (πn,∞ ⊗ (πn,∞ ⊗ πn,∞) ◦ �n)(�n(a))

= (πn,∞ ⊗ �∞ ◦ πn,∞)(�n(a))

= (id ⊗ �∞)((πn,∞ ⊗ πn,∞)(�n(a)))

= (id ⊗ �∞)(�∞(πn,∞(a)))

which proves the coassociativity.
Finally, we need to verify the density conditions aii. of Definition 1.2.5. Note that

to show that Span{�∞(S∞)(1⊗S∞)} is dense in S∞ ⊗S∞ it is enough to show that
the above assertion is true with S∞ replaced by the dense subalgebra

⋃
n πn,∞(Sn).

Using the density of Span{�n(Sn)(1 ⊗ Sn)} in Sn ⊗ Sn and the contractivity of
the map πn,∞ we note that the span of (πn,∞ ⊗ πn,∞)(�n(Sn)(1 ⊗ Sn)) is dense in
Span((πn,∞ ⊗πn,∞)(Sn ⊗Sn)). This implies that Span{(πn,∞ ⊗πn,∞)(�n(Sn))(1⊗
πn,∞(Sn))} is dense in πn,∞(Sn) ⊗ πn,∞(Sn) and hence Span{�∞(πn,∞(Sn))(1 ⊗
πn,∞(Sn))} is dense in πn,∞(Sn) ⊗ πn,∞(Sn). The proof of the claim now follows
by noting that πn,∞(Sn) = πm,∞πn,m(Sn) ⊆ πm,∞(Sm) for any m ≥ n, along with
the above observations. In a similar way, the density of Span{�∞(S∞)(S∞ ⊗ 1)} in
S∞ ⊗ S∞ is proved.

The proof of the universality property is routine and hence omitted. �
We note that the proof remains valid for any other indexing set for the net, not

necessarily IN .

Combining the above two results, it follows that the free product C∗ algebra of
an arbitrary sequence of CQG s has a natural CQG structure.

The following result was derived in [25].

Proposition 1.2.21 Let �1, �2 be a discrete abelian groups. Then the natural iso-
morphisms C∗(�1) ∼= C(�̂1) and C∗(�1) ∗C∗(�2) ∼= C∗(�1 ∗ �2) are isomorphism
of CQG s.

Let i1 and i2 be the inclusion of CQG’s S1 and S2 into S1 ∗ S2. If U1 and U2 are
unitary corepresentations of CQG’s S1 and S2 on Hilbert spacesH1 andH2 respec-
tively, then the free product corepresentation ofU1 andU2 is a corepresentation of
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the CQG S1 ∗ S2 on the Hilbert space H1 ⊕ H2 given by the S1 ∗ S2 valued matrix(
(id ⊗ i1)U1 0

0 (id ⊗ i2)U2

)
.

Similarly, the free product corepresentation of an arbitrary family of CQG corep-
resentations are defined.

The minimal and maximal tensor product of two CQG’s also admit natural CQG
structure [31]. The free product and maximal tensor product have the following
universal properties (see [25, 31]).

Proposition 1.2.22 1. The canonical injections, say i1, i2 ( j1, j2 respectively)
from S1 and S2 to S1 � S2 (S1 ⊗max S2 respectively) are CQG morphisms.

2. Given any CQG C and morphisms π1 : S1 �→ C and π2 : S2 �→ C there always
exists a unique morphism denoted by π := π1 ∗ π2 from S1 � S2 to C satisfying
π ◦ ik = πk for k = 1, 2.

3. Furthermore, if the ranges of π1 and π2 commute, i.e., π1(a)π2(b) = π2(b)π1(a)

∀ a ∈ S1, b ∈ S2, we have a unique morphism π′ from S1⊗maxS2 to C satisfying
π′ ◦ jk = πk for k = 1, 2.

4. The above conclusions hold for free or maximal tensor product of any finite
number of CQG’s as well.

1.2.3 The CQG Uµ(2)

We now introduce the compact quantum group Uμ(2). We refer to [11] for more
details.

As a unital C∗ algebra, Uμ(2) is generated by 4 elements u11, u12, u21, u22 satis-
fying:

u11u12 = μu12u11, (1.2.3)

u11u21 = μu21u11, (1.2.4)

u12u22 = μu22u12, (1.2.5)

u21u22 = μu22u21, (1.2.6)

u12u21 = u21u12, (1.2.7)

u11u22 − u22u11 = (μ − μ−1)u12u21. (1.2.8)

and the condition that the matrix u =
(
u11 u12
u21 u22

)
is a unitary. Thus, the above matrix

u is the fundamental unitary for Uμ(2).
The CQG structure is given by
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�(ui j ) =
∑

k=1,2

uik ⊗ ukj , κ(ui j ) = u ji
∗, ε(ui j ) = δi j . (1.2.9)

The quantum determinant Dμ is defined by

Dμ = u11u22 − μu12u21 = u22u11 − μ−1u12u21. (1.2.10)

Then, Dμ
∗Dμ = DμDμ

∗ = 1. Moreover, Dμ belongs to the center of Uμ(2).

1.2.4 The CQG SUµ(2)

Let μ belongs to [−1, 1]. The C∗ algebra SUμ(2) is defined as the universal unital
C∗ algebra generated by α, γ satisfying:

α∗α + γ∗γ = 1, (1.2.11)

αα∗ + μ2γγ∗ = 1, (1.2.12)

γγ∗ = γ∗γ, (1.2.13)

μγα = αγ, (1.2.14)

μγ∗α = αγ∗. (1.2.15)

The fundamental corepresentation of SUμ(2) is given by:

(
α −μγ∗
γ α∗

)
.

There is a coproduct � of SUμ(2) given by:

�(α) = α ⊗ α − μγ∗ ⊗ γ, �(γ) = γ ⊗ α + α∗ ⊗ γ,

which makes it into a CQG. Let h denote the Haar state and H = L2(SUμ(2)) be
the corresponding G.N.S space.
Haar state on SUμ(2)
We restate the content of Theorem 14, Chap. 4 (page 113) of [11] in a convenient
form below. For all m ≥ 1, n, l, k ≥ 0, k ′ �= k ′′,

h((γ∗γ)k) = 1 − μ2

1 − μ2k+2
, h(αmγ∗nγl) = 0, h(α∗mγ∗nγl) = 0, h(γ∗k ′

γ∗k ′′
) = 0.

(1.2.16)
Corepresentations of SUμ(2)
For each n in {0, 1/2, 1, . . .}, there is a unique irreducible corepresentation T n of
dimension 2n + 1. Denote by tni j the i j th entry of T n. They form an orthogonal

http://dx.doi.org/10.1007/978-81-322-3667-2_4
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basis ofH. Denote by eni j the normalized tni j s so that {eni j : n = 0, 1/2, 1, . . . , i, j =
−n,−n + 1, . . . n} is an orthonormal basis.

We recall from [11] that

t1/2−1/2,−1/2 = α, t1/2−1/2,1/2 = −μγ∗, t1/21/2,−1/2 = γ, t1/21/2,1/2 = α∗. (1.2.17)

1.2.5 The Hopf ∗-algebras O(SUµ(2)) and Uµ(su(2))

We define the Hopf ∗-algebra O(SUμ(2)) following the notations of [11].
O(SLμ(2)) is the complex associative algebra with generators a, b, c, d such that

ab = μba, ac = μca, bd = μdb, cd = μdc, bc = cb, ad − μbc = da − μ−1bc = 1.
(1.2.18)

The coproduct is given by

�(a) = a ⊗ a + b ⊗ c, �(b) = a ⊗ b + b ⊗ d,

�(c) = c ⊗ a + d ⊗ c, �(d) = c ⊗ b + d ⊗ d.

The antipode is given by:

κ(a) = d, κ(b) = −b, κ(c) = −c, κ(d) = a

Finally, the counit is given by:

ε(a) = ε(d) = 1, ε(b) = ε(c) = 0.

For all μ in R, there is an involution of the algebra O(SLμ(2)) determined by

a∗ = d, b∗ = −μc. (1.2.19)

The corresponding Hopf ∗-algebra is denoted by O(SUμ(2)).

Proposition 1.2.23 O(SUμ(2)) can be identified with (SUμ(2))0, i.e. the Hopf ∗-
algebra generated by the matrix elements of irreducible unitary corepresentations
of SUμ(2), via the isomorphism given on the generators by

α �→ a, γ �→ c, α∗ �→ d, γ∗ �→ −μ−1b. (1.2.20)

Proof (SUμ(2))0 is generated by the matrix elements of the fundamental unitary of
SUμ(2), that is, the ∗-algebra generated by α and γ. On the other hand, inserting
(1.2.19) in (1.2.18), we see that O(SUμ(2)) is generated by 4 elements a, b, c, d
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such that ac = μca, ac∗ = μc∗a, cc∗ = c∗c, a∗a + c∗c = 1, aa∗ + μ2c∗c = 1.
Comparing with the defining equations of SUμ(2), that is, (1.2.11)–(1.2.15), it is
clear that the above correspondence gives the required isomorphism. �

Next, we recall from [33] the Hopf ∗ algebra Uμ(su(2)) which is the dual Hopf
∗-algebra ofO(SUμ(2)). It is generated by elements F, E, K , K−1 with the defining
relations:

KK−1 = K−1K = 1, K E = μEK , FK = μK F, EF−FE = (μ−μ−1)−1(K 2−K−2),

with involution given by E∗ = F, K ∗ = K and comultiplication given by:

�(E) = E ⊗ K + K−1 ⊗ E, �(F) = F ⊗ K + K−1 ⊗ F, �(K ) = K ⊗ K .

The counit is given by ε(E) = ε(F) = ε(K − 1) = 0 and antipode κ(K ) =
K−1, κ(E) = −μE, κ(F) = −μ−1F.

There is a dual pairing 〈., .〉 of Uμ(su(2)) andO(SUμ(2)) given on the generators
by:

〈
K±1,α∗〉 = 〈

K∓1,α
〉 = μ± 1

2 , 〈E, γ〉 = 〈F,−μγ∗〉 = 1
and zero otherwise.
The left action � and right action � of Uμ(su(2)) on SUμ(2) are given by:
f � x = 〈

f, x(2)
〉
x(1), x � f = 〈

f, x(1)
〉
x(2), x ∈ O(SUμ(2)), f ∈ Uμ(su(2)),

where we use the Sweedler notation �(x) = x(1) ⊗ x(2).

The actions satisfy:
( f � x)∗ = κ( f )∗ � x∗, (x � f )∗ = x∗ � κ( f )∗, f � xy = ( f(1) � x)( f(2) �

y), xy � f = (x � f(1))(y � f(2)).
The action on the generators is given by:

⎧
⎨

⎩

E � α = −μγ∗ E � γ = α∗, E � γ∗ = 0, E � α∗ = 0,
F � (−μγ∗) = α F � α∗ = γ, F � α = 0, F � γ = 0,
K � α = μ− 1

2 α, K � (γ∗) = μ
1
2 γ∗, K � γ = μ− 1

2 γ, K � α∗ = μ
1
2 α∗.

⎫
⎬

⎭

(1.2.21)

⎧
⎨

⎩

γ � E = α, α∗ � E = −μγ∗, α � E = 0, γ∗ � E = 0
α � F = γ, −μγ∗ � F = α∗, γ � F = 0, α∗ � F = 0,

α � K = μ− 1
2 α, γ∗ � K = μ− 1

2 γ∗, γ � K = μ
1
2 γ, α∗ � K = μ

1
2 α∗.

⎫
⎬

⎭

(1.2.22)

1.2.6 The CQG SOµ(3)

Here we recall the CQG SOμ(3) as described in [34].
SOμ(3) is the universal unital C∗ algebra generated by elements M, N ,G,C, L

satisfying:
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⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

L∗L = (I − N )(I − μ−2N ), LL∗ = (I − μ2N )(I − μ4N ),G∗G = GG∗ = N2,

M∗M = N − N2, MM∗ = μ2N − μ4N2, C∗C = N − N2,

CC∗ = μ2N − μ4N2, LN = μ4NL , GN = NG,

MN = μ2NM, CN = μ2NC, LG = μ4GL ,

LM = μ2ML , MG = μ2GM, CM = MC,

LG∗ = μ4G∗L , M2 = μ−1LG, M∗L = μ−1(I − N )C, N∗ = N .

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(1.2.23)

This CQG can be identified with a Woronowicz subalgebra of SUμ(2) by taking:

N = γ∗γ, M = αγ, C = αγ∗, G = γ2, L = α2,

where α, γ are as in Sect. 1.2.4.

1.3 Coaction of Compact Quantum Groups
on a C∗ Algebra

In this section, we discuss the notion of coaction of compact quantum groups on C∗
algebra, as defined in [34].

Definition 1.3.1 We say that the compact quantum group (S,�) coacts on a unital
C∗ algebra B, if there is a unital C∗-homomorphism (called a coaction) α : B →
B ⊗ S satisfying the following:
(bi) (α ⊗ id) ◦ α = (id ⊗ �) ◦ α, and
(bii) the linear span of α(B)(1 ⊗ S) is norm dense in B ⊗ S.

It is known (see, for example, [34, 35]) that (bii) is equivalent to the existence of
a norm dense, unital ∗-subalgebra B0 of B such that α(B0) ⊆ B0 ⊗alg S0 and on B0,
(id ⊗ ε) ◦ α = id.

We shall sometimes say that α is a ‘topological’ or C∗ coaction to distinguish it
from a normal coaction of von Neumann algebraic quantum group.

Definition 1.3.2 Let α be a C∗ coaction of (S,�) on the C∗ algebra B. We say that
the coaction α is faithful if there is no proper Woronowicz C∗-subalgebra S1 of S
such that α is a C∗ coaction of S1 on B. A continuous linear functional φ on B is
said to be invariant under α if

(φ ⊗ id)α(b) = φ(b).1S .

Remark 1.3.3 A coaction α of a CQG S on a C∗ algebra A is faithful if and only if
the C∗ algebra generated by {(ω ⊗ id)α(a) : a ∈ A, ω is a state on A}, coincides
with A.

For the study of ergodic coactions on compact quantum groups, we refer to [36].
We record the following simple fact for future use.
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Lemma 1.3.4 Let B,S be a unital C∗-algebras and φ a state on B. Moreover,
assume that α : B → B ⊗ S is a unital C∗-homomorphism such that the following
two conditions hold:

(1) (τ ⊗ id)α(a) = τ (a).1S ,

(2) α(B)(1 ⊗ S) is norm-total in B ⊗ S.

Then α̃ : B ⊗ S → B ⊗ S defined by α̃(b ⊗ s) = α(b)(1 ⊗ s) extends to an S
linear unitary of the Hilbert S module L2(B,φ) ⊗ S. In particular, if S is a CQG
and α a coaction of S on B, then α̃ is a unitary corepresentation of S on L2(B,φ).

Proof By condition (1), we have < α(x),α(y) >S=< x, y > 1S , where < ·, · >S
denotes the S-valued inner product of the Hilbert module L2(B,φ)⊗S. This proves
that α̃ defined as above extends to an S-linear isometry on the Hilbert S-module
L2(B,φ) ⊗ S. Moreover, by condition (2), the S-linear span of the range of α(B) is
dense in the Hilbert module L2(B,φ) ⊗ S. Thus, the isometry α̃ has a dense range
and so it is a unitary. �

1.3.1 Coactions on Finite Quantum Spaces

Now, we recall the work of Shuzhou Wang done in [35]. We refer to [37, 38] for
more details.

The quantumpermutation group As(n) is defined to be the universalC∗ algebra
generated by ai j (i, j = 1, 2, . . . n) satisfying the following relations:

a2i j = ai j = a∗
i j , i, j = 1, 2, . . . n,

n∑

j=1

ai j = 1, i = 1, 2, . . . n,

n∑

i=1

ai j = 1, i = 1, 2, . . . n.

The name comes from the fact that the universal commutative C∗ algebra gen-
erated by the above set of relations is isomorphic to C(Sn) where Sn denotes the
permutation group on n symbols.

Let us consider the categorywith objects as compact groups acting on a n-point set
Xn = {x1, x2, . . . , xn}. If two groupsG1 andG2 have actionsα1 andα2 respectively,
then a morphism from G1 to G2 is a group homomorphism φ such that α2(φ× id) =
α1. Then C(Sn) is the universal object in this category. It is proved in [35] that the
quantum permutation group enjoys a similar property.

We have that C(Xn) = C∗{ei : e2i = ei = e∗
i ,

∑n
r=1 er = 1, i = 1, 2, . . . , n}.

Then As(n) has a C∗ coaction on C(Xn) given by:
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α(e j ) =
n∑

i=1

ei ⊗ ai j , j = 1, 2, . . . n.

Proposition 1.3.5 Consider the category with objects being CQGs having C∗ coac-
tions on C(Xn) and morphisms being CQG morphisms intertwining the coactions.
Then As(n) is the universal object in this category.

We note the following facts for future use.

Lemma 1.3.6 Let α be a coaction of a CQG S on C(X) where X is a finite set
and DX,X = {(x, x) : x ∈ X}. Then α automatically preserves the functional τ
corresponding to the counting measure:

(τ ⊗ id)(α( f )) = τ ( f )1S .

Thus α induces a unitary α̃ ∈ B(l2(X)) ⊗ S given by α̃( f ⊗ q) = α( f )q. If we
define α(2) : C(X)⊗C(X) → C(X)⊗C(X)⊗S by α(2) = (id2 ⊗mS)σ23(α⊗α),

wheremS denotes themultiplicationmap fromS⊗S toS and id2 denotes the identity
map on C(X) ⊗ C(X), then α(2) leaves the diagonal algebra C(DX×X ) invariant.

Proof Let X = {1, . . . , n} for some n ∈ IN and denote by δi the characteristic
function of the point i . Let α(δi ) = ∑

j δ j ⊗ q ji where {qi j : i, j = 1 . . . n} are
the images of the canonical generators of the quantum permutation group as above.
Then τ -preservation ofα follows from the properties of the generators of the quantum
permutation group, which in particular imply that

∑
j qi j = 1 = ∑

i qi j .
Using the fact that q ji and qki are orthogonal for i, j, k ∈ {1, . . . , n}, j �= k, we

obtain
α(2)(δi ⊗ δi ) =

∑

j,k

δ j ⊗ δk ⊗ q jiqki =
∑

j

δ j ⊗ δ j ⊗ q ji ,

from which the invariance of the diagonal under α(2) is immediate.
The other statements follow easily. �

Corollary 1.3.7 We observe that since α̃(2) is a unitary, it leaves the τ -orthogonal
complement of C(DX×X ) in l2(X × X), i.e., the space of functions on the set Y =
{(x, y) : x, y ∈ X, x �= y} invariant as well.

It is easy to note that if M f denotes the multiplication operator on l2(X) for a
function f on a finite set X, then

α( f ) = α̃(M f ⊗ 1)α̃−1, α(2) = α̃(13)α̃(23), (1.3.1)

where we have used the leg numbering notations explained before.
We also observe the following:
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Lemma 1.3.8 Let α be a coaction of a CQG S on C(X) where X is a finite set. For
all functions f on X, we have

α̃−1(M f ⊗ 1)α̃ = (id ⊗ κ)α( f ),

where κ denotes the antipode on S.

Proof For g in l2(X) and q in S, using the commutativity of C(X), we have
α̃−1(M f ⊗ 1)α̃(g ⊗ q)

= α̃−1(g(0) f ⊗ g(1)q) = g(0)(0) f(0) ⊗ κ(g(0)(1) f(1))g(1)q
= f(0)g(0)(0) ⊗ κ( f(1))κ(g(0)(1))g(1)q = f(0)g(0) ⊗ κ( f(1))κ(g(1)(1))g(1)(2)q
= f(0)g(0) ⊗ κ( f(1))ε(g(1))q = f(0)g ⊗ κ( f(1))q
= (id ⊗ κ)α( f )(g ⊗ q).

Wang also identified the universal object in the category of all CQG’s having C∗
coactions on Mn(C) (with the obvious morphisms) such that the functional 1

nTr is
kept invariant by the coaction. However, no universal object exists if the invariance
of the functional is not assumed. The precise statement is contained in the following
theorem.

Before that, we recall that Mn(C) = C∗{ei j : ei j ekl = δ jkeil , e∗
i j = e ji ,∑n

r=1 err = 1, i, j, k, l = 1, 2, . . . n}.
Proposition 1.3.9 Let Aaut(Mn(C), 1

nTr) be the C
∗ algebra with generators akli j and

the following defining relations:

n∑

v=1

akvi j a
vl
rs = δ jr a

kl
is , i, j, k, l, r, s = 1, 2, . . . , n,

n∑

v=1

asrlv a
ji
vk = δ jr a

si
lk , i, j, k, l, r, s = 1, 2, . . . , n,

akli j
∗ = alkji , i, j, k, l = 1, 2, . . . , n,

n∑

r=1

aklrr = δkl, k, l = 1, 2, . . . , n,

n∑

r=1

arrkl = δkl, k, l = 1, . . . , n.

Then,
(1) Aaut(Mn(C), 1

nTr) is a CQGwith coproduct� defined by�(akli j ) = ∑n
r,s=1 a

kl
rs

⊗ arsi j , i, j, k, l = 1, 2, . . . , n.
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(2) Aaut(Mn(C), 1
nTr) has a C∗ coaction α1 on Mn(C) given by α1(ei j ) =∑n

k,l=1 ekl ⊗ akli j , i, j = 1, 2, . . . , n. Moreover, Aaut(Mn(C), 1
nTr) is the univer-

sal object in the category of all CQG s having C∗ coaction on Mn(C) such that the
functional 1

nTr is kept invariant under the coaction.
(3) There does not exist any universal object in the category of all CQG s having

C∗ coaction on Mn(C).

Proposition 1.3.10 Since any faithful state on a finite dimensional C∗ algebraA is
of the form Tr(Rx) for some operator R, it follows from Theorem 6.1, (2) of [35]
that the universal CQG acting on any finite dimensional C∗ algebra preserving a
faithful state φ exists which will be denoted by Aaut(A,φ).

1.3.2 Free and Half-Liberated Quantum Groups

Let us now recall the universal quantum groups from [25, 39, 40] and the references
therein. For an n×n positive invertiblematrix Q = (Qi j ). let Au,n(Q) be the compact
quantum group defined and studied in [35, 40], which is the universal C∗-algebra
generated by {uQ

kj , k, j = 1, . . . , n} such that u := ((uQ
kj )) satisfies

uu∗ = In = u∗u, u′QuQ−1 = In = QuQ−1u′. (1.3.2)

Here u′ = ((u ji )) and u = ((u∗
i j )). The coproduct, say �̃, is given by:

�̃(ui j ) =
n∑

k=1

uQ
ik ⊗ uQ

kj .

We refer the reader to [40] for a detailed discussion on the structure and classifi-
cation of them.

Remark 1.3.11 It was proved in [25] that in the case where Q = I, κ(uI
i j ) = uI∗

j i

and hence κ2 = id holds for Au,n(I ).

Let us also observe the following fact about the Wang algebras, which will be
needed in Chap.3.

Lemma 1.3.12 Let {ei }i be the standard basis of C
n. Let S be a unital C∗-algebra

generated by {si j : 1 ≤ i, j ≤ n} such that there exists a linearmap V : C
n → C

n⊗S
given by V (ei ) = ∑n

k=1 ek ⊗ ski satisfying the following conditions:
(1) Ṽ ∈ Mn(C) ⊗ S = L(Cn ⊗ S) defined by Ṽ (ei ⊗ s) = ∑

k ek ⊗ ski s is a
unitary,

(2) (τ ⊗ id)(Ṽ (x ⊗ 1)(Ṽ )
∗
) = τ (x)1S ,

(3) (τ ′ ⊗ id)((Ṽ )
∗
(x ⊗ id)Ṽ ) = τ ′(x)1S ,

for all x ∈ Mn(C), and where τ (x) = Tr(QT x), and τ ′(x) = Tr((Q−1)T x).

http://dx.doi.org/10.1007/978-81-322-3667-2_3


26 1 Preliminaries

Then, there is a surjective unital ∗-homomorphism π : Au,n(Q) → S such that
π(uQ

i j ) = si j .

Proof For the proof, we refer to Proposition 3.4 of [41] which is a reformulation of
Proposition 3.1 of [42] in the context of quantum families. �

Remark 1.3.13 It has been noted in Remark 3.3 of [41] that when S is a CQG and
V a unitary corepresentation of S on C

n, each of the conditions (2) and (3) implies
the other.

We will sometimes denote the quantum group Au, n(I ) simply by the symbol
Au(n). In the literature, it is sometimes denoted by the symbol U+

n . It is easy to
see that the quotient C∗ algebra of Au(n) by the commutator ideal is the space of
continuous functions on the compact group U (n). It is due to this reason that Au(n)

is also called the free unitary group.
The free version of the orthogonal group is given by the following:

Definition 1.3.14 The quantum subgroup of Au(n) defined by the ideal generated
by the relation ui j = u∗

i j for all i, j = 1, 2, . . . , n is called the free orthogonal
quantum group and denoted by Ao(n).

Ao(n) is also denoted by the symbol O+(n). We refer to [43, 44] for the corep-
resentation theory of the quantum groups Ao(n) and Au(n) respectively.

The orthogonal half-liberated quantum group A∗
o(n) was discovered by Banica

and Speicher in [45]. Its corepresentation theory was studied in [46].

Definition 1.3.15 The orthogonal half-liberated quantum group A∗
o(n) is the quan-

tum subgroup of the free orthogonal quantum group Ao(n) defined by the ideal
generated by the relation ab∗c = cb∗a, ∀ a, b, c ∈ {ui j , i, j = 1, . . . , n} where
u′
i j s are as in the definition of Ao(n).

There is more than one way to half-liberate the free unitary group. The following
version will be of use to us later on.

Definition 1.3.16 [47] A∗
u(n) is the quantum subgroup of Au(n) defined by the ideal

generated by the relations

ab∗c = cb∗a , ∀ a, b, c ∈ {ui j , i, j = 1, . . . , n} . (1.3.3)

There are two other possible ways to “half-liberate” the free unitary group. Instead
of ab∗c = cb∗a (equivalent to a∗bc∗ = c∗ba∗), one can consider respectively the
relation a∗bc = cba∗ (equivalent to abc∗ = c∗ba and to the adjoints ab∗c∗ = c∗b∗a
and a∗b∗c = cb∗a∗) or abc = cba (equivalent to a∗b∗c∗ = c∗b∗a∗) for any triple
a, b, c ∈ {ui j , i, j = 1, . . . , n}. In fact, the half-liberated quantum group obtained
from the relation abc = cba was considered in [48] and was denoted by A∗∗

u (n).

The analogue of projective unitary groups was introduced in [44] (see also Sect. 3
of [46]).
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Definition 1.3.17 We denote by PAu(n) the C∗-subalgebra of Au(n) generated by
{(ui j )∗ukl : i, j, k, l = 1, . . . , n}. This is a CQG with the coproduct induced from
Au(n).

The projective version of any quantum subgroup of Au(n) can be defined similarly.
The following result connects the projective unitary group with the quantum

automorphism group of Mn(C).

Proposition 1.3.18 ([44, 46]) We have P Au(n) � Aaut(Mn(C), 1
n Tr).

Like A∗
o(n), the projective version of A∗

u(n) is also commutative.

Proposition 1.3.19 ([47]) The CQG PA∗
u(n) is isomorphic to C(PU (n)).

For combinatorial and free probabilistic aspects of many of the above quantum
groups, we refer to the papers [45, 49–52] and the references therein. The quantum
permutation group As(n) aswell as Ao(n) and A∗

o(n) are examples of orthogonal easy
quantum groups, the theory of which first appeared in [45]. Subsequently, the easy
quantum groups and its classification program gained a lot of attention, for which we
refer to [49, 53–57] and the references therein. More recently, the unitary analogues
of orthogonal easy quantum groups and their classifications are being studied. For
this, we refer to [58] and the references therein.

1.3.3 The Coaction of SOµ(3) on the Podles’ Spheres

We have already defined the CQG SOμ(3) in Sect. 1.2.6 and discussed its realization
as aWoronowicz subalgebra of SUμ(2). In this subsection, wewill define the Podles’
sphere discovered in [59] and discuss the coaction of SOμ(3) on it. In fact, we will
start with two equivalent descriptions of the Podles’ spheres.
The original definition by Podles’
Let c ∈ R. The Podles’ sphere S2μ,c is the universalC

∗ algebra generated by elements
e−1, e0, e1 such that:

e∗
i = e−i , i = −1, 0, 1,

(1 + μ2)(e−1e1 + μ−2e1e−1) + e0
2 = ((1 + μ2)

2
μ−2c + 1)1,

e0e−1 − μ2e−1e0 = (1 − μ2)e−1,

(1 + μ2)(e−1e1 − e1e−1) + (1 − μ2)e0
2 = (1 − μ2)e0,

e1e0 − μ2e0e1 = (1 − μ2)e1.
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Let
B = e1, A = (1 + μ2)

−1
(1 − e0). (1.3.4)

Then we have an alternate description of the Podles’ spheres, that is, the universal
C∗ algebra generated by elements A and B satisfying the relations:

A∗ = A, AB = μ−2BA,

B∗B = A − A2 + cI, BB∗ = μ2A − μ4A2 + cI.

The Podles’ spheres as in [60]
We take μ in (0, 1) and t in (0, 1]. For n belonging to R, let [n]μ = μn−μ−n

μ−μ−1 .

Then S2μ,c be the universalC
∗ algebra generated by elements x−1, x0, x1 satisfying

the relations:
x−1(x0 − t) = μ2(x0 − t)x−1, (1.3.5)

x1(x0 − t) = μ−2(x0 − t)x1, (1.3.6)

− [2]x−1x1 + (μ2x0 + t)(x0 − t) = [2]2(1 − t), (1.3.7)

− [2]x1x−1 + (μ−2x0 + t)(x0 − t) = [2]2(1 − t), (1.3.8)

where c = t−1 − t, t > 0.
The involution on S2μ,c is given by

x∗
−1 = −μ−1x1, x∗

0 = x0. (1.3.9)

Setting

A = 1 − t−1x0
1 + μ2

, B = μ(1 + μ2)−
1
2 t−1x−1, (1.3.10)

one obtains [60] that S2μ,c is the same as the Podles’ sphere defined in [59].
It follows (Sect. 5.1.3 of [61]) thatwehave the following expressions of x−1, x0, x1

in terms of SUμ(2) elements:

x−1 = μα2 + ρ(1 + μ2)αγ − μ2γ2

μ(1 + μ2)
1
2

, (1.3.11)

x0 = −μγ∗α + ρ(1 − (1 + μ2)γ∗γ) − γα∗, (1.3.12)

x1 = μ2γ∗2 − ρμ(1 + μ2)α∗γ∗ − μα∗2

(1 + μ2)
1
2

, (1.3.13)
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where ρ2 = μ2t2

(μ2+1)2(1−t)
.

The coaction of SOμ(3)
The canonical coaction of SUμ(2) on S2μ,c, that is the coaction obtained by restricting
the coproduct of SUμ(2) to the subalgebra S2μ,c, is actually a faithful coaction of
SOμ(3).

With respect to the ordered basis {x−1, x0, x1}, this coaction on the subspace
generated by them is given by the following SOμ(3)-valued 3 × 3-matrix:

Z1 =
⎛

⎜
⎝

L −μ(1 + μ−2)
1
2C μ2G∗

(1 + μ−2)
1
2 M I − μ(μ + μ−1)N −μ(1 + μ−2)

1
2 M∗

G (1 + μ−2)
1
2C∗ L∗

⎞

⎟
⎠ . (1.3.14)

1.4 Dual of a Compact Quantum Group

Let (S,�) be a compact quantum group and S0 be its canonical dense Hopf ∗-
algebra. We will use the notations introduced after Proposition 1.2.19. We define Ŝ0

to be the space of linear functionals on S defined by q → h(aq), for a ∈ S0, where
h is the Haar state on S. Then Ŝ0 is a subspace of the dual S ′.

Note that (see [26]) Ŝ0 is a ∗-subalgebra of S ′ and as a ∗-algebra it is the algebraic
direct sum of matrix algebras of the form⊕π∈Rep(S)Mdπ

where Mdπ
is the full matrix

algebra of size dπ × dπ and the matrix unit eπ
pq identified with ρπ

pq is given by
|eπ

p >< eπ
q |, where {eπ

1 , . . . , e
π
dπ

} is the standard orthonormal basis. Clearly we get a
nondegenerate pairing between Ŝ0 = ⊕π∈Rep(S)Mdπ

and S0 given by < qπ
i j , e

π′
ps >=

δi pδ jsδππ′ . In fact it can be shown that Ŝ0 is a multiplier Hopf ∗-algebra in the
sense of [62]. It has a unique C∗ norm and by taking the completion we get a C∗
algebra. It is called the dual discrete quantum group of S denoted by Ŝ. It has a
coassociative ∗-homomorphism �̂ : Ŝ → M(Ŝ ⊗ Ŝ) called the dual coproduct
satisfying (id ⊗ �̂)�̂ = (�̂ ⊗ id)�̂.

Theorem 1.4.1 Let U be a unitary corepresentation of a CQG S on a Hilbert space
H. Then	U : Ŝ → B(H) defined by	U (ω)(ξ) := (id⊗ω)U (ξ) is a non degenerate
∗-homomorphism and hence extends as a ∗-homomorphism from M(Ŝ) to B(H).
Conversely, any nondegenerate ∗-homomorphism from Ŝ toH is of the form 	U for
some unitary corepresentation U of S on H.

Proof Consider the spectral decomposition H = ⊕π∈I,1≤i≤mπ
Hπ

i , U |Hπ
i
, i =

1, . . . ,mπ is equivalent to the irreducible corepresentation of type π. Moreover,
fix an orthonormal basis eπ

i j , j = 1, . . . , dπ, i = 1, . . . ,mπ for Hπ
i such that

U (eπ
i j ) =

∑

k

eπ
ik ⊗ uπ

k j ,
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for all π ∈ Rep(S). Now for a fixed π ∈ Rep(S), p, r = 1, . . . , dπ observe that
	U (ρπ

pr )(ξ) = 0 for all ξ ∈ Hπ′
i such that π �= π′. Also 	U (ρπ

pr )(e
π
i j ) = δ jr eπ

i p,
i.e., 	U (ρπ

pr )|Hπ
i
is nothing but the rank one operator |eπ

i p >< eπ
ir |. This proves that

	U (ω) is bounded for ω ∈ Ŝ0, and moreover identifying Ŝ0 with the direct sum of
matrix algebras ⊕π∈Rep(S)Mdπ

, we see that 	U is nothing but the map which sends
X ∈ Mdπ

to X ⊗ 1Cmπ in B(H). This proves that 	U extends to a nondegenerate
∗-homomorphism.

Now we prove the converse direction. Given a nondegenerate ∗-homomorphism
ρ : Ŝ → B(H) and π in Rep(S), let Pπ denote the projection in H given by
Pπ := ρ(

∑dπ

i=1 |eπ
i >< eπ

i |). Clearly, Pπ’s are orthogonal for different π’s and∑
π∈Rep(S) Pπ = IB(H).Now, the restriction of ρ to the direct summand Mdπ

⊆ Ŝ is a
∗-homomorphism of the full matrix algebraMdπ

.Hence, wemust have an orthogonal
decomposition of PπH into mπ many copies of C

dπ for some non negative integers
mπ such that mπdπ = dim(Hπ) and ρ|Mdπ

is unitarily equivalent to mπ copies of
idMdπ

. It is now easy to define a corepresentation V ofH as a direct sum ofmπ copies
of the irreducible corepresentation π, for π in Rep(S), such that 	V = ρ. �

There is an abstract definition of discrete quantum groups due to van Daele [17]
which is given below:

Definition 1.4.2 A discrete quantum group is a pair (C, �̂) where
(i) C is a C∗ algebra isomorphic with the C∗-direct sum of finite dimensional

matrix algebras, say C ∼= ⊕α∈I Mnα
(C), where I is some index set and nα are

positive integers,
(ii) �̂ is a coassociative nondegenerate ∗-homomorphism from C to M(C ⊗ C),

and
(iii) The linear maps T1, T2 defined by T1(a ⊗ b) = �̂(a)(1 ⊗ b), T2(a ⊗ b) =

�̂(a)(b⊗1), a, b ∈ C0 (where C0 denotes the dense ∗-subalgebra obtained by taking
the algebraic direct sum of Mnα

,α ∈ I ) map C0 ⊗alg C0 bijectively onto itself.

It is not difficult to see that the duals of compact quantum groups are discrete
quantum groups. The converse is also proved by van Daele, thus establishing a one-
to-one correspondence between the abstract discrete quantum groups defined above
and the duals of compact quantum groups. For more details on discrete quantum
groups, we refer to [62, 63].

1.5 Coaction on von Neumann Algebras by Conjugation
of Unitary Corepresentation

We now discuss an analogue of ‘coaction’ (as in [34]) in the context of von Neumann
algebra implemented by a unitary corepresentation of the CQG. Let Q be a CQG,
with the Haar state h and the canonical dense Hopf ∗-algebra Q0. Moreover, let Qu

and Qr be the corresponding universal and reduced versions of Q as discussed in
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Sect. 1.2.2.Wewill use the various definitions and notations of Sect. 1.2.2, especially
those related with the spectral decomposition of unitary corepresentations.

Given a unitary corepresentation V of a CQG Q on a Hilbert space H, often
we consider the ∗ homomorphism adV on B(H) or on some suitable von Neumann
subalgebra M of it. We say adV leaves M invariant if (id ⊗ φ)adV (M) ⊂ M for
every stateφofQ.WedefineMπ = Pπ(M),where Pπ = (id⊗ρπ)◦adV : M → M
is the spectral projection corresponding to the irreducible corepresentation π. Clearly
each Pπ is SOT continuous. We define M0 := Sp{Mπ;π ∈ Rep(Q)}, which is
called the von Neumann algebraic spectral subalgebra. Then we have the following,
in analogy with the spectral subalgebra corresponding to a C∗ coaction:

Proposition 1.5.1 M0 is dense inM in any of the natural locally convex topologies
of M, i.e.,M0

′′ = M.

Proof This result must be quite well known and available in the literature but we
could not find it written in this form, so we give a very brief sketch. The proof is
basically almost verbatim adaptation of some arguments in [16, 29]. First, observe
that the spectral algebra M0 remains unchanged if we replace Q by the reduced
quantumgroupQr which has the same irreducible corepresentations and denseHopf-
∗ algebra Q0. This means we can assume without loss of generality that the Haar
state is faithful. The injective normal map β := adV restricted toM can be thought
of as a coaction of the quantum group (in the von Neumann algebra setting as in [16,
29]) Qr

′′, where the double commutant is taken in the GNS space of the Haar state
and it follows from the results in [29] about the implementability of locally compact
quantum group coactions that there is a faithful normal state, say φ, onM such that β
isQr

′′-invariant, i.e. (φ⊗id)(β(a)) = φ(a)1 ∀a ∈ M.We can replaceM, originally
embedded inB(H), by its isomorphic image (to be denoted byM again) inB(L2(φ))

and as the ultraweak topology is intrinsic to a von Neumann algebra, it will suffice
to argue the ultraweak density ofM0 inM ⊂ B(L2(φ)). To this end, note that Vaes
has shown in [29] that β : M → M⊗Qr

′′ extends to a unitary corepresentation on
L2(φ), which implies in particular thatM0 is dense in the Hilbert space L2(φ). From
this the ultraweak density follows by standard arguments very similar to those used
in the proof of Proposition 1.5 of [16], applying Takesaki’s theorem about existence
of conditional expectation. For the sake of completeness let us sketch it briefly. Using
the notations of [29] and noting that δ = 1 for a CQG, we get from Proposition 2.4
of [29] that Vφ commutes with the positive self adjoint operator ∇φ ⊗ Q where ∇φ

denotes the modular operator, i.e., generator of the modular automorphism group σ
φ
t

of the normal state φ. Clearly, this implies that β := adVφ
satisfies the following:

β ◦ σ
φ
t = σ

φ
t ⊗ τ−t ,

where τt is the automorphism group generated by Q−1. Next, as in Proposition 1.5 of
[16], consider the ultrastrong ∗ closureMl of the subspace spanned by the elements
of the form (id ⊗ ω)(β(x)), x ∈ M , ω is a bounded normal functional on Q′′

r . It is
enough to prove thatMl = M, as thatwill prove the ultrastrong∗ density (hence also
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the ultraweak density) ofMl inM. This is clearly a von Neumann subalgebra as β is
coaasociative, and σ

φ
t (id⊗ω)(β(x)) = (id⊗ω ◦ τt )(β(σ

φ
t (x))). Then by Takesaki’s

theorem ([1], 10.1) there exists a unique normal faithful conditional expectation E
from M to Ml satisfying E(x)P = Pxp where P is the orthogonal projection as
in [16]. Clearly, the range of P contains elements of the form (id ⊗ ω)(β(x)). So
in particular it contains M0, which is dense in L2(φ). Thus P = 1 and E(x) = x
proving Ml = M. �

Lemma 1.5.2 1. adV |M0 is algebraic, i.e., adV (M0) ⊂ M0 ⊗alg Q0.
2. M0 is the maximal subspace over which adV is algebraic, i.e., M0 = {x ∈

M|adV (x) ∈ M ⊗alg Q0}.
3. If M1 ⊂ M is SOT dense ∗-subalgebra such that adV leaves M1 invariant,

then Sp{Pπ(M1)|π ∈ Rep(Q)} is SOT dense inM0.

Proof Part 1. of the Lemma can be proved by verbatim adaptation of the arguments
of [34, 64] and hence we omit the proof.

For part 2, we reproduce the arguments of [64] for the sake of completeness. For
any b ∈ M such that adV (b) ⊂ M ⊗alg Q0, we have

adV (b) =
∑

π∈S⊂Rep(Q)

dπ∑

i, j=1

bπ
i j ⊗ uπ

i j ,

where S is a finite subset of Rep(Q). Observe that for each π ∈ S, i, j = 1, . . . , dπ ,
bπ
i j = (id ⊗ ρπ

i j ) ◦ adV (b) ∈ M0. As (adV ⊗ id) ◦ adV (b) = (id ⊗ �) ◦ adV (b), we
have

∑

π∈S⊂Rep(Q)

dπ∑

i, j=1

adV (bπ
i j ) ⊗ uπ

i j =
∑

π∈S⊂Rep(Q)

dπ∑

i, j,s=1

bπ
i j ⊗ uπ

is ⊗ qπ
s j .

Applying (id ⊗ id ⊗ ρπ
kl) on both sides, we get

adV (bπ
kl) =

dπ∑

i=1

bπ
il ⊗ uπ

ik (1.5.1)

Now if we take b
′ = ∑

π∈S
∑dπ

i=1 b
π
i i , we get by (4),

adV (b
′
) =

∑

π∈S

dπ∑

k=1

bπ
ki ⊗ uπ

ki .

So adV (b) = adV (b
′
) and as adV is one-one, b = b

′ ∈ M0.
Part 3 follows from part 2 and the SOT continuity of each spectral projection Pπ,

where π is in Rep(Q). �
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Notations:
We conclude this section on quantum groups by fixing some notations which will be
used throughout this book. In particular, given a compact quantum group (S,�), the
dense unital Hopf ∗-subalgebra of S generated by the matrix elements of the irre-
ducible unitary corepresentations will be denoted by S0. Moreover, given a coaction
γ : B → B⊗S of the compact quantum group (S,�) on a unital C∗-algebra B, the
dense, unital ∗-subalgebra of B on which γ is a coaction by the Hopf ∗-algebra S0

will be denoted by B0. We shall use the Sweedler type convention of abbreviating
γ(b) ∈ B0 ⊗alg S0 by b(0) ⊗ b(1), for b in B0. However, for the coproduct � of a
CQG, we will use the notation �(q) = q(1) ⊗ q(2).

Moreover, for a linear functional f on S and an element c in S0 we recall the
‘convolution’ maps f � c := ( f ⊗ id)�(c) and c � f := (id ⊗ f )�(c). We also
define convolution of two functionals f and g by ( f � g)(c) = ( f ⊗ g)(�(c)).
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Chapter 2
Classical and Noncommutative Geometry

Abstract We discuss classical Riemannian geometry and its noncommutative geo-
metric counterparts. At first the definition and properties of the Hodge Laplacian
and the Dirac operator are given. We also derive the characterizations of isome-
tries (resp. orientation preserving isometries) in terms of the Laplacian (resp. Dirac
operator). This is followed by discussion on noncommutative manifolds given by
spectral triples, including the definitions of noncommutative space of forms and the
Laplacian in this set up. The last section of this chapter deals with the quantum group
equivariance in noncommutative geometry where we discuss some natural examples
of equivariant spectral triples on the Podles’ spheres.

2.1 Classical Riemannian Geometry

In this section,we recall some classical facts regarding classical differential geometry
manifolds that will be useful for us.

2.1.1 Forms and Connections

Let M be an n-dimensional compact Riemannian manifold. Let χ(M) denote the
C∞(M)-module of smooth vector fields on the manifold M . A linear or affine con-
nection ∇ on M is given by an assignment χ(M) � X �→ ∇X , where ∇X is an R-
linear map from χ(M) to χ(M) such that χ(M) � X �→ ∇X is C∞(M)-linear and
∇X ( f Y ) = f ∇X (Y ) + X ( f )Y , for all Y ∈ χ(M), f ∈ C∞(M). Given a local chart
in M and coordinates xi , the Christoffel symbols of the connection ∇ are the func-
tions �k

i j defined by: ∇ ∂
∂xi

∂
∂x j

= ∑
k �k

i j
∂

∂xk
. A linear connection is called symmetric

or torsionless if∇X (Y ) − ∇Y (X) = [X,Y ] for all X,Y ∈ χ(M). It is said to be com-
patible with the Riemannian metric if 〈∇X (Y ), Z〉 + 〈Y,∇X (Z)〉 = X 〈Y, Z〉 for all
X,Y, Z ∈ χ(M), where 〈·, ·〉 denotes the Riemannian inner product on the tangent
bundle. There is a unique linear connection on M [1], which is torsionless and com-
patible with the metric, called the Levi-Civita connection on M.
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38 2 Classical and Noncommutative Geometry

Let �k(M) (k = 0, 1, 2, ...n) be the space of smooth k-forms. Set �k(M) = {0}
for k > n. The de-Rham differential d maps �k(M) to�k+1(M). Let � ≡ �(M) =
⊕k�

k(M). We will denote the Riemannian volume element by dvol. We recall that
the Hilbert space L2(M) is obtained by completing the space of compactly supported
smooth functions on M with respect to the pre-inner product given by 〈 f1, f2〉 =∫
M f1 f2dvol.
In an analogous way, one can construct a canonical Hilbert space of forms. The

Riemannian metric 〈. , .〉m (for m in M) on TmM induces an inner product on the
vector space T ∗

mM and hence also �kT ∗
mM, which will be again denoted by 〈. , .〉m .

This gives a natural pre-inner product on the space of compactly supported k-forms
by integrating the compactly supported smooth function m �→ 〈ω(m), η(m)〉m over
M. We will denote the completion of this space byHk(M). Let H = ⊕kHk(M).

Then, one can view d : � → � as an unbounded, densely defined operator (again
denoted by d) on the Hilbert spaceH with the domain �. It can be verified that it is
closable.

2.1.2 The Hodge Laplacian of a Riemannian Manifold

We recall that the Laplacian L on M is an unbounded densely defined self-adjoint
operator−d∗d on the space of zero formsH0(D) = L2(M, dvol)which has the local
expression

L( f ) = 1√
det (g)

n∑

i, j=1

∂

∂x j
(gi j

√
det(g)

∂

∂xi
f )

for f in C∞(M) and where g = ((gi j )) is the Riemannian metric and g−1 = ((gi j )).
Webeginwith awell-known characterization of the isometry group of a (classical)

compact Riemannian manifold. Let (M, g) be a compact Riemannian manifold and
let�1 = �1(M)be the spaceof smoothone forms,whichhas a rightHilbert-C∞(M)-
module structure given by the C∞(M)-valued inner product << ·, · >> defined by

〈ω, η〉 (m) = 〈ω(m), η(m)〉 |m,

where < ·, · > |m is the Riemannian metric on the cotangent space T ∗
mM at the point

m ∈ M . The Riemannian volume form allows us to make�1 a pre-Hilbert space, and
we denote its completion by H1. Let H0 = L2(M, dvol) and consider the de-Rham
differential d as an unbounded linear map from H0 to H1, with the natural domain
C∞(M) ⊂ H0, and also denote its closure by d. Let L := −d∗d. The following
identity can be verified by direct and easy computation using the local coordinates:

(∂L)(φ,ψ) ≡ L(φ̄ψ) − L(φ̄)ψ − φ̄L(ψ) = 2 << dφ, dψ >> for φ,ψ ∈ C∞(M).

(2.1.1)

Let us recall a few well-known facts about the Laplacian L, viewed as a negative
self-adjoint operator on the Hilbert space L2(M, dvol). It is known (see [2] and
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references therein) that L has compact resolvents and all its eigenvectors belong to
C∞(M). Moreover, it follows from the Sobolev Embedding Theorem that

⋂

n≥1

Dom(Ln) = C∞(M).

Let {ei j , j = 1, ..., di ; i = 0, 1, 2, ...} be the set of (normalized) eigenvectors of L,
where ei j ∈ C∞(M) is an eigenvector corresponding to the eigenvalueλi , 0 = |λ0| <

|λ1| < |λ2| < .... We have the following:

Lemma 2.1.1 The complex linear span of {ei j } is norm-dense in C(M).

Proof This is a consequence of the asymptotic estimates of eigenvalues λi , as
well as the uniform bound of the eigenfunctions ei j . For example, it is known
([3], Theorem1.2) that there exist constants C,C ′ such that ‖ei j‖∞ ≤ C |λi | n−1

4 ,

di ≤ C ′|λi | n−1
2 ,wheren is the dimension of themanifoldM . Now, for f ∈ C∞(M) ⊆⋂

k≥1 Dom(Lk), we write f as an a priori L2-convergent series
∑

i j fi j ei j ( fi j ∈ C),
and observe that

∑ | fi j |2|λi |2k < ∞ for every k ≥ 1. Choose and fix sufficiently
large k such that

∑
i≥0 |λi |n−1−2k < ∞, which is possible due to the well-known

Weyl asymptotics of eigenvalues of L. Now, by the Cauchy–Schwarz inequality and
the estimate for di , we have

∑

i j

| fi j |‖ei j‖∞ ≤ C(C ′)
1
2

⎛

⎝
∑

i j

| fi j |2|λi |2k
⎞

⎠

1
2 (

∑

i≥0

|λi |n−1−2k

) 1
2

< ∞.

Thus, the series
∑

i j fi j ei j converges to f in sup-norm, soSp{ei j , j = 1, 2, ..., di ; i =
0, 1, 2, ...} is dense in sup-norm in C∞(M), hence in C(M) as well. �

2.1.3 Spin Groups and Spin Manifolds

We begin with the Clifford algebras. Let Q be a quadratic form on an n-dimensional
vector space V . Then Cl(V, Q) will denote the universal associative algebra C
equipped with a linear map i : V → C, such that i(V ) generates C as a unital algebra
satisfying i(V )2 = Q(V ).1

Let β : V → Cl(V, Q) be defined by β(x) = −i(x). Then, Cl(V, Q) =
Cl0(V, Q) ⊕ Cl1(V, Q) where Cl0(V, Q) = {x ∈ Cl(V, Q) : β(x) = x},
Cl1(V, Q) = {x ∈ Cl(V, Q) : β(x) = −x}.

We will denote by Cn and CC
n the Clifford algebras Cl(Rn,−x21 − ... − x2n ) and

Cl(Cn, z21 + ... + z2n), respectively.

We will denote the vector space C
2[ n2 ] by the symbol �n. It follows that

CC
n = End(�n) if n is even and equals End(�n) ⊕ End(�n) is n is odd. There is

a representation CC
n → End(�n) that is the isomorphism with End(�n) when n is
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even and in the odd case, it is the isomorphism with End(�n) ⊕ End(�n) followed
by the projection onto the first component. This representation restricts to Cn, to be
denoted by κn and called the spin representation. This representation is irreducible
when n is odd and for even n, it decomposes into two irreducible representations,
which decomposes �n into a direct sum of two vector spaces �+

n and �−
n .

Pin(n) is defined to be the subgroup of Cn generated by elements of the form
{x : ‖x‖ = 1, x ∈ R

n}. Spin (n) is the group given by Pin(n) ∩ C0
n . There exists

a continuous group homomorphism from Pin(n) to O(n), which restricts to a 2-
covering map λ : Spin(n) → SO(n).

Let M be an n-dimensional orientable Riemannian manifold. Then we have the
oriented orthonormal bundle of frames over M (which is a principal SO(n) bundle)
which we will denote by F.

Such a manifold M is said to be a spin manifold if there exists a pair (P,�)

(called a spin structure) where
(1) P is a Spin(n) principal bundle over M.

(2) � is a map from P to F such that it is a 2-covering as well as a bundle map
over M.

(3) �(p.̂g) = �(p).g where λ(ĝ) = g, ĝ ∈ Spin(n).

Given such a spin structure, we consider the associated bundle S = P ×Spin(n) �n

called the ‘bundle of spinors’.

2.1.4 Dirac Operators

We follow the notations of the previous subsection. On the space of smooth sections
of the bundle of spinors S on a compact Riemannian spin manifold M , one can define
an inner product by

〈s1, s2〉S =
∫

M
〈s1(x), s2(x)〉 dvol(x).

The Hilbert space obtained by completing the space of smooth sections with
respect to this inner product is denoted by L2(S) and its members are called the
square integrable spinors. The Levi-Civita connection on M induces a canonical
connection on S which we will denote by ∇ S.

Definition 2.1.2 The Dirac operator on M is the self-adjoint extension of the fol-
lowing operator D defined on the space of smooth sections of S:

(Ds)(m) =
n∑

i=1

κn(Xi (m))(∇ S
Xi
s)(m),

where (X1, ...Xn) are local orthonormal (with respect to the Riemannian metric)
vector fields defined in a neighborhood of m. In this definition, we have viewed
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Xi (m) belonging to Tm(M) as an element of the Clifford algebra ClC(TmM), hence
κn(Xi (m)) is a map on the fiber of S at m, which is isomorphic with �n. The self-
adjoint extension of D is again denoted by the same symbol.

We recall three important facts about the Dirac operator:

Proposition 2.1.3 (1) C∞(M) acts on S by multiplication and this action extends
to a representation, say π, of the C∗ algebra C(M) on the Hilbert space L2(S).

(2) For f in C∞(M), [D,π( f )] has a bounded extension.
(3) Furthermore, the Dirac operator on a compact manifold has compact resol-

vents.
As the action of an element f in C∞(M) on L2(S) is by multiplication operator,

we will use the symbol M f in place of π( f ).
The Dirac operator carries a lot of geometric and topological information. We

give two examples.
(a) The Riemannian metric of the manifold is recovered by

d(p, q) = supφ∈C∞(M), ‖[D,Mφ]‖≤1 |φ(P) − φ(q)| . (2.1.2)

(b) For a compact manifold, the operator e−t D2
is trace class for all t > 0. Then

the volume form of the manifold can be recovered by the formula

∫

M
f dvol = c(n)limt→0

Tr(M f e−t D2
)

Tr(e−t D2
)

where dimM = n, c(n) is a constant depending on the dimension.

2.1.5 Isometry Groups of Classical Manifolds

Let M be a Riemannian manifold of dimension n. Then the collection of all isome-
tries of M has a natural group structure and is denoted by ISO(M). The aim of this
subsection is to prepare the necessary background for defining the notion of “quan-
tum isometry”of a noncommutative manifold. Therefore, for a classical Riemannian
(resp, spin) manifold, we give characterizations of an isometry (resp, orientation
preserving isometry) in terms of the Hodge Laplacian (resp, Dirac operator). more-
over, motivated by the work of Woronowicz and Soltan on “quantum families”, we
give characterizations of classical families of isometries (resp, orientation preserving
isometries). We should mention that Proposition2.1.4 and Theorem2.1.12 are well
known [4, 5], but for the sake of completeness, we give detailed proofs.

The topology on ISO(M) is defined in the following way. LetC andU be, respec-
tively, a compact and open subset of M and let W (C,U ) = {h ∈ ISO(M) : h.C ⊆
U }. The compact open topology on ISO(M) is the smallest topology on ISO(M)

for which the sets W (C,U ) are open. It follows (see [4]) that under this topology,
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ISO(M) is a closed locally compact topological group. Moreover, if M is compact,
ISO(M) is also compact.
Characterization of ISO(M) for a Riemannian manifold

We start with the characterization of a single isometry.

Proposition 2.1.4 A smooth map γ : M → M is a Riemannian isometry if and only
if γ commutes with L in the sense that L( f ◦ γ) = (L( f )) ◦ γ for all f ∈ C∞(M).

Proof If γ commutes with L then from the identity (2.1.1), we get for m ∈ M and
φ,ψ ∈ C∞(M) :

< dφ|γ(m), dψ|γ(m) > |γ(m)

=<< dφ, dψ >> (γ(m))

= 1

2
(∂L(φ,ψ) ◦ γ)(m)

= 1

2
∂L(φ ◦ γ,ψ ◦ γ)(m)

=<< d(φ ◦ γ), d(ψ ◦ γ) >> (m)

=< d(φ ◦ γ)|m, d(ψ ◦ γ)|m > |m
=< (dγ|m)∗(dφ|γ(m)), (dγ|m)∗(dψ|γ(m)) > |m,

which proves that (dγ|m)∗ : T ∗
γ(m)M → T ∗

mM is an isometry. Thus, γ is a Riemannian
isometry.

Conversely, if γ is an isometry, both the maps induced by γ on H0 and H1, i.e.,
U 0

γ : H0 → H0 given by U 0
γ ( f ) = f ◦ γ and U 1

γ : H1 → H1 given by U 1
γ ( f dφ) =

( f ◦ γ)d(φ ◦ γ) are unitaries. Moreover, d ◦U 0
γ = U 1

γ ◦ d on C∞(M) ⊂ H0. From
this, it follows that L = −d∗d commutes with U 0

γ . �

Next, we move on to the characterization of a family of isometries, which will
need the following lemma.

Lemma 2.1.5 Let H1,H2 be Hilbert spaces and for i = 1, 2, let Li be (possibly
unbounded) self-adjoint operator on Hi with compact resolvents, and let Vi be the
linear span of eigenvectors of Li . Moreover, assume that there is an eigenvalue of
Li for which the eigenspace is one-dimensional, say spanned by a unit vector ξi . Let
� be a linear map from V1 to V2 such that L2� = �L1 and �(ξ1) = ξ2. Then we
have

〈ξ2, �(x)〉 = 〈ξ1, x〉 ∀x ∈ V1. (2.1.3)

Proof By hypothesis on �, it is clear that there is a common eigenvalue, say λ0,
of L1 and L2, with the eigenvectors ξ1 and ξ2, respectively. Let us write the set of
eigenvalues of Li as a disjoint union {λ0} ⋃

�i (i = 1, 2), and let the correspond-
ing orthogonal decomposition of Vi be given by Vi = Cξi

⊕
λ∈�i

Vλ
i ≡ Cξi ⊕ V ′

i ,
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say, where Vλ
i denotes the eigenspace of Li corresponding to the eigenvalue λ. By

assumption,� maps Vλ
1 to Vλ

2 whenever λ is an eigenvalue ofL2, i.e., Vλ
2 �= {0}, and

otherwise it maps Vλ
1 into {0}. Thus,�(V ′

1) ⊆ V ′
2. Now, (2.1.3) is obviously satisfied

for x = ξ1, so it is enough to prove (2.1.3) for all x ∈ V ′
1. But we have 〈ξ, x〉 = 0 for

x ∈ V ′
1, and since�(x) ∈ V ′

2 = V2
⋂{ξ2}⊥, it follows that 〈ξ2, �(x)〉 = 0 = 〈ξ1, x〉.

�

Now let us consider a compact metrizable (i.e., second countable) space Y with
a continuous map θ : M × Y → M . We abbreviate θ(m, y) as my and denote by ξy
the map M � m �→ my. Let α : C(M) → C(M) ⊗ C(Y ) ∼= C(M × Y ) be the map
given by α( f )(m, y) := f (my) for y ∈ Y , m ∈ M and f ∈ C(M). For a state φ on
C(Y ), denote byαφ the map (id ⊗ φ) ◦ α : C(M) → C(M).We shall also denote by
C the subspace of C(M) ⊗ C(Y ) generated by elements of the form α( f )(1 ⊗ ψ),
f ∈ C(M),ψ ∈ C(Y ). Since C(M) and C(Y ) are commutative algebras, it is easy
to see that C is a ∗-subalgebra of C(M) ⊗ C(Y ). Then we have the following

Theorem 2.1.6 (i) C is norm-dense in C(M) ⊗ C(Y ) if and only if for every y ∈ Y ,
ξy is one-to-one.
(ii) The map ξy is C∞ for every y ∈ Y if and only if αφ(C∞(M)) ⊆ C∞(M) for all
φ.
(iii)Under the hypothesis of (ii), each ξy is also an isometry if and only ifαφ commutes
with (L − λ)−1 for all state φ and all λ in the resolvent of L (equivalently, αφ

commutes with the Laplacian L on C∞(M)).

Proof (i) First, assume that ξy is one-to-one for all y. By Stone-Weierstrass Theorem,
it is enough to show that C separates points. Take (m1, y1) �= (m2, y2) in M × Y .
If y1 �= y2, we can choose ψ ∈ C(Y ) that separates y1 and y2, hence (1 ⊗ ψ) ∈ C
separates (m1, y1) and (m2, y2). So, we can consider the case when y1 = y2 = y
(say), but m1 �= m2. By injectivity of ξy , we have m1y �= m2y, so there exists f ∈
C(M) such that f (m1y) �= f (m2y), i.e., α( f )(m1, y) �= α( f )(m2, y). This proves
the density of C.

For the converse, we argue as in the proof of Proposition3.3 of [6]. Assume that C
is dense in C(M) ⊗ C(Y ), and let y ∈ Y , m1,m2 ∈ M such that m1y = m2y. That
is, α( f )(1 ⊗ ψ)(m1, y) = α( f )(1 ⊗ ψ)(m2, y) for all f ∈ C(M), ψ ∈ C(Y ). By
the density of C, we get χ(m1, y) = χ(m2, y) for all χ ∈ C(M × Y ), so (m1, y) =
(m2, y), i.e., m1 = m2.

(ii) The ‘if part’ of (ii) follows by considering the states corresponding to point
evaluation, i.e., C(Y ) � ψ �→ ψ(y), y ∈ Y . For the converse, we note that an arbi-
trary state φ corresponds to a regular Borel measure μ on Y so that φ(h) = ∫

hdμ,
and thus, αφ( f )(m) = ∫

f (my)dμ(y) for f ∈ C(M). From this, by interchanging
differentiation and integration (which is allowed by the Dominated Convergence
Theorem, since μ is a finite measure), we can prove that αφ( f ) is C∞ whenever f
is so.

The assertion (iii) follows from Proposition2.1.4 in a straightforward way. �
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Lemma 2.1.7 Let Y and α be as in Theorem2.1.6 and let A∞
0 denote the complex

linear span of the eigenvectors of L, where A∞ = C∞(M). Then the following are
equivalent.
(a) For every y ∈ Y , ξy is smooth isometric.
(b) For every state φ on C(Y ), we have αφ(A∞

0 ) ⊆ A∞
0 , and αφL = Lαφ on A∞

0 .

Proof We prove only the nontrivial implication (b) ⇒ (a). Assume that αφ leaves
A∞

0 invariant and commutes with L on it, for every state φ. To prove that α is
smooth and isometric, it is enough (see the proof of Theorem2.1.6) to prove that
αy(A∞) ⊆ A∞ for all y ∈ Y , where αy( f ) := (id ⊗ evy)( f ) = f ◦ ξy , evy being
the evaluation at the point y. Let M1, ..., Mk be the connected components of the
compact manifold M . Thus, the Hilbert space L2(M, dvol) admits an orthogonal
decomposition ⊕k

i=1L
2(Mi , dvol), and the Laplacian L is of the form ⊕iLi , where

Li denotes theLaplacian onMi . Since eachMi is connected,wehaveKer(Li ) = Cχi ,
whereχi is the constant function onMi equal to 1. Now,we note that for fixed y and i ,
the image of Mi under the continuous function ξy must be mapped into a component,
say Mj . Thus, by applying Lemma2.1.5 withH1 = L2(Mi ),H2 = L2(Mj ), � = ξy
and the L2-continuity of the map f �→ αy( f ) = f ◦ ξy , we have

∫

Mj

αy( f )(x)dvol(x) =
∫

Mi

f (x)dvol(x)

for all f in the linear span of eigenvectors of Li , hence (by density) for all f in
L2(Mi ). It follows that

∫
M αy( f )dvol = ∫

M f dvol for all f ∈ L2(M), in particular
for all f ∈ C(M). Since αy is a ∗-homomorphism on C(M), we have

〈αy( f ),αy(g)〉 =
∫

M
αy( f g)dvol =

∫

M
f gdvol = 〈 f, g〉,

for all f, g ∈ C(M). Thus, αy extends to an isometry on L2(M), to be denoted by
the same notation, which by our assumption commutes with the self-adjoint operator
L on the core A∞

0 , and hence αy commutes with Ln for all n. In particular, it leaves
invariant the domains of each Ln , which implies αy(A∞) ⊆ A∞. �

Consider the category with objects being the pairs (G,α), where G is a compact
metrizable group acting on M by the smooth and isometric action α. If (G1,α) and
(G2,β) are two objects in this category, Mor((G1,α), (G2,β)) consists of group
homomorphisms π from G1 to G2 such that β ◦ π = α. Then the isometry group of
M is the universal object in this category.

More generally, the isometry group of a classical compact Riemannian manifold,
viewed as a compact metrizable space (forgetting the group structure), can be seen
to be the universal object of a category whose object class consists of subsets (not
generally subgroups) of the set of smooth isometries of the manifold. Then it can
be proved that this universal compact set has a canonical group structure. Thus,
motivated by the ideas of Woronowicz and Soltan [7, 8], one can consider a bigger
category with objects as the pair (S, f ) where S is a compact metrizable space and
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f : S × M → M such that the map from M to itself defined by m �→ f (s,m) is a
smooth isometry for all s in S.Themorphism set is defined as above (replacing group
homomorphisms by continuous set maps). Thus, summarizing the above discussion
and recalling that the span of eigenvectors of the Laplacian is norm-dense in C(M),
we have the following result.

Theorem 2.1.8 Let M be a smooth Riemannian compact manifold and (C∞(M))0
denote the span of eigenvectors of the Laplacian. Then ISO(M) is the universal object
of the category with objects as pairs (C(Y ),α) where Y is a compact metrizable
space and α is a unital C∗-homomorphism from C(M) to C(M) ⊗ C(Y ) satisfying
the following:

a. Sp(α(C(M))(1 ⊗ C(Y )) = C(M) ⊗ C(Y ),

b.αφ = (id ⊗ φ)αmaps (C∞(M))0 into itself and commuteswithLon (C∞(M))0,

for every state φ on C(Y ).

Example 2.1.9 1. The isometry group of the n-sphere Sn is O(n + 1) where the
action is given by the usual action of O(n + 1) on Rn+1. The subgroup of O(n + 1)
consisting of all orientation preserving isometries on Sn is SO(n + 1).

2. The isometry group of the circle S1 is S1 >�Z2. Here the Z2(= {0, 1}) action
on S1 is given by 1.z = z, where z is in S1 while the action of S1 is its action on
itself.

3. ISO(Tn) ∼= T
n >�(Zn

2 >�Sn)where Sn is the permutation group on n symbols.
Here an element of Sn acts on an element (z1, z2, ..., zn) ∈ T

n by permutation. If the
generator of i-th copy of Zn

2 is denoted by 1i , then the action of 1i is given by
1i (z1, z2, ..., zn) = (z1, ..., zi−1, zi , zi+1, ..., zn) where (z1, z2, ..., zn) ∈ T

n. Lastly,
the action of Tn on itself is its usual action.

Characterization of orientation preserving isometries of a spin manifold

This characterization is in the terms of the Dirac operator [9]. For the characteri-
zation of isometries of a Riemannian manifold in terms of the Hodge Dirac operator,
we refer to [10].

We begin with a few basic facts about topologizing the space C∞(M, N ) where
M, N are smooth manifolds. Let� be an open set ofRn . We endow C∞(�)with the
usual Fre’chet topology coming from uniform convergence (over compact subsets)
of partial derivatives of all orders. The space C∞(�) is complete with respect to this
topology, so is a Polish space in particular. Moreover, by the Sobolev imbedding
Theorem (Corollary1.21, [2]),∩k≥0Hk(�) = C∞(�) as a set, where Hk(�) denotes
the k-th Sobolev space. Thus, C∞(�) has also the Hilbertian seminorms coming
from the Sobolev spaces, hence the corresponding Frechet topology. We claim that
these two topologies on C∞(�) coincide. Indeed, the inclusion map from C∞(�)

into ∩k Hk(�), is continuous and surjective, so by the open mapping theorem for
Frechet space, the inverse is also continuous, proving our claim.
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Given two second countable smooth manifolds M, N , we shall equip C∞(M, N )

with the weakest locally convex topology making C∞(M, N ) � φ �→ f ◦ φ ∈
C∞(M) Frechet continuous for every f in C∞(N ).

For topological or smooth fiber or principal bundles E, F over a second countable
smooth manifold M , we shall denote by Hom(E, F) the set of bundle morphisms
from E to F .We remark that the total space of a locally trivial topological bundle such
that the base and the fiber spaces are locally compact Hausdorff second countable
must itself be so, hence in particular Polish (that is, a complete separable metric
space).

In particular, if E, F are locally trivial principal G-bundles over a common base,
such that the (common) base as well as the structure group G are locally compact
Hausdorff and second countable, then Hom(E, F) is a Polish space.

We need a standard fact, stated below as Lemma2.1.11, about the measurable lift
of Polish space valued functions.

Before that, we introduce some notions.
A multifunction G : X → Y is a map with domain X and whose values are non-

empty subsets of Y. For A ⊆ Y, we put G−1(A) = {x ∈ X : G(x) ∩ A �= φ}.
A selection of a multifunction G : X → Y is a point map s : X → Y such that

s(x) belongs to G(x) for all x in X. Now let Y be a Polish space and σX a σ-algebra
on X. A multifunction G : X → Y is called σX measurable if G−1(U ) belongs to
σX for every open set U in Y.

The following well-known selection theorem is Theorem5.2.1 of [11] and was
proved by Kuratowski and Ryll-Nardzewski.

Proposition 2.1.10 Let σX be a σ algebra on X and Y a Polish space. Then, every
σX measurable, closed valued multifunction F : X → Y admits a σX measurable
selection.

A trivial consequence of this result is the following:

Lemma 2.1.11 Let M be a compact metrizable space, B, B̃ Polish spaces such that
there is ann-coveringmap� : B̃ → B.Thenany continuousmap ξ : M → B admits
a lifting ξ̃ : M → B̃, which is Borel measurable and � ◦ ξ̃ = ξ. In particular, if B̃
and B are topological bundles over M, with � being a bundle map, any continuous
section of B admits a lifting which is a measurable section of B̃.

We shall now give an operator-theoretic characterization of the classical group of
orientation preserving Riemannian isometries, which will be the motivation of our
definition of its quantumcounterpart. LetM be a compactRiemannian n-dimensional
spin manifold, with a fixed choice of orientation. We recall the notations as in
Sect. 2.1.3. In particular, the spinor bundle S is the associated bundle of a princi-
pal Spin(n)-bundle P on M which has a canonical 2-covering bundle-map � from
P to the frame-bundle F (which is an SO(n)-principal bundle), such that� is locally
of the form (idM ⊗ λ) where λ is the two covering map from Spin(n) to SO(n).

Moreover, the spinor space will be denoted by�n . Let f be a smooth orientation pre-
serving Riemannian isometry of M , and consider the bundles E = Hom(F, f ∗(F))
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and Ẽ = Hom(P, f ∗(P)) (where Hom denotes the set of bundle maps). We view
d f as a section of the bundle E in the natural way. By the Lemma2.1.11 we obtain
a measurable lift d̃ f : M → Ẽ , which is a measurable section of Ẽ . Using this, we
define a map on the space of measurable section of S = P ×Spin(n) �n as follows:
given a (measurable) section ξ of S, say of the form ξ(m) = [p(m), v], with p(m) in
Pm, v in �n , we define Uξ by (Uξ)(m) = [d̃ f ( f −1(m))(p( f −1(m))), v]. Note that
sections of the above form constitute a total subset in L2(S), and the map ξ �→ Uξ
is clearly a densely defined linear map on L2(S), whose fiber-wise action is unitary
since the Spin(n) action is so on �n . Thus it extends to a unitary U onH = L2(S).
Any suchU , induced by the map f , will be denoted byU f . It is not unique since the
choice of the lifting used in its construction is not unique.

Theorem 2.1.12 Let M be a compact Riemannian spin manifold (hence orientable,
and fix a choice of orientation) with the usual Dirac operator D acting as an
unbounded self-adjoint operator on the Hilbert space H of the square integrable
spinors, and let S denote the spinor bundle, with �(S) being the C∞(M) module
of smooth sections of S. Let f : M → M be a smooth one-to-one map which is a
Riemannian orientation preserving isometry. Then the unitary U f on H commutes
with D and U f MφU ∗

f = Mφ◦ f , for any φ in C(M), where Mφ denotes the operator
of multiplication by φ on L2(S). Moreover, when the dimension of M is even, U f

commutes with the canonical grading γ on L2(S).

Conversely, suppose that U is a unitary on H such that UD = DU and the
map αU (X) = UXU−1 for X in B(H) maps A = C(M) into L∞(M) = A′′. If the
dimension of M is even, assume furthermore that U commutes with the grading
operator γ. Then there is a smooth one-to-one orientation preserving Riemannian
isometry f on M such that U = U f .

Proof From the construction of U f , it is clear that U f MφU
−1
f = Mφ◦ f . Moreover,

since the Dirac operator D commutes with the Spin(n)-action on S, we haveU f D =
DU f on each fiber, hence on L2(S). In the even dimensional case, it is easy to see
that the Spin(n) action commutes with γ (the grading operator), hence U f does so.

For the converse, first note that αU is a unital ∗-homomorphism on L∞(M, dvol)
and thus must be of the form ψ �→ ψ ◦ f for some measurable f . We claim that
f must be smooth. Fix any smooth g on M and consider φ = g ◦ f . We have to
argue that φ is smooth. Let δD denote the generator of the strongly continuous one-
parameter group of automorphism βt (X) = eit D Xe−i t D on B(H) (with respect to
the weak operator topology, say). From the assumption that D and U commute
it is clear that αU maps D := ⋂

n≥1 Dom(δnD) into itself and since C∞(M) ⊂ D,
we conclude that αU (Mφ) = Mφ◦g belongs to D. We claim that this implies the
smoothness of φ. Letm be a point of M and choose a local chart (V,ψ) atm, with the
coordinates (x1, ..., xn), such that� = ψ(V ) ⊆ R

n has compact closure, S|V is trivial
and D has the local expression D = i

∑n
j=1 μ(e j )∇ j , where ∇ j = ∇ ∂

∂x j
denotes the

covariant derivative (with respect to the canonical Levi-Civita connection) operator
along the vector field ∂

∂x j
on L2(�) and μ(v) denotes the Clifford multiplication

by a vector v. Now, φ ◦ ψ−1 ∈ L∞(�) ⊆ L2(�) and it is easy to observe from the
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above local structure of D that [D, Mφ] has the local expression∑
j i M ∂

∂x j
φ ⊗ μ(e j ).

Thus, the fact Mφ ∈ ⋂
n≥1 Dom(δnD) implies φ ◦ ψ−1 is in Dom(d j1 ...d jk ) for every

integer tuple ( j1, ..., jk), ji ∈ {1, ..., n}, where d j := ∂
∂x j

. In other words, φ ◦ ψ−1 is

in Hk(�) for all k ≥ 1, where Hk(�) denotes the k-th Sobolev space on � (see [2]).
By Sobolev’s theorem (see, for example. [2], Corollary 1.21, page 24) it follows that
φ ◦ ψ−1 is in C∞(�).

We note that f is one-to-one as φ → φ ◦ f is an automorphism of L∞. Now, we
shall show that f is an isometry of the metric space (M, d), where d is the metric
coming from the Riemannian structure, and we have the explicit formula (2.1.2)

d(p, q) = supφ∈C∞(M),‖[D,Mφ]‖≤1|φ(p) − φ(q)|.

Since U commutes with D, we have ‖[D, Mφ◦ f ]‖ = ‖[D,UMφU ∗]‖ =
‖U [D, Mφ]U ∗‖ = ‖[D, Mφ]‖ for every φ, from which it follows that d( f (p),
f (q)) = d(p, q). Finally, f is orientation preserving if and only if the volume form
(say ω), which defines the choice of orientation, is preserved by the natural action
of d f on the space of n-forms. This will follow from the explicit description of ω in
terms of D, given by (see [12] page 26, also see [13])

ω(φ0dφ1...dφn) = τ (εMφ0 [D, Mφ1]...[D, Mφn ]),

where φ0, ...,φn belong to C∞(M), ε = 1 in the odd case and ε = γ (the grad-
ing operator) in the even case and τ denotes the volume integral. In fact, τ (X) =
Limt→0+ Tr(e−t D2

X)

Tr(e−t D2
)
(where Lim is as in Sect. 2.2.2), which implies τ (UXU ∗) = τ (X)

for all X in B(H) (using the fact that D and U commute). Thus,

ω(φ0 ◦ f d(φ1 ◦ f ) . . . d(φn ◦ f ))

= τ (εUMφ0U
∗U [D, Mφ1]U ∗...U [D, Mφn ]U ∗)

= τ (UεMφ0 [D, Mφ1 ]...[D, Mφn ]U ∗)

= τ (εMφ0 [D, Mφ1]...[D, Mφn ])

= ω(φ0dφ1...dφn).

�
Now we turn to the case of a family of maps. We are ready to state and prove the

operator-theoretic characterization of a ‘family of orientation preserving isometries’.

Theorem 2.1.13 Let X be a compact metrizable space and ψ : X × M → M is a
map such that ψx defined by ψx (m) = ψ(x,m) is a smooth orientation preserving
Riemannian isometry and x �→ ψx ∈ C∞(M, M) is continuous with respect to the
locally convex topology of C∞(M, M) mentioned before.
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Then there exists a (C(X)-linear) unitary Uψ on the Hilbert C(X)-module
H ⊗ C(X) (where H = L2(S) as in Theorem2.1.12) such that for all x belong-
ing to X, Ux := (id ⊗ evx )Uψ is a unitary of the form Uψx on the Hilbert space
H commuting with D and UxMφU−1

x = Mφ◦ψ−1
x
. If in addition, the manifold is even

dimensional, then Uψx commutes with the grading operator γ.

Conversely, if there exists a C(X)-linear unitary U on H ⊗ C(X) such that
Ux := (id ⊗ evx )(U ) is a unitary commuting with D for all x, (and Ux com-
mutes with the grading operator γ if the manifold is even dimensional) and (id ⊗
evx )αU (L∞(M)) ⊆ L∞(M) for all x in X, then there exists a mapψ : X × M → M
satisfying the conditions mentioned above such that U = Uψ .

Proof Consider the bundles F̂ = X × F and P̂ = X × P over X × M , with fibers at
(x,m) isomorphicwith Fm and Pm , respectively, andwhere F and P are, respectively,
the bundles of orthonormal frames and the Spin(n) bundle discussed before. More-
over, denote by � the map from X × M to itself given by (x,m) �→ (x,ψ(x,m)).

Let πX : Hom(F̂, �∗(F̂)) → X be the obvious map obtained by composing the pro-
jection map of the X × M bundle with the projection from X × M to X and let us
denote by B the closed subset of the Polish spaceC(X,Hom(F̂, �∗(F̂))) consisting
of those f such that for all x , πX ( f (x)) = x . Define B̃ in a similar way replacing
F̂ by P̂ . The covering map from P to F induces a covering map from B̃ to B as
well. Let d

′
ψ : M → B be the map given by d ′

ψ(m)(x) ≡ d ′
ψ(x,m) = dψx |m . Then

by Lemma2.1.11 there exists a measurable lift of d
′
ψ, say d̃

′
ψ from M into B̃. Since

d ′
ψ(x,m) ∈ Hom(Fm, Fψ(x,m)), it is clear that the lift d̃ ′

ψ(x,m) will be an element of
Hom(Pm, Pψ(x,m)).

We can identify H ⊗ C(X) with C(X → H), and since H has a total set F
(say) consisting of sections of the form [p(·), v], where p : M → P is a measurable
section of P and v belongs to �n , we have a total set F̃ of H ⊗ C(X) consisting
of F valued continuous functions from X . Any such function can be written as
[�, v] with � : X × M → P , v ∈ �n , and �(x,m) ∈ Pm , and we define U on F̃
by U [�, v] = [�, v], where

�(x,m) = d̃
′
ψ(x,ψ−1

x (m))(�(x,ψ−1
x (m))).

It is clear from the construction of the lift thatU is indeed aC(X)-linear isometry
thatmaps the total set F̃ onto itself, so extends to a unitary on thewhole ofH ⊗ C(X)

with the desired properties.
Conversely, given U as in the statement of the converse part of the theorem, we

observe that for each x in X , by Theorem2.1.12, (id ⊗ evx )U = Uψx for some ψx

such that ψx is a smooth orientation preserving Riemannian isometry. This defines
the map ψ by setting ψ(x,m) = ψx (m). The proof will be complete if we can show
that x �→ ψx ∈ C∞(M, M) is continuous, which is equivalent to showing that when-
ever xn → x in the topology of X , we must have φ ◦ ψxn → φ ◦ ψx in the Fre’chet
topology of C∞(M), for any φ ∈ C∞(M). However, by Lemma1.1.10, we have
(id ⊗ evxn )αU ([D, Mφ]) → (id ⊗ evx )αU ([D, Mφ]) in the strong operator topol-

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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ogy where αU (X) = UXU−1. Since U commutes with D, this implies

(id ⊗ evxn )[D ⊗ id, αU (Mφ)] → (id ⊗ evx )[D ⊗ id, αU (Mφ)],

that is, for all ξ in L2(S),

[D, Mφ◦ψxn
]ξ L2→ [D, Mφ◦ψx ]ξ.

By choosing φ with support in a local trivializing coordinate neighborhood for
S, and then using the local expression of D used in the proof of Theorem2.1.12,

we conclude that dk(φ ◦ ψxn )
L2→ dk(φ ◦ ψx ) (where dk is as in the proof of Theo-

rem2.1.12). Similarly, by taking repeated commutators with D, we can show the L2

convergence with dk replaced by dk1 ...dkm for any finite tuple (k1, ..., km). In other
words, φ ◦ ψxn → φ ◦ ψx in the topology of C∞(M) described before. �

2.2 Noncommutative Geometry

In this section, we recall those basic concepts of noncommutative geometry, which
we are going to need. We refer to [14–19] for more details.

2.2.1 Spectral Triples: Definition and Examples

Motivated by the facts in Proposition2.1.3, Alain Connes defined a noncommutative
manifold based on the idea of a spectral triple:

Definition 2.2.1 A spectral triple or spectral data is a triple (A∞,H, D) where
H is a separable Hilbert space, A∞ is a ∗ subalgebra of B(H), (not necessarily
norm closed) and D is a self-adjoint (typically unbounded) operator such that for
all a in A∞, the operator [D, a] has a bounded extension. Such a spectral triple
is also called an odd spectral triple. If in addition, we have γ in B(H) satisfying
γ = γ∗ = γ−1, Dγ = −γD and [a, γ] = 0 for all a in A∞, then we say that the
quadruplet (A∞,H, D, γ) is an even spectral triple. The operator D is called the
Dirac operator corresponding to the spectral triple.

Furthermore, given an abstract ∗-algebra B, an odd (even) spectral triple on B
is an odd (even) spectral triple (π(B),H, D) (respectively, (π(B),H, D, γ)) where
π : B → B(H) is a ∗-homomorphism.

Since in the classical case, theDirac operator has compact resolvent if themanifold
is compact, we say that the spectral triple is of compact type if A∞ is unital and D
has compact resolvent. For nonunital C∗ algebras, interesting spectral triples are not
of compact type. Examples of such spectral triples include semifinite spectral triples
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for which we refer to [20, 21], and the references therein. Since, our final goal is to
study quantum isometry groups of spectral triples of compact type, all the spectral
triples under discussion will be assumed to be of compact type.

Definition 2.2.2 We say that two spectral triples (π1(A),H1, D1) and (π2(A),

H2, D2) are said to be unitarily equivalent if there is a unitary operatorU : H1 → H2

such that D2 = UD1U ∗ and π2(.) = Uπ1(.)U ∗ where π j , j = 1, 2 are the represen-
tations of A inH j ,, respectively.

Real structure on a spectral triple
We now give a definition of the real structure along the lines of [22, 23], which is

a suitable modification of Connes’ original definition (see [14, 24]) to accommodate
the examples coming from quantum groups and quantum homogeneous spaces.

Definition 2.2.3 An odd spectral triple with a real structure is given by a spectral
triple (A∞,H, D) along with a (possibly unbounded, invertible) closed antilinear
operator J̃ on H such that D := Dom(D) ⊆ Dom( J̃ ), J̃D ⊆ D, J̃ commutes with
D on D, and the antilinear isometry J obtained from the polar decomposition of
J̃ satisfies the usual conditions for a real structure in the sense of [23], for a suit-
able sign-convention given by (ε, ε′) ∈ {±1} × {±1} as described in [12], page 30,
i.e., J 2 = εI , J D = ε′DJ , and for all x, y ∈ A∞, the commutators [x, J y J−1] and
[J x J−1, [D, y]] are compact operators.

If the spectral triple is even, a real structure with the sign-convention given by a
triplet (ε, ε′, ε′′) as in [12], page 30, is similar to a real structure in the odd case (with
the sign-convention (ε, ε′)), but with the additional requirement that Jγ = ε′′γ J .

Next, we give a few examples of spectral triples in classical and noncommutative
geometry. We will give more examples in the later chapters of the book.

Example 2.2.4 Let M be a smooth spin manifold. Then from Proposition2.1.3, we
see that (C∞(M),H, D) is a spectral triple over C∞(M) and it is of compact type if
M is compact.

We recall that when the dimension of the manifold is even, �n = �+
n ⊕ �−

n . An
L2 section s has a decomposition s = s1 + s2 where s1(m), s2(m) belongs to�+

n (m)

and �−
n (m) (for all m), respectively, where �±

n (m) denotes the subspace of the fiber
over m. This decomposition of L2(S) induces a grading operator γ on L2(S). It can
be seen that D anticommutes with γ.

Example 2.2.5 This example comes from the classical Hilbert space of forms dis-
cussed in Sect. 2.2.2. One considers the self-adjoint extension of the operator d + d∗
on H = ⊕kHk(M), which is again denoted by d + d∗. C∞(M) has a representa-
tion on each Hk(M) which gives a representation, say π on H. Then it can be seen
that (C∞(M),H, d + d∗) is a spectral triple and d + d∗ is called the Hodge Dirac
operator. When M is compact, this spectral triple is of compact type.

Remark 2.2.6 Let usmake it clear that by a ‘classical spectral triple’ we alwaysmean
the spectral triple obtained by the Dirac operator on the spinors (so, in particular,
manifolds are assumed to be Riemannian spin manifolds), and not just any spectral
triple on the commutative algebra C∞(M).
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Example 2.2.7 The Noncommutative torus
We recall from Sect. 1.1.1 that the noncommutative 2-torusAθ is the universalC∗

algebra generated by two unitaries U and V satisfying UV = e2πiθVU , where θ is
a number in [0, 1].

There are two derivations d1 and d2 onAθ obtained by extending linearly the rule:

d1(U ) = U, d1(V ) = 0,

d2(U ) = 0, d2(V ) = V .

Then d1 and d2 are well defined on the following dense ∗-subalgebra of Aθ :

A∞
θ = {

∑

m,n∈Z

amnU
mV n : supm,n

∣∣mknlamn

∣∣ < ∞ for all k, l in IN }.

There is a faithful trace on Aθ defined as follows:

τ (
∑

amnU
mV n) = a00.

LetH = L2(τ ) ⊕ L2(τ ) where L2(τ ) denotes the GNS Hilbert space ofAθ with
respect to the state τ . We note that A∞

θ is embedded as a subalgebra of B(H) by

a �→
(
a 0
0 a

)
.

Now, we define D =
(

0 d1 + id2
d1 − id2 0

)
.

Then, (A∞
θ ,H, D) is a spectral triple of compact type. In particular, for θ = 0,

this coincides with the classical spectral triple on C(T2).

Example 2.2.8 Spectral triples on SUμ(2)
In this example, we discuss the spectral triple on SUμ(2) constructed by

Chakraborty and Pal in [25]. We recall from Sect. 1.2.4 that by the symbols tni, j ,
we will denote the (i, j)-th matrix element of the (2n + 1) dimensional corepresen-
tation of SUμ(2). Moreover, eni j ’s will denote the normalized (with respect to the
Haar state h) tni j ’s.

Then the spectral triple is given by (O(SUμ(2)), L2(SUμ(2), h), DSUμ(2)), where
DSUμ(2) is defined by

DSUμ(2)(eni j )

= (2n + 1)eni j , n �= i

= −(2n + 1)eni j , n = i.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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Example 2.2.9 A class of spectral triples on the Podles’ spheres
We discuss the spectral triples on S2μc discussed in [26].

Let s = −c− 1
2 λ−, λ± = 1

2 ± (c + 1
4 )

1
2 .

For all j belonging to 1
2 IN ,

u j = (α∗ − sγ∗)(α∗ − μ−1sγ∗)......(α∗ − μ−2 j+1sγ∗),
w j = (α − μsγ)(α − μ2sγ)........(α − μ2 j sγ),

u− j = E2 j � w j ,

u0 = w0 = 1,

y1 = (1 + μ−2)
1
2 (c

1
2 μ2γ∗2 − μγ∗α∗ − μc

1
2 α∗2),

Nl
k j = ∥∥Fl−k � (y1l−| j |u j )

∥∥−1
.

Define

vlk, j = Nl
k, j F

l−k � (yl−| j |
1 u j ), l ∈ 1

2
IN 0, j, k = −l,−l + 1, ......l. (2.2.1)

LetMN be theHilbert subspace of L2(SUμ(2))with the orthonormal basis {vlm,N :
l = |N | , |N | + 1, ........, m = −l, .......l}.

Set
H = M− 1

2
⊕ M 1

2
.

Then it is easy to check that xi keeps H for all i ∈ {−1, 0, 1}. In particular,

xi .v
l
m,N = α−

i (l,m; N )vl−1
m+i,N + α0

i (l,m; N )vlm+i,N + α+
i (l,m; N )vl+1

m+i,N ,

(2.2.2)
where α−

i , α0
i , α+

i are some constants.
Thus, (2.2.2) defines a representation π of S2μ,c onH.

We will often identify π(S2μ,c) with S2μ,c.

Finally by Proposition 7.2 of [26], the following Dirac operator D gives a spectral
triple (O(S2μ,c),H, D) which we are going to work with :

D(vl
m,± 1

2
) = (c1l + c2)v

l
m,∓ 1

2
, (2.2.3)

where c1, c2 are elements of R, c1 �= 0.

2.2.2 The Noncommutative Space of Forms

We start this subsection by recalling the universal space of one forms corresponding
to an algebra.

Proposition 2.2.10 GivenanalgebraB, there is a (uniqueupto isomorphism)B − B
bimodule �1(B) and a derivation δ : B → �1(B) (that is, δ(ab) = δ(a)b + aδ(b)
for all a, b in B), satisfying the following properties:
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(i) �1(B) is spanned as a vector space by elements of the form aδ(b) with a, b
belonging to B; and

(ii) for any B − B bimodule E and a derivation d : B → E, there is an unique
B − B linear map η : �1(B) → E such that d = η ◦ δ.

The bimodule �1(B) is called the space of universal 1-forms an B and δ is called
the universal derivation.

We can also introduce universal space of higher forms on B, �k(B), say, for
k = 2, 3, ..., by defining them recursively as follows: �k+1(B) = �k(B) ⊗B �1(B)

and also set �0(B) = B.

Next, we briefly discuss the notion of the noncommutative Hilbert space of forms
for a spectral triple of compact type. We refer to [27] (page 124 -127) and the
references therein for more details.

Definition 2.2.11 A spectral triple (A∞,H, D) of compact type is said to be �-
summable if e−t D2

is of trace class for all t > 0. A �-summable spectral triple is
called finitely summablewhen there is some p > 0 such that t

p
2 Tr(e−t D2

) is bounded
on (0, δ] for some δ > 0. The infimum of all such p, say p′, is called the dimension
of the spectral triple and the spectral triple is called p′-summable.

Remark 2.2.12 We remark that the definition of �-summability to be used in this
book is stronger than the one in [14] (page 390, Definition 1.) in which a spectral
triple is called �-summable if Tr(e−D2

) < ∞.

For a �-summable spectral triple, let σλ(T ) = Tr(T e− 1
λ
D2

)

Tr(e− 1
λ
D2

)
for λ > 0. We note that

λ �→ σλ(T ) is bounded.
Let

τλ(T ) = 1

logλ

∫ λ

a
σu(T )

du

u
for λ ≥ a ≥ e.

Now consider the quotient C∗ algebra B∞ = Cb([a,∞))/C0([a,∞)). Let for T
in B(H), τ (T ) in B∞ be the class of λ → τλ(T ).

For any state ω on the C∗ algebra B∞, Trω(T ) = ω(τ (T )) for all T in B(H)

defines a functional on B(H). As we are not going to need the choice of ω in this

book, we will suppress the suffix ω and simply write Limt→0+ Tr(T e−t D2
)

Tr(e−t D2
)
for Trω(T ).

This is a kind of Banach limit because if limt→0+ Tr(T e−t D2
)

Tr(e−t D2
)

exists, then it agrees

with the functional Limt→0+ . Moreover, Trω(T ) coincides (upto a constant) with the
Dixmier trace (see Chapter IV, [14]) of the operator T |D|−p when the spectral triple
has a finite dimension p > 0, where |D|−p is to be interpreted as the inverse of the
restriction of |D|p on the closure of its range. In particular, this functional gives back
the volume form for the classical spectral triple on a compact Riemannian manifold.

Let �k(A∞) be the space of universal k-forms on the algebra A∞ which
is spanned by a0δ(a1) · · · δ(ak), ai belonging to A∞, where δ is as in Proposi-
tion2.2.10. There is a natural graded algebra structure on� ≡ ⊕

k≥0 �k(A∞),which
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also has a natural involution given by (δ(a))∗ = −δ(a∗), and using the spectral
triple, we get a ∗-representation 	 : � → B(H) which sends a0δ(a1) · · · δ(ak) to
a0dD(a1) · · · dD(ak), where dD(a) = [D, a]. Consider the state τ on B(H) given

by, τ (X) = Limt→0+ Tr(Xe−t D2
)

Tr(e−t D2
)
, where Lim is as above. Using τ , we define a posi-

tive semi definite sesquilinear form on�k(A∞) by setting 〈w, η〉 = τ (	(w)∗	(η)).

Let Kk = {w ∈ �k(A∞) : 〈w, w〉 = 0}, for k ≥ 0, and K−1 := (0). Let �k
D be the

Hilbert space obtained by completing the quotient �k(A∞)/Kk with respect to the
inner product mentioned above, and we define Hk

D := P⊥
k �k

D, where Pk denotes
the projection onto the closed subspace generated by δ(Kk−1). The map D′ :=
d + d∗ ≡ dD + d∗

D on Hd+d∗ := ⊕
k≥0 Hk

D has a self-adjoint extension (which is
again denoted by d + d∗). Clearly, Hk

D has a total set consisting of elements of the
form [a0δ(a1) · · · δ(ak)], with ai inA∞ and where [ω] denotes the equivalence class
P⊥
k (w + Kk) for ω belonging to �k(A∞). There is a ∗-representation πd+d∗ : A →

B(Hd+d∗), given by πd+d∗(a)([a0δ(a1) · · · δ(ak)]) = [aa0δ(a1) · · · δ(ak)]. Then it is
easy to see that

Proposition 2.2.13 (A∞,Hd+d∗ , d + d∗) is a spectral triple.

Let us mention that for the classical spectral triple (C∞(M), L2(S), D) on a com-
pact Riemannian spinmanifoldM , the above construction does give the usual Hilbert
space of forms discussed in Sect. 2.1.1. Moreover, the volume form onC∞(M) using
D′ = d + d∗ in place of D agrees with the usual volume form. It is enough to explain
this for smooth functions supported in a small coordinate neighborhood on which
the restriction of the spinor bundle S is trivial. Combining the local expressions
(5.45), (5.48) and (5.49) in [15], one can easily see that D2 has the following local
expression:

D2 = � ⊗ ICk + A,

where A is a first order differential operator, � = −∑
i, j g

i j δ
δxi

δ
δx j

is the Lapla-
cian on the manifold, k is the dimension of the fiber of S, {x1, x2, ..., xn} are local
coordinates, ((gi j )) is the Riemannian metric and ((gi j )) = ((gi j ))−1.

On the other hand, we can obtain the following local expression for (D′)2 on a
suitable trivializing neighborhood for the bundle of forms:

(D′)2 = L ⊗ ICm ,

where L is the Hodge Laplacian on M as in Sect. 2.1.2 and m is the dimension of
the fiber of �∗M.

A direct calculation shows that L − � is a first order differential operator. As
L− n

2 and �− n
2 are of Dixmier trace class, it follows from the discussion in page 307

of [14] and the references cited there that

Trω(M fL− n
2 ) = Trω(M f �

− n
2 ),
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whereM f denotes the operator ofmultiplication by a smooth function f supported
in a small enough coordinate neighborhood on which both S and �∗M are trivial.
Hence we have

Trω(M f (D′)− n
2 )

Trω((D′)− n
2 )

= Trω(M f (D2)− n
2 )

Trω((D2)− n
2 )

.

2.2.3 Laplacian in Noncommutative Geometry

Now we want to formulate and study an analog of the Hodge Laplacian in noncom-
mutative geometry. We recall that in the classical case of a compact Riemannian
manifold, L = −d∗

DdD coincides with the Hodge Laplacian −d∗d (restricted on the
space of smooth functions), where d denotes the de-Rham differential.We need some
mild technical assumptions on the spectral triple to define the associated Laplacian.

Definition 2.2.14 Let (A∞,B(H), D) be a �-summable spectral triple of compact
type. Assume furthermore that it satisfies the following conditions:

(1) It is QC∞, that is, A∞ and {[D, a], a ∈ A∞} are contained in the domains
of all powers of the derivation [|D|, ·].

(2) Under condition (1), τ defined by τ (X) = Limt→0
Tr(Xe−t D2

)

Tr(e−t D2
)
is a positive trace

on the C∗-subalgebra generated by A∞ and {[D, a] : a ∈ A∞}. We assume that τ
is also faithful on this subalgebra.

(3) The unbounded densely defined map dD from H0
D to H1

D given by dD(a) =
[D, a] for a in A∞, is closable and let dD also denote the closure.

(4) L := −d∗
DdD has A∞ in its domain.

Then, we callL the noncommutative Laplacian and Tt = etL the noncommutative
heat semigroup.Moreover, the ∗-subalgebra ofA∞ generated byA∞

0 will be denoted
by A0.

Let us record the following observation.

Lemma 2.2.15 Under the conditions of the Definition2.2.14, then for x ∈ A∞, we
have L(x∗) = (L(x))∗.

Proof It follows by simple calculation using the facts that τ is a trace and dD(x∗) =
−(dD(x))∗ that

τ (L(x∗)∗y)
= τ (dD(x)dD(y)) = τ (dD(y)dD(x)) = −τ ((dD(y∗))∗dD(x))

=< y∗,L(x) >= τ (yL(x)) = τ (L(x)y),

for all y ∈ A∞. By density of A∞ inH0
D (a) follows. �
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It is well known that for compact Riemannian spin manifolds, the conditions (1)
and (2) ofDefinition2.2.14 are satisfied.On the other hand,we know fromSect. 2.1.2,
(for example, Lemma2.1.1) that the Hodge Laplacian on a compact Riemannian
manifold satisfies the properties (3) and (4).

In the noncommutative case, the conditions (1) and (2) hold for many spectral
triples including those coming from Rieffel deformations. The content of the next
lemma is about the other conditions.

Lemma 2.2.16 Let (A∞,H, D) be a spectral triple of compact type and of finite
dimension, say p. Suppose that for every element a ∈ A∞, the map R � t �→
αt (X) := exp(i t D)Xexp(−i t D) is differentiable at t = 0 in the norm-topology of
B(H), where X = a or [D, a]. Then the conditions (3) and (4) of Definition2.2.14
are satisfied. Moreover, we have:

(a) L maps A∞ into the weak closure of A∞ in B(H0
D).

(b) If Tt = exp(tL) maps H0
D into A∞ for all t > 0, then any eigenvector of L

belongs to A∞.

Proof We first observe that τ (αt (A)) = τ (A) for all t and for all A ∈ B(H),
since exp(i t D) commutes with |D|−p. If moreover, A belongs to the domain
of norm-differentiability (at t = 0) of αt , i.e.,

αt (A)−A
t → i[D, A] in operator-

norm, then it follows from the property of the Dixmier trace that τ ([D, A]) =
1
i limt→0

τ (αt (A))−τ (A)

t = 0. Now, since by assumption we have the norm- differentia-
bility at t = 0 ofαt (A) for A belonging to the ∗-subalgebra (sayB) generated byA∞
and [D,A∞], it follows that τ ([D, A]) = 0 ∀A ∈ B. Let us now fix a, b, c ∈ A∞
and observe that

< a dD(b), dD(c) >

= τ ((a dD(b))∗dD(c) >

= −τ ([D, [D, b∗]a∗c]) + τ ([D, [D, b∗]a∗]c)
= τ ([D, [D, b∗]a∗]c),

using the fact that τ ([D, [D, b∗]a∗c]) = 0. This implies

| < a dD(b), dD(c) > | ≤ ‖[D, [D, b∗]a∗]‖τ (c∗c)
1
2 = ‖[D, [D, b∗]a∗]‖‖c‖2,

where ‖c‖2 = τ (c∗c) 1
2 denotes the L2-norm of c ∈ H0

D . This proves that a dD(b)
belongs to the domain of d∗

D for all a, b ∈ A∞, so in particular d∗
D is dense, i.e., dD

is closable. Moreover, taking a = 1, we see that dD(A∞) ⊆ Dom(d∗
D), or in other

words,A∞ ⊆ Dom(d∗
DdD). This proves (3) and (4). The statement (a) can be proved

along the line of Theorem 2.9, page 129, [27]. To prove (b), we note that if x ∈ H0
D

is an eigenvector of L, say L(x) = λx (λ ∈ C), then we have Tt (x) = eλt x , hence
x = e−λt Tt (x) ∈ A∞. �
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2.3 Quantum Group Equivariance in Noncommutative
Geometry

Wehave already seen (Theorem2.1.12) that the classicalDirac operator is equivariant
with respect to the natural action of the group of orientation preserving Riemannian
isometries. It is natural to explore similar equivariance of a spectral triplewith respect
to quantum group coactions. Let us begin by giving a precise definition of quantum
group equivariance.

Definition 2.3.1 Consider a spectral triple (A∞,H, D) along with a coaction α
of a CQG Q on the C∗-algebra A obtained by taking the norm closure of A∞ in
B(H). We say that (A∞,H, D) is aQ-equivariant spectral triple if there is a unitary
corepresentation U of Q on H such that

(i) adU (.) = α(.),

(ii) Ũ (D ⊗ I ) = (D ⊗ I )Ũ .

It was not very easy to get examples of spectral triples, which are equivariant with
respect to “a genuine (i.e., noncommutative as a C∗ algebra) quantum group". In
[25] (i.e., Example2.2.8), the first example of an SUμ(2)-equivariant spectral triple
was constructed. It was followed by the work of a number of mathematicians, see
[26, 28–30] and the references therein. In the next two subsections, we show that the
spectral triples of Examples2.2.8 and 2.2.9 are indeed equivariant.

2.3.1 The Example of SUµ(2)

We deal with Example2.2.8 here. Let U be the regular corepresentation of SUμ(2)
on L2(SUμ(2), h). Then adU (x) = �(x) for all x in SUμ(2). We recall from Exam-
ple2.2.8 the normalized vectors eni j ’s. Then U (eni j ) = ∑

k
1∥∥∥tni j

∥∥∥‖tnik‖e
n
ik ⊗ tnk j from

which it easily follows

Proposition 2.3.2 ([25]) The spectral triple (O(SUμ(2), L2(SUμ(2), h), DSUμ(2))

of Example2.2.8 is SUμ(2)-equivariant.

2.3.2 The Example of the Podles’ Spheres

Here, we consider the spectral triple constructed in [26] and explained in Exam-
ple2.2.9. We will use the notations of Example2.2.9. From [26], we see that the
vector spaces νl

± 1
2

= Span{vl
m,± 1

2
: m = −l, ....l} are (2l + 1) dimensional Hilbert

spaces on which the SUμ(2) corepresentation is unitarily equivalent to the standard
l-th unitary irreducible corepresentation of SUμ(2), that is, if the corepresentation
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is denoted by U0, then U0(v
l
i,± 1

2
) = ∑

vl
j,± 1

2
⊗ t lj,i where t li, j denotes the matrix

elements in the l-th unitary irreducible corepresentation of SUμ(2).
We now recall Theorem 3.5 of [31].

Proposition 2.3.3 Let R0 be an operator onH defined by R0(v
n
i,± 1

2
) = μ−2i∓1vn

i,± 1
2
.

Then Tr(R0e−t D2
) < ∞ (for all t > 0) and one has

(τR0 ⊗ id)(Ũ0(x ⊗ 1)Ũ0
∗
) = τR0(x).1,

for all x in B(H), where τR0(x) = Tr(x R0e−t D2
).

We define a positive, unbounded operator R on H by R(vn
i,± 1

2
) = μ−2ivn

i,± 1
2
.

Proposition 2.3.4 adU0 preserves the R-twisted volume. In particular, for x in
π(S2μ,c) and t > 0, we have h(x) = τR(x)

τR(1) , where τR(x) := Tr(x Re−t D2
), and h

denotes the restriction of the Haar state of SUμ(2) to the subalgebra S2μ,c, which
is the unique SUμ(2)-invariant state on S2μ,c.

Proof It is enough to prove that τR is αU0 -invariant. Let us denote by P1
2
, P− 1

2
the

projections onto the closed subspaces generated by {vl
i, 12

} and {vl
i,− 1

2
}, respectively.

Moreover, let τ± be the functionals defined by τ±(x) = Tr(x R0P± 1
2
e−t D2

). Now

observing that R0, e−t D2
andU0 commute with P± 1

2
and using Proposition2.3.3, we

have, for x belonging to B(H),

(τ± ⊗ id)(αU0(x))

= (Tr ⊗ id)(Ũ0(x ⊗ 1)Ũ0
∗
(R0P± 1

2
e−t D2 ⊗ id))

= (Tr ⊗ id)(Ũ0(x P± 1
2
⊗ 1)Ũ0

∗
(R0e

−t D2 ⊗ id))

= (τR0 ⊗ id)(αU0(x P1
2
))

= τR0(x P± 1
2
)

= τ±(x).1,

that is, τ± are αU0 -invariant.
Thus, x �→ Tr(x R0P± 1

2
e−t D2

) is invariant under αU0 . Moreover, since we have

RP± 1
2

= μ±R0P± 1
2
, the functional τR coincides with μ−1τ+ + μτ−, hence is αU0 -

invariant. �

Theorem 2.3.5 The spectral triple described on the Podles’ sphere S2μ,c as described
in Example2.2.9 is SUμ(2) equivariant. If α : S2μ,c → S2μ,c ⊗ SOμ(3) ⊆ SUμ(2) ⊗
SOμ(3) denotes the canonical coaction of SOμ(3) on S2μ,c (Sect.1.3.3) and U0 is as
above, then adU0(π(x)) = (π ⊗ id)α(x) Moreover, adU0 preserves τR .

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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Proof

(D ⊗ id)U0(v
l
i,± 1

2
) = (D ⊗ id)(

∑
vl
j,± 1

2
⊗ t lj,i )

= (c1l + c2)
∑

vl
j,∓ 1

2
⊗ t lj,i

= (c1l + c2)U0(v
l
i,∓ 1

2
)

= U0D(vl
i,± 1

2
).

Thus, the above spectral triple is equivariant w.r.t. the corepresentation U0.

For the second statement, let U denote the right regular corepresentation of
SUμ(2) on L2(SUμ(2), h), so that U0 = U |H. We already noted that the coaction
α of SUμ(2) is the restriction of the coproduct, that is, α(x) = U (x ⊗ 1)U ∗ for
x ∈ S2μ,c ⊆ B(L2(S2μ,c)). Now, π(x) = x |H, and we also observed that both x andU
(hence U ∗) leaves H invariant. Thus,

adU0(π(x)) = U0(π(x) ⊗ id)U ∗
0 = (U (x ⊗ id)U ∗)|H⊗SOμ(3) = α(x)|H⊗SOμ(3)

= (π ⊗ id)(α(x)).
Finally, adU0 preserves τR by Proposition2.3.4. �

2.3.3 Constructions from Coactions by Quantum Isometries

In this subsection,we shall briefly discuss the relevance of quantum isometry group to
the problem of constructing quantum group equivariant spectral triples, which is
important to understand the role of quantum groups in the framework of noncom-
mutative geometry. There has been a lot of activity in this direction recently, see, for
example, the articles by Chakraborty and Pal [25], Connes [32], Landi et al. [28], and
the references therein. In the classical situation, there exists a natural unitary repre-
sentation of the isometry group G = ISO(M) of a manifold M on the Hilbert space
of forms, so that the operator d + d∗ (where d is the de-Rham differential operator)
commutes with the representation. Indeed, d + d∗ is also a Dirac operator for the
spectral triple given by the natural representation of C∞(M) on the Hilbert space of
forms, so we have a canonical construction of G-equivariant spectral triple. Our aim
in this subsection is to generalize this to the noncommutative framework, by proving
that dD + d∗

D is equivariant with respect to a canonical unitary corepresentation on
the Hilbert space of ‘noncommutative forms’.

Consider an admissible spectral triple (A∞,H, D) and moreover, make the
assumption ofLemma2.2.16, i.e., assume that t �→ eit Dxe−i t D is norm-differentiable
at t = 0 for all x in the ∗-algebra B generated by A∞ and [D,A∞].
Lemma 2.3.6 In the notation of Lemma2.2.16, we have the following (where b, c ∈
A∞):

d∗
D(dD(b)c) = −1

2
(bL(c) − L(b)c − L(bc)) . (2.3.1)
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Proof Denote byχ(b, c) the right hand side of Eq. (2.3.1) and fix any a ∈ A∞. Using
the facts the the functional τ is a faithful trace on the ∗-algebra B, L = −d∗

DdD and
that τ ([D, X ]) = 0 for any X in B, we have,

τ (a∗χ(b, c))

= −1

2
{τ (a∗bL(c)) − τ (ca∗L(b)) − τ (a∗L(bc))}

= 1

2
{τ ([D, a∗b][D, c]) − τ ([D, ca∗][D, b]) − τ ([D, a∗][D, bc])}

= 1

2
{τ (a∗[D, b][D, c]) − τ ([D, c]a∗[D, b]) − τ (c[D, a∗][D, b]) − τ ([D, a∗][D, b]c)}

= −τ ([D, a∗][D, b]c)
= τ ([D, a]∗[D, b]c)
= 〈dD(a), dD(b)c〉
= τ (a∗(d∗

D(dD(b)c))).

From this, we get the following by a simple computation:

〈adD(b), a′dD(b′)〉 = −1

2
τ (b∗�(a∗a′, b′)), (2.3.2)

for a, b, a′, b′ ∈ A∞, and where�(x, y) := L(x)y − xL(y).Now, let us denote the
quantum isometry group of the given spectral triple (A∞,H, D) by (G,�,α). Let
A0 denote the ∗-algebra generated byA∞

0 andG0 denote the ∗-algebra ofG generated
by matrix elements of irreducible corepresentations. Clearly, α : A0 → A0 ⊗alg G0

is a Hopf-algebraic coaction of G0 on A0. Define a C-bilinear map �̃ : (A0 ⊗alg

G0) × (A0 ⊗alg G0) → A0 ⊗alg G0 by setting

�̃((x ⊗ q), (x ′ ⊗ q ′)) := �(x, x ′) ⊗ (qq ′).

It follows from the relation (L ⊗ id) ◦ α = α ◦ L on A0 that

�̃(α(x),α(y)) = α(�(x, y)). (2.3.3)

We now define a linear map α(1) from the linear span of {adD(b) : a, b ∈ A0} to
H1

D ⊗ G by setting

α(1)(adD(b)) :=
∑

i, j

a(1)
i dD(b(1)

j ) ⊗ a(2)
i b(2)

j ,

where for any x ∈ A0 we write α(x) = ∑
i x

(1)
i ⊗ x (2)

i ∈ A0 ⊗alg G0 (summation
over finitelymany terms).We shall sometimes use the Sweedler convention ofwriting
the above simply as α(x) = x (1) ⊗ x (2). It then follows from the identities (2.3.2)
and (2.3.3), and also the fact that (τ ⊗ id)(α(a)) = τ (a)1 for all a ∈ A0 that
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〈α(1)(a dD(b)),α(1)(a′ dD(b′))〉G
= −1

2
(τ ⊗ id)(α(b∗)�̃(α(a∗a′),α(b′)))

= −1

2
(τ ⊗ id)(α(b∗)α(�(a∗a′, b′)))

= −1

2
(τ ⊗ id)(α(b∗�(a∗a′, b′)))

= −1

2
τ (b∗�(a∗a′, b′))1G

= 〈adD(b), a′dD(b′)〉1G .

This proves that α(1) is indeed well-defined and extends to a G-linear isometry on
H1

D ⊗ G, to be denoted byU (1), which sends (adD(b)) ⊗ q to α(1)(adD(b))(1 ⊗ q),
a, b ∈ A0, q ∈ G. Moreover, since the linear span of α(A∞

0 )(1 ⊗ G) is dense in
H0

D ⊗ G, it is easily seen that the range of the isometryU (1) is the whole ofH1
D ⊗ G,

i.e., U (1) is a unitary. In fact, from its definition it can also be shown that U (1) is a
unitary corepresentation of the compact quantum group G on H1

D .
In a similarway,we can construct unitary corepresentationU (n) ofG on theHilbert

space of n-forms for any n ≥ 1, by defining

U (n)((a0dD(a1)dD(a2)...dD(an)) ⊗ q)

= a(1)
0 dD(a(1)

1 )...dD(a(1)
n ) ⊗ (a(2)

0 a(2)
1 ...a(2)

n q),

(where ai ∈ A∞
0 , q ∈ G, and Sweedler convention is used),

and verifying that it extends to a unitary. We also denote by U (0) the unitary corep-
resentation α̃ on H0

D discussed before. Finally, we have a unitary corepresentation
U = ⊕

n≥0U
(n) of G on H̃ := ⊕

n Hn
D , and also extend dD as a closed densely

defined operator on H̃ in the obvious way, by defining dD(a0dD(a1)...dD(an)) =
dD(a0)...dD(an). It is now straightforward to see the following:

Theorem 2.3.7 Theoperator D′ := dD + d∗
D is equivariant in the sense thatU (D′ ⊗

1) = (D′ ⊗ 1)U.

We point out that there is a natural corepresentation π of A on H̃ given by
π(a)(a0dD(a1)...dD(an)) = aa0dD(a1)...dD(an), and (π(A∞), H̃, D′) is indeed a
spectral triple, which is G-equivariant.

Although the relation between spectral properties of D and D′ is not clear in
general, in many cases of interest (e.g., when there is an underlying type (1, 1)
spectral data in the sense of [27]) these two Dirac operators are closely related. As
an illustration, consider the canonical spectral on the noncommutative 2-torus Aθ,
which is discussed in some details in the next section. In this case, the Dirac operator
D acts on L2(Aθ, τ ) ⊗ C

2, and it can easily be shown (see [27]) that theHilbert space
of forms is isomorphic with L2(Aθ, τ ) ⊗ C

4 ∼= L2(Aθ) ⊗ C
2; thus D′ is essentially

same as D in this case.
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2.3.4 R-twisted Volume Form Coming from the Modularity
of a Quantum Group

Let (S,�)be a compact quantumgroup and (A∞,H, D)be anS-equivariant spectral
triple with a unitary corepresentation V onH commuting with D. In this subsection,
our aim is to show the existence of a densely defined positive functional on B(H),

to be interpreted as a generalization of “volume form”, which is kept invariant under
adV .

The Hilbert space H, on which D acts decomposes into finite dimensional
eigenspaces Hk (k ≥ 1) of the operator D, i.e., H = ⊕kHk . Since D commutes
with V , V preserves each of the Hk’s and on each Hk , V is a unitary corepresenta-
tion of the compact quantum groupQ. Then we have the decomposition of eachHk

into the irreducibles, say
Hk = ⊕π∈IkC

dπ ⊗ C
mπ,k ,

wheremπ,k is the multiplicity of the irreducible corepresentation of type π onHk and
Ik is some finite subset of Rep(Q). Since R commutes with V , R preserves direct
summands ofHk . Let {eπ

i : i = 1, 2, · · ·dπ} be an orthonormal basis ofCdπ such that
V (eπ

i ) = ∑
j e

π
j ⊗ uπ

j i .

Let ED denote theWOT-dense ∗-subalgebra of B(H) generated by rank one oper-
ators of the form |ξ >< η|, where ξ, η are eigenvectors of D. We note that since V
maps Hk intoHk ⊗alg S0 for all k, adV will map ED into ED ⊗alg S0.

With the above set up and notations, we give the following definition.

Definition 2.3.8 An R-twisted spectral data (of compact type) is given by a quadru-
plet (A∞,H, D, R), where

1. (A∞,H, D) is a spectral triple of compact type.
2. R a positive (possibly unbounded) invertible operator such that R commutes

with D.

We shall also sometimes refer to (A∞,H, D) as an R-twisted spectral triple.

Remark 2.3.9 We remark that in the above definition,we do not need the full strength
of Definition 2.2 in [33].

Definition 2.3.10 The functional τR definedbelowon theweaklydense∗-subalgebra
ED of B(H) will be called the R-twisted volume form:

τR(x) = Tr(Rx), x ∈ ED.

We now characterize those R for which adV preserves the functional τR .

Theorem 2.3.11 Let (A∞,H, D, R) be an R-twisted spectral data of compact type
which is equivariant with respect to a corepresentation V of a CQG S on H. Then
adV preserves the R-twisted volume form if and only if R is of the following form:
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R|Hk = ⊕π∈Ik F
π ⊗ Tπ,k, (2.3.4)

for some Tπ,k ∈ B(Cmπ,k ), where Fπ’s are as in Sect.1.2.2.

Proof Let { f π,k
j }mπ,k

j=1 be anorthonormal basis forCmπ,k .Then {eπ
i ⊗ f π,k

j : i = 1, 2, · ·
·dπ, j = 1, . . .mπ,k} is an orthonormal basis forHk .As R commuteswith D, it leaves
Hk invariant. Let us write

R(eπ
i ⊗ f π,k

j ) =
∑

s,t

Rπ,k(s, t, i, j)es ⊗ ft .

Let h denote the extension of the Haar state of S to a vector state on B(L2(S, h))

given by h(x) =< 1, x1 > .

For a fixedπ, k, denoting eπ
i , f π,k

j , Rπ,k(s, t, i, j) by ei , f j , R(s, t, i, j), respec-
tively, and for a in ED , we have the following:

(τR ⊗ h)adV (a) =
∑

i, j

< V ∗(ei ⊗ f j ⊗ 1Q), (a ⊗ 1)V ∗R(ei ⊗ f j ) >

=
∑

i, j,k,s,t,u

< ek ⊗ f j ⊗ (uπ
ik)

∗, R(s, t, i, j)a(eu ⊗ ft ) ⊗ (uπ
su)

∗ >

=
∑

i, j,k,s,t,u

R(s, t, i, j)

Mπ
< ek ⊗ f j , a(eu ⊗ ft ) > δis F

π(k, u)

=
∑

i, j,k,t,u

R(i, t, i, j)

Mπ
< ek ⊗ f j , a(eu ⊗ ft ) > Fπ(k, u).

On the other hand

τR(a) = Tr(a.R)

=
∑

i, j

< ei ⊗ f j , aR(ei ⊗ f j ) >

=
∑

k, j,u,t

R(u, t, k, j) < ek ⊗ f j , a(eu ⊗ ft ) > .

Now observe that if R is of the form given in the theorem, then R(s, t, i, j) =
Fπ(i, s)Tπ,k( j, t). Plugging this in the expressions for (τR ⊗ h)adV (a) and τR(a)

obtained above, and using the fact thatMπ = ∑
i F

π(i, i),we get (τR ⊗ h)adV (a) =
τR(a). It follows easily that adV preserves τR .

We now prove the necessity part of the theorem. We note that (τR ⊗ h)adV (a) =
τR(a) implies:

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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∑

i, j,k,t,u

R(i, t, i, j)

Mπ
< ek ⊗ f j , a(eu ⊗ ft ) > Fπ(k, u)

=
∑

k, j,u,t

R(u, t, k, j) < ek ⊗ f j , a(eu ⊗ ft ) > . (2.3.5)

Now fix u0, t0 and consider a ∈ B(H) such that a(eu0 ⊗ ft0) = ep ⊗ fq and zero on
the other basis elements. Then from (2.3.5), we get

∑

i, j,k

R(i, t0, i, j)

Mπ
< ek ⊗ f j , ep ⊗ fq > Fπ(k, u0)

=
∑

k, j

R(u0, t0, k, j) < ek ⊗ f j , ep ⊗ fq >,

which gives
∑

i
R(i,t0,i,q)

Mπ
Fπ(p, u0) = R(u0, t0, p, q).

This proves that R|Hk = ⊕π∈Ik F
π ⊗ Tπ,k with some Tπ,k ∈ B(Cmπ,k ) given by

Tπ,k(t0, q) = ∑
i
R(i,t0,i,q)

Mπ
. �

As an immediate corollary, we get the following:

Proposition 2.3.12 Let R = 	V (φ1) ∈ B(H), where φ1 is the functional defined in
Proposition1.2.19 and 	V is as in Theorem1.4.1. Suppose also that L ∈ B(H) is
(S, V ) equivariant. Then we have:

a. R is a (possibly unbounded) positive operator with Dom(R) containing the
subspaces Hk, k ≥ 1.

b. RD = DR.

c. adV preserves the functional τR .

Thus, given a spectral triple (A∞,H, D) (of compact type)which isS-equivariant
with respect to a corepresentation V of a CQG S on H, we can always construct a
positive (possibly unbounded) invertible operator R onH such that (A∞,H, D, R)

is a twisted spectral data and adV preserves the functional τR .

Proof This follows from Theorem2.3.11 as R is of the form (2.3.4) with Tπ,k = I
for all π, k. �

Remark 2.3.13 If L in Proposition2.3.12 is such that RL is trace class, then the
functional χ is defined and bounded on B(H) and the conclusion of the proposition
holds as well.

Remark 2.3.14 (a)When the spectral triple in question has a real structure as in
Definition2.2.3, there is a canonical choice of R (see Remark3.3.3).

(b) When the Haar state of S is tracial, then it follows from the definition of R
and Theorem 1.5 part 1. of [34] that R can be chosen to be I.

We record the following lemma for future use.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_3
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Lemma 2.3.15 The adV -invariance of the functional τR on ED is equivalent to the
adV -invariance of the functional X �→ Tr(XRe−t D2

) on ED for each t > 0. If, fur-
thermore, the R-twisted spectral triple is �-summable in the sense that Re−t D2

is trace class for every t > 0, then adV preserves the functional B(H) � x �→
Limt→0+ Tr(x Re−t D2

)

Tr(Re−t D2
)
, where Lim is as defined in Sect.2.2.2.

Proof IfWλ denotes the eigenspace of D corresponding to the eigenvalue, say λ, it is
clear that τR(X) = etλ

2
Tr(Re−t D2

X) for all X = |ξ >< η|with ξ, η belonging toWλ

and for any t > 0. Thus, the adV -invariance of the functional τR on ED is equivalent to
the adV -invariance of the functional X �→ Tr(XRe−t D2

) on ED for each t > 0. This
can be argued as follows. Let adV be τR invariant on ED, that is, for all |ξ >< η|with
ξ, η belonging toWλ, (τR ⊗ id)adV (|ξ >< η|) = τR(|ξ >< η|).1 Therefore, (τR ⊗
id)adV (|ξ >< η|) = τR(|ξ >< η|).1 = etλ

2
Tr(Re−t D2 |ξ >< η|).On theother hand,

(τR ⊗ id)adV (|ξ >< η|) = etλ
2
(Tr(RetD

2
.) ⊗ id)adV (|ξ >< η|). If the R-twisted

spectral triple is �-summable, the above is also equivalent to the adV -invariance of
the bounded normal functional X �→ Tr(XRe−t D2

) on the whole of B(H). In partic-

ular, this implies that adV preserves the functionalB(H) � x �→ Limt→0+ Tr(x Re−t D2
)

Tr(Re−t D2
)
.

�
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Chapter 3
Definition and Existence of Quantum
Isometry Groups

Abstract Under some reasonable assumptions on a spectral triple (A∞,H, D)

(which we call admissibility), we prove the existence of a universal object in the
category of compact quantum groups admitting coaction on the closure ofA∞ which
commutes with the (noncommutative) Laplacian. This universal object is called the
quantum isometry group w.r.t. the Laplacian. Moreover, we discuss analogous for-
mulations of the quantum group of orientation (and volume or a given real structure)
preserving isometries. Sufficient conditions under which the action of the quantum
isometry group keeps the C∗ algebra invariant and is a C∗ action are given. We
also mention some sufficient conditions for the existence of the quantum group of
orientation preserving isometries without fixing a choice of the ‘volume-form’.

In this chapter,we describe in details the definition and existence of quantum isometry
groups in different set-ups. We begin with the approach based on the Laplacian of
the spectral triple and then discuss the concept of quantum group of orientation
preserving isometries. In the first case, our construction makes sense only when the
Laplacian obtained from the spectral triple is sufficiently nice. In the case of quantum
group of orientation preserving isometries, we only need the data coming from the
spectral triple. In a private communication, L. Dabrowski suggested an alternative
terminology, namely, ‘Laplace type’/ Dirac type quantum isometry group to describe
the quantum isometry groups coming from these two approaches mentioned above.
Towards the end of the chapter, we also describe the natural analogue of a quantum
isometry group of a real spectral triple.

3.1 The Approach Based on Laplacian

The motivation for our definition comes from Theorem 2.1.8. Thus, for defining the
quantum isometry group, we are led to consider a category of CQG’s which coact
on a noncommutative manifold such that it preserves the Riemannian structure in
a suitable sense. Then we prove that under some assumptions, a universal object in
this category exists.
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D. Goswami and J. Bhowmick, Quantum Isometry Groups,
Infosys Science Foundation Series, DOI 10.1007/978-81-322-3667-2_3

69

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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3.1.1 The Definition and Existence of the Quantum Isometry
Group

Let (A∞,H, D) be a �-summable spectral triple of compact type satisfying the
conditions of Definition 2.2.14. We recall from Sect. 2.2 the Hilbert spaces of
k-forms Hk

D, k = 0, 1, 2, . . . and also the Laplacian L = −d∗
DdD as in Definition

2.2.14.
To define the quantum isometry group, we need the following additional assump-

tions:
Assumptions
1. L has compact resolvents. Thus, it has a discrete spectrum and H0

D has a
complete orthonormal basis consisting of eigenvectors of L.

2. L keeps the subspace A∞ invariant.
3. Every eigenvector of L belongs to A∞.

4. Let A∞
0 = Span{a : a is an eigenvector of L}. We assume that A∞

0 , is norm
dense in A∞.

5. The kernel of L is one dimensional, spanned by the identity 1 of A∞, viewed
as a unit vector in H0

D. This assumption will be referred to as the “connectedness
assumption”.

Definition 3.1.1 We say that a spectral triple satisfying the assumptions 1.–4. admis-
sible.

Remark 3.1.2 Our terminology in this book differs slightly from that of [1], where
the definition of admissibility included the connectedness assumption 5. We know
from Sect. 2.1.2, (for example, Lemma 2.1.1) that the Hodge Laplacian on a compact
Riemannian manifold satisfies the properties 1.–4. as above. Moreover, if the man-
ifold is connected, then the condition 5. is satisfied. In the noncommutative world,
some of these assumptions follow from some additional conditions on the spectral
triple (see for example, Lemma 2.2.16). The necessity of having the admissibil-
ity conditions as well as the connectedness assumption 5. is discussed in details in
Sect. 3.1.2.

In view of the characterization of smooth isometric action on a classical compact
manifold (Theorem 2.1.8 in Chap.2), the following definition was given in [1].

Definition 3.1.3 Let A be the C∗ algebra obtained by completing A∞ in the norm
of B(H0

D). A quantum family of smooth isometries of (A∞,H, D) is a pair (S,α),

where S is a separable unital C∗ algebra and α : A → A ⊗ S is a unital C∗
homomorphism, satisfying the following:

a. Span(α(A)(1 ⊗ S)) = A ⊗ S,

b. for every state φ on S, αφ = (id ⊗ φ)α(A∞
0 ) ⊆ A∞

0 and αφ commutes with L
on A∞

0 .

The quantum family of isometries (S,α) is called volume-preserving if for all
a ∈ A∞, (τ ⊗ id)(α(a)) = τ (a)1S .

http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
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In case the C∗ algebra has a coproduct � such that (S,�) is a compact quantum
group and α is a coaction of (S,�) on A, we say that (S,�) coacts smoothly and
isometrically on the noncommutative manifold.

We point out that the volume preserving condition for a quantum family of smooth
isometries is automatic if the connectedness condition5 is satisfied.This is the content
of Lemma 3.1.5. To prove it, we need the following observation.

Lemma 3.1.4 Suppose (A∞,H, D) is admissible satisfying the connectedness
assumption 5. Let � : A∞

0 → A∞
0 be a norm bounded linear map, such that

�(1) = 1, and � ◦ L = L ◦ � on the subspace A∞
0 . Then τ (�(x)) = τ (x) for all

x ∈ A∞.

Proof By Lemma 2.1.5 with H1 = H2 = H0
D , ξ1 = ξ2 = 1, we have τ (�(x)) =

τ (x) for all x ∈ A∞
0 . By the norm-continuity of � and τ it extends to the whole of

A∞. �

Before proceeding to the proof of the existence of the quantum isometry group,
we fix our notations and some basic facts.

Notations and Some Basic Facts
1. The category with the object class consisting of all quantum families of isome-

tries (S,α) of (A∞,H, D) and morphisms Mor((S,α), (S ′,α′)) being the set of
unital C∗ homomorphisms φ : S → S ′ satisfying (id ⊗ φ)α = α′ will be denoted
by QL.

2. We will denote by Q′
L the category whose objects are (S,�,α) where (S,�)

is a CQG coacting smoothly and isometrically on (A∞,H, D) and α is the coaction.
The morphisms ofQ′

L are the morphisms of compact quantum groups which are also
morphisms of the underlying quantum families.

3. The forgetful functor F : Q′
L → QL is faithful so that we can view F(Q′

L) as
a subcategory of QL. Let QL

0 and (Q′
L)0 denote the full subcategories of QL and

Q′
L respectively obtained by restricting the object-classes to the volume-preserving

quantum families.
4. Given such an admissible spectral triple (A∞,H, D), the Laplacian L has a

countable set of eigenvalues each with finite multiplicity, let us denote them by
λ0 = 0,λ1,λ2, . . . , where V0, V1, . . . are the corresponding finite dimensional
eigenspaces. We have Vi ⊆ A∞ for each i. As L(x∗) = (L(x))∗, Vi is closed
under ∗. Clearly, H0

D = ⊕i Vi .

5. Let {ei j , j = 1, . . . , di } be an orthonormal basis of Vi . Then, A∞
0 =

Span{ei j , j = 1, . . . , di ; i ≥ 0} and {e∗
i j , j = 1, . . . , di } is another orthonormal

basis for Vi as τ (x∗y) = τ (yx∗) for x, y ∈ A∞. A∞
0 is norm dense in A∞. If the

spectral triple also satisfies the connectedness assumption 5., we have V0 = C1.
6. We shall denote by Ui the quantum group Au,di (I ), (as defined in Chap.1,

Sect. 1.3.2) where di is the dimension of the subspace Vi . We fix a corepresentation
βi : Vi → Vi ⊗alg Ui of Ui on the Hilbert space Vi , given by βi (ei j ) = ∑

k eik ⊗ u(i)
k j ,

for j = 1, . . . , di , where ui ≡ ((u(i)
k j )) are the generators of Ui satisfying

http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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uiu
∗
i = Idi = u∗

i ui , u′
i ui = Idi = uiu

′
i ,

with u′
k = ((u(k)

j i )) and uk = ((u(k)
i j

∗
)). Thus, both ui and ūi are unitaries in

Mdi (Au,di (I )).
7. We recall from Sect. 1.2.2 that the corepresentations βi canonically induce a

corepresentation β = ∗iβi of U := ∗iUi on H0
D , such that the restriction of β on Vi

coincides with βi for all i .

Lemma 3.1.5 For an admissible spectral triple (A∞,H, D)which also satisfies the
connectedness assumption 5, any quantum family of smooth isometries is automati-
cally volume-preserving; hence (QL)0 = QL and (Q′L)0 = Q′L as categories.

Proof Let (S,α) be any quantum family of smooth isometries, and ω be an arbitrary
state on S. By Lemma 3.1.4, it follows that τ (αω(x)) = τ (x)ω(1) for all x ∈ A.
Since ω is arbitrary, we have (τ ⊗ id)(α(x)) = τ (x)1S for all x ∈ A. �

Lemma 3.1.6 Let (S,α) be a quantum family of volume-preserving smooth isome-
tries of an admissible spectral triple (A∞,H, D).Moreover, assume thatα is faithful,
i.e., there is no proper C∗-subalgebra S1 of S such that α(A∞) ⊆ A∞ ⊗ S1.

Then α̃ : A∞ ⊗ S → A∞ ⊗ S defined by

α̃(a ⊗ b) := α(a)(1 ⊗ b)

extends to an S-linear unitary on the Hilbert S-module H0
D ⊗ S, denoted again by

α̃. Moreover, there exists a C∗-ideal I of U and a C∗-isomorphism φ : U/I → S
such that α = (id ⊗ φ) ◦ (id ⊗ �I) ◦ β on A∞ ⊆ H0

D, where �I is the canonical
map from U to U/I.

In case there is a CQG structure on S given by a coproduct� such that (S,�,α)

is an object in (Q′L)0, the map α : A∞ → A∞ ⊗ S extends to a unitary corep-
resentation (denoted again by α) of the CQG (S,�) on H0

D. In this case, I is a
Woronowicz C∗-ideal and the C∗-isomorphism φ : U/I → S is a morphism of
compact quantum groups.

Proof We have (τ ⊗ id)(α(a)) = τ (a)1S for all a ∈ A∞ and therefore for all
a ∈ A by continuity. Moreover, since α(A)(1 ⊗ S) is dense in A ⊗ S, we see that
α(A∞)(1⊗ S) is norm-total in Ā⊗ S. Therefore, the S-linear span of the range of
α(A∞) is dense in the Hilbert module H0

D ⊗ S. Thus, we are in a position to apply
Lemma 1.3.4 to deduce that α̃ is a S-linear unitary on the Hilbert S-moduleH0

D ⊗S.

Next, since αω leaves each Vi invariant for every state ω on S, it is clear that
for all i, α(Vi ) ⊆ Vi ⊗alg S. Let us write α(ei j ) = ∑

k eik ⊗ v
(i)
k j for some v

(i)
k j

( j, k = 1, . . . , di ) in S. Then vi := ((v
(i)
k j )) is a unitary in Mdi (C) ⊗ S and the

∗-subalgebra generated by {v(i)
k j , i ≥ 0, , j, k ≥ 1} is dense in S since α is faithful.

Since α is a C∗-coaction on A, we have α(e∗
i j ) = (α(ei j ))∗ = ∑

k e
∗
ik ⊗ v

(i)∗
k j ,

and since {e∗
i j } is also an orthonormal basis of Vi , the matrix ((v

(i)∗
k j )) is unitary. By

universality of Ui , there is aC∗-homomorphism from Ui to S sending u(i)
k j to v

(i)
k j , and
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by definition of the free product, this induces a C∗-homomorphism, say �, from U
onto S, so that U/I ∼= S, where I := Ker(�).

In case S has a coproduct so that (S,�) is a CQG and α is a quantum group
coaction, it is easy to see that the subalgebra of S generated by {v(i)

k j , i ≥ 0, j, k =
1, . . . , di } is a Hopf algebra and �(v

(i)
k j ) = ∑

l v
(i)
kl ⊗ v

(i)
l j . It follows that � is Hopf-

algebra morphism and therefore, I is a Woronowicz C∗-ideal. �
Theorem 3.1.7 For any admissible spectral triple (A∞,H, D), the category (QL)0
has a universal (initial) object, say (G,α0). Moreover, G has a coproduct �0 such
that (G,�0) is a CQG and (G,�0,α0) is a universal object in the category (Q′L)0.

The coaction α0 is faithful.

Proof We will use the C∗-algebra U and the map β : H0
D → H0

D ⊗ U . By the
definition of β, β(A∞

0 ) ⊆ A∞
0 ⊗alg U . Note that β is only a linear map (unitary) but

need not be a ∗-homomorphism.
We construct the universal object as a suitable quotient of U . We will denote by

�I the quotient map from U onto U/I. LetF be the collection of all thoseC∗-ideals
I of U such that

�I := (id ⊗ �I) ◦ β : A∞
0 → A∞

0 ⊗alg (U/I)

extends to a C∗-homomorphism from Ā to Ā ⊗ (U/I), and

(τ ⊗ id)(�I(a)) = τ (a)1U/I ∀ a ∈ A∞
0 , i.e. (τ ⊗ id)(β(a)) − τ (a)1U ∈ I.

The setF is nonempty because theC∗-algebraC is an object in (QL)0 and by Lemma
3.1.6 we have an element of F .

Now, let I0 be the intersection of all ideals in F . We claim that I0 is again a
member of F . In order to prove this claim, we first observe that Ker(id ⊗ �I) =
{X ∈ A ⊗ U : ∀ω ∈ A∗ : (ω ⊗ id)(X) ∈ I} = A ⊗ I. Then we use Lemma 1.1.9
to conclude that ∩I∈FKer(id ⊗ �I) = Ker(id ⊗ �I0). Therefore, for a ∈ A∞

0 and
I ∈ F , we have

||�I0(a)|| = ||β(a) + A ⊗ I0|| = ||β(a) + Ker(id ⊗ �I0)|| = ||β(a) +
∩I∈FKer(id ⊗ �I)||

= supI∈F ||β(a) + Ker(id ⊗ �I)|| = supI∈F ||�I(a)|| ≤ supI∈F ||a|| = ||a||,
where we have used Lemma 1.1.1 and the contractivity of the C∗-homomorphism
�I .

SinceA∞
0 is dense in Ā, �I0 extends to a norm-contractive map on Ā. Moreover,

for a, b ∈ Ā and for I ∈ F , we have�I(ab) = �I(a)�I(b). Since�I = �I ◦�I0 ,
we can rewrite the homomorphic property of �I as

�I0(ab) − �I0(a)�I0(b) ∈ Ā ⊗ (I/I0).

This holds for all I ∈ F and hence we get �I0(ab) − �I0(a)�I0(b) ∈ ⋂
I∈F Ā ⊗

(I/I0) = (0), i.e. �I0 is a homomorphism. Similarly, it can be shown that it is a ∗-
homomorphism. Since each βi is a unitary corepresentation of the compact quantum
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group Ui on the finite dimensional space Vi , it follows that βi (Vi )(1 ⊗ Ui ) is total
in Vi ⊗ Ui . Thus, ∀ i and ∀ w ∈ Vi , w ⊗ 1Ui ≡ w ⊗ 1U belongs to the linear span
of βi (Vi )(1 ⊗ Ui ) ⊂ β(Vi )(1 ⊗ U). Therefore, A∞

0 ⊗ 1U is a subset of the span of
β(A∞

0 )(1⊗U) and henceA∞
0 ⊗1 U

I0
is spanned by�I0(A∞

0 )(1⊗U/I0). SinceA∞
0 is

norm-dense inA and the quotient map is contractive,A⊗U/I0 is the closure of the
span of �I0(A∞

0 )(1⊗ U/I0). Thus, we have proved that (U/I0, �I0) is an object of
the categoryQ. We also observe that (U/I0, �I0) is an object of the category (QL)0.

This follows because for a ∈ A∞
0 , we have (τ ⊗ id)(β(a)) − τ (a)1U ∈ I ∀ I ∈ F

and thus (τ ⊗ id)(β(a)) − τ (a)1U ∈ I0.
Now, we want to show that G := U/I0 is a universal object in (QL)0. To this

end, let (S,α) be any object of the category (QL)0. We note that we can assume the
coaction to be faithful. Indeed, if the coaction is not faithful, we can always replace
S by the C∗-subalgebra generated by the elements {v(i)

k j } which appears in the proof
of Lemma 3.1.6. However, by virtue of Lemma 3.1.6 we can also assume that there
exists an ideal I in F such that S is isomorphic with U/I. Since I0 is contained
in I, we have a C∗-homomorphism from U/I0 onto U/I which sends x + I0 to
x + I. This C∗-homomorphism is a morphism in (QL)0 and it is indeed the unique
such morphism as it is uniquely determined on the dense subalgebra generated by
{u(i)

k j + I0, i ≥ 0, j, k ≥ 1} of G.
We now construct the coproduct on G = U/I0. Let α(2) denote the map (�I0 ⊗

id) ◦ �I0 : A → A ⊗ G ⊗ G. Clearly, (G ⊗ G,α(2)) is an object in the category
(QL)0. By the universality of (G, �I0), we have a unique unital C

∗-homomorphism
�0 : G → G ⊗ G which satisfies

(id ⊗ �0) ◦ �I0(x) = α(2)(x) ∀x ∈ A.

Putting x = ei j , we get

∑

l

eil ⊗ (πI0 ⊗ πI0)

(
∑

k

u(i)
lk ⊗ u(i)

k j

)

=
∑

l

eil ⊗ �0(πI0(u
(i)
l j )).

Let �̃ denote the coproduct on U . Since �̃(u(i)
l j ) = ∑

k u
(i)
lk ⊗ u(i)

k j , by comparing
coefficients of eil , we deduce that

(πI0 ⊗ πI0) ◦ �̃ = �0 ◦ πI0 (3.1.1)

on the linear span of {u(i)
jk , i ≥ 0, j, k ≥ 1}, and thus on the whole of U . Therefore,

�0(I0) ⊆ Ker(πI0 ⊗ πI0) = Span(I0 ⊗ 1 + 1 ⊗ I0) ⊂ U ⊗ U . Hence, I0 is a
Woronowicz C∗-ideal so that G = U/I0 has the canonical compact quantum group
structure as a quantum subgroup of U . It is clear from the relation (3.1.1) that �0

coincides with the canonical coproduct of the quantum subgroup U/I0 inherited
from that of U . Since Lemma 3.1.6 implies that any CQG (G,�) coacting smoothly
and isometrically on the given spectral triple is isomorphic with a quantum subgroup
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U/I, for some Woronowicz C∗-ideal I of U , it is easy to check that the object
(G,�0, �I0) is universal in the category (Q′L)0.

We sketch the argument for the faithfulness of the coaction α0. Let G1 ⊂ G be
a ∗-subalgebra of G such that α0(A) ⊆ A ⊗ G1. Then it can be easily checked that
(G1,�0,α0) is also a universal object. Moreover, by the universality of G, there is a
unique morphism, say j , from G to G1. If i : G1 → G denotes the inclusion, the map
i ◦ j is a morphism from G to itself. By applying universality again, we deduce that
i ◦ j = idG , so in particular, i is onto, i.e. G1 = G. �

Definition 3.1.8 We shall call the universal object (G,�0) obtained in Theorem
3.1.7 the quantum isometry group of the admissible spectral triple (A∞,H, D) and
denote it by QISOL(A∞,H, D), or just QISOL(A∞) (or sometimes QISOL(Ā)) if
the spectral triple is understood from the context.

Remark 3.1.9 It follows from Lemma 3.1.5 that in case the spectral triple satisfies
both the admissibility and the connectedness assumption, QISOL(A∞,H, D) is the
universal object in the categories QL and Q′L.

Remark 3.1.10 QISOL is a quantum subgroup of the CQG U = ∗i Au,di (I ). As
Au,di (I ) satisfies κ2 = id, (by Remark 1.3.11) the same is satisfied by QI SOL so
that by Remark 1.2.16, QISOL has tracial Haar state.

3.1.2 Discussions on the Admissibility Conditions

In this subsection, we discuss the assumptions of admissibility as well as the connect-
edness condition 5. which were used to prove the existence of the quantum isometry
group. Indeed, some of these assumptions can be avoided andwe point out alternative
conditions to ensure the existence of the universal object.

In our definition of quantum family of smooth isometries, we assumed that the
coactionα keepsA∞

0 invariant. As seen inChap.2, in the classical case, this condition
is equivalent to the condition that α keeps the possibly bigger subspace A∞ =
C∞(M) invariant. Therefore, in the noncommutative situation, we are led to look for
sufficient conditions for invariance of A∞ under α. We state and prove below one
such result.

Lemma 3.1.11 If an admissible spectral triple (A∞,H, D) satisfies the condition⋂
Dom(Ln) = A∞, and if α : Ā → Ā ⊗ S is a smooth isometric coaction on A∞

by a CQG S, then for every state φ on S, αφ(= (id ⊗ φ)α) keeps A∞ invariant.

Proof By Lemma 1.3.4, the map α̃ from A ⊗ S to itself extends to an S-linear
unitary on the Hilbert S-moduleH0

D ⊗ S so that α̃ is a unitary inM(K(H0
D) ⊗ S).

For any state φ on S, αφ = (id⊗φ)(α̃) ∈ B(H0
D). Since α is a smooth and isometric

coaction, the bounded operator αφ commutes with the self-adjoint operator L on
A∞

0 . Since A∞
0 is a core for L, αφ commutes with Ln for all n so that it keeps

A∞ = ⋂
n Dom(Ln) invariant. �
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Next, we come to the connectedness assumption 5. in Lemma 3.1.5. We remark
that the condition 5. is not actually necessary there. We do have admissible spectral
triples not satisfying 5. for which the coaction automatically preserves the volume
form. For example, let X be a set consisting of n points and view A = C(X) on
X as diagonal matrices acting on H = C

n . If we take the Dirac operator D to be
the identity operator, it follows that the volume form τ is given by τ (δi ) = 1 for
i = 1, . . . , n, where δi denotes the characteristic function of the singleton set {i}.
Now if (S,�,α) is a CQG acting faithfully on A, with α(ei ) = ∑n

i=1 e j ⊗ x ji ,
then the elements {x ji }i, j satisfy the relations of the quantum permutation group
As(n) as in Chap.1. Therefore,

∑
j x ji = 1S for each i and hence α is automatically

τ -invariant. Therefore, (Q′L)0 = Q′L even if (A,H, D) is not admissible whenever
n ≥ 2 as L = 0 has n-dimensional kernel.

On the other hand, with A = Mn(C), H = C
n, D = I , we get an example

of admissible spectral triple not satisfying 5 for which volume-preserving property
is not automatic. Indeed, it suffices to observe that τ is equal to the usual trace of
Mn(C), and there are coactions of compact quantum groups on Mn(C) which do
not preserve the trace (see [2]). Observe that any quantum group coaction is trivially
smooth and isometric in this case since L = 0.

In [3], Connes and Moscovici introduced the notion of twisted or type-III spec-
tral triples. Let (A∞,H, D) be a σ-twisted, Lipschitz-regular spectral triple of
finite-dimension n. Thus, σ is a unital algebra automorphism of A∞ such that
∀a ∈ A∞,σ(a)∗ = σ−1(a∗) and Da − σ(a)D ∈ B(H). Using the faithful posi-
tive linear functional τ given by τ (X) = Trω(X |D|−n)

Trω(|D|−n)
, we can construct analogues of

the Hilbert spaces H0
D and H1

D , by replacing the map dD by dσ
D which is defined

by dσ
D(a) = Da − σ(a)D. We will say that a σ-twisted spectral triple is admissi-

ble if the conditions 1.–4. hold with dD replaced by dσ
D. We briefly discuss how to

generalize our formulation of quantum isometry groups in this framework. We shall
use the notations Vi , {λi } and {ei j } as before and define quantum families of smooth
isometries, smooth isometric coactions by compact quantum groups and volume pre-
serving coactions as in the case of usual spectral triples. We observe that in this case
τ is not necessarily a trace and hence {e∗

i j } need not be orthogonal. However, they are
still linearly independent. Therefore, Qi = ((〈e∗

i j , e
∗
ik〉))dij,k=1 = ((τ (ei j e∗

ik)))
di
j,k=1 is

a nonsingular di × di matrix.
Let Uσ

i = Au(Qi ) be the compact quantum groups discussed in Sect. 1.3.2, so
that it is the universal C∗-algebra generated by {uQi

k j , k, j = 1, . . . , di } such that

u := ((uQi
k j )) satisfies

uu∗ = In = u∗u, u′QiuQ
−1
i = In = QiuQ

−1
i u′. (3.1.2)

We set βσ
i : Vi → Vi ⊗alg Uσ

i by

βσ
i (ei j ) =

∑

k

eik ⊗ uQi
k j ,
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and then define a unitary corepresentation βσ of the free product Uσ = ∗iUσ
i on H

by taking βσ = ∗iβσ
i as before.

By replacing U with Uσ, it is easy to derive an analogue of Lemma 3.1.6. We
continue to use the notations used in the proof of Lemma 3.1.6. We observe that
the map α̃ is an S-linear unitary on the Hilbert module H0

D ⊗ S, and it keeps the
subspace V ′

i ⊗ S ≡ Sp{e∗
i j , j = 1, . . . , di } ⊗ S invariant so that

α(e∗
i j ) =

∑

k

e∗
ik ⊗ v

(i)∗
k j . (3.1.3)

Therefore, S-valued matrix vi ≡ ((v
(i)
k j

∗
)) is invertible in Mdi (C) ⊗ S. Now we

take the S-valued inner product 〈·, ·〉S on the Eq. (3.1.3) and using the fact that
〈α(x),α(y)〉S = τ (x∗y)1S , we obtain Qi = v′

i Qivi . Therefore, Q
−1
i v′

i Qi is the
inverse of vi , fromwhich we see that the relations (1.3.2) are satisfied with u replaced
by vi . This induces natural C∗-homomorphism from Uσ

i into S. By replacing U and
β by Uσ and βσ respectively, the rest of the proof of Lemma 3.1.6 as well as the proof
of Theorem 3.1.7 go through verbatim. This allows us to define quantum isometry
group of an admissible σ-twisted spectral triple.

3.2 Definition and Existence of the Quantum Group
of Orientation Preserving Isometries

3.2.1 Motivation

The formulation of quantum isometry groups in terms of the Laplacian as in the
previous section has a drawback from the viewpoint of noncommutative geometry
since it needs a ‘good’ Laplacian to exist. In noncommutative geometry it may not
be always easy to verify such an assumption about the Laplacian. Therefore, it is
more natural to have a formulation of the quantum isometry group in terms of the
Dirac operator directly. This is what we aim to achieve in this section.

We have already seen in Theorem 2.1.12 that a group action on a Riemannian spin
manifold lifts to a unitary representation on the Hilbert space H of spinors which
commutes with the Dirac operator D if and only if the action on the manifold is
an orientation preserving and isometric. This motivates us to define the quantum
analogue of the group of orientation-preserving Riemannian isometries of a possibly
noncommutative manifold given by a spectral triple (A∞,H, D) by considering a
category Q′ of compact quantum groups having unitary corepresentation, say U ,
on H, which commutes with D, and the coaction on B(H) obtained by conjugation
mapsA∞ into its weak closure. A universal object in this category, if it exists, should
be called the ‘quantum group of orientation preserving Riemannian isometries’ of
the underlying spectral triple. The subtle point to note here is that unlike the classical
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group actions on B(H) which always preserve the usual trace, a quantum group
coaction may not do so. In fact, in the view of Theorem 2.3.12, it makes it quite
natural to work in the setting of twisted spectral data.

As in the previous section, we actually consider a bigger category called the cate-
gory of ‘quantum families of smooth orientation preserving Riemannian isometries’
motivated by the ideas of Woronowicz and Soltan [4, 5], We present several explicit
computations of such universal quantum groups in later chapters of the book. It may
be relevant to point out here that it was not clear whether one could accommodate
the spectral triples on SUμ(2) and the Podles’ spheres S2μ,c constructed in [6, 7]
respectively in the framework of QISOL, since it is very difficult to get a work-
able description of the space of ‘noncommutative’ forms and the Laplacian for these
examples. However, formulation presented in this sectionmakes it possible to accom-
modate these examples. More precisely, we have identifiedUμ(2) and SOμ(3) as the
universal quantum group of orientation preserving (and suitable twisted volume pre-
serving for S2μ,c) isometries for the spectral triples on SUμ(2) and S2μ,c respectively.
The computations for S2μ,c have been presented in Chap.4.

We conclude this subsection with an important remark about the use of the phrase
‘orientation-preserving’ in our terminology. We recall from Remark 2.2.6 that by a
‘classical spectral triple’ we always mean the spectral triple obtained by the Dirac
operator on the spinors. This is important since the Hodge Dirac operator d + d∗
on the L2-space of differential forms also gives a spectral triple of compact type
on any compact Riemannian (not necessarily with a spin structure) manifold M ,
and the action of the full isometry group ISO(M) (and not just the subgroup of
orientation preserving isometries ISO+(M), even when M is orientable) lifts to a
unitary representation on this space commuting with d + d∗. In fact, the category
of groups acting smoothly on M such that the action is implemented by a unitary
representation commuting with d + d∗, has ISO(M), (and not ISO+(M)) as its
universal object. So, we need to stick to the Dirac operator on spinors to obtain the
group of orientation preserving isometries in the usual geometric sense. This also
has a natural quantum generalization, as we shall see in Sect. 3.2.4.

3.2.2 Quantum Group of Orientation-Preserving Isometries
of an R-twisted Spectral Triple

In view of the characterization of orientation-preserving isometric action on a clas-
sical manifold (Theorem 2.1.13), we give the following definitions.

Definition 3.2.1 Aquantum family of orientation preserving isometries for the (odd)
spectral triple (A∞,H, D) is given by a pair (S,U )whereS is a separable unitalC∗-
algebra andU is a linearmap fromH toH⊗S such that Ũ given by Ũ (ξ⊗b) = U (ξ)b
(ξ ∈ H, b ∈ S) extends to a unitary element of M(K(H) ⊗ S) satisfying the
following:

(i) for every state φ on S we have UφD = DUφ, where Uφ := (id ⊗ φ)(Ũ );
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(ii) (id⊗φ)◦adU (a) ∈ (A∞)′′ for all a inA∞ and state φ on S, where adU (x) :=
Ũ (x ⊗ 1)Ũ ∗ for x belonging to B(H).

In case theC∗-algebraS has a coproduct� such that (S,�) is a compact quantum
group andU is a unitary corepresentation of (S,�) onH, we say that (S,�) coacts
by orientation-preserving isometries on the spectral triple.

In case the spectral triple is even with the grading operator γ, a quantum family
of orientation preserving isometries (A∞,H, D, γ)will be defined exactly as above,
with the only extra condition being that Ũ commutes with γ ⊗ 1.

From now on, we will mostly consider odd spectral triples. However let us remark
that in the even case, all the definitions and results obtained by us will go through
with some obvious modifications. We also remark that all our spectral triples are of
compact type.

Consider the category Q ≡ Q(A∞,H, D) ≡ Q(D) with the object-class con-
sisting of all quantum families of orientation preserving isometries (S,U ) of the
given spectral triple, and the set of morphisms Mor((S,U ), (S ′,U ′)) being the set
of unital C∗-homomorphisms � : S → S ′ satisfying (id ⊗ �)(U ) = U ′. We
also consider another category Q′ ≡ Q′(A∞,H, D) ≡ Q′(D) whose objects are
triplets (S,�,U ), where (S,�) is a compact quantum group acting by orientation
preserving isometries on the given spectral triple, whereU is the corresponding uni-
tary corepresentation. The morphisms are the homomorphisms of compact quantum
groups which are also morphisms of the underlying quantum families of orientation
preserving isometries. The forgetful functor F : Q′ → Q is clearly faithful, and we
can view F(Q′) as a subcategory of Q.

Unfortunately, in general Q′ or Q will not have a universal object. It is easily
seen by taking the standard example A∞ = Mn(C), H = C

n , D = I. Any CQG
having a unitary corepresentation on C

n is an object of Q′(Mn(C), C
n, I ). But by

Proposition 1.3.9, there is no universal object in this category. However, the fact
that comes to our rescue is that a universal object exists in each of the subcate-
gories which correspond to the CQG coactions preserving a given faithful functional
on Mn . On the other hand, given any equivariant spectral triple, we recall from
Theorem 2.3.12 of Chap. 2 that there is a (not necessarily unique) faithful functional
which is preserved by the CQG coaction. This motivates the following definition.

Before that, let us recall the definition of an R-twisted spectral data from
Sect. 2.3.4. Given an R-twisted spectral triple (A∞,H, D, R), we note that
(A∞,H, D, R−1) is also an R−1 twisted spectral data. Let us denote by τR−1 the
canonical functional attached to the spectral data.

Definition 3.2.2 Given an R-twisted spectral data (A∞,H, D, R) of compact type,
a quantum family of orientation preserving isometries (S,U ) of (A∞,H, D) is
said to preserve the R and R−1-twisted volume form, (simply said to be volume-
preserving if R is understood) if one has (τR ⊗ id)(adU (x)) = τR(x).1S and
(τR−1 ⊗ id)(adU−1(x)) = τR−1(x).1S for all x in ED , where ED and τR are as in Propo-
sition 2.3.12. We shall also call (S,U ) a quantum family of orientation-preserving
isometries of the R-twisted spectral triple.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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If, furthermore, the C∗-algebra S has a coproduct � such that (S,�) is a CQG
and U is a unitary corepresentation of (S,�) on H, we say that (S,�) coacts by
volume and orientation-preserving isometries on the R-twisted spectral triple.

We shall consider the categories QR ≡ QR(D) and Q′
R ≡ Q′

R(D) which are the
full subcategories ofQ andQ′ respectively, obtained by restricting the object-classes
to the volume-preserving quantum families.

Remark 3.2.3 We have already observed in Chap.1 that for any object (S,�,U )

of Q′, preservation of one of the two functionals τR and τR−1 by adU implies the
preservation of both. Thus, in the definition ofQ′

R, it is enough to have the condition
of τR preservation.

Let us mention here that in our paper [8] where the notion of quantum group of
orientation preserving isometries was originally formulated, we made a mistake by
not adding the condition of τR−1 invariance in the definition of quantum families of
orientation and volume preserving isometries. The definition given above rectifies
this mistake.

Let us now fix a spectral triple (A∞,H, D) which is of compact type. The C∗-
algebra generated by A∞ in B(H) will be denoted by A. Let λ0 = 0,λ1,λ2, · · · be
the eigenvalues of D with Vi denoting the (di -dimensional, 0 ≤ di < ∞) eigenspace
for λi . Let {ei j , j = 1, . . . , di } be an orthonormal basis of Vi . We also assume
that there is a positive invertible R on H such that (A∞,H, D, R) is an R-twisted
spectral data. The operator R must have the form R|Vi = Ri , say, with Ri positive
invertible di × di matrix. Let us denote the CQG Au,di (R

T
i ) by Ui , with its canonical

unitary corepresentation βi on Vi
∼= C

di , given by βi (ei j ) = ∑
k eik ⊗ u

RT
i

k j . Let
U be the free product of Ui , i = 1, 2, . . . and β = ∗iβi be the corresponding free
product corepresentation ofU onH.We shall also consider the corresponding unitary
element β̃ inM(K(H) ⊗ U).

The next two results are analogues of Lemma 3.1.6 and Theorem 3.1.7 and so we
sketch their proofs and refer to [8] for the details.

Lemma 3.2.4 Consider the R-twisted spectral triple (A∞,H, D) and let (S,U )

be a quantum family of volume and orientation preserving isometries of the given
spectral triple. Moreover, assume that the map U is faithful in the sense that there
is no proper C∗-subalgebra S1 of S such that Ũ belongs to M(K(H) ⊗ S1). Then
we can find a C∗-isomorphism φ : U/I → S between S and a quotient of U by a
C∗-ideal I of U , such that U = (id ⊗ φ) ◦ (id ⊗ �I) ◦ β, where �I denotes the
quotient map from U to U/I.

If, furthermore, there is a compact quantum group structure on S given by a
coproduct � such that (S,�,U ) is an object in Q′

R, the ideal I is a Woronowicz
C∗-ideal and the C∗-isomorphism φ : U/I → S is a morphism of compact quantum
groups.

Proof It is clear thatU mapsVi intoVi⊗algS for each i . Thus, ifv(i)
k j ( j, k = 1, . . . , di )

are the elements of S such that U (ei j ) = ∑
k eik ⊗ v

(i)
k j , then as in Lemma 3.1.6,

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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vi := ((v
(i)
k j )) is a unitary in Mdi (C) ⊗alg S and the ∗-subalgebra generated by all

{v(i)
k j , i ≥ 0, , j, k ≥ 1} is dense in S.

Consider the ∗-homomorphism αi from the finite dimensional C∗ algebra Ai
∼=

Mdi (C) generated by the rank one operators {|ei j >< eik |, j, k = 1, . . . , di } to
Ai ⊗algS given byαi (y) = Ũ (y⊗1)Ũ ∗|Vi . Clearly, the restrictions of the functionals
τR and τR−1 on Ai are nothing but the functionals given by Tr(Ri ·) and Tr(R−1

i ·)
respectively, where Tr denotes the usual trace of matrices. Since αi preserves these
functionals by assumption, we get, by the universality of Ui given in Lemma 1.3.12,

a C∗-homomorphism from Ui to S sending u(i)
k j ≡ u

RT
i

k j to v
(i)
k j , and by definition of

the free product, this induces a C∗-homomorphism, say �, from U onto S, so that
U/I ∼= S, where I := Ker(�). The rest of the proof is exactly as in Lemma 3.1.6
and hence omitted. �

Theorem 3.2.5 For any R-twisted spectral triple of compact type (A∞,H, D), the
category QR of quantum families of volume and orientation preserving isometries
has a universal (initial) object, say (G̃,U0). Moreover, G̃ has a coproduct �0 such
that (G̃,�0) is a compact quantum group and (G̃,�0,U0) is a universal object in
the category Q′

R. The corepresentation U0 is faithful.

Proof For any C∗-ideal I of U , we shall denote by �I the canonical quotient map
fromU ontoU/I, and let�I = (id⊗�I)◦β. Clearly, �̃I = (id⊗πI)◦β̃ is a unitary
element ofM(K(H) ⊗ U/I). Let F be the collection of all those C∗-ideals I of U
such that (id ⊗ ω) ◦ ad�̃I maps A∞ into A′′ for every state ω (equivalently, every
bounded linear functional) on U/I. This collection is nonempty, since the trivial
one-dimensional C∗-algebra C gives an object inQR and by Lemma 3.2.4 we do get
a member ofF . Now, let I0 be the intersection of all the ideals inF . We claim that I0
is again a member of F . Indeed, in the notation of Lemma 1.1.2, it is clear that for a
inA∞, (id⊗φ)◦�̃I0(a) belongs toA′′ for allφ in the convex hull of�

⋃
(−�). Now,

for any state ω on U/I0, we can find, by Lemma 1.1.2, a net ω j in the above convex
hull (so in particular ‖ω j‖ ≤ 1 for all j) such that ω(x + I0) = lim j ω j (x + I0) for
all x in U/I0.

It follows from Lemma 1.1.10 that (id ⊗ ω j )(X) → (id ⊗ ω)(X) in the strong
operator topology for all X belonging to M(K(H) ⊗ U/I0). Thus, for a in A∞,
(id⊗ω)◦ad�̃I0

(a) is the limit of (id⊗ωi )◦ad�̃I0
(a) in the strong operator topology,

hence belongs to A′′.
We are left to show that (G̃ := U/I0, �I0) is a universal object in QR and that

(G̃,�0, �I0) is universal in the category Q′
R . These facts follow exactly as in the

proof of Theorem 3.1.7 and hence omitted. �

Consider the ∗-homomorphism ad0 := adU0 , where (G̃,U0) is the universal object
obtained in the previous theorem. For every state φ on G̃, (id⊗φ) ◦ ad0 mapsA into
A′′. However, in general ad0 may not be faithful even ifU0 is so, and let G denote the
C∗-subalgebra of G̃ generated by the elements {( f ⊗ id) ◦ ad0(a) : f ∈ A∗, a ∈ A}.
Definition 3.2.6 We shall call G the quantum group of orientation-preserving
isometries of R-twisted spectral triple (A∞,H, D, R) and denote it by QISO+

R

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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(A∞,H, D, R) or even simply as QISO+
R(D). The quantum group G̃ is denoted

by ˜QISO+
R(D).

In a private communication to us, Shuzhou Wang kindly pointed out that an
alternative approach to the formulation of quantum isometry group may involve the
category of compact quantum groups which has a C∗-coaction on the underlying C∗
algebra and a unitary corepresentation with respect to which the Dirac operator is
equivariant. However, Corollary 4.5.16 of Chap.4 shows that the category proposed
by Wang in general does not admit a universal object in general.

At this point, let us remark that in case of quantum group of orientation preserving

Riemannian isometry, ˜QISO+
R(D) depends on the von Neumann algebra (A∞)′′ and

not on the algebra A∞ itself. More precisely, we have the following proposition:

Proposition 3.2.7 Let (A∞,H,D, R) be as in [8]. If we have a SOT dense subalge-
braA0 of (A∞)′′ ⊂ B(H) such that [D, a] ∈ B(H) for all a ∈ A0, then (A0,H,D)

is again a spectral triple and

˜QISO+
R(A0,H,D) ∼= ˜QISO+

R(A∞,H,D),

and hence QISO+
R(A0,H,D) ∼= QISO+

R(A∞,H,D).

The Proposition follows from the definition of ˜QISO+
R(D) and hence we omit its

proof.
We end this subsection with the following observation for which we will need to

recall the notion of universal version of a compact quantum group as mentioned in
Sect. 1.2.2.

Theorem 3.2.8 The quantum groups ˜QISO+
R(D), QISO+

R(D) and QISOL(D) are
universal compact quantum groups.

Proof Let us prove the statement for ˜QISO+
R(D) only, since the other cases follow

by very similar arguments. Let Q := ˜QISO+
R(D) and Q0 and Qu be the canonical

Hopf ∗-algebra of Q and the universal CQG corresponding to Q0 respectively. By
definition, we have a surjective CQG morphism π : Qu → Q which is the identity
map onQ0.To prove thatπ is an isomorphism, it suffices to get a surjectivemorphism
from Q to Qu which is the identity map on Q0.

Let V be the corepresentation of Q on H and let Vu be the corresponding corep-
resentation of Qu (see Chap.1). Clearly, (id ⊗ π)Vu = U and moreover, Vu = U
on the dense subspace N spanned by the finite dimensional eigenspaces of D. As
V commutes with D, so does Vu . We also have adVu = adV on the weakly dense
subalgebra ED of Proposition 2.3.12. Thus, by Lemma 2.3.15, τR is preserved by
adVu . Finally, let A0 be the dense subalgebra of (A∞)′′ as in Lemma 1.5.2 so that
adV (A0) ⊆ A0 ⊗alg Q0. So (id ⊗ π)(adVu (A0)) ⊆ A0 ⊗alg Q0. But since π = id on
Q0, we have adVu (A0) ⊆ A0 ⊗alg Q0. This implies that adVu leaves A′′

0 = (A∞)′′
invariant, i.e., (Qu, Vu) is an object of Q′

R(D), giving the required surjective mor-
phism from Q to Qu .
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3.2.3 Stability and C∗ Coaction

In this subsection, we are going to use the notations as in Sect. 3.2.2, in particular
G̃,G,U0, ad0. It is not clear whether the coaction ad0 of QISO

+
R(D) preserves the

C∗ algebra A generated by A∞ in the sense that (id ⊗ φ) ◦ ad0 maps A into A for
every φ. Moreover, even if A is stable under ad0, the question remains whether ad0
(which is always a von Neumann algebraic coaction) is aC∗-coaction of the compact
quantum group QISO+

R(D). In Chap.4, Sect. 4.5.2, we have answered this question
in the negative, by proving the following:

There is an R-twisted spectral triple on the Podles’ sphere S2μ,c for which ad0 does
not keep S2μ,c invariant.

In this section, we will show that the CQG QISO+
R(D) has a C∗-coaction for any

spectral triple for which there is a ‘reasonable’ Laplacian. This includes all classical
spectral triples as well as their cocycle deformations (with R = I ).

Webeginwith a sufficient condition for stability ofA∞ under ad0. Let (A∞,H, D)

be a spectral triple such that the condition (1) of Definition 2.2.14 is satisfied, that is:
A∞ and {[D, a], a ∈ A∞} are contained in the domains of all powers of the deriva-
tions [D, ·] and [|D|, ·].

Let us denote by T̃t the one parameter group of ∗-automorphisms on B(H) given
by T̃t (S) = eit DSe−i t D for all S in B(H). This semigroup which is continuous in the
strong operator topology. Moreover, let us denote the generator of this group by δ.
For X such that [D, X ] is bounded, we have δ(X) = i[D, X ] and thus

∥∥T̃t (X) − X
∥∥ =

∥∥∥∥

∫ t

0
T̃s([D, X ])ds

∥∥∥∥ ≤ t‖[D, X ]‖.

Definition 3.2.9 We say that a spectral triple (A∞,H, D) satisfies the Sobolev reg-
ularity condition if

A∞ = A′′ ⋂

n≥1

Dom(δn).

The following result is a natural generalization of the classical fact that under
some conditions, a measurable isometric action automatically becomes smooth.

Theorem 3.2.10 (i) For every state φ on G,

(id ⊗ φ) ◦ ad0(A∞) belongs to A′′ ⋂

n≥1

Dom(δn).

(ii) If the spectral triple satisfies the Sobolev regularity condition then A∞ (and
hence A) is stable under ad0.

Proof Since U0 commutes with D ⊗ I , it is clear that T̃t commutes with adφ
0 ≡

(id ⊗ φ) ◦ ad0. Therefore, by the continuity of ad0 in the strong operator topology,
for a in Dom(δ), we have

http://dx.doi.org/10.1007/978-81-322-3667-2_4
http://dx.doi.org/10.1007/978-81-322-3667-2_2


84 3 Definition and Existence of Quantum Isometry Groups

lim
t→0+

T̃t (ad
φ
0 (a)) − adφ

0 (a)

t

= lim
t→0+ adφ

0 (
T̃t (a) − a

t
)

= adφ
0 (δ(a)).

Thus, adφ
0 keeps Dom(δ) invariant and commutes with δ. In a similar way, (i) can

be proved. The assertion (ii) follows by applying (i) and the Sobolev regularity
condition. �

Let us now add a strengthened version of assumption (2), Definition 2.2.14, that
is:

Assumption (2′)
Let S∞ denote the ∗-algebra generated by {T̃s(A∞), T̃s(A∞)([D, a]) : s ≥

0, a ∈ A∞} and Lim be as in Sect. 2.2.2. We assume that the spectral triple
is �-summable, that is, for every t > 0, e−t D2

is trace-class and the functional

τ (X) = Limt→0
Tr(Xe−t D2

)

Tr(e−t D2
)
is a positive faithful trace on S∞.

The functional τ is to be interpreted as the volume form (we refer to [1, 9] for
the details). The completion of S∞ in the norm of B(H) will be denoted by S, and
we shall denote by ‖a‖2 and ‖ · ‖∞ the L2-norm τ (a∗a)

1
2 and the operator norm of

B(H) respectively.
By using the definition of τ , it is easy to see that T̃t preserves τ . Thus, T̃t extends

to a group of unitaries on N := L2(S∞, τ ). Moreover, for any X such that [D, X ]
is in B(H), so in particular for X in S∞, we have

∥∥T̃s(X) − X
∥∥2

2

= τ (T̃s(X)
∗
(T̃s(X) − X)) + τ (X∗(X − T̃s(X)))

≤ 2
∥∥X − T̃s(X)

∥∥∞ ‖X‖2
≤ 2s‖[D, X ]‖∞‖X‖2.

Thus, for X in S∞, the map s �→ T̃s(X) is L2-continuous. The unitarity of T̃s
implies that the L2-continuity is true for any X in belonging to N , so that it is a
strongly continuous one-parameter group of unitaries. Let us denote its generator by
δ̃. Then δ̃ is a skew adjoint map, that is, i δ̃ is self adjoint, and T̃t = exp(t δ̃). Clearly,
δ̃ = δ = [D, ·] on S∞.

We will denote L2(A∞, τ ) ⊂ N by H0
D and the restriction of δ̃ to H0

D (which is
a closable map from H0

D to N ) by dD . Thus, dD is closable too.
Throughout the rest of this subsection, we will assume that the spectral triple is

admissible in the sense of Definition 3.1.1.
Clearly, L(A∞

0 ) ⊆ A∞
0 . The ∗-subalgebra of A∞ generated by A∞

0 is denoted
by A0. We also note that L = P0L̃P0, where L̃ := (i δ̃)2 (which is a self adjoint

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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operator on N ) and P0 denotes the orthogonal projection in N whose range is the
subspace H0

D .

Theorem 3.2.11 Let (A∞,H, D) be an admissible spectral triple satisfying the
condition (1) of Definition 2.2.14 and assumption (2′). In addition, assume that at
least one of conditions (a) and (b) mentioned below is satisfied:

(a) A′′ ⊆ H0
D.

(b) For any state φ on G = QISO+
I (D), adφ

0 (A∞) ⊆ A∞.

Then ad0 is a C∗-coaction of QISO+
I (D) on A.

Proof Let φ be a fixed state on G. Under either of the conditions (a) and (b), the map
adφ

0 (A∞) ⊆ H0
D ⊆ N . Since adφ

0 also commutes with [D, ·] onA∞, adφ
0 (S∞) ⊆ N .

In fact, using the complete positivity of adφ
0 and the fact that ad0 preserves τ , we

have

τ (adφ
0 (a)

∗
adφ

0 (a)) ≤ τ (adφ
0 (a

∗a)) = (id ⊗ φ)((τ ⊗ id)ad0(a
∗a)) = τ (a∗a).1.

Therefore, adφ
0 extends to a bounded operator from N to itself. Since U0 commutes

with D, it is clear that adφ
0 (viewed as a bounded operator onN ) will commute with

the group of unitaries T̃t . Hence ad
φ
0 commutes with the generator δ̃ of T̃t and also

with the self adjoint operator L̃ = (i δ̃)2.
On the other hand, the definition of G = QISO+

I (D) implies that (τ ⊗ id)
(ad0(X)) = τ (X)1G∀ X in B(H) and so in particular for all X ∈ S∞. Therefore,
the map S∞ ⊗alg G � (a ⊗ q) �→ ad0(a)(1⊗ q) extends to a G-linear unitary on the
Hilbert G-moduleN ⊗ G. Let us denote this unitary by W. We remark that we have
used the fact that (id⊗ φ)(W )(S∞ ⊗alg G) ⊆ N for any φ, as adφ

0 (S∞) ⊆ N . Since
for all φ, adφ

0 commutes with T̃t , W and T̃t ⊗ idG commute on N ⊗ G. Moreover,
adφ

0 (H0
D) ⊆ H0

D so that W (H0
D ⊗ G) ⊆ H0

D ⊗ G. Therefore, by the unitarity of W,

it commutes with the projection P0 ⊗ 1. It follows that adφ
0 commutes with P0, and

since it also commutes with L̃, adφ
0 commutes with L = P0L̃P0 as well.

Thus, all the (finite dimensional) eigenspaces of the Laplacian L are preserved
by adφ

0 . Therefore, ad0 is a Hopf algebraic coaction on the subalgebra A0 spanned
algebraically by these eigenvectors.Moreover, theG-linear unitaryW clearly restricts
to a unitary corepresentation on each of the above eigenspaces. Let ((qi j ))(i, j) denote
the G-valued unitary matrix corresponding to one such particular eigenspace. Then,
by Proposition 1.2.19, qi j must belong to G0 and we must have ε(qi j ) = δi j . Thus,
(id⊗ε)◦ad0 = id on each of the eigenspaces and hence on the norm-dense subalgebra
A0 ofA, completing the proof of the fact that ad0 extends to a C∗ coaction onA. �

A combination of the above theorem with Theorem 3.2.10 yields the following
immediate corollary.

Corollary 3.2.12 If the spectral triple satisfies the Sobolev regularity condition of
Definition 3.2.9, in addition to the assumptions of Theorem 3.2.11, then QISO+

I (D)

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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has a C∗-coaction. In particular, for a classical spectral triple, QISO+
I (D) has C∗-

coaction.

Remark 3.2.13 Let us remark here that in case the restriction of τ on A∞ is nor-
mal, A′′ ⊆ H0

D, and hence by the double commutant theorem, the condition (a) of
Theorem 3.2.11 is satisfied and hence its conclusion holds.

3.2.4 Comparison with the Approach Based on Laplacian

Throughout this section, we shall assume the set-up of Sect. 3.2.3 for the existence
of a ‘Laplacian’ L ≡ LD in the sense of Sect. 3.1.1 so that we work with admissible
spectral triples (Definition3.1.1) satisfying the condition (1) of Definition 2.2.14 and
assumption (2′) of Sect. 3.2.3. Let us also use the notation of the previous subsections.
In particular, A∞

0 will denote the complex linear span of the eigenvectors of L. We
will denote the category of all compact quantum groups coacting smoothly and
isometrically on A by the symbol Q′

LD
. Since our spectral triples are assumed to

be admissible, there exists a universal object in Q′
LD

to be denoted by QISOL ≡
QISOLD .

The following result now follows immediately from Theorem 3.2.11.

Corollary 3.2.14 If (A∞,H, D) is a spectral triple satisfying any of the two con-
ditions (a) or (b) of Theorem 3.2.11, then QISO+

I (D) is a sub-object of QISOLD in
the category Q′

LD
.

Proof The Corollary follows from the fact that QISO+
I (D) has the C∗-coaction ad0

onA, and the observation already made in the proof of the Theorem 3.2.11 that this
coaction commutes with the Laplacian LD . �

Now, we will need the Hilbert space of forms Hd+d∗ , d ≡ dD corresponding to
a �-summable spectral triple (A∞,H, D) as discussed in Sect. 2.2.2. We recall that
one obtains an associated spectral triple (A∞,Hd+d∗ , d + d∗). We assume that this
spectral triple is of compact type, that is, d + d∗ has compact resolvents.

We will denote the inner product on the space of k forms coming from the spectral
triples (A∞, H, D) and (A∞, Hd+d∗ , d+d∗) by 〈 , 〉Hk

D
and 〈 , 〉Hk

d+d∗ respectively,
k = 0, 1.

We will denote by πD, πd+d∗ the corepresentations of A∞ in H and Hd+d∗

respectively.
LetUd+d∗ be the canonical unitary corepresentation of QISO+

I (d+d∗) onHd+d∗ .

Then the Hilbert space Hd+d∗ decomposes into finite dimensional orthogonal sub-
spaces corresponding to the distinct eigenvalues of (d + d∗)2 = d∗d + dd∗. It can
be easily seen that each of the subspacesHi

D are kept invariant by (d + d∗)2. Let us

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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denote by Vλ,i the subspace of Hi
d+d∗ spanned by eigenvectors of (d + d∗)2 corre-

sponding to the eigenvalue λ and {e jλi } j be an orthonormal basis of Vλ,i .We observe
that LD is the restriction of (d + d∗)2 toH0

D .
At this point, we recall Theorem 2.3.7 which says that QISOLD has a unitary

corepresentation U ≡ UL on Hd+d∗
such that U commutes with d + d∗. Thus,

(A∞, Hd+d∗ , d+d∗) is a QISOLD equivariant spectral triple. Moreover, by Remark
3.1.10, the Haar state of QISOLD is a trace so that by Proposition 2.3.12 and Remark
2.3.14, we have that adU keeps the functional τI invariant. Summarizing, we have
the following result:

Proposition 3.2.15 The quantum isometry group (QISOLD , UL) is a sub-object of
(QISO+

I (d + d∗), Ud+d∗) in the category QI (d + d∗), so in particular, QISOLD is
isomorphic to a quotient of QISO+

I (d + d∗) by a Woronowicz C∗ ideal.

Undermild conditions,we shall give a concrete descriptionof the aboveWoronow-
icz ideal.

Let I be the C∗ ideal of QISO+
I (d + d∗) generated by

∪λ∈σ((d+d∗)2){
〈
(P⊥

0 ⊗ id)Ud+d∗(e jλ0), e jλi ′ ⊗ 1
〉 : j, i ′ ≥ 1},

where P0 is the projection ontoH0
D, 〈. , .〉 denotes the QISO+

I (d+d∗) valued inner
product and σ((d + d∗)2) denotes the spectrum of (d + d∗)2.

Since Ud+d∗ keeps the eigenspaces of (d + d∗)2 invariant, we can write

Ud+d∗(e jλ0) =
∑

k

ekλ0 ⊗ qkjλ0 +
∑

i ′ �=0,k ′
ek ′λi ′ ⊗ qk ′ jλi ′ ,

for some qkjλ0, qk ′ jλi ′ in QISO
+
I (d + d∗).

We note that qk ′ jλi ′ is in I if i ′ �= 0.

Lemma 3.2.16 I is a Woronowicz C∗-ideal of QISO+
I (d + d∗).

Proof It suffices to verify that �(X) ∈ Span(I ⊗ QISO+
I (d + d∗) + QISO+

I (d +
d∗)⊗I) for the elements X in I of the form

〈
(P⊥

0 ⊗ id)Ud+d∗(e jλ0), e jλi0 ⊗ 1
〉
. We

have:
�(

〈
(P⊥

0 ⊗ id)Ud+d∗(emλ0), e jλi0 ⊗ 1
〉
)

= 〈
(P⊥

0 ⊗ id)(id ⊗ �)Ud+d∗(emλ0), e jλi0 ⊗ 1 ⊗ 1
〉
)

= 〈
(P⊥

0 ⊗ id)U(12)U(13)(emλ0), e jλi0 ⊗ 1 ⊗ 1
〉

=
〈

(P⊥
0 ⊗ id)U(12)(

∑

k

ekλ0 ⊗ 1 ⊗ qkmλ0) , e jλi0 ⊗ 1 ⊗ 1

〉

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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+
∑

i ′ �=0,l

〈
(P⊥

0 ⊗ id)U(12)(elλi ′ ⊗ 1 ⊗ qlmλi ′) , e jλi0 ⊗ 1 ⊗ 1
〉

=
∑

k,k ′

〈
(P⊥

0 ⊗ id)(ek ′λ0 ⊗ qk ′kλ0 ⊗ qkmλ0) , e jλi0 ⊗ 1 ⊗ 1
〉

+
∑

i ′ �=0, k, k ′′

〈
(P⊥

0 ⊗ id)(ek ′′kλi ′ ⊗ qk ′′,k,λ,i ′ ⊗ qkmλ0) , e jλi0 ⊗ 1 ⊗ 1
〉

+
∑

i ′ �=0, l, l ′

〈
(P⊥

0 ⊗ id)(el ′λi ′ ⊗ ql ′lλi ′ ⊗ qlmλi ′) , e jλi0 ⊗ 1 ⊗ 1
〉

+
∑

i ′ �=0, i ′′ �=i ′, l, l ′′

〈
(P⊥

0 ⊗ id)(el ′′λi ′′ ⊗ ql ′′lλi ′′ ⊗ qlmλi ′) , e jλi0 ⊗ 1 ⊗ 1
〉

=
∑

i ′ �=0, k ′, k ′′

〈
ek ′′λi ′ ⊗ qk ′′kλi ′ ⊗ qkmλ0 , e jλi0 ⊗ 1 ⊗ 1

〉

+
∑

i ′ �=0, l, l ′

〈
el ′λi ′ ⊗ ql ′lλi ′ ⊗ qlmλi ′ , e jλi0 ⊗ 1 ⊗ 1

〉

+
∑

i ′ �=0, i ′′ �=i ′, i ′′ �=0, l, l ′′

〈
el ′′λi ′′ ⊗ ql ′′lλi ′′ ⊗ qlmλi ′ , e jλi0 ⊗ 1 ⊗ 1

〉
,

which is clearly an element of I ⊗ QISO+
I (d + d∗) + QISO+

I (d + d∗) ⊗ I, since
qkjλi ′ is an element of I for i ′ �= 0. �
Theorem 3.2.17 If adUd+d∗ is a C∗ coaction on A, then we have QISOLD ∼=
QISO+

I (d + d∗)/I.

Proof By Theorem 2.3.7, we conclude that there exists a surjective CQG morphism
π : QISO+

I (d + d∗) → QISOLD . By construction, the unitary corepresentation UL
of QISOLD preserves each of theHi

D, in particularH0
D . The definition of I implies

that π induces a surjective CQG morphism π′ : QISO+
I (d + d∗)/I → QISOLD ,

which is also a morphism of Q′
I (d + d∗).

Conversely, if V = (id⊗ρI)◦Ud+d∗ is the corepresentation of QISO+
I (d+d∗)/I

on Hd+d∗ induced by Ud+d∗ , where ρI : QISO+
I (d + d∗) → QISO+

I (d + d∗)/I
denotes the quotient map, then by the definition of I,H0

D is preserved by V preserves
H0

D. Thus, V commutes with P0. Since V also commutes with (d + d∗)2, it follows
that V must commute with (d + d∗)2P0 = L, that is,

Ṽ (d∗d P0 ⊗ 1) = (d∗dP0 ⊗ 1)Ṽ .

Recall that adV is a C∗ coaction onA since adUd+d∗ is so by assumption. It is easy to
show from the above that adV is a smooth isometric coaction of QISO+

I (d + d∗)/I

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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with respect to the LaplacianLD . Thus, QISO
+
I (d+d∗)/I is a sub-object of QISOLD

in the category Q′
LD

which completes the proof. �

Nowweprove that under some further assumptions, one even has the isomorphism
QISOLD ∼= QISO+

I (d + d∗). These assumptions are valid for classical manifolds as
well as their cocycle deformations.

The assumptions are as follows:
(A) Both the spectral triples (A∞, H, D) and (A∞, Hd+d∗ , d + d∗) are admis-

sible satisfying the condition (1) of Definition 2.2.14 and assumption (2′). Thus, if
D′ = d + d∗, both QISOLD and QISOLD′ exist.

(B) We have

∀ a, b ∈ A∞, 〈a, b〉H0
D

= 〈a, b〉H0
D′ , 〈dDa, dDb〉H1

D
= 〈dD′a, dD′b〉H1

D′ .

Remark 3.2.18 The above assumptions do hold for classical spin manifolds. It fol-
lows from the discussion at the end of Sect. 2.2.2 where we saw that the volume
forms corresponding to D2 and (D′)2 coincide, which is a consequence of the fact
that D2 − (D′)2 is a first order differential operator.

By assumption (B), we observe that the identity map onA∞ extends to a unitary,
say 	, fromH0

D toH0
D′ . Moreover, we have

LD = 	∗LD′	,

from which we get the following Proposition:

Proposition 3.2.19 Under the above assumptions, QISOLD ∼= QISOLD′ .

The next result identifies the quantum isometry group QISOLD of Sect. 3.1 as the
QISO+

I of a spectral triple, and thus, in some sense, accommodates the construction
of [1] in the framework of the present section.

Theorem 3.2.20 If in addition to the assumptions already made, the spectral triple
(A∞,HD′ , D′) also satisfies the conditions of Theorem 3.2.11, so that QISO+

I (D′)
has a C∗-coaction, then we have the following isomorphism of CQG s:

QISOLD ∼= QISO+
I (D′) ∼= QISOLD′ .

Proof By applying Proposition 3.2.15 we see that QISOLD is a sub-object of
QISO+

I (D′) in the category Q′
I (D

′). On the other hand, by Corollary 3.2.14,
QISO+

I (D′) as a sub-object of QISOLD′ in the category Q′
LD′ . Combining these

facts with Proposition 3.2.19, we get the required isomorphism. �

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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3.3 The Case of ˜J Preserving Quantum Isometries

In this section, we are going to work with spectral triples (A∞,H, D) equipped a
conjugate linear invertiblemap J̃ onH such that the linear spanD0 of eigenvectors of
D is contained in the domain of J̃ , J̃D0 ⊆ D0 and J̃ commutes with D on Dom(D).

Thus, the real spectral triples defined in Sect. 2.2.1 are a particular class of examples.
We shall work with odd spectral triples. However, in the even case, all the arguments
will go through, with some obvious and minor changes at places.

Given a C∗-algebra S we shall denote by J̃S the antilinear map a �→ a∗. If S is
separable, a faithful state always exists. We shall denote the antilinear map a �→ a∗
by J̃S . We can view this map as a closable unbounded antilinear map on the G.N.S.
space of the state. By a slight abuse of notation, we will continue to denote the closed
extension of this map by J̃ .

Definition 3.3.1 Suppose that the (odd) spectral triple (A∞,H, D) is equipped with
a conjugate linear invertible map J̃ as above. We say that a quantum family of
orientation preserving isometries (S,U ) preserves J̃ if the following equation holds
on D0:

( J̃ ⊗ J̃S) ◦U = U ◦ J̃ . (3.3.1)

If the C∗-algebra S has a coproduct � such that (S,�) is a CQG and U is a unitary
corepresentation of (S,�) on H, we will say that (S,�) coacts by orientation and
J̃ preserving isometries on the spectral triple.

The even case can be similarly dealtwith by assuming in addition thatU commutes
with γ.

As in Sect. 3.2, we consider the category Q J̃ ≡ Q J̃ (D) with the object-class
consisting of all quantum families of orientation and J̃ preserving isometries (S,U )

of the given spectral triple, and the set of morphisms as before. We also consider
another category Q′̃

J
≡ Q′̃

J
(D) whose objects are triplets (S,�,U ), where (S,�)

is a compact quantum group coacting by orientation and J̃ preserving isometries on
the given spectral triple, with U being the corresponding unitary corepresentation.
We fix the following set of notations.

The C∗-algebra generated by A∞ in B(H) will be denoted by A. As before, let
λ0 = 0,λ1,λ2, . . . be the eigenvalues of D with Vi denoting the (di -dimensional,
di < ∞) eigenspace for λi . Let {ei j , j = 1, . . . , di } be an orthonormal basis
of Vi . Clearly, { J̃ (ei j ), i ≥ 0, 1 ≤ j ≤ di } is a linearly independent (but
not necessarily orthogonal) set, and let Ti denote the positive nonsingular matrix(〈 J̃ (ei j ), J̃ (eik)〉

)di
j,k=1 .

Let Ui = Au(Ti ) and β be its canonical unitary corepresentation on Vi
∼= C

di and
β = ∗iβi as in earlier subsections.

Lemma 3.3.2 Let (A∞,H, D, J̃ ) be as above and let (S,U ) be a quantum family
of orientation and J̃ preserving isometries of the given spectral triple. If U is faithful,
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then there exists a C∗-ideal I of U and a ∗-isomorphism φ : U/I → S such that
U = (id ⊗ φ) ◦ (id ⊗ �I ) ◦ β, where �I denotes the quotient map from U to U/I .

If, furthermore, there is a CQG structure on S given by a coproduct � such that
(S,�,U ) is an object in Q′̃

J
(D), I is a Woronowicz C∗-ideal and φ is a morphism

of CQG’s.

Proof We follow the line of arguments of a similar result in Sect. 3.2. We observe
that for all i, U (Vi ) ⊆ Vi ⊗alg S. Let for j, k = 1, . . . , di , v

(i)
k j be the elements of S

such thatU (ei j ) = ∑
k eik⊗v

(i)
k j . Then vi := ((v

(i)
k j )) is a unitary inMdi (C)⊗algS and

since U is faithful, the ∗-subalgebra generated by all {v(i)
k j , i ≥ 0, j, k = 1, . . . , di }

must be dense in S.

Now, we shall use (3.3.1). Fix any i and let 
i = ((τlm)) be the matrix defined by
J̃ (ei j ) = ∑

l τl j eil . By assumption, 
i is invertible and 
∗
i 
i = Ti . The equation

U ( J̃ ei j ) =
∑

k

J̃ eik ⊗ (v
(i)
k j )

∗ (3.3.2)

yields
∑

m

eim ⊗
(

∑

l

τl jv
(i)
ml

)

=
∑

m

eim ⊗
(

∑

l

τml(v
(i)
l j )∗

)

. (3.3.3)

By comparing coefficients of eim in both sides of (3.3.3), we get
∑

l τl jv
(i)
ml =

∑
l τml(v

(i)
l j )∗, so that vi
i = 
ivi . Therefore, vi = 
−1

i vi
i and thus vi is invert-
ible, since vi is so. Moreover, taking the S-valued inner product 〈·, ·〉S on both sides
of the Eq. (3.3.2), we get Ti = v′

i Tivi . Thus, T
−1
i v′

i Ti is the inverse of vi , from which
we see that the relations (1.3.2) are satisfied with u replaced by vi .

The rest of the proof is very similar to that of Lemma 3.2.4 and hence is
omitted. �

Remark 3.3.3 An examination of the proof of Lemma 3.3.2 reveals that if (S,U )

is an object of Q′̃
J
(D), then adU preserves the R-twisted volume form, where R is

defined by R|Vi = T ′
i . This connects the approach of the present section to that of

Sect. 3.2.

The rest of the arguments in Sect. 3.2 go through more or less verbatim and we
have the following result.

Theorem 3.3.4 For any (odd or even) spectral triple (A∞,H, D) equipped with a
conjugate invertible linear map J̃ as above, the category Q J̃ (D) of quantum fami-
lies of orientation and J̃ preserving isometries has a universal (initial) object, say
(G̃,U0). Moreover, there exists a coproduct �0 on G̃ such that (G̃,�0) is a CQG and
(G̃,�0,U0) is a universal object in the categoryQ′̃

J
(D). The corepresentation U0 is

faithful.

Definition 3.3.5 Let < ·, · > denotes the G̃-valued inner product of the Hilbert
moduleH⊗ G̃. Then let G be defined by the Woronowicz subalgebra of G̃ generated

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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by {< ξ ⊗ 1, adU0(a)(η ⊗ 1) >, ξ, η ∈ H, a ∈ A∞}. We shall call G the quantum
group of orientation and J̃ preserving isometries of the given spectral triple, and
denote it by QISO+(A∞,H, D, J̃ ) (or QISO+

J (A∞,H, D) in short). The quantum

group G̃ is denoted by Q̃ISO+(A∞,H, D, J̃ ) (or ˜QISO+
J in short).

Given a compact quantum group Q acting on A, such that the coaction is imple-
mented by a unitary corepresentation U of the quantum group on H, it is easy to
see that the definition of equivariance of the spectral triple with the real structure as
proposed in [10] is equivalent to saying that (Q,U ) is an object of Q′̃

J
. We refer to

[10] for related discussions and examples of such equivariant real spectral triples.

3.4 A Sufficient Condition for Existence of Quantum
Isometry Groups Without Fixing the Volume Form

In this subsection,wemake further investigations on the conditions on a spectral triple
(A∞,H, D) which can ensure the existence of a universal object in the category Q
or Q′. In case such an universal object, say, (S,U ) exists, we will denote it by

Q̃ISO+(D). Moreover, the largest Woronowicz subalgebra of Q̃ISO+(D) for which
the coaction adU is faithful on A∞ will be denoted by QISO+(D).

Remark 3.4.1 If Q̃ISO+(D) exists, then by Proposition 2.3.12, there exists an R

such that Q̃ISO+(D) is an object in the category Q′
R(D). Since the universal object

in this category, that is, ˜QISO+
R(D), is clearly a sub-object of Q̃ISO+(D), we have

Q̃ISO+(D) ∼= ˜QISO+
R(D) for this choice of R.

The following theorem gives some sufficient conditions for the existence of

Q̃ISO+(D).

Theorem 3.4.2 Let (A∞,H, D) be a spectral triple and assume that D has an one-
dimensional eigenspace spanned by a unit vector ξ, which is cyclic and separating
for the algebra A∞. Moreover, assume that each eigenvector of D belongs to the
dense subspace A∞ξ of H. Then there is a universal object (G̃,U0) in the category
Q. Moreover, G̃ admits a coproduct �0 such that (G̃,�0) is a compact quantum
group and (G̃,�0,U0) is a universal object in the category Q′.

If 〈· , ·〉G̃ denotes the G̃ valued inner product of H ⊗ G̃, let us define G as the
Woronowicz C∗ subalgebra of G̃ generated by the set: {〈adU0(a)(η ⊗ 1), η′ ⊗ 1

〉
G̃ :

η, η′ ∈ H, a ∈ A∞}.
Then G̃ ∼= G ∗ C(T).

Proof Let Vi , {ei j } be as before, and by assumption, for each i, j, there exists a
unique xi j in A∞ such that ei j = xi jξ. Since ξ is separating for A∞, the vectors
{ei j = x∗

i jξ, j = 1, . . . , di } are linearly independent. If (S,U )denotes anobject inQ,
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such thatU is faithful, then there exists an element q inS such that Ũ (ξ⊗1) = ξ⊗q.

By the unitarity of Ũ it follows that q is a unitary.
LetW : H → H⊗S be defined byW (v) = U (v)q−1, so that W̃ = Ũ (1⊗q−1).

Then, adW = adU , Wξ = ξ ⊗ 1 and W̃ commutes with D ⊗ 1. Therefore, (S,W )

is also an object of Q. Let D0 = Span{eij : j = 1, 2, . . . , di, i ≥ 0} and define a
conjugate linear invertible operator J̃ : D0 → D0 by J̃ (xξ) = x∗ξ. We see that
J̃ (D0) ⊆ D0. Moreover, as Ũ and hence W̃ leaves D0 invariant and W̃ ∗(ξ ⊗ 1) =
ξ ⊗ 1, we have adW (xi j )ξ ∈ D0 for all i, j. Therefore, we have

W J̃ (xξ) = W (x∗ξ) = adW (x∗)W̃ (ξ ⊗ 1) = (adW (x))∗(ξ ⊗ 1)
= ( J̃ ⊗ J̃S)(adW (x)(ξ ⊗ 1)) = ( J̃ ⊗ J̃S)(W (xξ)).

Thus, (S,W ) is an object of Q J̃ (D) and clearly, W is faithful because
W (v) = U (v)q−1 and q is a unitary. By Theorem 3.3.4, we have a surjective C∗-
homomorphism, say π : Q̃ISO+(A∞,H, D, J̃ ) → S. Hence, we can identify S
with the quotient of Q̃ISO+(A∞,H, D, J̃ ) by a closed both sided ideal. Since the
rest of the arguments for showing the existence of G̃ are very similar to those in the
proof of Theorem 3.2.5, we omit the proof.

Now we come to the proof of the last part of the theorem. If U0 denotes the
unitary corepresentation of G̃0 with U0(ξ) = ξ ⊗ q0, then for a in A∞, we have
Ũ0(aξ ⊗ 1) = adU0(a)Ũ0(ξ ⊗ 1) = adU0(a)(ξ ⊗ q0). Since Span{aξ : a ∈ A∞}
is dense in H, it follows that G̃ is generated as a C∗-algebra by G and q0. Taking
the free product of the inclusion map i : G → G̃ and the canonical map from C(T)

to C∗(q0) sending the co-ordinate function z of C(T) to q0, we get a surjective ∗-
homomorphism from G ∗ C(T) to G̃. Finally, C(T) has a unitary corepresentation
given by ξ → ξ ⊗ z, ei j → ei j ⊗ 1 for all i, j ≥ 1 and taking the free product
of this corepresentation with the restriction of W0 (where W0(v) = U0(v)q−1

0 ) to
the subspace ξ⊥, we obtain a unitary corepresentation of G ∗ C(T) which identifies
G ∗ C(T) as a subobject of the category Q J̃ and completes the proof. �

Remark 3.4.3 The proof of Theorem 4.18 of [8] regarding the quantum isometry

group of C(T2) shows that Q̃ISO
+
(D) can exist without the assumption of the

existence of a single cyclic separating eigenvector as above.

Next, we prove a corollary to this theorem which helps in computing QISO+(D)

for a number of spectral triples satisfying the conditions of the above theorem. The
examples include the Chakraborty-Pal spectral triple on SUq(2) (see [8]) as well as
Connes’ spectral triples on group algebras coming from length functions, the latter
being the content of Chap.8.

Let (A∞,H, D) be a spectral triple which satisfies the conditions of Theorem
3.4.2. Let τ denote the faithful state 〈·ξ, ξ〉 and let A00 = Span{a ∈ A∞ : aξ is an
eigenvector of D}.

http://dx.doi.org/10.1007/978-81-322-3667-2_8
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Moreover, assume that A00 is norm dense in A∞.

We define D̂ : A00 → A00 by:
D̂(a)ξ = D(aξ).
Since ξ is cyclic and separating for A∞, D̂ is well defined.

Definition 3.4.4 Let A be the C∗-closure of A∞ as above.
Let Ĉ be the category with objects (Q,α) such thatQ is a CQGwith aC∗ coaction

α on A such that the following hold:
1. α is τ preserving (where τ is as above), that is, (τ ⊗ id)(α(a)) = τ (a).1.
2. α(A00) ⊆ A00 ⊗alg Q.

3. αD̂ = (D̂ ⊗ I )α.

Corollary 3.4.5 There exists a universal object Q̂ of the category Ĉ and it is iso-
morphic to the CQG G = QISO+(D) introduced in Theorem 3.4.2.

Proof Since D hence D̂ has compact resolvent, the proof of the existence of the
universal object follows exactly as in the proof of Theorem 3.1.7 by replacingLwith
D̂. We will denote the coaction of Q̂ on A by α̂.

Now, we prove that Q̂ is isomorphic to G.

Each eigenvector of D̂ is inA∞ by assumption. From the proof ofTheorem3.4.2, it
easily follows that adU0 maps the norm-dense ∗-subalgebraA00 intoA00⊗algG0, and
(id⊗ε)◦adU0 = id. Therefore, adU0 is indeed aC

∗ coaction of the compact quantum
group G. Moreover, it also follows that τ preserves adU0 and that adU0 commutes
with D̂. Hence, (G, adU0) is an element of Obj(Ĉ) so that by the universality of Q̂,

G is a quantum subgroup of Q̂.

For the opposite containment, we claim that α̂ induces a unitary corepresentation
W of Q̂ ∗ C(T) on H which commutes with D and adW coincides with α̂.

Define W (aξ) = α̂(a)(ξ)q∗ for all a in A∞
0 where q is the standard generator of

C(T).

Since α preserves the functional τ , W̃ is a (Q̂ ∗ C(T)-linear) isometry on the
dense subspace A00ξ ⊗alg Q̂ and thus extends to H ⊗ (Q̂ ∗ C(T)) as an isometry.
Moreover, since α̂ is a CQG coaction, Span{α̂(A)(1⊗ Q̂)} is norm dense inA⊗ Q̂
so that the range of W̃ is dense. Therefore, W̃ is indeed a unitary. It can be easily
checked that it is actually a unitary corepresentation of Q̂ ∗ C(T).

We also have,

WD(aξ)

= W (D̂(a)ξ) = α̂(D̂(a))(ξ)q∗

= (D ⊗ I )(α̂(a)ξ)q∗ = (D ⊗ I )W (aξ),

and hence W commutes with D.

Moreover, it is easy to observe that adW = α̂. This gives a surjective CQG
morphism from G̃ = G ∗C(T) to Q̂ ∗C(T), sending G onto Q̂, which completes the
proof. �
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Chapter 4
Quantum Isometry Groups of Classical
and Quantum Spheres

Abstract We begin by explicitly computing the quantum isometry groups for the
classical spheres and show that these coincide with the commutative C∗ algebra of
continuous functions on their classical isometry groups. The rest of the chapter is
devoted to the computation of the quantumgroup of orientation preserving isometries
for two different families of spectral triples on the Podles’ spheres, one constructed
by Dabrowski et al and the other by Chakraborty and Pal.

In this as well as the following chapters, we explicitly compute the quantum isometry
groups of the classical sphere and the quantum Podles’ spheres. These calculations
may appear slightly boring and tedious at places. In fact, the example of the classical
sphere can be derived from the general theory developed in Chap.6. However, we
decide to present some of the computations which do illustrate quite a few general
techniques and principles, to motivate and prepare the reader for the materials of
Chaps. 6 and 7. For quantum isometry groups of free spheres, we refer to Chap. 10.

4.1 Classical Spheres: No Quantum Isometries

Let S be the quantum isometry group of Sn−1 := {(x1, . . . , xn) ∈ R
n : x21 + . . . +

x2n = 1} and let α be the coaction of S on C(Sn−1). Let L be the standard Laplacian
on Sn−1 given by

L =
n∑

i=1

∂2

∂x2i
,

where x1, x2, . . . , xn are the Cartesian coordinates.
The eigenspaces of L on Sn−1 are of the form

Ek = Span{(
n∑

i=1

ci xi )
k : ci ∈ C, i = 1, 2, . . . , n,

n∑

j=1

c2i = 0},

where k ≥ 1 (see [1], pp. 29–30).
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Lemma 4.1.1 The coactionα satisfiesα(xi ) = ∑n
j=1 x j ⊗ Qi j ,where Qi j ∈ S, i =

1, 2, . . . , n.

Proof Since α is an isometric coaction, α(Ek) ⊆ Ek ⊗alg S. The lemma follows by
considering the containment α(E1) ⊆ E1 ⊗alg S. Now, E1 = Span{(∑n

i=1 ci xi ) :
ci ∈ C, i = 1, 2, . . . , n,

∑n
i=1 c

2
i = 0}.

For j �= l, both x j + i xl , x j − i xl ∈ E1 and hence, x j , xl ∈ E1. Therefore, E1 =
span{x1, x2, . . . , xn}, which completes the proof. �

We note that the functions x1, . . . , xn do not satisfy any nontrivial homogeneous
quadratic relations, that is, {xi x j : 1 ≤ i < j ≤ n} is linearly independent. This will
imply that S is commutative as a C∗ algebra. We deduce it from the theorem stated
and proved below, which is going to play a crucial role later in Chap. 6 where we
discuss CQG coactions on smooth Riemannian manifolds.

Theorem 4.1.2 Let A be a unital commutative C∗ algebra and x1, . . . , xn be self-
adjoint elements ofA such that the∗-algebra generated by {x1, . . . , xn} is normdense
inA. Moreover, we assume that V = Span{x1, . . . , xn} is quadratically independent,
that is, the set {xi x j , 1 ≤ i ≤ j ≤ n} is linearly independent. If S is a compact
quantum group acting faithfully on A, such that the coaction is injective and it
maps Span{x1, . . . , xn} into itself, then S must be commutative as a C∗ algebra, i.e.,
S ∼= C(G) for some compact group G.

Proof Let us denote the coaction of S by α. Since α is injective and the finite-
dimensional subspace V = Span{x1, . . . , xn} is left invariant by α, the restriction of
α to V must be a nondegenerate corepresentation of S, hence α(V) ⊆ V ⊗alg S0.
Let A ∼= C(X) for some compact Hausdorff space X , and fix any faithful (i.e., with
full support) Borel probability measure μ on X , and denote by φμ the correspond-
ing state on A. Consider the convolved state φμ = (φμ ⊗ h) ◦ α on A. This is a
faithful S-invariant state, where faithfulness follows from the injectivity of α and
faithfulness of h on S0. Let μ and H be the corresponding Borel measure and the
L2-space, respectively, with the inner product< ·, · >φμ

. AsA is commutative and xi
are self-adjoint, so are xi x j ∀ i, j , and hence the inner product< xi , x j >φμ

’s are real
numbers. Thus, Gram–Schmidt orthogonalization on {x1, . . . xn} will give an ortho-
normal (w.r.t. < ·, · >φμ

) set {y1, . . . , yn} consisting of self-adjoint elements, with
the same span as Span{x1, . . . , xn}. Replacing xi ’s by yi ’s, let us assume for the rest of
the proof that {x1, . . . , xn} is an orthonormal set, there are Qi j ∈ S, i, j = 1, . . . , n
such that S = C∗(Qi j , i, j = 1, . . . , n) and

α(xi ) =
n∑

j=1

x j ⊗ Qi j , ∀i = 1, . . . , n.

Since x∗
i = xi , α(x∗

i ) = α(xi )∗ implies that Q∗
i j = Qi j ∀i, j = 1, 2, . . . , n.

Next, the relation α(xi x j ) = α(x j xi ) gives

Qi j Qkj = Qkj Qi j∀i, j, k, (4.1.1)

http://dx.doi.org/10.1007/978-81-322-3667-2_6
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QikQ jl + Qil Q jk = Q jkQil + Q jl Qik . (4.1.2)

Now, it follows from Lemma 1.3.4 that α extends to a unitary corepresentation
of S on L2(X,μ). But α keeps V = Span{x1, x2, . . . , xn} invariant. Thus α is a
unitary corepresentation of S on V , i.e., Q = ((Qi j )) ∈ Mn(S) is a unitary, hence
Q−1 = Q∗ = QT := ((Q ji )), as Q∗

i j = Qi j ∀ i, j .
Since the matrix Q defines an n-dimensional unitary corepresentation of S, by

Proposition 1.2.19, we obtain

κ(Qi j ) = Q−1
i j = QT

i j = Q ji . (4.1.3)

Now from (4.1.1), we have Qi j Qkj = Qkj Qi j . Applying the antipode on this
equation and using (4.1.3), we have Q jkQ ji = Q ji Q jk Similarly, an application of
κ on (4.1.2) yields

Qlj Qki + Qkj Qli = Qli Qkj + Qki Ql j ∀i, j, k, l.

Interchanging between k and i and also between l, j gives

Q jl Qik + Qil Q jk = Q jkQil + QikQ jl ∀i, j, k, l. (4.1.4)

By subtracting (4.1.4) from (4.1.2), we have

[Qik, Q jl ] = [Q jl, Qik].

Therefore,
[Qik, Q jl ] = 0.

Since α is a faithful coaction, the C∗ subalgebra generated by {qi j : i, j =
1, 2, . . . n} equals S and so S is commutative. �

As Sn−1 is connected, it follows from the previous chapter that the coaction of
S = QISOL(C(Sn−1))preserves the faithful state coming from the usualRiemannian
volume formcoming from Sn−1.Hence, the coaction ofS is injective andweconclude
that S coincides with C(ISO(Sn−1)) = C(O(n)).

Remark 4.1.3 We refer the reader to [2] for a more general and elegant no-go result
for Hopf algebra coactions on commutative algebras.

4.2 Quantum Isometry Group of a Spectral Triple
on Podles’ Sphere

In this section, we turn to a noncommutative example, namely the quantum group of
orientation preserving isometries for the spectral triples on the Podles’ spheres S2μ,c
already discussed in Chap. 2 and identify it with SOμ(3).

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_2
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4.3 Descriptions of the Podles’ Spheres

Wehad introduced the Podles’ spheres in Sect. 1.3.3which is the universalC∗ algebra
generated by elements A and B satisfying the relations:

A∗ = A, AB = μ−2BA,

B∗B = A − A2 + cI, BB∗ = μ2A − μ4A2 + cI.

These are the relations which we are going to exploit for getting homomorphism
conditions while computing the quantum group of orientation preserving isometries.

Notation: We will denote the coordinate ∗ algebra of S2μ,c by O(S2μ,c).
We will start with yet another equivalent description of the Podles’ sphere given

in [3].

4.3.1 The Description as in [3]

We need the quantum group Uμ(su(2)) for this description.
Let

Xc = μ
1
2 (μ−1 − μ)

−1
c− 1

2 (1 − K 2) + EK + μFK for all c ∈ (0, ∞),

X0 = 1 − K 2.

One has �(Xc) = 1 ⊗ Xc + Xc ⊗ K 2.
Then (as in page 9, [3]) we have the following:

O(S2μ,c) = {x ∈ O(SUμ(2)) : x 
 Xc = 0},

where 
 is as in Sect. 1.2.5. The following is a vector space basis of O(S2μ,c):

{Ak, Ak Bl , Ak B∗m, k ≥ 0, l,m > 0}.

Letψ be the densely defined linearmap on L2(SUμ(2)) defined byψ(x) = x 
 Xc.

From [4], page 5, we recall that vlj,k 
 E = μαl
k−1v

l
j,k−1, vlj,k 
 F = αl

k
μ

vlj,k+1,

vlj,k 
 K = μkvlj,k for some constants αl
j .

Lemma 4.3.1 Let S2μ,c be the closure of the subspace of L
2(SUμ(2)) generated by

S2μ,c. Then the map ψ is closable and we have S2μ,c ⊆ Ker(ψ), where ψ is the closed

extensionofψ.Moreover,O(S2μ,c) = O(SUμ(2))
⋂

Ker(ψ) = O(SUμ(2))
⋂

Ker(ψ).

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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Proof We observe that vlj,k 
 (1 − K 2) = (1 − μ2k)vlj,k, vlj,k 
 EK = μkαl
k−1

vlj,k−1, vlj,k 
 FK = μkαl
kv

l
j,k+1. Hence, vlj,k ∈ Dom(ψ) with (ψ∗)(vlj,k) = μ

1
2

(μ−1 − μ)
−1

c− 1
2 .

(1 − μ2k)vlj,k + μkαl
k−1v

l
j,k+1 + μk+1αl

kv
l
j,k−1. Hence, O(SUμ(2)) ⊆ Dom(ψ∗)

which shows that ψ is closable and thus Ker(ψ) is closed. The proof is finished
by observing that O(S2μ,c) = Ker(ψ) ⊆ Ker(ψ). �

4.3.2 ‘Volume Form’ on the Podles’ Spheres

We now derive a few useful facts and formulas concerning the canonical faithful,
SOμ(3)-invariant state on S2μ,c obtained by restricting the Haar state of SUμ(2) to it.

We recall from [3], page 33 that for every bounded complex Borel function f on
σ(A),

h( f (A)) = γ+
∞∑

n=0

f (λ+μ2n)μ2n + γ−
∞∑

n=0

f (λ−μ2n)μ2n, (4.3.1)

where λ+ = 1
2 + (c + 1

4 )
1
2 , λ− = 1

2 − (c + 1
4 )

1
2 , γ+ = (1 − μ2)λ+(λ+ − λ−)−1,

γ− = (1 − μ2)λ−(λ− − λ+)−1.

Lemma 4.3.2 {x−1, x0, x1} is a set of orthogonal vectors.
Proof From (1.3.11) and (1.3.12), we note that x∗−1x0 ∈ Span{α∗2γ∗α,α∗2, α∗2γ∗γ,
α∗2γα∗, γ∗α∗γ∗α, γ∗α∗, γ∗α∗γ∗γ, γ∗α∗γα∗, γ∗3α, γ∗2, γ∗3γ, γ∗2γα∗}.

Further, using (1.2.11)–(1.2.15), we note that this coincides with Span{α∗γ∗,
α∗γ∗2γ, α∗2, α∗2γ∗γ, α∗3γ, γ∗2, γ∗3γ, α∗γ∗, αγ∗3, γ∗3}.

Then h(x∗−1x0) = 0 follows using (1.2.16). Similarly, one can prove h(x∗
0 x1) =

h(x∗
1 x−1) = 0. �

Lemma 4.3.3

h(A) = 1

1 + μ2
, h(A2) = (1 − μ2)(λ3+ − λ3−)

(λ+ − λ−)(1 − μ6)
.

Proof Recalling (4.3.1), we have

h(A) = γ+
∞∑

n=0

λ+μ4n + γ−
∞∑

n=0

λ−μ4n

= (1 − μ2)(λ2+ − λ2−)

(λ+ − λ−)(1 − μ4)

= λ+ + λ−
1 + μ2

= 1

1 + μ2
.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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Similarly, putting f (x) = x2 in (4.3.1), we have

h(A2) = γ+
∞∑

n=0

λ2
+μ6n + γ−

∞∑

n=0

λ2
−μ6n = (1 − μ2)(λ3+ − λ3−)

(λ+ − λ−)(1 − μ6)
.

�

Lemma 4.3.4 h(x∗−1x−1) = h(x∗
0 x0) = h(x∗

1 x1) = t2(1 − μ2)(1 − μ6)
−1[μ2 + t−1

(μ4 + 2μ2 + 1) + t (−μ4 − 2μ2 − 1)].
Proof From (1.3.10) we have x∗−1x−1 = t2(1+μ2)

μ2 B∗B and hence, using Lemma 4.3.3,
we obtain

h(x∗
−1x−1)

= t2(1 + μ2)

μ2
[h(A) − h(A2) + (t−1 − t).1]

= 1 − μ6 − (1 − μ4)(t−1 − t + 1) + (t−1 − t)(1 + μ2)(1 − μ6)

(1 + μ2)(1 − μ6)
,

from which we get the desired result.
Similarly, the second equality is derived from h(x∗

0 x0) = t2 − 2t2(1 + μ2)h(A) +
(1 + μ2)

2
t2h(A2).

From (1.3.9), x1 = −μx∗−1 and hence, x∗
1 x1 = t2(1 + μ2)(μ2A − μ4A2 + c.I ),

from which h(x∗
1 x1) is obtained and can be shown to be equal to the same value as

h(x∗−1x−1) = h(x∗
0 x0). �

4.4 Computation of the Quantum Isometry Groups

We recall the spectral triple on (S2μ,c,H, D) discussed in Example 2.2.9 (taken from
[5]) and let R as in Theorem 2.3.5. Note that a restatement of Theorem 2.3.5 yields
the following:

Theorem 4.4.1 (SUμ(2), U0) is an object inQ′
R(D) and adU0 is a faithful coaction

of SOμ(3).

Here we will compute ˜QISO+
R(S2μ,c) of the above-mentioned spectral triple and

show that it is isomorphic with SOμ(3).
Let (S̃,U ) be an object in Q′

R(D) and < ·, · >S̃ be the S̃ valued inner product
of H ⊗ S̃ and S be the Woronowicz C∗ subalgebra of S̃ generated by {< (ξ ⊗
1), adU (a)(η ⊗ 1) >S̃ : ξ, η ∈ H, a ∈ S2μ,c}.

Notation: We shall denote adU by φ from now on.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
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The computation has the following steps:
Step 1. We prove that φ keeps the span of Span{1, A, B, B∗} invariant. We will

refer to this property of φ as the affineness of the coaction.
Step 2. We use the facts that φ is a ∗-homomorphism and that it preserves the

canonical volume form on S2μ,c which is the restriction of the Haar state of SUμ(2).
Step 3. Wewill compute the antipode ofS and apply it to get somemore relations.
Step 4. We will use the above steps to identify S as a subobject of SOμ(3) which

will finish the proof.

We shall be brief in our exposition. For the full details, we refer to Chap.5 of [6]
and [7].

Remark 4.4.2 Step 1. Does not use that φ preserves the canonical volume form on
S2μ,c. Thus the conclusion of Step 1. remains valid for any object in Q′(D).

Lemma 4.4.3 We have the following:
1. The eigenspaces of D for the eigenvalues (c1l + c2) and −(c1l + c2) are

Span{vl
m, 12

+ vl
m,− 1

2
: −l ≤ m ≤ l} and Span{vl

m, 12
− vl

m,− 1
2

: −l ≤ m ≤ l}, respec-
tively.

2. The eigenspace of |D| for the eigenvalue (c1.
1
2 + c2) is Span{α, γ, α∗,

γ∗}.

Proof 1. Follows from (2.2.3). To prove 2., we note that by 1, it is sufficient to

identify Span{v 1
2

− 1
2 , 12

, v
1
2
1
2 , 12

, v
1
2

− 1
2 ,− 1

2
, v

1
2
1
2 ,− 1

2
}.

Using (2.2.1) and (1.2.21), we have

v
1
2

− 1
2 , 12

= N
1
2

− 1
2 , 12

F � (y01u 1
2
) = N

1
2

− 1
2 , 12

F � (α∗ − sγ∗)

= N
1
2

− 1
2 , 12

(γ + μ−1sα) = N
1
2

− 1
2 , 12

γ + μ−1sN
1
2

− 1
2 , 12

α.

v
1
2
1
2 , 12

= N
1
2
1
2 , 12

F0 � (y01u 1
2
) = N

1
2
1
2 , 12

(α∗ − sγ∗)

= N
1
2
1
2 , 12

α∗ − sN
1
2
1
2 , 12

γ∗.

http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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v
1
2

− 1
2 ,− 1

2

= N
1
2

− 1
2 ,− 1

2
F � (y01u− 1

2
) = N

1
2

− 1
2 ,− 1

2
F � (E � w 1

2
)

= N
1
2

− 1
2 ,− 1

2
F � (E � (α − μsγ)) = N

1
2

− 1
2 ,− 1

2
F � (−μγ∗ − μsα∗)

= N
1
2

− 1
2 ,− 1

2
(α − μsγ) = N

1
2

− 1
2 ,− 1

2
α − μsN

1
2

− 1
2 ,− 1

2
γ.

v
1
2
1
2 ,− 1

2

= N
1
2
1
2 ,− 1

2
F0 � (y01u− 1

2
) = N

1
2
1
2 ,− 1

2
(E � (α − μsγ))

= N
1
2
1
2 ,− 1

2
(−μγ∗ − μsα∗) = − μN

1
2
1
2 ,− 1

2
γ∗ − μsN

1
2
1
2 ,− 1

2
α∗.

Combining these, we have the result. �

Lemma 4.4.4 1. π(A)vlm,N ∈ Span{vl−1
m,N, vlm,N, vl+1

m,N},
π(B)vlm,N ∈ Span{vl−1

m−1,N, vlm−1,N, vl+1
m−1,N},

π(B∗)vlm,N ∈ Span{vl−1
m+1,N, vlm+1,N, vl+1

m+1,N}.
2. π(Ak)(vlm,N ) ∈ Span{vl−k

m,N, vl−k+1
m,N , . . . , vl+k

m,N}.
3. π(Am ′

Bn′
)(vlm,N ) ∈ Span{vl−m′−n′

m−n′,N , vl−(n′+m′−1)
m−n′,N , . . . , vl+n′+m′

m−n′,N }.
4. π(Ar B∗s)(vlm,N ) ∈ Span{vl−s−r

m+s,N, vl−s−r+1
m+s,N , . . . vl+s+r

m+s,N}.

Proof Using (1.3.10) and (2.2.2), we have

π(A)vlm,N

= 1

1 + μ2
vlm,N − t−1

1 + μ2
[α−

0 (l,m; N )vl−1
m,N + α0

0(l,m; N )vlm,N + α+
0 (l,m; N )vl+1

m,N ].

Thus, π(A)vlm,N ∈ Span{vlm,N, vl−1
m,N, vl+1

m,N}.
Similarly, using the expressions for B and B∗ from (1.3.10) and then using (2.2.2)

just as above, we get the required statements for π(B) and π(B∗). This proves 1.
Repeated use of 1. now yields 2., 3., and 4. �

4.4.1 Affineness of the Coaction

Let v be a vector in H. Let Tv : B(H) → L2(SUμ(2)) be defined as Tv(x) = xv,

where we view xv ∈ H as an element of L2(SUμ(2)). The map Tv is a continuous

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_2
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map w.r.t. the strong operator topology on B(H) and the Hilbert space topology of
L2(SUμ(2)).

Now ifa ∈ SUμ(2), Ra will denote the bounded linearmapon L2(SUμ(2))defined
by right multiplication by a. Then the map RaTv is a bounded linear map from B(H)

(with Strong Operator Topology) to the Hilbert space L2(SUμ(2)). We now define

T = Rα∗Tα + μ2RγTγ∗ .

Lemma 4.4.5 Let ω be a state on S̃ and x ∈ S2μ,c. Then T (φω(x)) = φω(x) ≡
R1(φω(x)) ∈ S2μ,c ⊆ L2(SUμ(2)), where φω(x) = (id ⊗ ω)(φ(x)).

Proof Let x ∈ S2μ,c ⊆ B(H). Using the relation αα∗ + μ2γγ∗ = 1, it follows that
T (x) = x ≡ R1(x), where we view x in the right-hand side of the equation as an ele-
ment of L2(SUμ(2)). Since φω(x) ∈ (S2μ,c)

′′, which is the Strong Operator Topology
closure of S2μ,c and T is continuous in the Strong Operator Topology, the conclusion
of the lemma follows. �

Let
V l = Span{vl ′

i,± 1
2
,−l ′ ≤ i ≤ l ′, l ′ ≤ l}.

The eigenspace of |D| for the eigenvalue c1l + c2, is Span{vli,± 1
2
,−l ≤ i ≤ l}. There-

fore, ∀ l, the subspace V l is kept invariant by Ũ and Ũ ∗.

Lemma 4.4.6 There exists a subspace V of O(SUμ(2)) which is finite dimensional

such that Rα∗(φω(A)v
1
2

j,± 1
2
), Rγ(φω(A)v

1
2

j,± 1
2
) belong to V for all states ω on S̃.

The same holds when A is replaced by B or B∗.

Proof We have φ(A)(v
1
2

j,± 1
2
⊗ 1) = Ũ (π(A) ⊗ 1)Ũ ∗(v

1
2

j,± 1
2
⊗ 1).

Now, Ũ ∗(v
1
2

j,± 1
2
⊗ 1) ∈ V 1

2 ⊗alg S̃ , and then using the definition of π as well as the

Lemma 4.4.4, we get (π(A) ⊗ 1)Ũ ∗(v
1
2

j,± 1
2
⊗ 1) ∈ Span{vl ′

j,± 1
2

: −l ′ ≤ j ≤ l ′, l ′ ≤
3
2 } ⊗alg S̃ = V 3

2 ⊗alg S̃ . Again, Ũ keeps V 3
2 ⊗alg S̃ invariant, so Rα∗(φω(A)(v

1
2

j,± 1
2
))

is in Span{vα∗, v ∈ V 3
2 }. Similarly, Rγ(φω(A)(v

1
2

j,± 1
2
)) ∈ Span{vγ : v ∈ V 3

2 }. So, the
statement for A follows by taking V = Span{vα∗, vγ : v ∈ V 3

2 } ⊂ O(SUμ(2)). A
similar argument proves the lemma for B and B∗. �

Corollary 4.4.7 There exists a subspace (finite dimensional) V of O(SUμ(2)) so
that for all states (hence for all elements ω ∈ S̃∗), we have T (φω(X)) ∈ V , where X
is A, B or B∗.
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Proof This follows since α, γ∗ ∈ Span{v 1
2

j,± 1
2
}. �

Proposition 4.4.8 φ(A), φ(B), φ(B∗) belong to O(S2μ,c) ⊗alg S.
Proof ByapplyingCorollary 4.4.7, Lemmas4.4.5 and4.3.1, it follows that for allω ∈
S̃∗, we have T (φω(A)) ∈ V ⋂

S2μ,c ⊂ O(SUμ(2))
⋂

Ker(ψ) and hence V ⋂
S2μ,c =

V ⋂O(S2μ,c), where V is as in Corollary 4.4.7. Since V ⋂O(S2μ,c) is finite dimen-
sional, there exists a positive integer m such that for all ω, T (φω(A)) ∈ W :=
Span{Ak, Ak Bl, Ak B∗l : 0 ≤ k, l ≤ m}. Since for all states (and hence for all
bounded linear functional) ω on S̃, we have T (φω(A)) = R1(φω(A)) ≡ φω(A).1,
it is clear that φω(A) is inW for every ω in S̃∗.

We recall from Lemma 3.2.4 that S̃ is a quotient of the separable C∗ algebra
U and is thus separable. Let us choose and fix a faithful state ω on S̃ and let K =
L2(S,ω). Thus, we can view S̃ andL(H ⊗ S̃) as embedded inB(K) andB(H ⊗ K),
respectively. Then φ(A) can be viewed as an element of B(H ⊗ K). If {q1, q2, . . .}
be elements of S̃ such that it is a countable orthonormal basis of K, then φ(A) can
be written as

∑∞
i, j=1 φi j (A) ⊗ |qi >< q j |, where the series is weakly convergent.

Let ωi j (·) = ω(q∗
i · q j ) so that φi j (A) = (id ⊗ ωi j )(φ(A)). Therefore, ∀ i, j , φi j (A)

belong toW .AsW is finite dimensional and the series
∑n

i, j=1 φi j (A) ⊗ |qi >< q j | ∈
W ⊗ B(K) is weakly convergent, we conclude that φ(A) ∈ W ⊗ B(K). Hence, if
A1, . . . , Ak is a basis ofW , there exists B1, B2, . . . Bk such that φ(A) = ∑k

i=1 Ai ⊗
Bi .

At this point, we claim that B1, B2, . . . Bk ∈ S̃. To this end, let {e1, e2, . . .} be
an orthonormal basis of H so that any trace class positive operator ρ in H is of the
form ρ = ∑

j λ j |e j >< e j |, where λ j are positive scalars such that
∑

j λ j < ∞.
Moreover, let ψρ : B(H) → C be the normal functional defined by ψρ(x) = Tr(ρx).
Let ψ̃ρ : L(H ⊗ S) → S̃ be the bounded linear map defined by ψ̃ρ(X) = ∑

j λ j <

e j ⊗ 1, X (e j ⊗ 1) >S̃ , where X ∈ L(H ⊗ S̃) and < ·, ·,>S̃ denotes that S̃ valued
inner product of H ⊗ S̃.

By the linear independence of {A1, . . . , Ak}, there exists trace class operators
ρ1, . . . , ρk such thatψρi (Ai ) = 1 andψρi (A j ) = 0 for j �= i . Thus Bi = ψ̃ρi (φ(A)) ∈
S̃. Since S is the Woronowicz subalgebra of S̃ generated by {< ξ ⊗ 1,φ(x)(η ⊗
1) >S̃ : ξ, η ∈ H}, it follows that Bi ∈ S ∀ i = 1, 2, . . . , k. This finishes the proof
for φ(A).

The proofs for φ(B) and φ(B∗) being similar, are omitted. �

Proposition 4.4.9 φ keeps the span of 1, A, B, B∗ invariant.

Proof We prove the Proposition for φ(A). The proofs for B and B∗ are similar.
By Proposition 4.4.8, φ(A) can be written as a finite sum of the form

∑
k≥0 A

k ⊗
Qk + ∑

m ′,n′,n′ �=0 A
m ′
Bn′ ⊗ Rm ′,n′ + ∑

r,s,s �=0 A
r B∗s ⊗ R′

r,s .
Let ξ = vlm0,N0

. We have U (ξ) ∈ Span{vlm,N ,m = −l, . . . l, N = ± 1
2 }. Let

Ũ (ξ ⊗ 1) =
∑

m=−l,...l,N=± 1
2

vlm,N ⊗ ql(m,N ),(m0,N0)
,

http://dx.doi.org/10.1007/978-81-322-3667-2_3
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where ql(m,N ),(m0,N0)
belong to S. Since φ preserves the R-twisted volume, we have

∑

m ′,N ′
ql(m, N ), (m ′, N ′)q

l∗
(m,N ), (m ′, N ′) = 1. (4.4.1)

It also follows that U (Aξ) ∈ Span{vl ′m, N ,m = −l ′, . . . l ′, l ′ = l − 1, l, l + 1, N =
± 1

2 }.
By Lemma 4.4.4, we have φ(A)Ũ (ξ ⊗ 1) = ∑

k, m=−l,...l,N=± 1
2

Akvlm, N ⊗
Qkql(m, N ), (m0,N0)

+ ∑
m ′, n′,n′ �=0, m=−l,...l,N=± 1

2
Am ′

Bn′
vlm,N⊗ Rm ′, n′ ql(m,N ), (m0,N0)

+∑
r,s, s �=0, m=−l,...l, N=± 1

2
Ar B∗svlm,N ⊗ R′

r,sq
l
(m,N ), (m0,N0)

.
Let m ′

0 denote the largest integer m ′ such that there is a nonzero coefficient of

Am ′
Bn′

, n′ ≥ 1 in the expression of φ(A). We claim that the coefficient of v
l−m ′

0−n′
m−n′,N

in φ(A)Ũ (ξ ⊗ 1) is Rm ′
0,n

′ql(m,N ), (m0,N0)
.

Indeed, the term v
l−m ′

0−n′
m−n′,N can arise in the following ways: it can either come from

a term of the form Am ′′
Bn′′

vlm,N or Akvlm,N or Ar B∗svlm.N for some m ′′, n′′, k, r, s.
In the first case, by Lemma 4.4.4, we must have l − m ′

0 − n′ = l − m ′′ − n′′ +
t, 0 ≤ t ≤ 2m ′′ and m − n′ = m − n′′ so that m ′′ = m ′

0 + t , and since m ′
0 is the

largest integer such that Am ′
0Bn′

appears in φ(A), we can conclude that t = 0, that is

v
l−m ′

0−n′
m−n′,N appears only in Am ′

0Bn′
.

In the second case,we havem − n′ = m implyingn′ = 0,which is a contradiction.
In the last case,we havem − n′ = m + s so that−n′ = s which is possible onlywhen
n′ = s = 0 which is again a contradiction.

Now, coefficient of v
l−m ′

0−n
m−n′,N in Ũ (Aξ ⊗ 1) is zero if m ′

0 ≥ 1 (as n′ �= 0). It
now follows from the above claim, using Lemma 4.4.4 and comparing coef-
ficients in the equality Ũ (Aξ ⊗ 1) = φ(A)Ũ (ξ ⊗ 1), that Rm ′

0,n
′ql(m,N ), (m0,N0)

=
0 ∀ n′ ≥ 1, ∀ m, N when m ′

0 ≥ 1. Varying (m0, N0), we conclude that the above
holds ∀ (m0, N0). Using (4.4.1), we get Rm ′

0,n
′
∑

m ′,N ′ ql(m,N ), (m ′,N ′)q
l∗
(m, N ),(m ′, N ′) =

0 ∀ n′ ≥ 1,
that is, Rm ′

0, n
′ = 0 ∀ n′ ≥ 1 ifm ′

0 ≥ 1. Proceeding by induction onm ′
0, we deduce

Rm ′, n′ = 0 ∀ m ′ ≥ 1, n′ ≥ 1.
Similarly, we have Qk = 0 ∀ k ≥ 2 and R′

r, s = 0 ∀ r ≥ 1, s ≥ 1.
Thus, φ(A) ∈ Span{1, A, B, B∗, B2, . . . Bn, B∗2, . . . B∗m}. But the coefficient of

vl−n′
m−n′, N in φ(A)Ũ (ξ ⊗ 1) is R0,n′ . Arguing as before, we arrive at the conclusion
that R0, n′ = 0 ∀ n′ ≥ 2. In a similar way, we can prove R′

0, n′ = 0 ∀ n′ ≥ 2. �

Thus, we can write

φ(A) = 1 ⊗ T1 + A ⊗ T2 + B ⊗ T3 + B∗ ⊗ T4, (4.4.2)

φ(B) = 1 ⊗ S1 + A ⊗ S2 + B ⊗ S3 + B∗ ⊗ S4, (4.4.3)

for some Ti , Si in S.
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4.4.2 Homomorphism Conditions

We start with Eqs. (4.4.2) and (4.4.3).We shall make use of the relations among Ti , Si
coming from the facts that φ is a unital ∗-homomorphism and that it preserves the
R-twisted volume.

Lemma 4.4.10

T1 = 1 − T2
1 + μ2

,

S1 = −S2
1 + μ2

.

Proof We use the formulas of A and B in terms of the SUμ(2) elements from

Eqs. (1.3.12), (1.3.12), and (1.3.13). It follows that h(A) = (1 + μ2)
−1 and h(B) =

0. Using Proposition 2.3.4 and the equations (h ⊗ id)φ(A) = h(A).1 and (h ⊗
id)φ(B) = h(B).1, we arrive at the conclusion. �

Lemma 4.4.11 T ∗
1 = T1, T ∗

2 = T2, T ∗
4 = T3.

Proof It follows by comparing the coefficients of 1, A, and B, respectively, in the
equation φ(A∗) = φ(A). �

We shall now assume that μ �= 1.

Lemma 4.4.12

S∗
2 S2 + c(1 + μ2)2S∗

3 S3 + c(1 + μ2)
2
S∗
4 S4

= (1 − T2)(μ
2 + T2) − c(1 + μ2)2T3T

∗
3 − c(1 + μ2)

2
T ∗
3 T3 + c(1 + μ2)2.1,

(4.4.4)

−2S∗
2 S2 + (1 + μ2)S∗

3 S3 + μ2(1 + μ2)S∗
4 S4 = (μ2 + 2T2 − 1)T2 − μ2(1 + μ2)T3T

∗
3

− (1 + μ2)T ∗
3 T3, (4.4.5)

S∗
2 S2 − S∗

3 S3 − μ4S∗
4 S4 = −T 2

2 + μ4T3T
∗
3 + T ∗

3 T3, (4.4.6)

S∗
2 S4 + S∗

3 S2 = −(μ2 + T2)T
∗
3 + T ∗

3 (1 − T2), (4.4.7)

S∗
2 S3 + μ2S∗

4 S2 = −T2T3 − μ2T3T2, (4.4.8)

S∗
4 S3 = −T 2

3 . (4.4.9)

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_2
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Proof The Lemma is proved by comparing the coefficients of 1, A, A2, B∗, AB, and
B2 in the equation φ(B∗B) = φ(A) − φ(A2) + cI and then substituting S1, T1, T ∗

2 ,

T4 by
−S2
1+μ2 ,

1−T2
1+μ2 , T2, T ∗

3 , respectively, using the relations in Lemmas 4.4.10 and
4.4.11. �

Lemma 4.4.13

S2S
∗
2 + c(1 + μ2)2S3S

∗
3 + c(1 + μ2)2S4S

∗
4

= μ2(1 − T2)(1 + μ2T2) + c(1 + μ2)2T3T
∗
3 + c(1 + μ2)2T ∗

3 T3 + c(1 + μ2)2.1,
(4.4.10)

− 2S2S
∗
2 + μ2(1 + μ2)S3S

∗
3 + (1 + μ2)S4S

∗
4

= μ2(1 + μ2)T2 − 2μ4(1 − T2)T2 − μ6(1 + μ2)T3T
∗
3 − μ4(1 + μ2)T ∗

3 T3,
(4.4.11)

− S2S
∗
4 − S3S

∗
2 = μ2(1 + μ2)T3 − μ4(1 − T2)T3 − μ4T3(1 − T2), (4.4.12)

S2S
∗
2 − μ4S3S

∗
3 − S4S

∗
4 = −μ4T 2

2 + μ8T3T
∗
3 + μ4T ∗

3 T3, (4.4.13)

S2S
∗
4 + μ2S3S

∗
2 = −μ4T2T3 − μ6T3T2, (4.4.14)

S3S
∗
4 = −μ4T 2

3 . (4.4.15)

Proof This follows by equating the coefficients of 1, A, B, A2, AB, B2 in the
equation φ(BB∗) = μ2φ(A) − μ4φ(A2) + c.1 and then using Lemmas 4.4.10 and
4.4.11. �

Similarly, we can derive some more relations from the equation φ(BA) =
μ2φ(AB).

4.4.3 Relations Coming from the Antipode

Now, we compute the antipode, say κ of S̃.
To begin with, we recall from Lemmas 4.3.2 and 4.3.4 that {x−1, x0, x1} is a set

of orthogonal vectors with same norm.

Lemma 4.4.14 If x ′−1, x
′
0, x

′
1 is the normalizedbasis corresponding to {x−1, x0, x1},

then from (4.4.2) and (4.4.3) we obtain

φ(x ′−1) = x ′−1 ⊗ S3 + x ′
0 ⊗ −μ−1(1 + μ2)

− 1
2 S2 + x ′

1 ⊗ −μ−1S4,

φ(x ′
0) = x ′−1 ⊗ −μ(1 + μ2)

1
2 T3 + x ′

0 ⊗ T2 + x ′
1 ⊗ (1 + μ2)

1
2 T4,

φ(x ′
1) = x ′−1 ⊗ −μS∗

4 + x ′
0 ⊗ (1 + μ2)

− 1
2 S∗

2 + x ′
1 ⊗ S∗

3 .
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Proof As x−1, x0, x1 have the same norm, it follows that x ′
i = Kxi , where K =

‖xi‖−1, i = {−1, 0, 1}.
Now, using (1.3.10) and (4.4.3), we have

φ(x ′−1)

= Kt(1 + μ2)
1
2

μ
φ(B)

= Kt(1 + μ2)
1
2

μ
[1 ⊗ S1 + 1 − t−1x0

1 + μ2
⊗ S2 + μx−1

t(1 + μ2)
1
2

⊗ S3 + μ(−μ−1x1)

t(1 + μ2)
1
2

⊗ S4

= Kx−1 ⊗ S3 + Kx0 ⊗ − S2

μ(1 + μ2)
1
2

+ Kx1 ⊗ − S4
μ

(by Lemma 4.4.10)

= x ′
−1 ⊗ S3 + x ′

0 ⊗ −μ−1(1 + μ2)
− 1

2 S2 + x ′
1 ⊗ −μ−1S4.

By similar calculations, we get the second and the third equations. �

Hence, φ keeps the span of the orthonormal set {x ′−1, x ′
0, x ′

1} invariant. More-
over, the Haar state h of SUμ(2) is preserved by φ. Therefore, we have a unitary
corepresentation of the CQG S̃ on Span{x′−1, x′

0, x′
1}.

Using T4 = T ∗
3 from Lemma 4.4.11, the unitary matrix, say Z corresponding to

φ and the ordered basis {x ′−1, x ′
0, x ′

1} is given by

Z =
⎛

⎜
⎝

S3 −μ
√
1 + μ2T3 −μS∗

4
−S2

μ
√

1+μ2
T2

S∗
2√

1+μ2

−μ−1S4
√
1 + μ2T ∗

3 S∗
3

⎞

⎟
⎠ . (4.4.16)

By Proposition 1.2.19, we have

κ(T2) = T2, κ(T3) = S∗
2

μ2(1 + μ2)
, κ(S2) = μ2(1 + μ2)T ∗

3 ,

κ(S3) = S∗
3 , κ(S4) = μ2S4, κ(T ∗

3 ) = S2
1 + μ2

,

κ(S∗
2 ) = (1 + μ2)T3, κ(S∗

3 ) = S3, κ(S∗
4 ) = μ−2S∗

4 .

Now we derive some more equations by applying κ on the equations obtained by
homomorphism condition. For the sake of simplicity, we give one example.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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Lemma 4.4.15

μ4(1 + μ2)
2
T3T

∗
3 + cμ2(1 + μ2)2S3S

∗
3 + cμ2(1 + μ2)2S∗

4 S4

= μ4(1 − T2)(1 + μ2T2) + cS2S
∗
2 + cS∗

2 S2 + cμ2(1 + μ2)2.1, (4.4.17)

S3S4 = − μ2S22
(1 + μ2)

2 , (4.4.18)

− μ2(1 + μ2)
2
S∗
4T

∗
3 − μ2(1 + μ2)

2
T3S

∗
3 = μ2(1 + μ2)S∗

2 − μ4S∗
2 (1 − T2) − μ4(1 − T2)S

∗
2 ,

(4.4.19)
(1 + μ2)

2
S∗
4T

∗
3 + μ2(1 + μ2)

2
T3S

∗
3 = −μ2S∗

2T2 − μ4T2S
∗
2 . (4.4.20)

Proof The lemma is proved by applying the antipode on (4.4.10), (4.4.15), (4.4.12),
and (4.4.14), respectively. �

4.4.4 Identification of SOµ(3) as the Quantum Isometry
Group

Now we want to prove that there is a ∗-homomorphism from SOμ(3) to S which
sends M, L ,G, N ,C to −(1 + μ2)−1S2, S3, − μ−1S4, (1 + μ2)−1(1 − T2), μT3,
respectively.

To prove this, it is enough to show that all the relations of SOμ(3) (as in (1.2.23))
when translated to relations of QISO+

R(O(S2μ,c), H, D) via the above map are sat-
isfied. We spell out some of the relations for which we also provide the proofs and
remark that the verification of the remaining relations are quite similar and straight-
forward.

G∗G = GG∗ = N 2 gives − S∗
4
μ

(− S4
μ

) = (− S4
μ

)(− S∗
4
μ

) = (1−T2)
2

(1+μ2)
2 implying

S∗
4 S4 = S4S

∗
4 = μ2(1 − T2)

2

(1 + μ2)
2 .

M∗M = N − N 2 gives

S∗
2 S2

(1 + μ2)
2 = 1 − T2

1 + μ2
− (1 − T2)

2

(1 + μ2)
2 ,

which means S∗
2 S2

(1+μ2)
2 = (1+μ2)(1−T2)−(1−T2)

2

(1+μ2)
2 implying

S∗
2 S2 = (1 − T2)(μ

2 + T2).

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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M∗L = μ−1(I − N )C gives − S∗
2

1+μ2 S3 = μ−1(1 − 1−T2
1+μ2 )μT3, that is,

−S∗
2 S3 = (μ2 + T2)T3.

Lemma 4.4.16 S∗
2 S2 = (1 − T2)(μ2 + T2).

Proof Subtracting the equation obtained by multiplying c(1 + μ2)with (4.4.5) from
(4.4.4), we have

(1 + 2c(1 + μ2))S∗
2 S2 + c(1 + μ2)

2
(1 − μ2)S∗

4 S4

= (1 − T2)(μ
2 + T2) − c(1 + μ2)(μ2 + 2T2 − 1)T2 + c(1 + μ2)

2
(μ2 − 1)T3T

∗
3

+ c(1 + μ2)
2
.1. (4.4.21)

Again, by adding (4.4.4) with c(1 + μ2)
2 times (4.4.6) gives

(1 + c(1 + μ2)
2
)S∗

2 S2 + c(1 − μ4)(1 + μ2)
2
S∗
4 S4.

= (1 − T2)(μ
2 + T2) − c(1 + μ2)

2
T 2
2 + c(1 + μ2)

2
(μ4 − 1)T3T

∗
3 + c(1 + μ2)

2
.1.

(4.4.22)
Subtracting the equation obtained by multiplying (μ2 + 1) with (4.4.21) from
(4.4.22) we obtain

−(μ2 + c(1 + μ2)
2
)S∗

2 S2 = (1 − T2)(μ
2 + T2) − c(1 + μ2)

2
T 2
2

−(1 + μ2)(1 − T2)(μ
2 + T2) − cμ2(1 + μ2)

2
.1 + c(1 + μ2)

2
(μ2 + 2T2 − 1)T2.

The right-hand side is equal to−(μ2 + c(1 + μ2)
2
)(1 − T2)(μ2 + T2). Thus, S∗

2 S2 =
(1 − T2)(μ2 + T2). �

Lemma 4.4.17
μ2(1 + μ2)

2
T ∗
3 T3 = (1 − T2)(μ

2 + T2), (4.4.23)

(1 + μ2)
2
T3T

∗
3 = (1 − T2)(1 + μ2T2), (4.4.24)

S2S
∗
2 = μ2(1 − T2)(1 + μ2T2). (4.4.25)

Proof Equation (4.4.23) is obtained by applying the antipode on Lemma 4.4.16.
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Since Z is a unitary matrix, the (2, 2) position of the matrix Z∗Z equals 1.
Therefore, μ2(1 + μ2)T ∗

3 T3 + T 2
2 + (1 + μ2)T3T ∗

3 = 1.
Using (4.4.23) we deduce −(1 + μ2)2T3T ∗

3 = (T2 − 1)(1 + μ2T2). Thus we
obtain (4.4.24).

Applying κ on (4.4.24), we deduce (4.4.25). �

Lemma 4.4.18 S∗
4 S4 = S4S∗

4 = (1 + μ2)
−2

μ2(1 − T2)
2.

Proof Adding the equations obtained by applying the antipode on (4.4.5) and (4.4.6),
we have −μ4(1 + μ2)

3
(1 − μ2)T ∗

3 T3 + μ4(1 + μ2)
2

(1 − μ2)S4S∗
4 = −μ2(1 + μ2)

(1 − μ2)T2(1 − T2) − μ2 (1 − μ2)S2S∗
2 .

Using μ2 �= 1, we obtain,

−μ4(1 + μ2)
3
T ∗
3 T3 + μ4(1 + μ2)

2
S4S

∗
4 = −μ2(1 + μ2)T2(1 − T2) − μ2S2S

∗
2 .

Now using (4.4.23) and (4.4.25), we reduce the above equation to

μ4(1 + μ2)
2
S4S

∗
4

= −μ2(1 − T2)(T2 + μ2T2 + μ2 + μ4T2) + μ2(1 + μ2)(1 − T2)(μ
2 + T2)

= μ6(1 − T2)
2.

Thus,

S4S
∗
4 = μ6

μ4(1 + μ2)
2 (1 − T2)

2 = μ2

(1 + μ2)
2 (1 − T2)

2.

Applying κ, we have S∗
4 S4 = μ2

(1+μ2)
2 (1 − T2)

2.

Thus, S∗
4 S4 = S4S∗

4 = μ2

(1+μ2)
2 (1 − T2)2. �

Lemma 4.4.19 −S∗
2 S3 = (μ2 + T2)T3.

Proof By applying adjoint and then multiplying by μ2 on (4.4.7) we have μ2S∗
2 S3 +

μ2S∗
4 S2 = −μ2T3(μ2 + T2) + μ2(1 − T2)T3. Subtracting this from (4.4.8) we have

(1 − μ2)S∗
2 S3 = −T2T3 − μ2T3T2 + μ2T3(μ2 + T2) − μ2(1 − T2)T3 which implies

−S∗
2 S3 = (μ2 + T2)T3 as μ2 �= 1. �

We can verify the other relations among Si ’s and Ti ’s to prove the following.

Theorem 4.4.20 Assume μ �= 1. The map SOμ(3) → S sending M, L ,G, N ,C to
−(1 + μ2)−1S2, S3, − μ−1S4, (1 + μ2)−1(1 − T2), μT3, respectively, is a ∗ homo-
morphism.
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We now prove the main result of this subsection.

Theorem 4.4.21 For μ �= 1, QISO+
R(O(S2μ,c), H, D) ∼= SOμ(3).

Proof Wehave seen in Theorem 4.4.1 that SUμ(2) is an object inQ′
R(D) and SOμ(3)

is the corresponding maximal Woronowicz subalgebra for which the coaction is
faithful. Thus, SOμ(3) is a quantum subgroup of QISO+

R(D). Now, Theorem 4.4.20
implies that QISO+

R(D) is a quantum subgroup of SOμ(3), thereby completing the
proof. �

Remark 4.4.22 We observe that in the proof of Theorem 4.4.21, the only place
where the structure of D was used was in Proposition 4.4.9 and there we used the
fact that the unitary commutes with |D|. Thus, if we replace this spectral triple by
(O(S2μ,c),H, |D|), everything remains same and we deduce that

QISO+
R(O(S2μ,c),H, |D|) ∼= QISO+

R(O(S2μ,c),H, D) ∼= SOμ(3).

Remark 4.4.23 With a bit of extra book keeping, the case μ = 1 can be dealt simi-
larly. Alternatively, it also follows from Subsection5.3.5 of [6].

There are two ways to view the classical group SO(3): as the group of (orien-
tation preserving) isometries of S2 and as the automorphism group of M2(C). In
the paper [8], P.M. Soltan has proved that the universal object in the category of
compact quantum group acting on M2(C) such that the coaction preserves a certain
functional ωμ defined in [8] is the quantum group SOμ(3). The characterization of
SOμ(3) as the quantum isometry group of the quantum sphere S2μ,c can be seen as
the noncommutative analogue of the characterization of SO(3).

4.5 Another Spectral Triple on the Podles’ Sphere: A
Counterexample

In this section, we present a concrete example in support of the claimmade in Chap. 3
that the homomorphismαU may not be aC∗-coaction of the quantum isometry group
of a spectral triple. The same example also illustrates the nonexistence of the universal
object in the category (suggested at the end of Sect. 3.2.2) of CQG’ s which have a
C∗-coaction on the underlying C∗ algebra. This is done by computing the quantum
group of orientation preserving isometries for spectral triples on the Podles’ sphere
S2μ,c. constructed by Chakraborty and Pal in [9] for c > 0. The quantum isometry
group turns out to be C∗(Z2 ∗ Z∞), where Z∞ denotes countably infinite copies of
the group of integers.

For the purpose of computation in this section, we are going to use the description
of the Podles’ spheres as the universal C∗ algebra generated by elements A and B
satisfying the relations:

http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
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A∗ = A, AB = μ−2BA,

B∗B = A − A2 + cI, BB∗ = μ2A − μ4A2 + cI.

In this section, we will work with c > 0.

4.5.1 The Spectral Triple

Let us describe the spectral triple on S2μ,c introduced and studied in [9].
Let H+ = H− = l2(IN

⋃{0}),H = H+ ⊕ H−.
Let {en, n ≥ 0} be the canonical orthonormal basis of H+ = H− and N be the

operator defined on it by N (en) = nen .
We recall the irreducible representations π+ and π− : H± → H± as in [9].

π±(A)en = λ±μ2nen, (4.5.1)

π±(B)en = c±(n)
1
2 en−1, (4.5.2)

where

e−1 = 0, λ± = 1

2
± (c + 1

4
)

1
2

, c±(n) = λ±μ2n − (λ±μ2n)
2 + c. (4.5.3)

Let π = π+ ⊕ π− and D =
(
0 N
N 0

)
.

Then (S2μ,c,π,H, D) is a spectral triple.
We observe that the eigenvalues of D are {n : n ∈ Z} and the eigenspace for the

eigenvalue n is spanned by

(
en
en

)
when n is nonnegative and by

(
en

−en

)
when n is

negative.

Lemma 4.5.1
π+(B∗)(en) = c+(n + 1)

1
2 en+1,

π−(B∗)(en) = c−(n + 1)
1
2 en+1.

Proof

〈
π(B)(

∑
n cn

(
en
0

)
),

(
en′

0

)〉
= ∑

n cnc+(n)
1
2 〈en−1, en′ 〉 = cn′+1

c+(n′ + 1)
1
2 = ∑

n cnc+(n′ + 1)
1
2 〈en, en′+1〉 = ∑

n cn〈
en, c+(n′ + 1)

1
2 en′+1

〉
=

〈
∑

n cn

(
en
0

)
,

(
c+(n′ + 1)

1
2 en′+1

0

)〉
.
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Hence, π+(B∗)(en) = c+(n + 1)
1
2 en+1.

Similarly, π−(B∗)(en) = c−(n + 1)
1
2 en+1. �

Lemma 4.5.2 If Pn, Qn denote the projections onto the subspace generated by(
en
0

)
and

(
0
en

)
, respectively, then Pn, Qn belong to π(S2μ,c).

Proof We claim that ∀ n �= 0, c+(n) and c−(n) are distinct.
Let c+(n) = c−(n). Therefore, λ+μ2n − (λ+μ2n)

2 + c = λ−μ2n − (λ−μ2n)
2 +

c. This implies (λ+ + λ−)μ2n = 1. Thus, μ2n = 1 and so n has to be 0.

Now, ∀ n ≥ 1, π(B∗B)

(
en
0

)
= c+(n)

1
2 π(B∗)

(
en−1

0

)
= c+(n)

(
en
0

)
.

Similarly, ∀ n ≥ 1, π(B∗B)

(
0
en

)
= c−(n)

(
0
en

)
.

Hence, ∀ n ≥ 1, c+(n) and c−(n) are eigenvalues of B∗B with the corresponding

eigenspaces spanned by

(
en
0

)
and

(
0
en

)
, respectively. It follows that the eigen-

projections corresponding to these eigenvalues belong to C∗(B∗B) ⊆ π(S2μ,c), and
hence Pn, Qn belong to π(S2μ,c) ∀ n ≥ 1.

Moreover, π(A)

(
e0
0

)
= λ+

(
e0
0

)
and π(A)

(
0
e0

)
= λ−

(
0
e0

)
.

Thus, by the same arguments as above, P0, Q0 belong to π(S2μ,c). �

Lemma 4.5.3 π(S2μ,c)
′′ = {

(
X11 X12

X21 X22

)
∈ B(H ⊕ H) : X12 = X21 = 0}.

Proof It is sufficient to prove that the commutantπ(S2μ,c)
′ is the vonNeumann algebra

of operators of the form

(
c1 I 0
0 c2 I

)
for some c1, c2 in C. To this end, we use that

π+ and π− are irreducible representations.

Let X =
(
X11 X12

X21 X22

)
∈ π(S2μ,c)

′. Since X commutes with π(A), π(B), π(B∗),

we have X11 ∈ π+(S2μ,c)
′ ∼= C and X22 ∈ π−(S2μ,c)

′ ∼= C, so that X11 = c1 I, X22 =
c2 I for some c1, c2.

Moreover,
X12π−(A) = π+(A)X12, (4.5.4)

X12π−(B) = π+(B)X12, (4.5.5)

X12π−(B∗) = π+(B∗)X12. (4.5.6)

Now, (4.5.5) implies that X12e0 ∈ Ker(π+(B)) = Ce0. Let X12e0 = p0e0.

We have π+(B)(X12e1) = c
1
2−(1)X12e0 = p0c

1
2−(1)e0, that is, π+(B)(X12e1) ∈

Ce0.
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Since it follows from the definition of π+(B) that π+(B) maps Span {ei : i ≥ 2}
to (Ce0)

⊥ = Span{ei : i ≥ 1}, X12e1 must belong to Span{e0, e1}.
By an inductive argument, we see that ∀ n, X12(en) ∈ Span{e0, e1, . . . , en}.
Using the definition of π±(B∗)en along with (4.5.6), we have c

1
2−(1)X12e1 =

p0c
1
2+(1)e1, that is, X12e1 = p0

c
1
2+ (1)

c
1
2− (1)

e1.

We argue in a similar way by induction that X12en = c′
nen for some constants c′

n .

Nowwe apply (4.5.6) and (4.5.5) on the vectors en and en+1 to get c′
n+1 = c′

nc
1
2+ (n+1)

c
1
2− (n+1)

and c′
n+1 = c′

nc
1
2− (n+1)

c
1
2+ (n+1)

. Since c+(n + 1) �= c−(n + 1) for n ≥ 0, we have c′
n = 0.

Thus, c′
n = 0 ∀ n so that X12 = 0. It follows similarly that X21 = 0. �

4.5.2 Computation of the Quantum Isometry Group

Let (S̃,�,U ) be an object inQ′(D), withα = adU and the correspondingWoronow-
icz C∗ subalgebra of S̃ generated by {< (ξ ⊗ 1),α(x)(η ⊗ 1) >S̃ : ξ, η ∈ H, x ∈
S2μ,c} is denoted by S. Assume, without loss of generality, that the corepresentation
U is faithful.

As U commutes with D, it preserves the one-dimensional subspaces spanned by

each of the eigenvectors

(
en
en

)
and

(
en

−en

)
.

Let U

(
en
en

)
=

(
en
en

)
⊗ q+

n ,

U

(
en

−en

)
=

(
en

−en

)
⊗ q−

n ,

for some q+
n , q−

n in S̃.
Lemma 4.5.4 We have

q+
n q

−∗
n = q−

n q
+∗
n ∀n, (4.5.7)

(c+(n)
1
2 + c−(n)

1
2 )(q+

n−1q
+∗
n − q−

n−1q
−∗
n ) + (c+(n)

1
2 − c−(n)

1
2 )(q+

n−1q
−∗
n − q−

n−1q
+∗
n ) = 0

∀n ≥ 1, (4.5.8)

(c+(n)
1
2 + c−(n)

1
2 )(q+

n−1q
+∗
n − q−

n−1q
−∗
n ) + (c+(n)

1
2 − c−(n)

1
2 )(q−

n−1q
+∗
n − q+

n−1q
−∗
n ) = 0

∀n ≥ 1, (4.5.9)
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(c+(n + 1)
1
2 + c−(n + 1)

1
2 )(q+

n+1q
+∗
n − q−

n+1q
−∗
n ) = (c+(n + 1)

1
2 − c−(n + 1)

1
2 )

× (q−
n+1q

+∗
n − q+

n+1q
−∗
n ) ∀n. (4.5.10)

Proof Since α maps π(S2μ,c) into its double commutant, the description of π(S2μ,c)
′′

as in Lemma 4.5.3 implies that the coefficient of

(
0
en

)
in α(A)

(
en
0

)
must be 0.

To compute this coefficient, we start computing α(A)

(
en
0

)
as follows:

α(A)

(
en
0

)

= Ũ (A ⊗ 1)Ũ ∗(
(
en
0

)
⊗ 1)

= 1
2Ũ (π(A) ⊗ 1)Ũ ∗(

(
en
en

)
⊗ 1 +

(
en

−en

)
⊗ 1)

= 1
2Ũ (π(A) ⊗ 1)[

(
en
en

)
⊗ q+∗

n +
(

en
−en

)
⊗ q−∗

n ]

= 1
2Ũ [

(
π+(A)en
π−(A)en

)
⊗ q+∗

n +
(

π+(A)en
−π−(A)en

)
⊗ q−∗

n ].
Using (4.5.1), we see that it is equal to

= 1
2Ũ [

(
λ+μ2nen
λ−μ2nen

)
⊗ q+∗

n +
(

λ+μ2nen
−λ−μ2nen

)
⊗ q−∗

n ]

= 1
2Ũ [

(
en
0

)
⊗ λ+μ2n(q+∗

n + q−∗
n ) +

(
0
en

)
⊗ λ−μ2n(q+∗

n − q−∗
n )]

= 1
4Ũ [

(
en
en

)
⊗ {λ+μ2n(q+∗

n + q−∗
n ) + λ−μ2n(q+∗

n − q−∗
n )} +

(
en

−en

)
⊗

{λ+μ2n (q+∗
n + q−∗

n ) − λ−μ2n(q+∗
n − q−∗

n )}]
=

(
en
en

)
⊗ 1

4q
+
n {λ+μ2n(q+∗

n + q−∗
n ) + λ−μ2n(q+∗

n − q−∗
n )} +

(
en

−en

)
⊗

1
4q

−
n {λ+ μ2n(q+∗

n + q−∗
n ) − λ−μ2n(q+∗

n − q−∗
n )}

=
(
en
0

)
⊗ 1

4 {λ+μ2n(1 + q+
n q

−∗
n ) + λ−μ2n(1 − q+

n q
−∗
n ) + λ+μ2n(1 + q−

n q
+∗
n )

− λ−μ2n(q−
n q

+∗
n − 1)} +

(
0
en

)
⊗ 1

4 {λ+μ2n(1 + q+
n q

−∗
n ) + λ−μ2n(1 − q+

n q
−∗
n )

− λ+μ2n (1 + q−
n q

+∗
n ) + λ−μ2n(q−

n q
+∗
n − 1)}.

Thus, we conclude
λ+[1 + q+

n q
−∗
n − (1 + q−

n q
+∗
n )] + λ−[1 − q+

n q
−∗
n + q−

n q
+∗
n − 1] = 0 and hence

(λ+ − λ−)(q+
n q

−∗
n − q−

n q
+∗
n ) = 0. Therefore, (q+

n q
−∗
n − q−

n q
+∗
n ) = 0.

Proceeding in a similar way, (4.5.8), (4.5.9), (4.5.10) follow by equating the

coefficients of

(
0

en−1

)
,

(
en−1

0

)
and

(
0

en+1

)
in α(B)

(
en
0

)
,

α(B)

(
0
en

)
, and α(B∗)

(
en
0

)
(respectively). �
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We are now in a position to write formulas for α(A) and α(B) in terms of the
projections Pn and Qns.

Corollary 4.5.5 We have

α(A) =
∞∑

n=0

APn ⊗ 1

2λ+
{λ+(1 + q+

n q
−∗
n ) + λ−(1 − q+

n q
−∗
n )}

+
∞∑

n=0

AQn ⊗ 1

2λ−
{λ+(1 − q+

n q
−∗
n ) + λ−(1 + q+

n q
−∗
n )}.

α(B) =
∞∑

n=1

BPn ⊗ 1

4c+(n)
[(c+(n)

1
2 + c−(n)

1
2 )(q+

n−1q
+∗
n + q−

n−1q
−∗
n )

+ (c+(n)
1
2 − c−(n)

1
2 )(q−

n−1q
+∗
n + q+

n−1q
−∗
n )] +

∞∑

n=1

BQn ⊗ 1

4c−(n)
[(c+(n)

1
2 + c−(n)

1
2 ).

(q+
n−1q

+∗
n + q−

n−1q
−∗
n ) − (c+(n)

1
2 − c−(n)

1
2 )(q+

n−1q
−∗
n + q−

n−1q
+∗
n )].

Proof We note that π(A)

(
en
0

)
=

(
π+(A) 0

0 π−(A)

) (
en
0

)
=

(
π+(A)en

0

)
=

λ+μ2n

(
en
0

)
.

Thus,

(
en
0

)
=

π(A)

⎛

⎝ en
0

⎞

⎠

λ+μ2n .

Similarly,

(
0
en

)
=

π(A)

⎛

⎝ 0
en

⎞

⎠

λ−μ2n .

Now, using (4.5.7),

α(A)

(
en
0

)
=

(
en
0

)
⊗ 1

2
{λ+μ2n(1 + q+

n q
−∗
n ) + λ−μ2n(1 − q+

n q
−∗
n )}

= π(A)

(
en
0

)
⊗ 1

2λ+
{λ+(1 + q+

n q
−∗
n ) + λ−(1 − q+

n q
−∗
n )}.
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Similarly,

α(A)

(
0
en

)
= π(A)

(
0
en

)
⊗ 1

2λ−
{λ+(1 − q+

n q
−∗
n ) + λ−(1 + q+

n q
−∗
n )}.

Thus,α(A) = ∑∞
n=0 APn ⊗ 1

2λ+ {λ+(1 + q+
n q

−∗
n ) + λ−(1 − q+

n q
−∗
n )} + +∑∞

n=0

AQn ⊗ 1
2λ− {λ+(1 − q+

n q
−∗
n ) + λ−(1 + q+

n q
−∗
n )}.

Considering α(B)

(
en
0

)
and α(B)

(
0
en

)
, the expression for α(B) is

obtained. �

Lemma 4.5.6 Let P̃n = Pn + Qn. Then for each vector v inH, α(P̃n)v = P̃nv ⊗ 1.

Proof To start with, we recall that Pn and Qn belong to π(S2μ,c) (Lemma 4.5.2).
Hence, P̃n ∈ π(S2μ,c).

We compute

α(P̃n)

(
en
en

)
= Ũ (P̃n ⊗ 1)Ũ ∗

(
en
en

)
= Ũ (

(
en
en

)
⊗ q+∗

n )

=
(
en
en

)
⊗ 1 = (P̃n ⊗ 1)(

(
en
en

)
⊗ 1).

Next, for k �= n,

Ũ (P̃k ⊗ 1)Ũ ∗
(
en
en

)
= Ũ (P̃k ⊗ 1)(

(
en
en

)
⊗ q+∗

n ) = 0 = (P̃k ⊗ 1)(

(
en
en

)
⊗ 1).

Similarly, α(P̃n)

(
en

−en

)
= (P̃n ⊗ 1)(

(
en

−en

)
⊗ 1),

and for k �= n, α(P̃k)

(
en

−en

)
= 0 = (P̃k ⊗ 1)(

(
en

−en

)
⊗ 1).

Combining all these, we get the required result. �

Theorem 4.5.7 S̃ = C∗{q+
n , y0 = q−∗

0 q+
0 : n ≥ 0} Moreover, S = C∗{zn =

q+
n−1q

+∗
n , w′ : n ≥ 1}, where w′ is a self-adjoint unitary.

Proof Replacing n + 1 by n in (4.5.10) we have

(c+(n)
1
2 + c−(n)

1
2 )(q+

n q
+∗
n−1 − q−

n q
−∗
n−1) − (c+(n)

1
2 − c−(n)

1
2 )(q−

n q
+∗
n−1 − q+

n q
−∗
n−1) = 0

∀n ≥ 1. (4.5.11)

Subtracting (4.5.11) from the equation obtained by applying ∗ on (4.5.8), we
have 2(c+(n)

1
2 − c−(n)

1
2 )(q−

n q
+∗
n−1 − q+

n q
−∗
n−1) = 0 ∀ n ≥ 1. Now, from the proof

of Lemma 4.5.2, (c+(n)
1
2 − c−(n)

1
2 ) �= 0 ∀ n ≥ 1. This implies

q−
n q

+∗
n−1 = q+

n q
−∗
n−1 for all n ≥ 1. (4.5.12)

Using (4.5.12) in (4.5.11), we have
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q+
n q

+∗
n−1 = q−

n q
−∗
n−1 for all n ≥ 1. (4.5.13)

Let yn = q−∗
n q+

n . Clearly, yn is a unitary because it is a product of unitaries.Moreover,
using (4.5.7), we have q−∗

n q+
n = q+∗

n q−
n , that is, yn = y∗

n . Now, from (4.5.12), we
have q−

n = q+
n y∗

n−1 ∀ n ≥ 1, so that

q−
n = q+

n yn−1 for all n ≥ 1. (4.5.14)

Next, from (4.5.13), we obtain q−∗
n q+

n = q−∗
n−1q

+
n−1 ∀ n ≥ 1, implying

yn = yn−1 for all n ≥ 1. (4.5.15)

ByEqs. (4.5.14), (4.5.15) and the faithfulness of the corepresentationU , we conclude
that S̃ is generated by {q+

n }n≥0 and y0.
Now we prove the second part of the theorem.
UsingLemma4.5.6,weobserve that for allv inH, α(AP̃k)v = α(A)(P̃kv ⊗ 1) =

APkv ⊗ 1
2λ+ {λ+(1 + q+

k q
−∗
k ) + λ−(1 − q+

k q
−∗
k )}+ AQkv ⊗ 1

2λ− {λ+(1 − q+
k q

−∗
k ) +

λ−(1 + q+
k q

−∗
k )}. Therefore, α(AP̃k) = APk ⊗ 1

2λ+ {λ+(1 + q+
k q

−∗
k ) + λ−(1 − q+

k

q−∗
k )} + AQk ⊗ 1

2λ− {λ+(1 − q+
k q

−∗
k ) + λ−(1 + q+

k q
−∗
k )}.

Now, APk and AQk being distinct elements, there exist linear functional φ
such that φ(APk) = 1, φ(AQk) = 0. Hence, (φ ⊗ id)α(AP̃k) = λ+(1 + q+

m q
−∗
m ) +

λ−(1 − q+
m q

−∗
m ) ∈ S. Similarly, λ+(1 − q+

m q
−∗
m ) + λ−(1 + q+

m q
−∗
m ) ∈ S ∀ m.

Subtracting, we deduce that q+
m q

−∗
m ∈ S.

Using the formula of α(B) in a similar way, we prove that
(c+(n)

1
2 + c−(n)

1
2 )(q+

n−1q
+∗
n + q−

n−1q
−∗
n ) + (c+(n)

1
2 − c−(n)

1
2 ) (q−

n−1q
+∗
n +

q+
n−1q

−∗
n ) ∈ S ∀ n ≥ 1 and (c+(n)

1
2 + c−(n)

1
2 )(q+

n−1q
+∗
n + q−

n−1q
−∗
n ) − (c+(n)

1
2 −

c−(n)
1
2 ) (q+

n−1q
−∗
n + q−

n−1q
+∗
n ) ∈ S ∀ n ≥ 1.

Adding and subtracting, we have

q+
n−1q

+∗
n + q−

n−1q
−∗
n ∈ S ∀n ≥ 1, (4.5.16)

q−
n−1q

+∗
n + q+

n−1q
−∗
n ∈ S ∀n ≥ 1. (4.5.17)

Recalling (4.5.15), we have q−
n = q+

n yn−1 = q+
n y0. Using this in (4.5.16), we obtain

q+
n−1q

+∗
n + q−

n−1q
−∗
n = q+

n−1q
+∗
n + q+

n−1y0y
∗
0q

+∗
n = q+

n−1q
+∗
n + q+

n−1q
+∗
n =

2q+
n−1q

+∗
n .

Similarly, using q−
n = q+

n y0 in (4.5.17), one has
q−
n−1q

+∗
n + q+

n−1q
−∗
n = q+

n−1y0q
+∗
n + q+

n−1y0q
+∗
n = 2q+

n−1y0q
+∗
n .

This implies that q+
n−1q

+∗
n and q+

n−1y0q
+∗
n are in S ∀ n ≥ 1.

Let ∀ n ≥ 1, zn = q+
n−1q

+∗
n , wn = q+

n−1y0q
+∗
n ,

and we observe that

z∗
nwn = q+

n y0q
+∗
n = q+

n q
−∗
n .
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Moreover,

q+
0 q

−∗
0 = q+

0 (q+
0 y∗

0 )
∗ = q+

0 y0q
+∗
0 = q+

0 y0q
+∗
1 q+

1 q
+∗
0 = w1z

∗
1.

Hence ∀ n ≥ 0, q+
n q

−∗
n ∈ C∗({zn, wn}n≥1).

For all n ≥ 2, q−
n−1q

−∗
n = q+

n−1y
∗
n−2 (q+

n y∗
n−1)

∗ = q+
n−1 y∗

0 y0q
+∗
n = q+

n−1 q+∗
n =

q+
n−1q

+∗
n = zn ,

q−
0 q

−∗
1 = q+

0 y0(q
+
1 y0)

∗ = q+
0 y0y

∗
0q

+∗
1 = q+

0 q
+∗
1 = z1.

Finally,

q−
n−1q

+∗
n = q+

n−1y
∗
0q

+∗
n = wn

and

q−
0 q

+∗
1 = q+

0 y0q
+∗
1 = w1.

From the formulas of α(A) and α(B), it follows that S is generated by q+
n q

−
n

∗
,

q+
n−1q

+
n

∗ +q−
n−1q

−
n

∗
, q−

n−1q
+
n

∗ + q+
n−1q

−
n

∗. By the above observations, these belong
to C∗({zn, wn}n≥1) which implies that S is a C∗ subalgebra of C∗ ({zn, wn}n≥1).
Moreover, from the definitions of zn, wn it is clear that C∗({zn, wn}n≥1) is a C∗
subalgebra of S.

Therefore, S ∼= C∗({zn, wn}n≥1), by the assumed faithfulness.
In fact, there is a more simple description which can be derived by observing that

znwn+1 = q+
n−1q

+∗
n q+

n y0q
+∗
n+1 = q+

n−1y0q
+∗
n+1 = q+

n−1y0q
+∗
n q+

n q
+∗
n+1 = wnzn+1 and so,

wn+1 = zn∗wnzn+1 so that {wn}n≥1 is a subset of C∗({zn}n≥1, w1).
Let us definew′ = w∗

1z1. Thenwe note that z1 = q+
0 y0q

+∗
1 q+

1 y∗
0q

+∗
1 = w1(z∗

1w1),

hence w∗
1z1 = z∗

1w1. Thus, w′ is self-adjoint. It is a unitary as it is a product of
unitaries.

Thus S ∼= C∗{{zn}n≥1, w′}. �

Lemma 4.5.8 �(q±
n ) = q±

n ⊗ q±
n , �(y1) = y1 ⊗ y1.

Proof We use the fact that U is a unitary corepresentation.

(id ⊗ �)U

(
en
en

)
= (id ⊗ �)(

(
en
en

)
⊗ q+

n ) = (

(
en
en

)
⊗ �(q+

n ).

U(12)U(13)

(
en
en

)
=

(
en
en

)
⊗ q+

n ⊗ q+
n .

Hence, �(q+
n ) = q+

n ⊗ q+
n .

Similarly, �(q−
n ) = q−

n ⊗ q−
n .

Moreover,�(y1) = �(q−
n q

+
n

∗
) = (q−

n ⊗ q−
n )(q+

n
∗ ⊗ q+

n
∗
) = q−

n q
+
n

∗ ⊗ q−
n q

+
n

∗ =
y1 ⊗ y1. �
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At this point, we consider the quantum group S̃ ∼= C∗(Z2 ∗ Z∞), where Z∞ =
Z ∗ Z ∗ · · · denotes the free product of countably infinitely many copies of Z. By
Remarks 1.1.7, 1.1.4, and 1.1.3, S̃ ∼= C(Z2) ∗ C(T) ∗ C(T) ∗ · · · .

Let r+
n denotes the generator of the n-th copy of C(T) and by y the generator of

C(Z2).
The coproduct �0 on S̃ is given by �0(r+

n ) = r+
n ⊗ r+

n , �0(y) = y ⊗ y.
Define

V

(
en
en

)
=

(
en
en

)
⊗ r+

n .

V

(
en

−en

)
=

(
en

−en

)
⊗ r+

n y.

Lemma 4.5.9 (S̃,�0, V ) is an object in Q′(D).

Proof As the eigenspaces corresponding to distinct eigenvalues of D are spanned

by

(
en
en

)
and

(
en

−en

)
, V commutes with D.

The co-associativity of V follows from the proof of Lemma 4.5.8. As r+
n and y

are unitaries, it is easy to see that V is a unitary corepresentation.
Finally, putting q+

n = r+
n and q−

n = r+
n y, it can be checked that the conditions in

Lemma 4.5.4 are satisfied, implying that adṼ leaves π(S2μ,c)
′′ invariant. �

By defining r−
n = r+

n y, we note that r−
n is a unitary satisfying the following equa-

tions:
r−
n r

+∗
n−1 = r+

n r
−∗
n−1 for all n ≥ 1. (4.5.18)

r+
n r

+∗
n−1 = r−

n r
−∗
n−1 for all n ≥ 1. (4.5.19)

Using r−
n = r+

n r
−∗
n−1r

+
n−1 (from 4.5.18) in (4.5.19) we have r+

n−1 = r−
n−1r

+∗
n−1r

−
n−1.

This implies
r+
n r

−
n

∗ = r−
n r

+∗
n for all n. (4.5.20)

Moreover, taking adjoint on (4.5.18) and (4.5.19), respectively, we get

r+
n−1r

−∗
n − r−

n−1r
+∗
n = 0 for all n ≥ 1. (4.5.21)

r+
n−1r

+∗
n − r−

n−1r
−∗
n = 0 for all n ≥ 1. (4.5.22)

Thus, Eqs. (4.5.7)–(4.5.10) in Lemma 4.5.4 are satisfied with q±
n ’s replaced by r±

n ’s
and therefore, it follows that there is a C∗-homomorphism from S̃ to S̃ sending
y, r+

n to y0 and q+
n , respectively, which is surjective by Theorem 4.5.7 and is a CQG

morphism by Lemma 4.5.8. In other words, (S̃,�0, V ) is indeed a universal object

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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inQ′(D). Clearly, the maximal Woronowicz subalgebra of S̃ for which the coaction
is faithful, that is QISO+(D), is generated by r+

n−1r
+∗
n , n ≥ 1 and r+

0 yr+∗
1 , so again

isomorphic with C∗(Z2 ∗ Z∞).
Thus we have the following theorem:

Theorem 4.5.10 The universal object in the category Q′(D), that is Q̃ISO+(D),
exists and is isomorphic with C∗(Z2 ∗ Z∞). Moreover, QISO+(D) is again isomor-
phic with C∗(Z2 ∗ Z∞).

Remark 4.5.11 For a classical compact Riemannian manifold, the isometry group is
always a compact Lie group, hence has an embedding into the group of orthogonal
matrices of some finite dimension. Theorem 4.5.10 shows that QISO+ need not
be a compact matrix quantum group, that is, it may not have a finite-dimensional
fundamental unitary corepresentation.

We end this chapter by noting that α gives an example where the quantum group
of orientation preserving isometries does not have a C∗ coaction. Before that, we
recall some useful properties of the so-called Toeplitz algebra from [10].

Proposition 4.5.12 Let τ1 be the unilateral shift operator on l2(IN ) defined by
τ1(en) = en−1, n ≥ 1, τ (e0) = 0. Then the C∗ algebra C∗(τ1) generated by τ1,
called the Toeplitz algebra, contains all compact operators. Moreover, the commu-
tator of any two elements of C∗(τ1) is compact.

Let τ be the operator on H defined by τ = τ1 ⊗ id.

Lemma 4.5.13 B = τ |B|.
Proof We note that

|B| (
(
en
0

)
) = (A − A2 + cI )

1
2 (

(
en
0

)
)

=
√

λ+μ2n − λ2+μ4n + c(

(
en
0

)
) = c+(n)

1
2

(
en
0

)

and hence τ |B| (
(
en
0

)
) = c+(n)

1
2 (

(
en−1

0

)
) = B(

(
en
0

)
).

Similarly, τ |B|
(

0
en

)
= B

(
0
en

)
. This proves the lemma. �

Lemma 4.5.14
α(τ ) =

∑

n≥1

τ (Pn + Qn) ⊗ r+
n−1r

+
n

∗
,

where r±
n are the elements of Q̃ISO+(D) introduced before.
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Proof We have ∀ n ≥ 1,

α(τ )

(
en
0

)
= Ũ (τ ⊗ id)Ũ ∗

(
en
0

)

= 1

2
Ũ (τ ⊗ id)Ũ ∗[

(
en
en

)
+

(
en

−en

)
]

= 1

2
Ũ (τ ⊗ id)[

(
en
en

)
⊗ r+∗

n +
(

en
−en

)
⊗ r−∗

n ]

= 1

2
Ũ (τ ⊗ id)[

(
en
0

)
⊗ (r+∗

n + r−∗
n ) +

(
0
en

)
⊗ (r+∗

n − r−∗
n )]

= 1

2
Ũ [

(
en−1

0

)
⊗ (r+∗

n + r−∗
n ) +

(
0

en−1

)
⊗ (r+∗

n − r−∗
n )]

= 1

4
Ũ [

(
en−1

en−1

)
⊗ (2r+∗

n ) +
(

en−1

−en−1

)
⊗ 2r−∗

n ]

= 1

2
[
(
en−1

en−1

)
⊗ r+

n−1r
+∗
n +

(
en−1

−en−1

)
⊗ r−

n−1r
−∗
n ] =

(
en−1

0

)
⊗ r+

n−1r
+∗
n .

Similarly, α(τ )

(
0
en

)
=

(
0

en−1

)
⊗ r+

n−1r
+∗
n ∀ n ≥ 1.

Moreover, α(τ )

(
e0
0

)
= α(τ )

(
0
e0

)
= 0.

Thus, α(τ ) = ∑
n≥1 τ Pn ⊗ r+

n−1r
+∗
n + ∑

n≥1 τQn ⊗ r+
n−1r

+∗
n = ∑

n≥1 τ (Pn +
Qn) ⊗ r+

n−1r
+∗
n �

Theorem 4.5.15 The ∗-homomorphism α is not a C∗ coaction.

Proof Webegin with the observation that each of theC∗ algebras π±(S2μ,c) is nothing
but the Toeplitz algebra. For example, consider C := π+(S2μ,c). Clearly, T = π+(B)

in an invertible operator with the polar decomposition given by T = τ1|T |, hence
τ1 ∈ C. Thus,C contains theToeplitz algebraC∗(τ1). However, by Proposition 4.5.12,
C∗(τ1) contains all compact operators. In particular, C∗(τ1) must contain π+(A) as
well as all the eigenprojections Pn of |π+(B)|, so it must contain the whole of C.
Hence C = C∗(τ1). Similar arguments will work for π−(S2μ,c).

Thus, τ = τ1 ⊕ τ1 = π(B)|π(B)|−1 ∈ π(S2μ,c). If α is a C∗ coaction, then for any
state φ on QISO+(D) we have αφ(τ ) ≡ (id ⊗ φ) ◦ α(τ ) ∈ π(S2μ,c), hence αφ(τ )P+
must belong to C = π+(S2μ,c), where P+ denotes the projection ontoH+. By Propo-
sition 4.5.12, this implies that [αφ(τ )P+, τ1] is a compact operator. We show that for
suitably chosen φ, this compactness condition is violated, which will complete the
proof.

To this end, fix an irrational number θ and consider the sequence λn = e2πinθ. We
note that the linear functionalswhich send the generator ofC(Z2) (which is y) to 1 and
the generator of the n-th copy ofC(T) (which is r+

n−1r
+∗
n by Theorem 4.5.7) to λn are
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evaluationmaps and hence homomorphisms.UsingRemark 1.1.6, we have a unital ∗-
homomorphism φ : QISO+(D) = C(Z2) ∗ C(T)∗∞ → C which extends the above-
mentioned homomorphisms. Therefore, αφ(τ ) = ∑

n λnτ (Pn + Qn). Moreover,

[αφ(τ )P+, τ1]
(
en
0

)

= (id ⊗ φ)α(τ )

(
en−1

0

)
− τ (id ⊗ φ)[

(
en−1

0

)
⊗ r+

n−1r
+∗
n ]

= (λn−1 − λn)

(
en−2

0

)
, n ≥ 2.

Similarly, [αφ(τ )P+, τ1]
(

0
en

)
= (λn−1 − λn)

(
0

en−2

)
. Hence, the above commu-

tator cannot be compact since λn − λn−1 does not go to 0 as n → ∞. �

Corollary 4.5.16 The subcategory ofQ′(D) consisting of objects (S̃,U )where adU
is a C∗ coaction does not have a universal object.

Proof By Theorem 4.5.15, it suffices to prove that if a universal object exists for the

subcategory (sayQ′
1) mentioned above, then it must be isomorphic with Q̃ISO+(D).

To this end, we consider the quantum subgroups S̃N , N = 1, 2, . . ., of Q̃ISO+(D)

generated by r+
n , n = 1, . . . , N and y. Let πN : Q̃ISO+(D) → S̃N be the CQGmor-

phism given by πN (y) = y, πN (r+
n ) = r+

n for n ≤ N and πN (r+
n ) = 1 for n > N .

Let V denotes the unitary corepresentation of Q̃ISO+(D) on H. We claim that
(S̃N ,UN := (id ⊗ πN ) ◦ V ) is an object in Q′

1. To see this, we observe that for
all N , (id ⊗ πN )α(A) = ∑N

n=0 APn ⊗ 1
2λ+ {λ+(1 + r+

n yr+∗
n ) + λ−(1 − r+

n yr+∗
n )} +

∑N
n=0 AQn ⊗ 1

2λ− {λ+(1 − r+
n yr+∗

n ) + λ−(1 + r+
n yr+∗

n )} + ∑∞
n=N+1 APn ⊗ 1

2λ+
{λ+(1 + y) + λ−(1 − y)} + ∑∞

n=N+1 AQn ⊗ 1
2λ− {λ+(1 − y) + λ−(1 + y)}.

Among the four summands, the first two clearly belong to A ⊗ S̃N . Moreover,
the sum of the third and the fourth summand equals A(1 − ∑N

n=1 Pn) ⊗ 1
2λ+ {λ+(1 +

y) + λ−(1 − y)} + A(1 − ∑N
n=1 Qn) ⊗ 1

2λ− {λ+(1 − y) + λ−(1 + y)} which is an

element of A ⊗ S̃N .
We proceed similarly in the case of B, to observe that it suffices to show that for

all N ,

∞∑

n=N+2

BPn ⊗
(
c+(n)

1
2 + c−(n)

1
2

2c+(n)

)

1 +
∞∑

n=N+2

BPn ⊗ (c+(n)
1
2 − c−(n)

1
2 )y

2c+(n)

+
∞∑

n=N+2

BQn ⊗
(
c+(n)

1
2 + c−(n)

1
2

2c−(n)

)

1 −
∞∑

n=N+2

BQn ⊗ (c+(n)
1
2 − c−(n)

1
2 )y

2c−(n)

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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belongs to A ⊗ S̃N . The norm of the second and the fourth term are finite.

The first term equals 1
2 B(1 − ∑N+1

n=1 Pn)[(A − A2 + cI )
− 1

2 + (A − A2 + cI )
−1

{λ−
λ+ A − (

λ−
λ+ A)

2 + cI }
1
2 ] ⊗ 1 and therefore belongs toA ⊗ S̃N . The other terms can

be treated similarly.
Let G̃ be the universal object of Q′

1. Then, there is surjective CQG morphism ψN

from G̃ to S̃N . Clearly, (S̃N )N≥1 form an inductive system of objects in Q′(D), with

the inductive limit being Q̃ISO+(D), and themorphismsψN induce a surjective CQG

morphism (say ψ) from G̃ to Q̃ISO+(D). But G̃ is an object in Q′(D), so must be a

quantum subgroup of Q̃ISO+(D). This gives the CQG morphism from Q̃ISO+(D)

onto G̃, which is the inverse ofψ, and hence we get the desired isomorphism between

G̃ and Q̃ISO+(D). �
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Chapter 5
Quantum Isometry Groups of Discrete
Quantum Spaces

Abstract Weshow that the definitions of quantum symmetry groups for finitemetric
spaces and graphs given by Banica and Bichon can be viewed as quantum isometry
groups in our sense. Next, we prove that the quantum group of orientation preserving
isometries of a spectral triple on some approximately finite dimensional C∗ algebras
arise as the inductive limit of the quantum group of orientation preserving isometries
of suitable spectral triples on the constituent finite dimensional algebras.

In his seminal paper of 1998 [1], Shuzhou Wang defined and studied the
quantum automorphism groups of finite-dimensional C∗ algebras. The next break-
through came in [2, 3] where the notion of quantum automorphism groups of finite
graphs and finite metric spaces were respectively defined by Bichon and Banica.
These quantum symmetry groups and their variants were further studied by Banica,
Bichon and their collaborators in a series of papers ([4–10] etc.). It is a natural prob-
lem to see whether the quantum isometry groups for suitable spectral triples on finite
metric spaces and graphs have any relations with the quantum symmetry groups of
Banica andBichon. The first part of this chapter (Sect. 5.1) provides a positive answer
to this question. First, the metric data on a finite metric space or graph is shown to
correspond to natural noncommutative geometric structures on the function algebra
of the metric space or graph so that the quantum isometry groups of these objects
make sense. Then, it is shown that the quantum symmetry groups of finite graphs
or metric spaces coincide with the quantum isometry groups of the corresponding
classical objects equipped with natural Laplacians.

The second question dealt in this chapter is the question of existence of quan-
tum isometry groups for more general zero dimensional manifolds. In [11, 12]
Christensen and Ivan constructed natural spectral triples on approximately finite-
dimensional (AF) C∗-algebras. AF algebras provide a natural “connecting bridge”
between the finite and infinite-dimensional noncommutative spaces and thus can be
thought of as 0-dimensional manifolds. This is reinforced by the fact that Chris-
tensen and Ivan showed that on each AF algebra, one can construct spectral triples
with arbitrarily good summability properties. We show that the “quantum group
of orientation” preserving isometries’ of a Christensen-Ivan type triple arises as
an inductive limit of quantum isometry groups of certain finite-dimensional triples
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130 5 Quantum Isometry Groups of Discrete Quantum Spaces

(Theorem 5.2.1). In the case when the AF algebra in question is commutative, the
resulting quantum isometry groups of relevant finite-dimensional objects fit into the
framework described in Sect. 5.1 and we show that they coincide with the quantum
symmetry groups of finite graphs obtained by suitable truncations of the Bratteli
diagrams. This observation implies that the construction we consider can be thought
of as giving a definition of a quantum symmetry group of an arbitrary Bratteli dia-
gram. It also enables us to compute explicitly the quantum isometry group of a
spectral triple associated with the middle-third Cantor set introduced first by Connes
and later studied by Christensen and Ivan. It is perhaps worth mentioning that unlike
the classical case a quantum isometry of the product set preserving the first factor in
a suitable sense need not be a product isometry. For more general quantum symmetry
groups of inductive limits, we refer to [13].

Let us fix some notations and conventions at this point. For a finite metric space
(X, d), we will write X = {1, ..., n} for simplicity. For i, j ∈ X, define dij = d(i, j).
Then the entire information about (X, d) is encoded in the matrix d := ((dij)). As
before, we will denote by δi the indicator function of the point i ∈ X and by DX×X

the diagonal in X × X.
We recall the notation α(2) introduced in Lemma 1.3.6. For a finite set X and

coactionα of a CQGS onC(X), we have a unitary α̃ ∈ B(l2(X)) ⊗ S given by α̃(f ⊗
q) = α(f )(1 ⊗ q). Moreover, we define α(2) : C(X) ⊗ C(X) → C(X) ⊗ C(X) ⊗ S
by α(2) = (id2 ⊗ mS)σ23(α ⊗ α), where mS denotes the multiplication map from
S ⊗ S to S, and id2 denotes the identity map on C(X) ⊗ C(X), Throughout this
chapter, we will frequently use Lemma 1.3.6 and Corollary 1.3.7, sometimes without
mentioning explicitly.

5.1 Quantum Isometry Groups of Finite Metric Spaces
and Finite Graphs

As mentioned above, the aim of this section is to see how one can accommodate the
rich and well developed theory of quantum permutation and quantum automorphism
groups of “finite” structures in the more general set-up of quantum isometry groups.
We will identify the quantum group of automorphisms of a finite metric space or a
finite graph in the sense of Banica and Bichon with the quantum group of orientation
(and suitable “volume-form”) preserving isometries of a natural spectral triple, thus
successfully unifying the approaches of [2, 3] with that of Sects. 3.1 and 3.2.

5.1.1 The Works of Banica [3] and Bichon [2]

Let us recall the work of Banica in [3]. For a finite metric space (X, d),let CBan
X,d

denote the categorywith objects (S,α), whereα defined byα(δi) = ∑
j δj ⊗ vji is the

coaction of a compact quantum group S on C(X) such that the matrices d := ((dij))

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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5.1 Quantum Isometry Groups of Finite Metric Spaces and Finite Graphs 131

and v := ((vij)) commute. The morphisms of the category are compact quantum
group morphisms intertwining the coactions. It is proved by Banica that there exists
a universal object in CBan

X,d , to be called the quantum symmetry group of (X, d) and
denoted by QISOBan in this chapter.

We now recall the definition of the quantum automorphism group of a finite
directed graph given in [2]. Let (V,E) be a graph with V denoting the set of vertices
and E the set of edges. Let s : E → V (respectively t : E → V ) be the source map
(respectively the target map). The target and source maps induce ∗-homomorphisms
s∗, t∗ : C(V ) → C(E). Let m : C(E) ⊗ C(E) → C(E) be the pointwise multiplica-
tion map on E and given a quantum group coaction α on C(V ) let α(2) be defined as
in Lemma 1.3.6.

Definition 5.1.1 [2] A coaction of a CQG S on a finite graph G = (V,E) consists
of a coaction α of S on the set of vertices, α : C(V ) → C(V ) ⊗ S and a coaction β
of S on the set of edges, β : C(E) → C(E) ⊗ S, such that

((m(s∗ ⊗ t∗)) ⊗ idS) ◦ α(2) = β ◦ (m(s∗ ⊗ t∗)).

It is also called a quantum symmetry of the graph (V,E).

The quantum automorphism group of the finite graph is the universal object in
the category of compact quantum groups with coactions as above. We refer to [2] for
the details.

5.1.2 Noncommutative Geometry on Finite Metric Spaces

Let X be a finite metric space. We recall the natural Dirac operator (see [12, 14]) on
a particular representation space of C(X), for which the Rieffel-type metric [14] on
the state space of C(X) restricts to the original metric on X. It can be seen, as pointed
out earlier in [3], that this framework can be related to the one of quantum symmetry
groups of finite graphs.

The metric structure on X allows the construction of a natural spectral triple on
C(X). Let Y = X × X − DX×X , define the Hilbert space H = ⊕(x0,x1),x0 �=x1H(x0,x1),
where H(x0,x1) = C

2, and let the Dirac operator be given by

D = ⊕(x0,x1),x0 �=x1d
−1(x0, x1)

(
0 i
−i 0

)
.

Viewing H as C
2 ⊗ l2(Y), we have

D =
(

0 i
−i 0

)
⊗ Md−1 ,

where Md−1 denotes multiplication by the function d−1 on Y .

http://dx.doi.org/10.1007/978-81-322-3667-2_1


132 5 Quantum Isometry Groups of Discrete Quantum Spaces

Let s, t : Y → X be given by the formulas s(x0, x1) = x0, t(x0, x1) = x1. Then for
each f ∈ C(X), there is s∗(f ) = (f ⊗ 1)χY , t∗(f ) = (1 ⊗ f )χY , where χY denotes
the characteristic function of Y . Let for f ∈ C(X)

π1(f ) =
(
1 0
0 0

)
⊗ s∗(f ), π2(f ) =

(
0 0
0 1

)
⊗ t∗(f ),

define

π(f ) = π1(f ) + π2(f )

and consider the resulting spectral triple (π(C(X)),H,D).
As X is finite, it is clear that

Limt→0+tdTr(Te−tD2
) = Tr(T) for d = 0 and 0 otherwise.

This means that the spectral triple is zero dimensional in the sense of Chap. 2 and
the inner product on the space of one forms is given by

〈dDf , dDg〉 = Tr([D,π(f )] ∗ [D,π(g)]) for all f , g ∈ C(X).

It is easy to describe the “Laplacian” in the sense of Sect. 3.1 for this spectral
triple.

Lemma 5.1.2 The Laplacian L on C(X) associated with the spectral triple
(π(C(X)),H,D) constructed above via the prescription in Sect. 3.1 is given by the
formula

L(δi) = 4

2n − 1

∑

j∈X
c(i, j)δj, i ∈ X (5.1.1)

where δi is the function on X taking value 1 at the point i and zero elsewhere, and
for i, j ∈ X we have c(i, j) = d−2(i, j) if i �= j and c(i, i) = −∑

j �=i
1

d2(i,j) .

Proof Let τ0(f ) := ∑n
i=1 f (i). Denote by H0 the Hilbert space obtained from

π(C(X)) with respect to the norm coming from the functional Tr(π(f )) =
(2n − 1)τ0(f ).

From the definition of the inner product it follows that for all f , g ∈ C(X)

〈L(f ), g〉 =
∑

i∈X
g(i)(2n − 1)L(f )(i).

On the other hand, 〈L(f ), g〉 = − 〈
d∗
DdDf , g

〉 = −〈dDf , dDg〉 where dD(·) =
[D, ·].

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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A straightforward computation gives [D,π(f )] = i ⊕x,y∈X,x �=y
f (y)−f (x)
d(x,y)(

0 1
1 0

)
. Thus

−〈dDf , dDg〉
= −Tr([D,π(f )] ∗ [D,π(g)]) = −2

∑
i �=j

(f (j)−f (i))(g(j)−g(i))
d2(i,j)

= 4
∑

i �=j
g(i)(f (j)−f (i))

d2(i,j) .

Thus for each i ∈ X

L(f )(i) = 4

2n − 1

∑

j �=i

f (j) − f (i)

d2(i, j)
.

Comparison of the above with formula (5.1.1) ends the proof. �

It is now easy to verify that L is admissible in the sense of Sect. 3.1, so that
the corresponding quantum isometry group QISOL(X) := QISOL(π(C(X)),H,D)

exists. We recall that QISOL(X) is the universal object in the category CL
X,d, with

the objects being pairs (S,α), where S is a compact quantum group and α is the
coaction of S on C(X) satisfying (L ⊗ id) ◦ α = α ◦ L.

5.1.3 Quantum Symmetry Groups of Banica and Bichon
as Quantum Isometry Groups

In this subsection, we show that given a finite metric space X the quantum symmetry
group of X defined in [3] coincides with the quantum isometry group of the algebra
of functions on X equipped with the natural Laplacian. We also discuss the connec-
tions with the spectral triple defined above. We begin by observing an alternative
characterization of isometric coactions of compact quantum groups on finite metric
spaces considered in [3].

Lemma 5.1.3 Given a coaction α of a compact quantum group S on a finite metric
space (X, d) (i.e. a coaction of S on C(X)), the following are equivalent:
(i) (S,α) is a quantum isometry in the sense of Banica;
(ii) α(2)(d) = d ⊗ 1;
(iii) α(2)(c) = c ⊗ 1, where c ∈ C(X × X) is as in Lemma 5.1.2;
(iv) (S,α) is an object in CL

X,d.

Proof (i) ⇔ (ii)
Write d = ∑

i,j∈X dijδi ⊗ δj, where dij are defined as in the beginning of this section.
Let us write the coaction α as

α(δi) =
∑

j∈X
δj ⊗ qij, (5.1.2)

http://dx.doi.org/10.1007/978-81-322-3667-2_3


134 5 Quantum Isometry Groups of Discrete Quantum Spaces

where qij ∈ S. Then it follows by using the relations of the quantum permutation
group that the relation α(2)(d) = d ⊗ 1 is equivalent to the following equation being
satisfied for all k, l ∈ X:

dkl1 =
∑

i,j∈X
dijqkiqlj. (5.1.3)

Thus, to prove the lemma, it is enough to show equivalence of (5.1.3) with Banica’s
definition of quantum isometry.

Begin by noting that Banica’s definition implies that for all k, l ∈ X

∑

i∈X
dilqki =

∑

i∈X
dkiqil.

From this, it follows that for all k,m ∈ X,

∑

l,i∈X
dilqkiqml =

∑

l,i∈X
dkiqilqml =

∑

l∈X
dkmqml = dkm1,

which is exactly (5.1.3). Note that we have used the relations of the quantum permu-
tation group, namely, qilqml = δimqml for all i,m, l, where δim denotes the Kronecker
delta function.

For the converse direction rewrite (5.1.3) as

∑

i∈X
dkiqil =

∑

i∈X
(
∑

j,m∈X
djmqkjqim)qil =

∑

i,j,m∈X
djmqkjqimqil

=
∑

i,j,l∈X
qkjδm,ldjmqimqil (where δm,l denotes the Kronecker delta)

=
∑

i,j∈X
qkjdjlqil =

∑

j∈X
djlqkj.

Thus Banica’s condition is derived.
The proof of (iii) ⇔ (iv) is very similar to the above proof of equivalence of (i) and
(ii), hence omitted.

Finally, the equivalence of (ii) and (iii) follows from the relation between c and
d, i.e.,

d = χYc
− 1

2 , c = χYd
−2 − (1 − χY )((τ0 ⊗ id)(χYd

−2) ⊗ 1).

As
α(2)(χY ) = χY ⊗ 1, (5.1.4)

(iii) implies (ii). On the other hand, the implication of (iii) from (ii) follows from
(5.1.4) and the fact that τ0 is α-invariant. �

Next, we consider the spectral triple (π1(C(X)),H,D). Denote by CX,d the cat-
egory of compact quantum groups acting by volume (corresponding to R = I) and
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orientation preserving isometries on the spectral triple (π1(C(X),H,D). We want
to show that QISOBan, that is, the universal object in CBan

X,d , is isomorphic to the
quantum group QISO+

I (π1(C(X),H,D). The proof of this fact is contained in the
two following lemmas.

Lemma 5.1.4 Let (S,α) be a quantum isometry of (X, d) in the sense of Banica,
i.e. an object in CBan

X,d . Then there is a unitary corepresentation U of S on H such
that (S,U) ∈ Obj(CX,d), with αU = α on C(X).

Proof Define Ũ = IC2 ⊗ α̃(2) onB(H) ⊗ S.Then Ũ gives a unitary corepresentation

since α̃(2) is one.
Moreover, it is easy to see that Tr(π1(f )) = (n − 1)τ0(f ). As α preserves τ0, the

coaction αU already preserves the volume form corresponding to R = I .
We now claim that U commutes with D. By using (1.3.1), we note that the con-

dition α(2)(c) = c ⊗ 1 implies α̃(13)α̃(23)(c ⊗ 1) = c ⊗ 1.
By the discussion in Sect. 1.3.1 and Lemma 1.3.8, we obtain

α̃(23)(c ⊗ 1) = (id ⊗ α)(Mc)1 = α̃(23)(Mc ⊗ 1)α̃−1
(23)(1) (5.1.5)

and

α̃−1
(13)(c ⊗ 1) = �23((id ⊗ κ)α)(Mc)(1) = α̃−1

(13)(Mc ⊗ 1)α̃(13)(1). (5.1.6)

Here, �23 denotes the flip in the second and the third tensor copy and 1 denotes
the vector 1l2(X×X) ⊗ 1S , which is clearly separating for the algebra C(X × X) ⊗ S.
As α̃(23)(Mc ⊗ 1)α̃−1

(23) and α̃−1
(13)(Mc ⊗ 1)α̃(13) belong to C(X × X) ⊗ S and from

(5.1.5), (5.1.6), they agree on 1, we conclude that α̃(23)(Mc ⊗ 1)α̃−1
(23) = α̃−1

(13)(Mc ⊗
1)α̃(13), i.e., α̃(13)α̃(23)(Mc ⊗ 1)α̃−1

(23)α̃
−1
(13) = Mc ⊗ 1.

Thus, α̃(2)(Mc ⊗ 1)̃α(2)
−1 = Mc ⊗ 1.

It follows that Ũ = IC2 ⊗ α̃(2) commutes with D =
(

0 i
−i 0

)
⊗ Mc on H.

Further, it is easy to see that for any f ∈ C(X)

Ũ(π1(f ) ⊗ 1)Ũ−1

= Ũ

((
1 0
0 0

)
⊗ s∗(f ) ⊗ 1

)
Ũ−1

=
(
1 0
0 0

)
⊗ M̃α(2)(s∗f )

=
(
1 0
0 0

)
⊗ s∗(f(0)) ⊗ f(1)

= (π1 ⊗ id)α(f ) ⊆ π1(C(X)) ⊗ S,

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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where we have used the Sweedler notation α(2)(f ) = f(0) ⊗ f(1). This implies that
(S,U) ∈ Obj(CX,d). It is obvious from the construction that αU = α. �

Lemma 5.1.5 Let (S̃,U) ∈ Obj(CX,d), and let S be the largest Woronowicz C∗-
subalgebra of S̃ such that the coaction αU maps C(X) into C(X) ⊗ S. Then (S,αU)

is an object of CBan
X,d .

Proof The fact that U commutes with D implies that U commutes with D2 = IC2 ⊗
Mc on C

2 ⊗ l2(Y). Since U = I ⊗ α(2), it follows that α(2)(c) = c ⊗ 1, hence (by
Lemma 5.1.3) (S,α) is a quantum isometry in the sense of Banica. �

Lemmas 5.1.3, 5.1.4 and 5.1.5 put together imply immediately the following:

Theorem 5.1.6 We have the following isomorphisms of compact quantum groups:

QISOBan(X) ∼= QISO+
I (π1(C(X)),H,D) ∼= QISOL(X).

Remark 5.1.7 We can accommodate graphs in the framework of the above theorem
if we view a finite non-directed graph (V,E) as a metric space (V, dE) where

dE(v,w) = 1 if (v,w) ∈ E, dE(v,w) = ∞ if (v,w) /∈ E

(v,w ∈ V, v �= w). A similar observation was made in [3]. Here the Theorem 5.1.6
shows that quantumsymmetry groups of finite graphs of [2] canbeviewed as quantum
isometry groups associated to the natural Laplacians on such graphs.

In Theorem 5.2.7, we will see that the quantum symmetry group of a particular
type of a finite graph (as defined in [2]) coincides with the quantum isometry group
of a certain spectral triple.

5.2 Quantum Isometry Groups for Inductive Limits

The aim of this section is to show that the quantum isometry groups of spectral triples
associated with approximately finite-dimensionalC∗-algebras arise as inductive lim-
its of quantum symmetry groups of corresponding truncated Bratteli diagrams. We
use this result to determine explicitly the quantum isometry group of the natural spec-
tral triple on the algebra of continuous functions on the middle-third Cantor set. In
the more generalized setting of quantum symmetry groups of orthogonal filtrations,
the inductive limits coming from the algebra of continuous functions on the group
of p-adic integers and the limits of quantum isometry groups of symmetric groups
were considered in [13].

We will be using Lemma 1.2.20 and we note that its proof remains valid for
any other indexing set for the net, not necessarily N. The next theorem connects
the inductive construction in Lemma 1.2.20 with some specific quantum isometry
groups.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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Theorem 5.2.1 Suppose that A is a C∗-algebra acting on a Hilbert space H and
that D is a (densely defined) self-adjoint operator on H with compact resolvent,
such that D has a one-dimensional eigenspace spanned by a vector ξ which is cyclic
and separating for A. Let (An)n∈N be an increasing net of a unital ∗-subalgebras
of A and put A = ⋃

n∈N An. Suppose that A is dense in A and that for each a ∈ A
the commutator [D, a] is densely defined and bounded. Additionally putHn = Anξ,
let Pn denote the orthogonal projection on Hn and assume that PnH is a direct
sum of eigenspaces of D. Then each (An,Hn,D|Hn) is a spectral triple satisfying
the conditions of Theorem 3.4.2, there exist natural compatible CQG morphisms
πm,n : QISO+(Am,Hm,D|Hm) → QISO+(An,Hn,D|Hn) (n,m ∈ N,m ≤ n) and

QISO+(A,H,D) = lim
n∈N

QISO+(An,Hn,D|Hn).

Similar conclusions hold if we replace Q̃ISO+ by QISO+ everywhere above.

Proof We prove the assertion corresponding to Q̃ISO+ only, since the proof for

QISO+ follows by very similar arguments. Let us denote Q̃ISO+(An,Hn,Dn) by
Sn and the corresponding unitary corepresentation (inHn) by Un. Let us denote the
category of compact quantum groups acting by orientation preserving isometries on
(An,Hn,D|Hn) and (A,H,D), respectively, by Cn and C.

Since Un is a unitary which commutes with Dn ≡ D|Hn and hence preserves
the eigenspaces of Dn, it restricts to a unitary corepresentation of Sn on each Hm

for m ≤ n. In other words, (Sn,Un|Hm) ∈ Obj(Cm), and by the universality of Sm

there exists a compact quantum group morphism, say, πm,n : Sm → Sn such that
(id ⊗ πm,n)Um|Hm = Un|Hm .

Let p ≤ m ≤ n. Then we have (id ⊗ πm,nπp,m)Up|Hp = Un|Hp . It follows by the
uniqueness of the map πp,n that πp,n = πm,nπp,m, i.e., (Sn)n∈N forms an inductive
system of compact quantum groups satisfying the assumptions of Lemma 1.2.20.
Denote by S∞ the inductive limit CQG obtained in that lemma, with πn,∞ : Sn →
S denoting the corresponding CQG morphisms. The family of formulas U|Hn :=
(id ⊗ πn,∞) ◦ Un combine to define a unitary corepresentation U of S∞ on H. It
is also easy to see from the construction that U commutes with D. This means
that (S∞,U) ∈ Obj(C), hence there exists a unique surjective CQG morphism from

S := Q̃ISO+(A,H,D) to S∞ identifying S∞ as a quantum subgroup of S.
The proof will now be complete if we can show that there is a surjective CQG

morphism in the reverse direction, identifying S as a quantum subgroup of S∞.
This can be deduced from Lemma 1.2.20 by using the universality property of
the inductive limit. Indeed, for each n ∈ N the unitary corepresentation Vn (say)

of Q̃ISO+(A,H,D) restricts to Hn and commutes with D on that subspace, thus

inducing a CQGmorphism ρn from Sn = Q̃ISO+(An,Hn,Dn) into S. The family of
morphisms (ρn)n∈N satisfies the compatibility conditions required in Lemma 1.2.20.
It remains to show that the induced CQGmorphism ρ∞ from S∞ into S is surjective.

By the faithfulness of the corepresentation V of Q̃ISO+(A,H,D), we know that the

http://dx.doi.org/10.1007/978-81-322-3667-2_3
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span of matrix elements corresponding to all Vn forms a norm-dense subset of S.
As the range of ρn contains the matrix elements corresponding to Vn = V |Hn , the
surjectivity of ρ∞ follows. �

Remark 5.2.2 Theorem 5.2.1 was first observed in [15]. However, as noted in [13],
the statement of Theorem 1.2 as stated in [15] is not correct. The assumption that the
projections Pn commute withD as was made in [15] is not enough to have the desired
conclusion.We actually need to assume that PnH is a direct sum of eigenspaces ofD.

However, in all the applications of [15], the assumptions of the correct formulation
are satisfied. A generalization of Theorem 5.2.1 was proved in [13] in terms of the
quantum symmetry groups of orthogonal filtrations developed in [16].

5.2.1 Examples Coming from AF Algebras

In this subsection, we show how our theory applies to AF algebras. In particular,
we will show the relationship between the quantum isometry groups for a particular
class of spectral triples on AF algebras and the quantum symmetry groups of finite
graphs as discussed before. In the next subsection, we will deal with the particular
example of the AF algebra constructed out of the Cantor set.

A C∗ algebra A is called AF (approximately finite-dimensional) if it is the closure
of an increasing union of finite-dimensional C∗ algebras An. We will denote ∪n≥0An

by A. We will only be dealing with unital AF algebras so that we take A0 = C1A
and assume that the unit in each An is the unit ofA. Moreover, the embedding of An

inside An+1 will be assumed to be unital. We refer to [17] and the references therein
for the details on AF algebras. In particular, we will need the following theorem:

Theorem 5.2.3 Let φ be a unital ∗-homomorphism from B1 = ⊕k
i=1Mni to B2 =

⊕l
i=1Mmi . Then upto unitary equivalence in B2, the map φ is determined by an l × k

matrix ((aij)) where aij are such that
∑k

j=1 aijnj = mi for all i.

Thus, the embedding of B1 into B2 can be described by the following data: a
k-tuple {(1, 1) = n1, · · ·(1, k) = nk}, an l-tuple {(2, 1) = m1, · · ·(2, l) = ml}, aij
arrows from (1, j) to (2, i).

Thus, one is led to consider the graph with vertices parametrized by the set
∪p∈IN∪{0}(p, i) and a(p)

ji number of edges from (p, i) to (p + 1, j), where a(p)
ji cor-

responds to the numbers appearing in the embedding of Ap inside Ap+1.

This diagram is known as the Bratteli diagram of the AF algebra.
Now we describe a natural family of spectral triples on AF algebras, constructed

in [11], for which the situation is exactly as in Theorem 5.2.1. We derive basic
properties of the compact quantum groups appearing in the related inductive system
and relate them for commutative AF algebras with the quantum symmetry groups of
truncated Bratteli diagrams.

We first recall the construction of natural spectral triples on AF algebras due to
Christensen and Ivan [11]. Let A be a unital AF C∗-algebra, the norm closure of
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an increasing sequence (An)n∈N of finite-dimensional C∗-algebras. We always put
A0 = C1A, A = ⋃∞

n=1 An and assume that the unit in each An is the unit of A.
Suppose that A is acting on a Hilbert space H and that ξ ∈ H is a separating and
cyclic unit vector for A. Let Pn denote the orthogonal projection onto the subspace
Hn := Anξ ofH and writeQ0 = P0 = PCξ ,Qn = Pn − Pn−1 for n ∈ N. There exists
a (strictly increasing) sequence of real numbers (αn)

∞
n=1 such that the selfadjoint

operator D = ∑
n∈N αnQn yields a spectral triple (A,H,D) and the topology on the

state space ofA induced by theRieffelmetric [14] coincideswith theweak∗-topology.
Due to the existence of a cyclic and separating vector the orientation preserving
quantum isometry group exists by Theorem 3.4.2.

In [11] it was additionally observed that if A is infinite-dimensional and p > 0
then one can choose (αn)

∞
n=1 in such a way that the resulting Fredholm module is

p-summable [18]. This reflects the fact that AF algebras should be thought of as
0-dimensional noncommutative spaces.

Note that for each n ∈ N by restricting we obtain a (finite-dimensional) spectral
triple (An,Hn,D|Hn). As we are precisely in the framework of Theorem 5.2.1, to
compute QISO+(A,H,D) we need to understand the quantum isometry groups
QISO+(An,Hn,D|Hn) and embeddings relating them. To simplify the notation we
will write Sn := QISO+(An,Hn,D|Hn).

We begin with some general observations. We recall from Sect. 1.3 the compact
quantum group Aaut(An,ωξ) which is the universal compact quantum group acting
on An and preserving the (faithful) state on An given by the vector ξ (see [1]).

Lemma 5.2.4 There exists a CQG morphism from Aaut(An,ωξ) to Sn.

Proof Consider the spectral triple given by (An,Hn,D′
n), where D

′
n = Pn − P0. It

is then easy to see that QISO+(An,Hn,D′
n) is isomorphic to the universal compact

quantum group acting on An and preserving ωξ . On the other hand, universality
assures the existence of the CQG morphism from QISO+(An,Hn,D′

n) to Sn. �

Lemma 5.2.5 Assume that eachAn is commutative, i.e.,An = C
kn for some positive

integer kn, n ∈ N. There exists a CQG morphism from As(kn) to Skn , where As(kn)
denotes the quantum permutation group as in Sect.1.3.1.

Proof The proof is identical to the one above—we only need to observe additionally
that for any measure μ on the set {1, . . . , kn} which has full support there is a natural
CQGmorphism from As(kn) to Aaut(C

kn ,μ). In case when μ is uniformly distributed,
we simply have Aaut(C

kn ,μ) = As(kn), which follows from the first part of Lemma
1.3.6. �

Let αn : An → An ⊗ Sn denote the universal coaction at the n-th level. Then we
have the following important property, being the direct consequence of Theorem
5.2.1. We have

αn+1(An) ⊆ An ⊗ Sn+1, (5.2.1)

identifying An with a subalgebra of An+1 and Sn is generated exactly by these
coefficients ofSn+1 which appear in the image ofAn underαn+1. This, in conjunction

http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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with the previous lemma, suggests the strategy for computing relevant quantum
isometry groups inductively. Suppose that we have determined the generators of Sn.
Then Sn+1 is generated by generators of Sn and these of the Aaut(An,ωξ), with the
only additional relations provided by the Eq. (5.2.1).

This will be used below to determine the concrete form of relations determining
Sn for commutative AF algebras.

Lemma 5.2.6 Let A be a commutative AF algebra. Suppose that An is isomorphic
to C

m and the embedding of An into An+1 is given by a sequence (li)mi=1. Let m
′ =∑m

i=1 li. Suppose that the ‘copy’ of As(m) in Sn is given by the family of projections
ai,j (i, j ∈ {1, . . .m}) and that the “copy” of As(m′) in Sn+1 is given by the family of
projections a(i,ri),(j,sj) (i, j ∈ {1, . . . ,m}, ri ∈ {1, . . . , li}, sj ∈ {1, . . . , lj}). Then the
formula (5.2.1) is equivalent to the following system of equalities:

ai,j =
li∑

ri=1

a(j,sj),(i,ri) (5.2.2)

for each i, j ∈ {1, . . . ,m}, sj ∈ {1, . . . , lj}.
Proof For the universal coaction α : An → An ⊗ Sn, we have

α(ẽi) =
m∑

j=1

ẽj ⊗ aj,i

where by ẽi we denote the image of the basis vector ei ∈ An in An+1. As ẽj =
∑li

ri=1 e(i,ri),

α(ẽi) =
li∑

ri=1

α(ei,ri) =
li∑

ri=1

m∑

j=1

lj∑

sj=1

e(j,sj) ⊗ a(j,sj),(i,ri).

On the other hand, we have

α(ẽi) =
m∑

j=1

lj∑

sj=1

e(j,sj) ⊗ aj,i,

and the comparison of the formulas above yields precisely (5.2.2). �

As each AF algebra can be described via its Bratteli diagram, it is natural to ask
whether the construction in this paper can be compared to the one in [2].

Let us now restrict our attention to a truncation of a Bratteli diagram (up to
n-th level, say), of a commutative AF algebra. The set of vertices V is a disjoint
union of sets V1, ..., Vn with V1 being a singleton, and there exist surjective maps
πj : Vj → Vj−1 (j ≥ 2) determining the graph structure. Denote by π the map from
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V to V defined by the formulas π|Vj = πj for j ≥ 2, and π = id on V1. Then π∗ :
C(V ) → C(V ) is a C∗-homomorphism, with π∗|C(Vj) injective for each j ≤ n − 1.
The corresponding graph is obtained by joining πi+1(v) ∈ Vi with v ∈ Vi+1 for each
i = 1, . . . , n, v ∈ Vi.

Denote by D(V ) the diagonal subalgebra of C(V ) ⊗ C(V ), i.e. the span of {δv ⊗
δv : v ∈ V }.Since themapm(s∗ ⊗ t∗) is onto,C(E) ∼= (C(V ) ⊗ C(V ))/Ker(m(s∗ ⊗
t∗)). Indeed, for the graph corresponding to the commutative AF algebra described
above,C(E) is isomorphic to the subalgebra (id ⊗ π∗)(D(V )) ofC(V ) ⊗ C(V ), and
the condition on β in the above definition of a quantum symmetry of the graph (V,E)

amounts to saying that α(2) leaves the algebra C := (id ⊗ π∗)(D(V )) invariant, in
which case β is, up to the obvious identification, nothing but the restriction of α(2)

on C.
In other words, an equivalent description of the objects in the category of the

quantum symmetry of such a finite commutative (i.e. all the matrix algebras in the
vertices are one-dimensional) Bratteli diagram is obtained from the observation that
they correspond precisely to these CQG coactions α on C(V ) for which C is left
invariant by α(2). This leads to the following result:

Theorem 5.2.7 Let A be a commutative AF algebra. Then the quantum isometry
group Sn described in the beginning of this section coincides with the quantum
symmetry group of the graph given by the restriction of the Bratteli diagram of A to
the n-th level.

Proof Suppose first that we are given a quantum isometry of the canonical spectral
triple on the respective ‘finite’ part of the AF algebra in question, so that we have
a CQG coaction (S,α) on C(V ) such that each αj ≡ α|C(Vj) leaves C(Vj) invariant
(j = 1, . . . , n) and that α commutes with the embeddings πj, that is

αj+1πj+1
∗ = (πj+1

∗ ⊗ id)αj.

We deduce that

α(2)
j+1(id ⊗ πj+1

∗) = (id2 ⊗ mS)σ23(αj+1 ⊗ αj+1πj+1
∗)

= (id2 ⊗ mS)σ23(αj+1 ⊗ (πj+1
∗ ⊗ id)αj) = (πj+1

∗ ⊗ id)α(2)
j .

Using the above expression and the fact thatα(2) leavesD(V ) invariant (by the second
part of Lemma 1.3.6), we see that α(2) leaves C invariant.

Conversely, we need to show that a coaction of a CQG on the Bratteli diagram
induces a quantum symmetry of the corresponding part of a spectral triple on the
AF algebra. Let (S,α) be a coaction on C(V ) such that α(2) leaves C invariant.
It follows from the discussion before the lemma that we have the corresponding
coaction β onC(E). Therefore we can start with a coaction α on the Bratteli diagram
such that α(2)|C(Vn) preserves (id ⊗ πn

∗)(D(Vn−1)). We first show by induction that
α leaves each C(Vj) invariant. Consider j = n first. Observe that C(Vn) is nothing
but Ker(�), where � : C(V ) → C(E) is the map f �→ (m ◦ (s∗ ⊗ t∗))(f ⊗ 1). It is

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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clear from the definition of a quantum symmetry of a graph that α will leave this
subalgebra invariant. Asα is a unitary w.r.t. the countingmeasure onC(V ), it follows
that it will leave C(V1 ∪ ... ∪ Vn−1) invariant as well, and thus restricts to a quantum
symmetry of the reduced graph obtained by deleting Vn and the corresponding edges.
Then the inductive arguments complete the proof that each C(Vj) is left invariant.

The proof will now be complete if we can show that

αm+1π
∗
m+1 = (π∗

m+1 ⊗ id)αm (5.2.3)

for each m = 1, . . . , n − 1. Let Vm = {vm
1 , . . . , vm

tm}, and let qm,lj be elements of S
such that

α(δvml
) =

∑

j

δvmj
⊗ qm,lj.

We set �j = {m : π(m) = j}. Then we have

α(2)(id ⊗ π∗
m+1)(δvmi

⊗ δvmi
) = α(2)(δvmi

⊗
∑

k∈�i

δvm+1
k

)

=
∑

j,p

∑

k∈�i

δvmj
⊗ δvm+1

p
⊗ qm,ijqm+1,kp.

Furthermore, for all p /∈ �j

∑

k∈�i

qm,ijqm+1,kp = 0.

Multiplying by qm+1,k′p, where k
′ ∈ �i, we obtain

∀p/∈�j,k∈�i qm,ijqm+1,kp = 0. (5.2.4)

As stated after Lemma 1.3.6, α(2) leaves the ortho-complement of the diagonal alge-
bra in l2(V × V ) invariant. This means that if k /∈ �i then α(2)(δvmi

⊗ δvm+1
k

) belongs
to C(Dc) ⊗ S. On the other hand

α(2)(δvmi
⊗ δvm+1

k
) =

∑

j,p

δvmj
⊗ δvm+1

p
⊗ qm,ijqm+1,kp,

hence
∀k /∈�i,p∈�j qm,ijqm+1,kp = 0. (5.2.5)

Further
αm+1π

∗
m+1(δvmi

) =
∑

j

δvm+1
j

⊗
∑

k∈�i

qm+1,kj.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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We also have

(π∗
m+1 ⊗ id)αm(δvmi

) =
∑

j

δvm+1
j

⊗
∑

r: j∈�r

qm,ir =
∑

j

δvm+1
j

⊗ qm,iπ(j).

Finally we get

∑

k∈�i

qm+1,kp =
∑

k∈�i

(
∑

j

qm,ij)qm+1,kp =
∑

k∈�i

(
∑

j

qm,ijqm+1,kp)

=
∑

k∈�i

qm,iπ(p)qm+1,kp =
∑

k

qm,iπ(p)qm+1,kp −
∑

k /∈�i

qm,iπ(p)qm+1,kp

= qm,iπ(p),

where in the third equality we have used (5.2.4) and in the final equality we have
used (5.2.5) as well as the relation

∑
k qm+1,kp = 1. This shows that (5.2.3) holds

and the proof is complete. �

The above result justifies the statement that the quantum isometry groups of
Christensen-Ivan triples on AF algebras provide natural notions of quantum sym-
metry groups of the corresponding Bratteli diagrams. The theorem could be proved
directly by comparing the commutation relations of [2] with these listed in Lemma
5.2.6, but the method we gave has the advantage of being more functorial and trans-
parent.

5.2.2 The Example of the Middle-Third Cantor Set

Now we use the results proved in the previous subsections to compute the quantum
isometry group for Connes’s spectral triple related to the Cantor set.

In the special case when A is the commutative AF algebra of continuous functions
on the middle-third Cantor set we can use the observations of the last section to
provide explicit description of the quantum isometry groups Sn, and therefore also
of QISO+(A,H,D). Note that several variants of the spectral triple we consider
here were studied in [11] and in [12], where its construction is attributed to the
unpublished work of Connes.

Theorem 5.2.8 Let A be the AF algebra arising as a limit of the unital embeddings

C
2 −→ C

2 ⊗ C
2 −→ C

2 ⊗ C
2 ⊗ C

2 −→ · · · .

Suppose that the state ωξ is the canonical trace on A. Then S1 = C(Z2) and for
n ∈ N

Sn+1 = (Sn � Sn) ⊕ (Sn � Sn).
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Proof Begin by noticing that for each n ∈ N we have An = C
2n and therefore

we can use a natural multi-index notation for the indexing sets discussed in the
paragraph after Lemma 5.2.6. To be precise, for each n ∈ N we denote by τn the
set {i1i2 · · · in : ij ∈ {1, 2} for j = 1, . . . , n}. Multi-indices in τ := ⋃

n∈N τn will be
denoted by capital letters I, J, . . . and let the basis of the algebra An be indexed by
elements of τn. Hence, the basis vectors ofAn will be denoted by eI ,where I belongs
to τn. Moreover, as in Lemma 5.2.6, for I in τn, ẽI will denote the image of eI in
An+1.

Then the natural embeddings ofAn inAn+1 can be conveniently described by the
formula

eI −→ eI1 + eI2, I ∈ τn,

where we use the standard concatenation of multi-indices.
To understand the quantum isometry group, we start with A1. As A0 = C, the

invariance condition on the embedding means simply that the coaction is unital and
we see that S1 is simply the universal quantum group acting on 2 points, i.e., C(Z2).
If we denote a11 by p, then the unitarymatrix corresponding to {aI,J : I, J ∈ τ1} looks
as follows: (

p p⊥
p⊥ p

)
.

Nowwe look at the coaction onAn. For I in τn,we write α(eI) = ∑
J∈τn

eJ ⊗ aJI .
Thus, for the coaction on the (n + 1)-th level, we write for each I in τn and j = 1, 2,

α(eIj) =
∑

K∈τn,l=1,2

eKl ⊗ aKl,Ij.

Thus, α(ẽI) = α(
∑2

j=1 eIj) = ∑2
j=1

∑
K∈τn,l=1,2 eKl ⊗ aKl,Ij = ∑

K∈τn,l=1,2 eKl ⊗∑2
j=1 aKl,Ij.
Since the coaction on the (n + 1)-th level has to preserve Span{̃eI : I ∈ τn} =

Span{∑2
i=1 eIi : I ∈ τn}, we deduce that for all l, l′ ∈ {1, 2} and for all K, I ∈ τn, we

have

2∑

j=1

aKl,Ij =
2∑

j=1

aKl′,Ij.

Hence

α(ẽI) =
∑

K∈τn

ẽK ⊗
2∑

j=1

aK1,Ij. (5.2.6)

But
α(ẽI) =

∑

K

eK ⊗ aKI . (5.2.7)
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Thus (5.2.6) and (5.2.7) together imply that

aKI =
2∑

j=1

aK1,Ij. (5.2.8)

Applying the antipode κ on (5.2.8) and applying part 5 of Proposition 1.2.19, we
deduce

aK1,I1 + aK2,I1 = aKI . (5.2.9)

Therefore, from (5.2.8) and (5.2.9), we have aK1,I2 = aK2,I1.

Thus

Sn+1 = C∗{aK1,I1, aK1,I2, aK2,I2 : I,Kτn}. (5.2.10)

Next, we prove that Sn+1 is a quantum subgroup of (Sn ∗ Sn) ⊕ (Sn ∗ Sn).To start
with, we claim that if I, J ∈ τn such that I �= J, we have

aKIaKJ = 0 = aIKaJK . (5.2.11)

This follows by induction on n. Let us suppose that we have proved the claim
for all k ≤ n. Since the coaction of Sk+1 on the finite-dimensional commutative C∗
algebra Ak+1 is by quantum permutations, for all K in τk and j = 1, 2, we have

∑

I∈τk ,j=1,2

aKl,Ij = 1

by virtue of the relations of the quantum permutation groups as in Sect 1.3.1.
Moreover, by the relations of the quantum permutation group, each aKl,Ij is a

projection. Thus, we have a finite set of projections summing up to 1 and therefore
aKl,IjaKl,I ′j′ = 0 if (Ij) �= (I ′j′).This proves one of the equations of (5.2.11). The other
equation follows similarly by using the other relations of the quantum permutation
group.

The matrix associated with the coaction is given by
(
AK1,I1 AK2,I1

AK1,I2 AK2,I2

)
, (5.2.12)

where AKi,Ij denotes the matrix ((aKi,Ij))K,I∈τn .

By an inductive argument on n, it is easy to see that for all I,K in τn and i, j = 1, 2,
the matrix AKi,Ij defines an isometric coaction onAn. Thus, C∗{aKi,Ij : I,K ∈ τn} is a
quantum subgroup of Sn. This observation taken together with (5.2.10) and (5.2.11)
imply that Sn+1 is a quantum subgroup of (Sn ∗ Sn) ⊕ (Sn ∗ Sn).

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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On the other hand, it is easy to see that the matrix in (5.2.12) defines an isometric
coaction of (Sn ∗ Sn) ⊕ (Sn ∗ Sn) on An+1. This completes the proof. �

It is clear from the proof of the Theorem 5.2.8 and also from the discussion
before Lemma 5.2.6 that the quantum group coactions we consider are coactions on
the tensor product of algebras preserving in some sense one of the factors. In the
classical world such actions have to have a product form, as is confirmed by the
following result which we state without proof (see [15] for the proof).

Proposition 5.2.9 Suppose that (X, dX), (Y , dY ) are compact metric spaces and
T : X × Y → X × Y is an isometry satisfying the following condition: αT (C(X) ⊗
1Y ) ⊂ C(X) ⊗ 1Y , where αT : C(X × Y) → C(X × Y) is given simply by the com-
position with T. Then T must be a product isometry.

Theorem 5.2.8 shows that Proposition 5.2.9 has no counterpart for quantum group
coactions, even on classical spaces. We could have thought of elements of S2 as
quantum isometries acting on the Cartesian product of 2 two-point set, “preserving”
the first coordinate in the sense analogous to the one in the proposition above. If
this forced elements of S2 to be product isometries, we would necessarily have
S2 = S1 ⊗ S1; in particular S2 would have to be commutative.
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Chapter 6
Nonexistence of Genuine Smooth CQG
Coactions on Classical Connected Manifolds

Abstract The question of existence of coactions of Hopf algebras and compact
quantum groups on connected Riemannian manifolds is investigated. We give a very
brief outline of the proof of some important cases of the conjecture as well as a
number of examples supporting the conjecture.

The goal of this chapter is to look into the quantum isometric coactions, and more
generally, smooth coactions (in a sense to be precisely stated later) of compact quan-
tum groups on the algebra of smooth functionsC∞(M) for arbitrary compact smooth
manifolds M . As our computations presented in the previous chapters already indi-
cate, when M is connected, we do not expect to have genuine quantum isometries.
We can even go a step further and conjecture that there cannot be any faithful coaction
of a genuine compact quantum group on C∞(M) where M is a compact connected
manifold and the coaction is smooth in a natural sense. At the moment the conjecture
is still open. However, it has been proved in several important cases: for example, for
isometric coactions as well as for smooth coactions of finite-dimensional compact
quantum groups. We briefly discuss these results in this chapter. We do not want
to present the proofs which involve too many technical details but sketch only the
main ideas. For the details the reader is referred to the archived article [1] and [2].
In this chapter, we will also discuss a few results of Etingof and Walton on the same
question in an algebraic context. For yet another example in the algebraic context,
we refer to the work of [3] where the classical nodal cubic is shown to be a quantum
homogeneous space of a noncommutative Hopf algebra.

6.1 Smooth Coaction of a Compact Quantum Group
and the No-Go Conjecture

6.1.1 Definition of Smooth Coaction

Let us fix a compact smooth manifold M of dimension n and consider the natural
Fréchet topology on C∞(M). This is given by the family of seminorms {‖ · ‖U,K ,i },
whereU is a local coordinate neighborhoodwith the corresponding local coordinates
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x1, . . . , xn (say), K ⊂ U compact, i = (i1, . . . , ik) some multi-index with 1 ≤ i j ≤
n for all j and

‖ f ‖U,K ,i := sup
x∈K

| ∂

∂xi1

. . .
∂

∂xik

( f )|. (6.1.1)

An action of a compact group G on M is called smooth if for every g ∈ G, the
map M � M �→ g.m is smooth. This is equivalent to saying that the correspond-
ing ∗-automorphism of C(M), which sends f to αg( f )(m) := f (g.m), satisfies
αg(C∞(M)) ⊆ C∞(M) for all g. This gives a natural way to generalize the notion
of smooth action for CQG coacting on C(M). To do this, we need to consider the
subalgebra C∞(M,A) of the C∗ algebra C(M,A) ∼= C(M) ⊗ A, where A is any
unital C∗ algebra. Here, C∞(M,A) denotes the set of all A-valued functions on
M which are C∞ with respect to the Fréchet norm of A. This is a Fréchet space,
having a ∗-algebra structure inherited from that of C(M,A) and the ∗-algebra oper-
ations are easily seen to be continuous in the natural Fréchet topology of C∞(M,A),
given by the seminorms analogous to the ones appearing in the Eq. (6.1.1) but the
absolute value on the right hand side replaced by the norm ofA. Indeed, it is known
that C(M) is nuclear as a C∗ algebra, which means in particular that the C∗ tensor
product C(M) ⊗ A is unique. A similar property is shared by C∞(M) as a locally
convex space, making C∞(M,A) the unique tensor product of the locally convex
space withA, but we do not want to go into this issue which will lead to unnecessary
technicalities.

Now we can introduce the notion of a smooth CQG coaction.

Definition 6.1.1 A coaction α of a CQGQ on C(M) is called a smooth coaction on
M ifα(C∞(M)) ⊆ C∞(M,Q) and the linear span of elements of the formα( f )(1 ⊗
q), f ∈ C∞(M), q ∈ Q, is dense in the Fréchet topology of C∞(M,Q).

One can actually prove the following analogue of the Podles’ condition [4] for
coactions on C∗ algebras

Proposition 6.1.2 ([1]) Suppose that we are given a C∗ coaction α of Q on C(M).

Then the following are equivalent:

(1) α is smooth.
(2) (id ⊗ φ)α(C∞(M)) ⊂ C∞(M) for every state φ on Q, and there is a Fréchet

dense subalgebra A of C∞(M) over which α is algebraic.

The proof is very similar to the proof by Podles in [5] for C∗-coactions. All one
has to do is to replace the norm topology by the Fréchet topology at every step and
observe that the arguments go through.

6.1.2 Statement of the Conjecture and Some Positive
Evidence

For a smooth manifold with at least four connected components, it is easy to see
that the quantum permutation group of four objects, which is an infinite-dimensional
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genuine CQG, has a natural (faithful) coaction on the manifold. We have used the
term “genuine’ to mean that the underlying C∗ algebra of the quantum group is
noncommutative, i.e., it is not of the formC(G) for some compact groupG. However,
for a connected manifold such a construction is not possible. But if one forgets
smoothness, it is indeed possible to produce examples of genuine CQG coactions
(faithful) on C(X) where X is compact and connected. One can even have examples
of such coactions, where X is a smooth manifold except at just one point. Let us
give a couple of such examples before we state the conjecture about nonexistence of
smooth faithful CQG coactions on smooth compact connected manifolds.

Our first example is adapted from P. Etingof and C. Walton (see Remark 4.3 of
[6]). Let

X = {(u, v) : − 1 ≤ u, v ≤ 1, u = 0 or v = 0} ⊆ R
2.

This is basically a compact subset of the algebraic variety given by the equation
xy = 0. This is not irreducible and has a singularity at (0, 0). The C∗ algebra C(X)

is generated by the two coordinate functions, viewed as self-adjoint operators x, y
satisfying x2 ≤ 1, y2 ≤ 1, xy = 0. Consider a faithful coaction α of Q := C∗(S3),
where S3 is the group of permutations of three objects, given by

α(x) = x ⊗ δa, α(y) = y ⊗ δb.

Here, a = (12), b = (13) (transpositions) and δa, δb denote the corresponding char-
acteristic functions viewed as elements of Q.

The second example is due to Huichi Huang ([7] Example 3.10,(1)), where the
space is again taken as a topological join. Let Y = [0, 1], X N = {1, 2, . . . , N } and
Y1 = {0} in the notation of [7] and S be the topological join or wedge sum of N unit
intervals identifying (xi , 0) for all i = 1, . . . , N . We have a coaction of the quantum
permutation group As(N ) given by

α( f ) =
∑

i j

f ⊗ ei ⊗ ai j for f ∈ C(Y ),

where ai j are the canonical generators of As(N ) as in Sect. 1.3.1. For N ≥ 4, this
is a faithful coaction of a genuine (i.e., noncommutative as a C∗ algebra) CQG on a
compact connected topological space.However, the space S is not a smoothmanifold.

We can now state the following:

Conjecture I If a CQG Q faithfully coacts smoothly on a compact, connected,
smooth manifold M thenQmust be isomorphic with C(G) for some compact group
G acting smoothly on M .

Let us mention that so far, we have been able to verify this conjecture at least in
the following two cases:

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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(i) When the CQG is finite dimensional.
(ii) When the coaction is isometric for some Riemannian structure on the manifold.

On the other hand, there is a purely algebraic result obtained by Etingof and
Walton in [6] which also gives some indication in favor of the truth of the
conjecture.

This says the following:

Proposition 6.1.3 ([6]) LetQ be a finite dimensional, semisimple Hopf algebra over
an algebraically closed field of characteristic zero which has a faithful coaction α
on a commutative domain C. Then Q must be a commutative algebra.

Note that in the work of Etingof-Walton, the term “inner faithful” was used, but
as Q is finite dimensional, this coincides with our notion of faithfulness.

Let us conclude this subsectionwith some examples ofHopf algebras (of noncom-
pact type) faithfully coacting on commutative domains, indicating that the conjecture
made above is not expected to hold for locally compact quantum groups.

Example 6.1.4 Let A ≡ C[x], and let Q0 be the universal algebra generated by
a, a−1, b subject to the following relations

aa−1 = a−1a = 1, ab = q2ba,

where q is a parameter described in [8]. This has a Hopf algebra structure which
corresponds to the quantum ax + b group. There are at least two different (non-
isomorphic) constructions of the analytic versions of this quantum group, i.e., as
locally compact quantum groups in the sense of [9], one by Woronowicz [8] the
other by Baaj-Skandalis [10] and Vaes-Vainermann [11]. The coproduct is given by
(see [8] for details)

�(a) = a ⊗ a,�(b) = a ⊗ b + b ⊗ 1.

We have a coaction α : C[x] → C[x] ⊗ Q0 given by

α(x) = x ⊗ a + 1 ⊗ b.

It is clearly an inner faithful coaction in the sense of Etingof and Walton.

Example 6.1.5 This is taken from Example 2.20. of [12]. Let k be a field, q be
a nonzero element of k and let Gq be the universal unital algebra generated by
a, b, c, d, D, D−1 subject to the following relations:
ab = ba, cd = dc, db = q−1bd, ac = qca, ad − bc = da − cb = da − q−1bc =
ad − qbc = D. This has a Hopf algebra structure for which

(
a b
c d

)
is a fundamental

corepresentation, i.e., the coproduct � is given by �(a) = a ⊗ a + b ⊗ c, �(b) =
a ⊗ b + b ⊗ d, �(c) = c ⊗ a + d ⊗ c, �(d) = c ⊗ b + d ⊗ d, �(D) = D ⊗ D,
�(D−1) = D−1 ⊗ D−1. The counit ε and antipode κ are given by
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(
ε(a) ε(b)

ε(c) ε(d)

)
=

(
1 0
0 1

)
, ε(D) = ε(D−1) = 1,

(
κ(a) κ(b)

κ(c) κ(d)

)
=

(
d D−1 −bD−1

−cD−1 aD−1

)
, κ(D) = D−1, κ(D−1) = D.

For a generic value of the parameter q �= 1, this is known to be a noncommutative
and non-cocommutative, infinite-dimensional Hopf algebra. It has a (inner faithful)
coaction α on the commutative domain k[x, y], i.e., the classical 2-plane, given by

α(x) = x ⊗ a + y ⊗ c, α(y) = x ⊗ b + y ⊗ d.

Remark 6.1.6 Note that the quotient of Gq by the ideal generated by D, D−1 is not
the same as SLq(2), even if there seems to be some similarity of certain defining
relations. For example, the commutativity of a, b, and c, d is quite different from the
relations among the natural generators of SLq(2).

6.1.3 Defining the ‘Differential’ of the Coaction

If a compact group G acts on a compact smooth manifold M by diffeomorphism,
one has a natural G-action on the bundle of one (and higher) forms obtained by
the differential dg, where g ∈ G also denotes the diffeomorphism on M . To put
it in an algebraic language, we consider the Fréchet space of the form �1(M, C)

for a C∗ algebra C, to be called the space of C-valued smooth one forms, con-
sisting of smooth, C∞(M)-linear maps from the set χ(M) of smooth vector fields
on M to C∞(M, C). Here, the C∞(M)-module structure on C∞(M, C) is given
by ( f · F)(m) = f (m)F(m), for f ∈ C∞(M), F ∈ C∞(M, C). There is a natural
Fréchet topology on �1(M, C) determined by the following: a sequence �k con-
verges to an element � in this topology if and only if for every compactly sup-
ported smooth vector field X , �k(X) converges to �(X) in the Fréchet topology of
C∞(M, C). Moreover, any � ∈ �1(M, C) is determined by �(m) ∈ T ∗

m(M) ⊗alg C,
m ∈ M , which is defined as follows. Given a tangent vector τ at m, choose any
smooth vector field X such that X (m) = τ and then define �(m) = �(X)(m) ∈ C.
By standard arguments using C∞(M)-linearity of �, one can verify that this defini-
tion is independent of the choice of X satisfying X (m) = τ . Thus, �1(M, C) can be
viewed as the space of smooth sections of a bundle over M with the fiber at m given
by T ∗

m(M) ⊗alg C.
For a smooth vector field X on M , we have a unique, Fréchet-continuous map X̃

on C∞(M, C) satisfying X̃( f ⊗ a) = X ( f ) ⊗ a, for f ∈ C∞(M), a ∈ C. Indeed, it
can be easily defined in terms of integral curves of X . For m ∈ M , let γ(t) be the
integral curve for X such that γ(0) = m, for all t in some interval containing 0. Then,
for any F ∈ C∞(M, C),



154 6 Nonexistence of Genuine Smooth CQG Coactions …

X̃(F)(m) := d

dt
|t=0F(γ(t)).

Using this, we have a map d̃ : C∞(M, C) → �1(M, C) given by

d̃(F)(X) := X̃(F).

It is easily seen that d̃ satisfies the following Leibniz rule

d̃(FG)(m) = d̃(F)(m)G(m) + F(m)d̃(G)(m).

The smooth G-action on M can be encoded by a map � from �1(M) to
�1(M, C(G)). Beforewe introduce�, let us note that�1(M, C(G)) can be identified
with �1(M)-valued continuous functions on G. Indeed, for � ∈ �1(M, C(G)), we
have�(m) ∈ T ∗

m M ⊗alg C(G), so evaluating it at g gives a cotangent vector in T ∗
m M.

Let us denote this �1(M)-valued function on G by �g , i.e., �g(m) = �(m)(g) ∈
T ∗

m M. Now, we define �(ω)g := dg(ω), where dg is the G-action on �1(M)

given by the differential of the diffeomorphism g on M . Clearly, �(φdψ)(g) =
αg(φ)d(αg(ψ)), where ψ,φ ∈ C∞(M) and αg( f )(m) = f (gm). It is natural to
use the notation dα for the map �. The space �1(M, C(G)) ≡ C(G,�1(M))

has a C∞(M)-bimodule structure given by (� · f )(g) = ( f · �)(g) = αg( f )�(g).

Clearly, � ≡ dα is a bimodule-morphism from �1(M) to C(G,�1(M)).
We can now ask a similar question for a smooth coaction, say α, of a CQGQ on

a smooth manifold M . That is, we consider �(d f ) := d̃(α( f )) and want to extend
it to a well-defined C∞(M)-bimodule morphism from �1(M) to �1(M,Q), where
the module structure on �1(M,Q) is given by f · � = α( f )�, � · f = �α( f ),
for f ∈ C∞(M),� ∈ �1(M,Q). However, we have (d f )φ = φd f in �1(M), so a
necessary condition for � to be well defined is

d̃(α( f ))α(h) = α(h)d̃(α( f )) ∀ f, h ∈ C∞(M). (6.1.2)

Now, we do have the commutativity ofα( f )(m) andα(h)(m) for allm, as (evm ⊗
Id) ◦ α is a homomorphism froma commutative algebra toA. However, the condition
(6.1.2) requires also the commutativity of the partial derivatives of α( f ) at the point
m with the value of α(h) at m. As the partial derivatives of α( f ) at m possibly
depend on values of α( f )(x) for x other than m, in a small enough neighborhood,
it is not so clear why they would commute with α(h)(m). To illustrate it further,
consider one parameter smooth curve γ(t) in M with γ(0) = m and consider the
Taylor expansion of the Q-valued function t �→ F(t) := [α( f )(γ(t)),α(h)(m)],
where [A, B] = AB − B A.Wehave F(0) = 0 but the condition (6.1.2)would imply
F(t) has no first-order term, i.e., F ′(0) = 0.

In fact, (6.1.2) turns out to be also sufficient, as stated in the theorem below, for
the well-defined extension of � as a bimodule morphism.
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Theorem 6.1.7 The following are equivalent:
(i) There is a well-defined Fréchet continuous map β : �1(M) → �1(M,Q) which
is a C∞(M) bimodule morphism, i.e., β( f ω) = α( f )β(ω) and β(ω f ) = β(ω)α( f )

for all ω ∈ �1(M) and f ∈ C∞(M) and also β(d f ) = (d ⊗ id)(α( f )) for all f ∈
C∞(M).
(ii)

(ν ⊗ id)(α( f ))α(g) = α(g)(ν ⊗ id)(α( f )) (6.1.3)

for all f, g ∈ C∞(M) and all smooth vector fields ν on M.

We do not give the proof here, which is somewhat long and technical, and refer
the reader to [1].

Let us say that α is liftable if the conditions of the above theorem hold. We make
the following

Conjecture II Any smooth coaction of a CQG on a compact smooth manifold is
liftable.

Let us remark that the above conjecture does not hold even for algebraic coactions
of Hopf algebras of noncompact type on smooth manifolds. To see this, consider the
algebra A = C[x] of Example6.1.4 which is the algebro–geometric analogue of
C∞(R) and there is a canonical derivation δ : A → A corresponding to the vector
field d

dt of R
δ(p) = p′,

where p′ denotes the usual derivative of the polynomial p. However, one has

(δ ⊗ id)α(x) = 1 ⊗ a,

which does not commute with α(x) as ab �= ba.

6.2 Brief Sketch of Proof of Nonexistence of Genuine
Quantum Isometries

We give here a very brief outline of the following result:

Theorem 6.2.1 Let Q be a CQG which has a faithful isometric coaction on a com-
pact connected Riemannian manifold M. Then Q ∼= C(G), where G is a subgroup
of the group of (classical) isometries of M.

We refer to [1] for the details of the arguments. Before we go into the steps of
the proof, let us recall a few geometric facts. We say that a manifold is parallelizable
if it admits a set {X1, . . . , Xn} of globally defined smooth vector fields such that
at each point m ∈ M , {X1(m), . . . , Xn(m)} is a basis of Tm(M). It is known that
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the bundle of orthogonal frames of a Riemannian manifold is always parallelizable.
Moreover, any parallelizable Riemannian manifold admits an isometric embedding
in some Euclidean space such that the corresponding normal bundle is trivial. We
refer the reader to [13] for a proof of this fact and related discussion.

The key idea of proof of this theorem consists of a chain of arguments to lift the
given CQG coaction to a subset of Rn (for large enough n), which has nonempty
interior andwhere the lifted coaction is affine in theEuclidean coordinates. To explain
the motivation of these steps, let us first think of a similar line of arguments in the
classical setup, i.e., a proof of the fact that any smooth action by a compact group
G on a classical compact connected manifold M can be made affine with respect
to Euclidean coordinates of some R

n where M is embedded. This can be done as
follows:

(a) Using an averaging trickwe reduce the problem to the case of isometric coaction.
(b) We can assume without loss of generality that M is parallelizable and hence

has an isometric embedding in some R
n with a trivial normal bundle N (M),

by passing to the parallelizable total space T (O(M)) of the orthonormal frame
bundle O(M) where the G-action on M can be lifted to the natural isometric
action by taking the differential dg of the map g ∈ G.

(c) We can lift the action to an isometric action on the total space T (N ) of the trivial
normal bundle N (M).

(d) Finally, noting that T (N ) is locally isometric to the flat Euclidean space R
n,

we can argue that any isometric action on it must be affine in the corresponding
coordinates.

The proof in the quantum case is a natural (but rather nontrivial due to noncommu-
tativity at every stage) adaptation of the above lines of arguments in the framework
of isometric CQG coaction.

As an immediate corollary of Theorem 4.1.2, we get the following

Lemma 6.2.2 Let W be a subset with nonempty interior of some Euclidean space
R

N . If a faithful coaction α of a CQG Q on X is affine in the sense that α leaves the
linear span of the coordinate functions and the constant function 1 invariant, then
Q ∼= C(G) for some group G.

Now, let us describe briefly the main steps of the proof of Theorem6.2.1.
Fix a faithful, isometric coaction α of a CQG Q on a compact-connected

Riemannian manifold M . Just like �1(M,Q) described before, we can consider
the spaces of Q-valued smooth k-forms, denoted by �k(M,Q). Clearly, these
are C∞(M,Q)-bimodules in a natural way. Moreover, there is a natural Hilbert-
C∞(M) structure on �k(M) coming from the Riemannian structure. Consider the
C∞(M,Q)-module structure on �k(M,Q) given by the C∞(M,Q)-valued inner
product 〈·, ·〉C∞(M,Q) defined as follows:

〈θ, η〉C∞(M,Q) (m) := 〈θ(m), η(m)〉Q ,

http://dx.doi.org/10.1007/978-81-322-3667-2_4
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where θ, η ∈ �k(M,Q) viewed as smooth sections of a bundle with the fiber at
m being �k(T ∗

m M) ⊗ Q and 〈·, ·〉Q denotes the natural Q-valued inner product on
T ∗

m M ⊗ Q.
Let χ(M) denote the space of smooth vector fields on M and ∇ denote the Levi-

Civita connection for the given Riemannian metric.
Step 1: From the isometry condition, it is easy to verify that the coaction is liftable.

Hence we get the commutativity of the algebra Qm for every fixed m, where Qm

is generated by (X ⊗ id)(α( f ))(m),α(g)(m) for f, g ∈ C∞(M), X ∈ χ(M). It is
also easily seen that the lift � = dα is equivariant in the sense that

〈�(ω), �(η)〉C∞(M,Q) = α(〈ω, η〉C∞(M)) ∀ ω, η ∈ �1(M).

Step 2: Using the lift� = dα, we can further construct equivariant�k := dα(k) on
�k(M) which is a bimodule morphism in the sense discussed before. Moreover, for
each k, �k is equivariant for the naturalC∞(M)-valued inner product of�k(M). The
Riemannian metric gives a conjugate linear C∞(M)-module isomorphism between
the set �1(M) of smooth one forms and the set χ(M) of smooth vector fields, so we
can view � as a corepresentation on χ(M) as well.

Step 3: Using isometry, we show that the Levi-Civita connection is “preserved" in
the following sense: �(∇X (Y )) = ∇̃�(X)(�(Y )). Here, ∇ is the covariant derivative
operator corresponding to the Levi-Civita connection and ∇̃ is the extension of ∇
on (a suitable topological tensor product) χ(M)⊗̂Q satisfying ∇̃X1⊗q1(X2 ⊗ q2) :=
∇X1(X2) ⊗ q1q2. This implies α(φ�k

i j ) ∈ Qm , where φ is any smooth function sup-
ported in the domain of some coordinate chart for which the Christoffel symbols are
denoted by �k

i j .
Step 4: With little more calculation, this further implies a “second order com-

mutativity”: for each m ∈ M and local coordinates (x1, . . . , xn) around m, the alge-
bra generated by {α( f )(m), ∂

∂xi
(α(g))(m), ∂2

∂xi ∂x j
(α(h))(m) : f, g, h ∈ C∞(M)} is

commutative.
Step 5: Commutativity ofQm further allows us to prove that �k naturally induces

a ∗-homomorphic coaction α̃ (say) on C∞(T (OM)), where T (OM) is the total space
of the orthogonal frame bundle on M , identifying C∞(T (OM)) with a suitable com-
pletion of the symmetric algebra of the C∞(M)-module �1(M). The second-order
commutativity of α implies first order commutativity for the lift α̃, hence using an
averaging trick and other arguments, we get a Riemannian structure on E for which
α̃ is isometric.

Step 6: As E is parallelizable, it has an embedding in someRm with trivial normal
bundle (with respect to the Riemannian metric chosen above) N (E) ( say ). We can
lift α̃ as an isometric coaction � on some suitable ε(> 0)-neighborhood W of E in
the total space N ≡ R

m of N (E).
Step 7: It now suffices to prove that � is affine, so that Lemma6.2.2 will apply.

We will actually use connectedness of M for the first time here. We give some details
of this step which is interesting in its own right. A different argument was given in
[1] for proving this step. Let y1, . . . ym be the usual coordinates of W ⊆ R

m . As �
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commutes with the Laplacian LRN := ∑N
i=1

∂2

∂x2
i
and LRN

∂
∂y j

= ∂
∂y j

LRN , LRN y j = 0
for all j , we get

(LRN ⊗ id)(
∂

∂y j
⊗ id)�(yi ) = (

∂

∂y j
⊗ id)�(LRN yi ) = 0.

Let Di j (y) = (( ∂
∂yi

⊗ id)�(y j ))(y). Note that as d� is a �-equivariant unitary
corepresentation, so D(y) := ((Di j (y)))i, j=1,...,N is unitary for all y ∈ W. Pick y0
in the interior of W (which is non empty). Then the new Q valued matrix G(y) :=
((Gi j (y))) = D(y)(D(y0))−1 is unitary since D(y) is so. AsG(y) is unitary for all y,

we have |ψ(Gi j (y))| ≤ 1 and |ψ(Gii (y0))| = 1, where ψ is a state onQ. Since M is
connected, Int(W ) is connected. Thus ψ(Gii (y)) is a harmonic function on the open
connected set Int(W ) which attains the supremum of its absolute value at an interior
point. Hence byCorollary 1.9 of [14]we conclude thatψ(Gii (y)) = ψ(Gii (y0)) = 1.
As this is true for every state ψ onQ, we have Gii (y) = 1. But G(y) is a unitary, so
Gii (y) = 1 implies Gi j (y) = δi j1 for all i, j. Since the matrix ((Gi j (y))) is unitary
for all y, we get Gi j = δi j .1Q. Then D(y)(D(y0))−1 = 1MN (Q), i.e., D(y) = D(y0)
for all y ∈ W. Hence � is affine with qi j = Di j (y0). This completes the proof of
Theorem6.2.1.

6.3 An Example of No-Go Result Without Quadratic
Independence

We have taken this example from the unpublished dissertation thesis by Promit
Ghosal with his kind permission, who did this work under the supervision of the
second author. Here, we give an example of a non-smooth, algebraic variety in R

3

generated by a set of quadratically dependent coordinates, for which an analogue of
the no-go result, i.e., Theorem6.2.1 holds. For this, we need yet another approach
[15] to quantum isometries of classical spaces, formulated in the setup of a compact
metric space which will be briefly discussed in Chap.10. In particular, the existence
of a quantum group analogue of the isometry group of a compact metric space (X, d)

is proved for a large class of (X, d) including thosewhich are isometrically embedded
in Rn for some n. This quantum group is denoted by QISOmetric(X, d).

We consider the compact conical surface M = {(x, y, z) : x2 + y2 = z2, |z| ≤
1} ⊆ R

3. Let X1, X2, X3 be the restriction of the Euclidean coordinates of R3 to M.

Let α be the coaction of Q = QISOmetric(X, d) where d denotes the restriction of
the Euclidean metric on R

3. It is known (see Chap.10 and [15]) that α must be of
the form given by (10.5.2) of Chap.10, i.e., α(Xi ) = ∑

j X j ⊗ q ji + 1 ⊗ ri , where
qi j , ri are self-adjoint elements such that the matrices ((qi j ))i, j and ((q ji ))i, j are
unitary elements in Mn(Q) and the C∗ algebra generated by {qi j , ri : i, j} is Q.

Before proceeding further, let usmake the convention of denoting the symmetrized
product a1a2 + a2a1 by the symbol a1a2. Using the relation

http://dx.doi.org/10.1007/978-81-322-3667-2_10
http://dx.doi.org/10.1007/978-81-322-3667-2_10
http://dx.doi.org/10.1007/978-81-322-3667-2_10
http://dx.doi.org/10.1007/978-81-322-3667-2_10
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X2
1 + X2

2 = X2
3, (6.3.1)

we can obtain the following.

Lemma 6.3.1 We have

q2
11 + q2

12 − q2
13 = q2

12 + q2
22 − q2

23

= −q2
31 − q2

32 + q2
33, (6.3.2)

q11r1 + q12r2 = q13r3,

q21r1 + q22r2 = q23r3,

q31r1 + q32r2 = q33r3, (6.3.3)

q11q21 + q12q22 = q13q23,

q21q31 + q22q32 = q23q23,

q31q11 + q32q12 = q33q13. (6.3.4)

Proof It can be easily checked that {1, X1, X2, X3, X1X2, X2X3, X3X1} are linearly
independent. Equating the coefficients of X2

1, X2
2 and X2

3 on both sides of the homo-
geneous relation X2

1 + X2
2 = X3

3, we get (6.3.2). Similarly equating coefficients of
Xi ’s and Xi X j for i �= j , we can obtain (6.3.3) and (6.3.4), respectively. �

Lemma 6.3.2 We have the following:

qki ql j + qli qk j = qk j qli + ql j qk j for k �= l, i �= j (6.3.5)

qkir j + ri qk j = qk jri + r j qki for i �= j (6.3.6)

qki qk j + q3i q3 j = qk j qki + q3 j q3i for k = 1, 2, i �= j (6.3.7)

Proof Equating the coefficients of 1, X1, X2, X3, X1X2, X2X3, X3X1 on both sides
of α(Xi X j ) = α(X j Xi ) along with the use of (6.3.1) on the relation α(Xi X j ) =
α(X j Xi ) would give the result stated above. �

Lemma 6.3.3 For all i, ri = 0, i.e., α is linear.

Proof Let μ be a probability measure on M such that the corresponding state on
C(M) is α-invariant. Then

ri .1Q = (

∫
Xi dμ)1Q −

∑

j

(

∫
X j dμ)q ji .

We claim that for all j = 1, 2, 3,
∫

X j dμ = 0 which proves the lemma. To this
end, we note that we have a natural Z2 action onMwhich sends Xi to−Xi . Clearly,
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this is an isometry. Therefore, C(Z2) is identified with a quantum subgroup of Q.
Then, theα invariant state forQmust be preserved by thisZ2 action too. This implies
that

∫
X j dμ = − ∫

X j dμ, i.e.,
∫

X j dμ = 0 for all j . �

We now prove the main result of this section.

Theorem 6.3.4 The quantum isometry group Q is commutative as C∗-algebra.

Proof AsQ is a quantum subgroup of Ao(3) via the surjective morphism sending the
canonical generators of Ao(3) to qi j ’s, we have κ(qi j ) = q ji , where κ is the antipode
of Q. Applying this to (6.3.4), we get the following new relations:

q1i q1 j + q2i q2 j = q3i q3 j for i �= j. (6.3.8)

On the other hand, rewriting (6.3.7) for k = 1, we obtain

q1i q1 j − q1 j q1i = q3 j q3i − q3i q3 j . (6.3.9)

By subtracting (6.3.9) from (6.3.8), we will get

q1i q1 j + 1

2
q2i q2 j = q3 j q3i . (6.3.10)

Interchanging the role of i and j , one can get the following relation:

q1 j q1i + 1

2
q2i q2 j = q3i q3 j . (6.3.11)

Let us recall the fact that

q1i q1 j + q2i q2 j + q3i q3 j = 0. (6.3.12)

Plugging the relations obtained from (6.3.11) into (6.3.12), we have

q1i q1 j + 1

2
q2i q2 j = −q2i q2 j . (6.3.13)

But it can observed that the left-hand side of (6.3.13) is symmetric with respect to
i, j . Hence, q2i and q2 j will commute with each other. But utilizing (6.3.7), we can
further write down

q1i q1 j − q1 j q1i = q2i q2 j − q2 j q2i = q3 j q3i − q3i q3 j .

Hence we have the following relations:

qki qk j = qk j qki , (6.3.14)
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whereas after applying κ on both sides that we can further conclude that

qikq jk = q jkqik . (6.3.15)

On applying κ on (6.3.5), we have the following:

q jlqik + q jkqil = qilq jk + qikq jl for k �= l, i �= j. (6.3.16)

Interchanging the role of k and i and also of l, j in (6.3.5) gives

qikq jl + q jkqil = qilq jk + q jlqik for k �= l, i �= j. (6.3.17)

Now from (6.3.16)–(6.3.17), one can have

[q jl , qik] = [qik, q jl ] for k �= l, i �= j,

which implies
q jlqik = qikq jl for k �= l, i �= j.

Hence Q is commutative as a C∗- algebra. �

Remark 6.3.5 From the proof of the theorem above, it is clear that there is nothing
special about n = 3, and the result holds for a cone in Rn+1 defined by the equation
β1X2

1 + · · · + βn−1X2
n−1 = X2

n , where β1,β2, . . . βn1 are positive constants.

Remark 6.3.6 The cones given by α1x2
1 + · · · + αn x2

n = x2
n+1 are irreducible alge-

braic sets, i.e., the corresponding coordinate algebra is a commutative domain. How-
ever, we cannot apply Proposition6.1.3 because the quantum group is not finite
dimensional. Thus, in a sense, the above computations give an indication that the
results of Etingof and Walton may hold beyond finite-dimensional Hopf algebras.
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Chapter 7
Deformation of Spectral Triples
and Their Quantum Isometry Groups

Abstract This chapter deals with QISOL and QISO+
R of a cocycle twisted noncom-

mutative manifold. We first discuss the cocycle deformation of compact quantum
groups, von Neumann algebras and spectral triples, followed by the proof of the
fact that QISO+

R and QISOL of a cocycle twist of a (noncommutative) manifold is a
cocycle twist of the QISO+

R and QISOL (respectively) of the original (undeformed)
manifold.

Most of the examples of noncommutative manifolds are obtained by deforming
classical spectral triples. In particular, the spectral triples on the noncommutative
torus discussed in Sect. 2.2.1 fall in this class. It is a natural question whether the
quantum isometry group of the deformed noncommutative manifold is related to
the quantum isometry group of the original manifold. In the context of quantum
automorphism groups, such a question was addressed in [1]. The aim of this chapter
is to show that the quantum isometry group of a cocycle-deformed noncommutative
manifold can be obtained by a similar deformation of the quantum isometry group
of the original (undeformed) noncommutative manifold. Combining this with the
fact that the quantum isometry group of a classical compact, connected, Riemannian
manifold is the same as the classical isometry group of such manifold, it follows that
the quantum isometry group of non-commutative manifolds obtained from classical
manifolds using dual unitary 2-cocycles are now known. We should also mention
that Sadeleer has extended the results of [2] to the setup of monoidal deformations
in the paper [3].

7.1 Cocycle Twisting

We formulate a notion of deformation by dual unitary 2-cocycles in the framework
of von Neumann algebras. In fact, this can be thought of as a special (and simpler)
case of the C∗-algebraic deformation theory developed by Neshveyev and Tuset in
[4] for coactions of locally compact quantum groups. Basically, the von Neumann
algebra obtained by deformation in our sense will be the closure in the weak operator
topology of the corresponding C∗-algebraic deformation obtained by the theory of

© Springer (India) Pvt. Ltd 2016
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164 7 Deformation of Spectral Triples and Their Quantum Isometry Groups

Neshveyev and Tuset. However, we must mention that our theory differs from that
of [4] in two aspects: (i) the quantum groups considered by us are universal CQG’s
whereas those in [4] are in the reduced form and (ii) coactions in our setup are not
necessarily C∗-coactions.

7.1.1 Cocycle Twist of a Compact Quantum Group

LetQ be a compact quantum group with the dual discrete quantum group Q̂ and the
canonical denseHopf ∗-algebraQ0.Recall fromSect. 1.2.2 the denseHopf ∗-algebra
Q0 spanned by the matrix coefficients of its inequivalent irreducible corepresenta-
tions. We now define a dual unitary 2-cocycle.

Definition 7.1.1 A dual unitary 2-cocycle on a CQG Q is a unitary element σ ∈
M(Q̂ ⊗ Q̂) satisfying

(1 ⊗ σ)(id ⊗ �̂)(σ) = (σ ⊗ 1)(�̂ ⊗ id)(σ).

The cocycle σ is said to be normalized if (1 ⊗ pε)σ = 1 ⊗ pε and (pε ⊗ 1)σ =
pε ⊗ 1, where pπ’s are the minimal projections of ⊕π∈Rep(Q)Mdπ

. It is possible to
assume without loss of generality that a cocycle is normalized. We will do so in the
rest of this chapter.

If we view σ as a linear functional on Q0 ⊗alg Q0 it will satisfy the following
cocycle condition (see p. 64 of [5]):

σ(b(1), c(1))σ(a, b(2)c(2)) = σ(a(1), b(1))σ(a(2)b(2), c),

for a, b, c ∈ Q0. We can deform Q0 using σ to obtain a new Hopf ∗-algebra Qσ
0 .

The algebra multiplication, involution, and antipode κ are given by the following
formulas, whereas the coproduct remain unchanged. For a, b ∈ Q0,

a.σb := σ−1(a(1), b(1))a(2)b(2)σ(a(3), b(3)),

a∗σ := (v−1
σ ⊗ id ⊗ vσ)(� ⊗ id)�(a∗) (7.1.1)

κσ(a) := Wσ(a(1))κ(a(2))W
−1
σ (a(3)).

where
Wσ(a) = σ(a(1),κ(a(2))), vσ(a) = Wσ(κ−1(a)). (7.1.2)

The reader is referred to the p. 65 of [5] and [3] for a proof of the fact that, Qσ
0 with

the operations defined above indeed becomes a Hopf-∗ algebra.
We observe that the unit of the deformed Hopf ∗-algebra is the same as before. It
follows from the following:

(a.σ1) = σ−1(a(1)(1), 1)a(1)(2)σ(a(2), 1).

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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As the cocycle is normalized, we have

σ(a, 1) = σ−1(a, 1) = ε(a)

for all a ∈ Q0, implying a.σ1 = ε(a(1)(1))a(1)(2)ε(a(2)) = a. The identity 1.σa = a
for all Q0 can be shown in a similar way.

Remark 7.1.2 As pointed out by Sadeleer in [3], the formula for the involution on
the deformed algebra presented in [2] was incorrect. The formula we have given here
takes care of the correction noted in [3].

We recall from Sect. 1.4 the discrete quantum group Q̂0 with the coproduct
�̂ defined by �̂(ω)(a ⊗ b) := ω(ab), w ∈ Q̂0 and a, b ∈ Q0. This can also be
deformed using σ ∈ M(Q̂ ⊗ Q̂) by keeping the ∗ algebraic structure unchanged
while changing the coproduct by the one given below

�̂σ(.) = σ�̂(.)σ−1.

The coassociativity of �̂σ follows from the cocycle condition of σ. Indeed,
((Q̂0)

σ, �̂σ) turns out to be a discrete quantum group and hence we get a dual
CQG by the Proposition 3.12 and discussions preceeding Proposition 4.5 of [6]. It is
also clear that the natural pairing betweenQσ

0 and Q̂σ
0 is non-degenerate. In fact, any

CQG having (Q̂0)
σ as the dual discrete quantum group will contain Qσ

0 as a dense
Hopf ∗-algebra. Hence it makes sense to consider the universal CQG corresponding
to Qσ

0 .

Definition 7.1.3 Call the universal CQG containing Qσ
0 as a dense Hopf ∗-algebra

to be the cocycle twist of the CQG by a dual unitary 2-cocycle σ and denote it by
(Qσ,�).

Next we explain how to get dual unitary 2-cocycles on a CQG from similar
cocycles on quantum subgroups of it. Given twoCQG’sQ1,Q2 and a surjective CQG
morphism π : Q1 → Q2 which identifiesQ2 as a quantum subgroup ofQ1, one can
prove that π((Q1)0) = (Q2)0. Dualizing, we get a map π̂ : (Q2)

′
0 → (Q1)

′
0. It is not

difficult to see that the image of the dense multiplier Hopf ∗-algebra (Q2)
′
0 ⊂ Q̂2

under π̂ coincides with (Q1)
′
0. In fact, we get an extension of π̂, to be denoted by the

same symbol again, as a non-degenerate ∗-homomorphism fromM(Q̂2) toM(Q̂1).
For a dual unitary 2-cocycle σ on Q2, we define σ′ := (̂π ⊗ π̂)(σ) ∈ M(Q̂1 ⊗ Q̂1)

and verify easily that σ′ is a dual unitary 2-cocycle on Q1. By a slight notational
abuse, we will often denote σ′ by σ.

Lemma 7.1.4 Qσ
2 is a quantum subgroup of Qσ′

1 .

Proof We begin with the observation that π : (Q1)
σ′
0 → (Q2)

σ
0 is a surjective Hopf

∗-algebra morphism. Since the coproducts do not change, it suffices to verify that π
is a ∗-algebra homomorphism. To this end, observe that for a, b ∈ (Q1)

σ′
0 ,

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_3
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π(a.σ′b) = π[σ′(a(1), b(1))a(2)b(2)(σ
′)−1(a(3), b(3))]

= σ′(a(1), b(1))π(a(2), b(2))(σ
′)−1(a(3), b(3))

= σ(π(a(1)),π(b(1)))π(a(2))π(b(2))σ
−1(π(a(3)),π(b(3)))

= π(a).σπ(b).

It can be shown in a similar way that π(a∗σ′ ) = (π(a))∗σ . HenceQσ′
1 contains (Q2)

σ
0

as a Hopf ∗-algebra and by the fact that Qσ′
1 is a universal CQG, we conclude that

there is a surjective CQG morphism from Qσ′
1 to Qσ

2 . �
Lemma 7.1.5 Let σ be a dual unitary 2-cocycle on a universal CQG Q. Then we
have (Qσ)σ

−1 ∼= Q.

Proof As Q is universal, it suffices to show that there exists a Hopf-∗ algebra iso-
morphism from (Qσ

0 )
σ−1

to Q0. Indeed, for a, b ∈ Q0.

a(.σ)σ−1b = σ−1(a(1), b(1))a(2).σb(2)σ(a(3), b(3))

= σ−1(a(1)(1), b(1)(1))a(1)(2).σb(1)(2)σ(a(2), b(2))

= σ−1(a(1)(1), b(1)(1))σ(a(1)(2)(1)(1), b(1)(2)(1)(1))a(1)(2)(1)(2)b(1)(2)(1)(2)

σ−1(a(1)(2)(2), b(1)(2)(2))σ(a(2), b(2))

= σ−1(a(1)(1), b(1)(1))σ(a(1)(2), b(1)(2))a(2)(1)b(2)(1)

σ−1(a(2)(2)(1), b(2)(2)(1))σ(a(2)(2)(2), b(2)(2)(2))

= ε(a(1))ε(b(1))a(2)(1)b(2)(1)ε(a(2)(2))ε(b(2)(2))

= ε(a(1))ε(b(1))a(2)b(2)

= ab.

The fact that the (∗σ)σ
−1 = ∗ can be argued in a similar way. �

7.1.2 Unitary Corepresentations of a Twisted Compact
Quantum Group

Consider a universal CQG Q and a dual unitary 2-cocycle σ on it. Our goal in
this subsection is to discuss (proofs briefly sketched) some standard facts about the
corepresentations and the Haar state of Qσ .

Proposition 7.1.6 (i) For π ∈ Rep(Q), we get an irreducible unitary corepresenta-
tion πσ of Qσ, which coincides with π as a linear map.
(ii) Rep(Qσ) = {πσ|π ∈ Rep(Q)}.
Proof (i) This is a consequence of the fact that the C∗ tensor categories of unitary
corepresentations of Q and Qσ are isomorphic (see, e.g. [7]). However, let us prove
it using the isomorphism of Q̂0 and (Q̂0)

σ as ∗-algebras with ⊕π∈Rep(Q)Mdπ
. Recall

the functionals mπ
pq . We have
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< κσ(u
π
i j )

∗σ ,mπ
pq >

= < uπ
i j ,m

π∗
pq >

= < uπ
i j ,m

π
qp >(since the ∗ structure does not change)

= δiqδ j p.

But we know < uπ
j i ,m

π
pq >= δiq jp. Hence by non-degeneracy of the pairing, we

have κσ(ui j ) = u∗σ

j i , i.e. πσ is again a unitary corepresentation of Qσ . �

Let U be a (possibly infinite dimensional) unitary corepresentation of Q on
a Hilbert space H, which is decomposed into the spectra subspaces, say H =
⊕π∈Rep(Q),iHπ

i . Define Uσ by Uσ|Hπ
i

= πσ for all i . Clearly, Uσ is a unitary corepre-
sentation of Qσ and U 
→ Uσ gives a one-to-one onto correspondence.

Proposition 7.1.7 Let h and hσ be the Haar states of Q and Qσ respectively. Then
we have h = hσ on the common dense algebra Q0.

Proof This follows from the fact that the coalgebra structures of Q and Qσ are
isomorphic. From Proposition 7.1.6 we note that the matrix coefficients of πσ (π ∈
Rep(Q)) are {uπ

i j : i, j = 1, . . . , dπ}, hence hσ(uπ
i j ) = h(uπ

i j ) = 0 if π is nontrivial
and 1 for the trivial corepresentation. �

7.1.3 Deformation of a von Neumann Algebra by Dual
Unitary 2-Cocycles

Given a dual unitary 2-cocycle σ on a CQG Q and a unitary corepresentation V
of Q on some Hilbert space H, along with a subspace N of H which is dense and
V (N ) ⊆ N ⊗alg Q0, we define a new ∗-homomorphism on the spectral subalgebra
M0 (which is SOT-dense inM and adV (M0) ⊆ M0 ⊗alg Q0 by Proposition 1.5.1)
on N given by the following:

ρσ(b)(ξ) := b(0)ξ(0)σ
−1(b(1), ξ(1)), f or ξ ∈ N ,

where adV (b) = b(0) ⊗ b(1) and V (ξ) = ξ(0) ⊗ ξ(1) in Sweedler type notation.

Lemma 7.1.8 (1) For all b ∈ M0, the linear map ρσ(b) extends to a bounded oper-
ator on H.
(2) ρσPπ is SOT continuous, where Pπ denotes the spectral projection corresponding
to π ∈ Rep(Q).

Proof Let adV (b) = ∑k
i=1 b

i
(0) ⊗ bi(1) and V (ξ) = ∑l

j=1 ξ
j
(0) ⊗ ξ

j
(1), where k, l ≥ 1

are integers. Define σi ∈ M(Q̂) by σi (q0) := σ−1(bi(1), q0) for all i = 1, . . . , k. By
Theorem 1.4.1, we have �V (σi ) ∈ B(H) for all i = 1, . . . , k. By definition of ρσ

on N ,

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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ρσ(b)ξ =
k∑

i=1

bi(0)�V (σi )(ξ).

Using the facts that �V (σi ) and bi(0)’s are in B(H) we observe that ρσ(b) ∈ B(H)

for all b ∈ M0, which proves (1).
We omit the proof of (2) which is very similar. �

Definition 7.1.9 We call ρσ(M0) and (ρσ(M0))
′′ the deformations of M0 and M

respectively and denote them by Mσ
0 and Mσ respectively.

Remark 7.1.10 It is clear from (2) of Lemma 7.1.8 that ρσ(B)′′ = ρσ(M0)
′′ if B ⊆

M0 is a SOT dense ∗-subalgebra of M0.

7.2 Deformation of Spectral Triples by Unitary Dual
Cocycles

Fix a spectral triple (A∞,H, D) of compact type, a positive, possibly unbounded
operator R on H such that RD = DR, an object (Q, V ) of Q′

R(D) and a dual

unitary 2-cocycle σ on Q. As Q is a quantum subgroup of ˜QISO+
R(D), we have a

dual unitary 2-cocycle, sayσ′, on ˜QISO+
R(D) induced byσ as discussed before. LetU

be the unitary corepresentation of ˜QISO+
R(D) on H. Then U (D ⊗ I ) = (D ⊗ I )U.

Henceforth we will denote the von Neumann subalgebra (A∞)′′ ⊆ B(H) by M.
As in Sect. 3.2.2, we consider the decomposition of the Hilbert space H into the
eigenspacesHk, k ≥ 1 of D and the further decomposition of eachHk into spectral
subspaces:

Hk = ⊕π⊆IkC
dπ ⊗ C

mπ,k , (7.2.1)

where Ik ⊆ Rep(Q) and mπ,k is the multiplicity of the dπ-dimensional irreducible
corepresentation π in Ik . As (id ⊗ φ)adU (M) ⊆ M for every bounded linear func-

tional φ on ˜QISO+
R(D), the corresponding spectral subalgebra is SOT dense. More-

over, if A0 ⊆ A is any subalgebra on which adU is algebraic, one may consider its
deformation by a dual unitary 2-cocycle. It is easy to see that adV is algebraic over
A0 too andAσ′

0 = Aσ
0 . From now on, let us use the same symbol σ to denote both σ

and σ′.
As Q is an object in Q′

R(D), R must be of the form: R = ⊕π,k Fπ ⊗ Tπ,k by
Theorem 2.3.11.

Theorem 7.2.1 There exists a SOT dense ∗-subalgebra A0 inM satisfying
(1) adU is algebraic over A0,
(2) [D, a] ∈ B(H) for all a ∈ A0,
(3) (Aσ

0 )
′′ = Mσ,

(4) (Aσ
0 ,H, D) is again a spectral triple.

http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_2
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Proof LetG = {a ∈ M : [D, a] ∈ B(H)}, which is a SOT-dense unital∗-subalgebra
of M. For b ∈ G and a state φ of ˜QISO+

R(D), one has (id ⊗ φ)adU (b) ∈ M, and
also

[D, ((id ⊗ φ)adU (b))] = (id ⊗ φ)adU ([D, b]),

using the commutativity of D and U. Hence (id ⊗ φ)adU (b) ∈ G for all bounded

linear functionals φ of ˜QISO+
R(D) i.e., G is adU invariant SOT-dense ∗ subalgebra

of M.
The proof of (1) and (2) is now a straightforward consequence of part (3) of

Lemma 1.5.2, withA0 being the subspace spanned by {Pπ(G), π ∈ Rep(Q)}. More-
over, (3) follows from Remark 7.1.10. For the proof of (4), we note that ∀a ∈ A0,
ρσ(a) ∈ B(H) as observed in the proof of (1) of the Lemma 7.1.8. Therefore, it is suf-
ficient to show that [D, ρσ(a)] ∈ B(H) for all a ∈ A0.With the notations used before,
consider a ∈ A0 and ξ in the linear span ofHk’s, writing adU (a) = ∑k

i=1 a
i
(0) ⊗ ai(1),

we have

[D, ρσ(a)](ξ)
= Dρσ(a)(ξ) − ρσ(a)D(ξ)

=
k∑

i=1

(Dai(0)�U (σi )(ξ) − ai(0)�U (σi )D)(ξ)

=
k∑

i=1

[D, ai(0)]�U (σi )(ξ) (as U (D ⊗ I ) = (D ⊗ I )U ).

As [D, ai(0)] is bounded for all i = 1, . . . , k, it follows that [D, ρσ(a)] is bounded
for all a ∈ A0. �

7.3 Quantum Isometry Groups of Deformed Spectral
Triples

We continue to work in the setup of the previous section. Let U, V be the unitary

corepresentations of ˜QISO+
R(D) andQ onH respectively. LetA0 be any SOT dense

∗-subalgebra of (A∞)′′ = M satisfying (1) of Theorem 7.2.1 and σ,σ′ be the dual
unitary 2-cocycles onQ and ˜QISO+

R(D) respectively. The categoryQ′
Rσ (Aσ

0 ,H, D)

for some unbounded operator Rσ does not depend on the choice of the SOT dense
subalgebra A0. Let us abbreviate it as Q′

Rσ (Dσ). We have the following:

Lemma 7.3.1 (Qσ, Vσ) is an object in the categoryQ′
Rσ (Dσ),where Rσ= ⊕π∈Ik ,k≥1

Fπσ ⊗ Tπ,k .

Proof Recall the decomposition (7.2.1)

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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H = ⊕k≥1,π∈Ik⊆Rep(Q)C
dπ ⊗ C

mπ,k .

By Proposition 7.1.6, Vσ is again a unitary corepresentation ofQσ on the Hilbert
space H. Also note that adV is algebraic over A0. Let a ∈ A0 and ξ ∈ N , where N
is the subspace of H spanned by the Hk’s. Then we have

Vσ(ρσ(a)(ξ)) = Vσ(a(0)ξ(0)σ
−1(a(1), ξ(1)))

= a(0)(0)ξ(0)(0)σ
−1(a(1), ξ(1)) ⊗ a(0)(1)ξ(0)(1)

= a(0)ξ(0)σ
−1(a(1)(2), ξ(1)(2)) ⊗ a(1)(1)ξ(1)(1).

On the other hand,

(ρσ ⊗ id)adV (Vσ(ξ))

= (ρσ(a(0))ξ(0)) ⊗ a(1).σξ(1)

= a(0)(0)ξ(0)(0)σ
−1(a(0)(1), ξ(0)(1)) ⊗ σ(a(1)(1)(1), ξ(1)(1)(1))a(1)(1)(2)ξ(1)(1)(2)

σ−1(a(1)(2), ξ(1)(2))

= a(0)ξ(0)σ
−1(a(1)(1)(1), ξ(1)(1)(1))σ(a(1)(1)(2), ξ(1)(1)(2)) ⊗ a(1)(2)(1)ξ(1)(2)(1)

σ−1(a(1)(2)(2), ξ(1)(2)(2))

= a(0)ξ(0)ε(a(1)(1))ε(ξ(1)(1))a(1)(2)(1)ξ(1)(2)(1)σ
−1(a(1)(2)(2), ξ(1)(2)(2))

= a(0)ξ(0)ε(a(1)(1)(1))ε(ξ(1)(1)(1)) ⊗ a(1)(1)(2)ξ(1)(1)(2)σ
−1(a(1)(2), ξ(1)(2))

= a(0)ξ(0)σ
−1(a(1)(2), ξ(1)(2)) ⊗ a(1)(1)ξ(1)(1).

So adVσ
(ρσ(a))(Vσξ) = Vσ(ρσ(a)ξ) = (ρσ ⊗ id)adV (a)(Vσ(ξ)). By the density of

N inH we conclude that

adVσ
(ρσ(a)) = (ρσ ⊗ id)adV (a), (7.3.1)

for all a ∈ A0. Also for φ ∈ (Qσ)∗,

(id ⊗ φ)adVσ
(ρσ(a)) = ρσ(a(0))φ(a(1)) ∈ Aσ

0 .

So in particular (id ⊗ φ)adVσ
(A0) ⊆ (A0)

′′.
Vσ commutes with D since as a linear map Vσ is the same as V . As Rσ is of

the form ⊕π∈Ik ,k≥1Fπσ ⊗ Tπ,k, by the “if part” of Theorem 2.3.11, we conclude that
adVσ

preserves the Rσ-twisted volume. �

Remark 7.3.2 One can conclude the following from the proof above: if (Q, V ) is an
object in the category Q′(D), then (Qσ, Vσ) is an object in the category Q′(Dσ).

Now replacing Q with ˜QISO+
R(D) and using the dual unitary 2-cocycle on

˜QISO+
R(D) induced from σ on its quantum subgroup, we get

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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Corollary 7.3.3 ( ˜QISO+
R(D))

σ

is a sub-object of ˜QISO+
Rσ (Dσ) in the category

Q′(Dσ).

Thus we have the dual unitary 2-cocycle σ−1 onQσ which is a quantum subgroup

of ˜QISO+
Rσ (Dσ). Thus, it makes sense to deform the Dirac operator Dσ by σ−1. We

have the following:

Lemma 7.3.4 ( ˜QISO+
Rσ (Dσ))

σ−1
is a sub-object of ˜QISO+

R(D) in the category
Q′

R(D).

Proof For convenience, we choose A0 = M0, which is the maximal subalgebra of
M on which adV is algebraic. Consider M1 = Span{Pπσ

((M0)
′′) : π ∈ Rep(Q)},

where Pπσ
= (id ⊗ ρπσ )adVσ

. Clearly, ρσ−1 is defined on M1 and M1 the maximal
subspace onwhich adVσ

is algebraic. As adUσ
is again a vonNeumann algebraic coac-

tion of Qσ on (A0)
′′ = ρσ(M0)

′′, we have a SOT dense subalgebra C0 of ρσ(M0)
′′

over which adUσ
is algebraic. Then adVσ

is also algebraic over C0. Hence, by the
maximality ofM1 for adVσ

,we have C0 ⊆ M1. Again by the SOT continuity of ρσ−1

on the image of Pπσ
, we have ρσ−1(C0)′′ = ρσ−1(M1)

′′. On the other hand, it follows
from (7.3.1) that adVσ

is algebraic over ρσ(M0), so that we have ρσ(M0) ⊆ M1,

implying ρσ−1(ρσ(M0)) ⊆ ρσ−1(M1). Thus, M0 ⊆ ρσ−1(M1). Substituting V by
Vσ and σ by σ−1 in (7.3.1), we get

adV (ρσ−1(M1)) ⊆ ρσ−1(M1) ⊗alg Q0,

so by maximality of M0 for adV , we conclude that ρσ−1(M1) ⊆ M0, i.e., M0 =
ρσ−1(M1). Hence,

ρσ−1(C0)′′ = M′′
0 = (A∞)′′,

which implies that Q′
(Rσ)σ

−1 ((Dσ)σ−1) = Q′
R(D). Also observe that ˜QISO+

Rσ (Dσ)σ
−1

preserves volume τR and
adU (a) = adUσ

(ρσ−1(a)),

for all a ∈ C0.
But by definition (id ⊗ φ)adUσ

(ρσ−1(a)) ⊆ ρσ−1(C0)′′ = (A∞)′′.

Finally, (Rσ)σ
−1 = ⊕π,k Fπ ⊗ Tπ,k = R, as (πσ)σ = π, hence ˜QISO+

Rσ (Dσ) is an
object in Q′

R(D). �

Combining the above results, we are in a position to state and prove the main
result of this chapter.

Theorem 7.3.5 ˜QISO+
Rσ (Dσ) ∼= ( ˜QISO+

R(D))σ and hence QISO+
Rσ (Dσ) ∼=

(QISO+
R(D))σ.

Proof From Lemma 7.3.4, we have ( ˜QISO+
Rσ (Dσ))

σ−1
is a sub-object of ˜QISO+

R(D)

in the category Q′
R(Dσ). Then by Lemma 7.1.4, we have (( ˜QISO+

Rσ (Dσ))
σ−1

)σ is a
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sub-object of ( ˜QISO+
R(D))σ in the categoryQ′

R(Dσ).Since quantum isometry groups

are universal, we can conclude by Lemma 7.1.5 that ˜QISO+
Rσ (Dσ) is a sub-object

of ( ˜QISO+
R(D))σ in the category Q′

R(Dσ). Combining this with Corollary 7.3.3, we
complete the proof of the theorem. �

We recall that in general, the category Q′(D) does not admit a universal object.
However, by looking at the proofs in this section and with the notations here, we
have the following:

Corollary 7.3.6 If both of the quantum groups QISO+(A∞,H, D) and QISO+
(Aσ

0 ,H, D) exist, then QISO+(A∞,H, D)σ ∼= QISO+(Aσ
0 ,H, D).

Remark 7.3.7 We can also obtain similar result for the approach based on the Lapla-
cian, i.e., in the categoryQ′

L, whenever it makes sense. The particular case of Rieffel
deformations was proved in Theorem 3.13 of [8].

We remark that our results do not include the examples constructed byNeshveyev-
Tuset in [9]. In that paper, they took up the problem of deforming a spectral triple by
actions of classical compact Lie groups using a Drinfeld twist. It should be noted that
although any 2-cocycle is an example of a Drinfeld twist, there are Drinfeld twists
which are not 2-cocycles and our machineries do not apply to such twists. The main
problem lies in transporting a unitary Drinfeld twist to a compact quantum group
from its quantum subgroup. We will briefly mention some partial results and open
questions about this matter in the last chapter of this book.

Remark 7.3.8 Sadeleer [3] has extended the results of [2] to a bigger class of exam-
ples called monoidal deformation by them. However, it still does not include the
examples coming from general Drinfeld twists.

7.4 Examples and Computations

The Rieffel deformation [10] of a unital C∗ algebra A by the action of the compact
group T

n and the resulting isospectral deformation of the spectral triple [11, 12] on
A are particular examples of cocycle deformations explained in this chapter. The
Rieffel deformation of compact quantum groups were defined and studied by Wang
in [13, 14] and by Rieffel in [15]. For the identification of Rieffel deformation of
algebras, compact quantum groups and spectral triples as particular cases of cocycle
deformations, we refer to [4, 16–18] and the references therein. However, let us spell
out some of the details for the example of the noncommutative tori. For simplicity,
we discuss only the case of noncommutative 2-torus.

Fix an irrational number θ and let λ = exp(2πiθ). The dual group of T
2 is Z2

and so a dual unitary 2-cocycle on T
2 is a unitary element in the multiplier of

C0(Z2) ⊗ C0(Z2), which can be identified with Cb(Z2 × Z2). Let σ be the element
of Cb(Z2 × Z2) given by



7.4 Examples and Computations 173

σ((m, n), (k, l)) = λ−nk .

It can be easily checked thatσ defines a unitary dual cocyclewhich is also normalized.
As done before, we identify this with a functional, still denoted by σ (by an abuse of
notation), on Q0 ⊗alg Q0, where Q0 is the canonical dense Hopf algebra of C(T2),
given by σ(zm1 z

n
2 ⊗ zk1z

l
2) = λ−nk . Here, we have denoted the canonical coordinate

functions of the 2-torus by z1 and z2 respectively.
We can use the above cocycle to deform C(T2) both as a (compact quantum)

group or as a C∗ algebra. However, the deformation of C(T2) as a CQG does not
produce anything new. Indeed, in the notation introduced before, �̂σ = σ�̂σ−1 = �̂,

as Cb(Z
2 × Z

2) is commutative. Thus, we have

Proposition 7.4.1 The compact quantum group (C(T2))σ is isomorphic to C(T2)

itself.

Nevertheless, the deformation of C(T2) as a C∗ algebra, i.e., ρσ(C(T2)) in our
notation, is indeed noncommutative and isomorphic with Aθ. To see this, consider
the standard spectral triple on C(T2) which is nothing but the one considered in
Example 2.2.7 of Chap.2, with θ = 0. In order to understand ρσ(C(T2)), it suffices
to compute ρσ(zm1 z

n
2) on the vectors of the Hilbert space L

2(T2 ⊗ C
2) However, the

actionofT2 is trivial on the tensor componentC2 and the (undeformed) representation
of C(T2) is given by M f ⊗ IC2 , where M f denotes the operator of multiplication
by f ∈ C(T2). Moreover, we note that �(zm1 z

n
2) = zm1 z

n
2 ⊗ zm1 z

n
2. Hence, using the

defining formula of ρσ in Sect. 7.1.3, we have

ρσ(zm1 z
n
2)(ekl ⊗ w) = λnkem+k,n+l ⊗ w,

where ekl denotes zk1z
l
2 viewed as a unit vector in L2(T2) and w ∈ C

2. From this,
it follows easily that the unitaries U := ρσ(z1) and V := ρσ(z2) satisfies the com-
mutation relation of the noncommutative torus, i.e.,UV = λVU . As every nonzero
∗-representation of Aθ is an isomorphism, which follows from the fact that Aθ is a
simple C∗ algebra, we get ρσ(C(T2)) ∼= Aθ. Hence, we have the following proposi-
tion.

Proposition 7.4.2 The deformation of C(T2) as a C∗ algebra is isomorphic to Aθ.

Moreover, the cocycle deformation of the spinorial spectral triple on C∞(T2) is
isomorphic to the spectral triple on the noncommutative torus as explained in Exam-
ple 2.2.7.

Next, we compute the quantum isometry group of the noncommutative 2-torus
using the machinery developed in this chapter. We recall that as mentioned in
Remark 7.3.7, the quantum group QISOL(Aθ) is again a cocycle deformation of
QISOL(C∞(T2)). Thus, we will start with the quantum group of orientation pre-
serving isometries QISO+(Aθ) and then pass on to QISOL(Aθ).

http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
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Theorem 7.4.3 Q̃ISO
+
(A∞

θ ,H, D) = Q̃ISO
+
(C∞(T2)) = C(T2) ∗ C(T), and

QISO+(A∞
θ ) = QISO+(C∞(T2)) = C(T2).

Now, we pass on to the computation of QISOL(Aθ). We work with the spectral
triple of Example 2.2.7 as before so that the corresponding Laplacian L is given by
L(Um1Vm2) = −(m2

1 + m2
2)U

m1Vm2 , and it is also easy to see that all the assump-
tions in Sect. 3.1 required for defining QISOL(Aθ) are satisfied.

Now, we recall that Aθ is obtained as a cocycle deformation of T
2 using the dual

unitary cocycle σ on Z × Z defined by σ((m, n), (k, l)) = λ−nk . On the other hand,
C(T2) sits as a quantum subgroup of QI SOL(C(T2)) ∼= C(T2 >�(Z2

2 >�S2)).
Then, as in Sect. 7.1.1, we can induce a dual cocycle σ̂ on C(T2 >�(Z2

2 >�S2)).
Thus, by Remark 7.3.7, we can conclude that QISOL(Aθ) is again a σ̂ deformation
of C(T2 >�(Z2

2 >�S2)).
Let us use the notation � for the discrete group Z2

2 >�Z2.Moreover, let γ1, γ2, γ3
denote the nontrivial elements of the first, second, and the third copy of Z2 in �

respectively, while z = (z1, z2) will denote an arbitrary element of T
2. We will need

an explicit description of the two semi-direct products in �. The action ofZ2 onZ2
2 is

given by γ3(x, y) = (y, x) ((x, y) ∈ Z2
2) and the action of Z

2
2 >�Z2 on T

2 (denoted
by ◦) is given by

γ1 ◦ (z1, z2) = (z1, z2), γ2 ◦ (z1, z2) = (z1, z2), γ3 ◦ (z1, z2) = (z2, z1).

By an expression of the form (γ1γ2γ3)(z1, z2), we will mean γ1(γ2(γ3(z1, z2))).
ForC inC(T2) and γ in �, the symbolCγ will denote the element ofC(T2 >� �)

defined by
Cγ(z, γ

′) = C(z)δγγ′ ,

where δγγ′ is the Kronecker delta. In particular, we will denote the generators of
QISOL(T2) by {Aγ, Bγ : γ ∈ Z3

2}, i.e.,

Aγ(z1, z2, γ
′) = z1δγ,γ′ , Bγ(z1, z2, γ

′) = z2δγ,γ′ .

For elements C, D ∈ C(T2), we observe that

σ̂(Cγ, Dγ′) = δγ0δγ′0σ(C, D). (7.4.1)

Moreover, we have the following expression of the coproduct � of QISOL(T2)

for any group-like element C (i.e., �(C) = C ⊗ C) in C(T2), e.g., C = zm1 z
n
2:

�(Cγ) =
∑

γ′∈�

Cγ′ ⊗ (γ′C)γ′−1γ where (γ′.C)(z) = C(γ′z).

http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_3
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Indeed, we have

�(Cγ)

= Cγ(z.(α.w),α.β)

= δγ,αβC(z)C(αw)

= (
∑

γ′∈�

Cγ′ ⊗ (γ′C)γ′−1γ)((z,α), (w,β)).

This gives

(� ⊗ id)�(Cγ)

=
∑

γ′,γ′′∈�

Cγ′′ ⊗ (γ′′.C)γ′′−1γ′ ⊗ (γ′C)γ′−1γ

=
∑

γ1,γ2,γ3:γ1γ2γ3=γ

Cγ1 ⊗ (γ1.C)γ2 ⊗ (γ1γ2.C)γ3 .

Now we obtain from the definition of the twisted product as well as (7.4.1) the
following:

Cγ ×σ̂ Dγ′ = σ−1(C, D)CγDγ′σ(γ.C, γ′D) = δγγ′(CD)γσ−1(C, D)σ(γ.C, γ.D).

(7.4.2)

This equation in turn implies that

Aγ ×σ̂ Bγ = λ−1σ(γA, γB)σ−1(γB, γA)Bγ ×σ̂ Aγ . (7.4.3)

Using the above formulas, it is easy to observe the following result:

Proposition 7.4.4 {Aγ, Bγ}areunitaries for themultiplication×σ̂ and forγ belong-
ing to �. Moreover, A∗

γ ×σ̂ Aγ(u1, u2, γ′) = 0 if γ �= γ′. We have a similar result for
Bγ .

Next, using (7.4.3) and the formula for σ, we get the following commutation
relations among Aγ and Bγ :

Proposition 7.4.5 If 0 denotes the element (0, 0, 0) of �, then

A0 ×σ̂ B0 = B0 ×σ̂ A0, Aγ3 ×σ̂ Bγ3 = λ−2Bγ3 ×σ̂ Aγ3 ,

Aγ2γ3 ×σ̂ Bγ2γ3 = Bγ2γ3 ×σ̂ Aγ2γ3 , Aγ1γ2 ×σ̂ Bγ1γ2 = λ−2Bγ1γ2 ×σ̂ Aγ1γ2 ,

Aγ1γ3 ×σ̂ Bγ1γ3 = Bγ1γ3 ×σ̂ Aγ1γ3 , Aγ1 ×σ̂ Bγ1 = λ−2Bγ1 ×σ̂ Aγ1 ,

Aγ1γ2γ3 ×σ̂ Bγ1γ2γ3 = λ−2Bγ1γ2γ3 ×σ̂ Aγ1γ2γ3 , Aγ2 ×σ̂ Bγ2 = λ−2Bγ2 ×σ̂ Aγ2 .
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Proof We will only prove the cases when γ = γ3 and γ = γ1γ3, the proofs of the
others being similar.

We have (γ3A)(z1, z2) = A(z2, z1) = B(z1, z2). Thus, γ3A = B. Similarly,
γ3B = A.

Thus, λ−1σ(γ3A, γ3B)σ−1(γ3B, γ3A) = λ−1σ(B, A)σ−1(A, B) = λ−1

λ−1.1 = λ−2.

This proves the second equation of the proposition.
Next, γ1γ3A(z1, z2) = γ1A(z2, z1) = A(z2, z1) = z2 = B−1(z1, z2), while
γ1γ3B(z1, z2) = γ1B(z2, z1) = B(z2, z1) = A(z1, z2).
Thus, γ1γ3A = B−1 and γ1γ3B = A. Therefore, we have
λ−1σ(γ1γ3A, γ1γ3B)σ−1(γ1γ3B, γ1γ3A) = λ−1σ(B−1, A)σ−1(A, B−1) = λ−1

λ = 1.
This proves the fifth equation. �

Let B be the C∗-algebra defined below, having 8 direct summands with four of
them commutative and the others isomorphic with A2θ.

Now we are in a position to describe QISOL(Aθ) explicitly.

Theorem 7.4.6 QISOL(Aθ) is isomorphic with B = C(T2) ⊕ A2θ ⊕ C(T2) ⊕
A2θ ⊕ C(T2) ⊕ A2θ ⊕ C(T2) ⊕ A2θ.

Proof This is a direct application of Propositions 7.4.4 and 7.4.5. �

Remark 7.4.7 In particular, for θ = 1/2, we get a commutative compact quantum
group as the quantum isometry group of a noncommutative C∗ algebra.

Let us state the following result without proof, which gives an identification of the
“quantum double torus” discovered and studied by Hajac and Masuda [19] with an
interesting quantum subgroup ofQISOL(Aθ). Let us call a smooth isometric coaction
γ on Aθ “holomorphic” if γ leaves the subalgebra generated by {UmV n, m, n ≥ 0}
invariant. Then we have the following:

Theorem 7.4.8 ([8]) Let A0, D0 and B0,C0 be the canonical generators of C(T2)

and A2θ respectively. Consider the C∗ algebra Qhol = C(T2) ⊕ A2θ, with the fol-
lowing coproduct:

�h(A0) = A0 ⊗ A0 + C0 ⊗ B0, �h(B0) = B0 ⊗ A0 + D0 ⊗ B0,

�h(C0) = A0 ⊗ C0 + C0 ⊗ D0, �h(D0) = B0 ⊗ C0 + D0 ⊗ D0.

Then (Qhol,�h) is a compact quantum group isomorphic with the quantum double
torus of [19]. It has a coaction β0 on Aθ given by

β0(U ) = U ⊗ A0 + V ⊗ B0, β0(V ) = U ⊗ C0 + V ⊗ D0.

Moreover,Qhol = C(T2) ⊕ A2θ is universal among the compact quantum groups
coacting “holomorphically” on Aθ in the sense discussed above.
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Remark 7.4.9 For the isospectral deformation of the classical spectral triple on
C∞(Sn−1),we can also identifyQISOL(Sn−1

θ ) as the compact quantum group Oθ(n).

This follows from the results of [12] where it has been shown that Sn−1
θ and Oθ(n)

are Rieffel deformation of C(Sn−1) (as a C∗ algebra) and C(O(n)) (as a compact
quantum group) respectively and by observing that the quantum isometry group of
the classical sphere Sn−1 is the commutative C∗ algebra C(O(n)).
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Chapter 8
Spectral Triples and Quantum Isometry
Groups on Group C∗-Algebras

Abstract We discuss the quantum isometry group of the reduced C∗ algebra of a
finitely generated discrete group. The relevant spectral triple are the ones defined
by Connes which arise from length functions. We prove the existence of quantum
isometry groups for such spectral triples using results of Sect. 3.4 of Chap. 3 and
then present detailed computation for a number of interesting examples.

One of the earliest examples of spectral triples on noncommutative spaces was those
by Connes for group algebras [1]. For a finitely generated discrete group �, the
spectral triple is given by the left regular representation of the group ring C[�]
on l2(�) and an operator built out of a length function on �. When � is finitely
generated, properties of the natural word length function on � and its associated
spectral triple reflect combinatorial and geometric aspects of �. For example, the
spectral triple is finitely summable if and only if the group � has polynomial growth
[1]. Gromov hyperbolicity or the Rapid Decay condition on the group implies that
the spectral triple gives rise to compact quantum metric spaces (a la Rieffel cite-
metricrieffelold,rieffelmetriconstatespace,rieffelexpository on the reduced groupC∗
algebra [5–7]. In [8], isometric actions of groups on the spectral triples mentioned
above were studied. This chapter deals with the quantum isometry groups for these
spectral triples carried out by a number of authors.

In the first section, we describe Connes’ construction of these spectral triples.
Then, we relate the existence and computations of quantum isometry groups of these
spectral triples with Theorem 3.4.2 and Corollary 3.4.5 of Chap.3. In the following
sections, we present several results on explicit computations of the quantum isometry
groups.

Throughout this chapter, Z∞ will stand for the infinite group Z. However, when-
ever we write Zn, n will be assumed to be finite unless otherwise mentioned.
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8.1 Connes’ Spectral Triple on Group C∗-Algebras
and Their Quantum Isometry Groups

We fix the following notations to begin with. If g belongs to a discrete group �, we
will denote by δg the function in l2(�) which takes the value 1 at the point g and 0
at all other points. The natural generators of the algebra C[�] and their images in
the left regular representation will be denoted by λg . The functional τ will denote
the canonical tracial state on C∗

r (�) defined by τ (λγ) = δγ,e where e denotes the
identity element of the group �.

Let � be a discrete group equipped with a length function l : � → R+. Recall
that l has to satisfy the following conditions:

l(g) = 0 iff g = e, l(g−1) = l(g), l(gh) ≤ l(g) + l(h), g, h ∈ �.

We will assume that the length takes only integer values and that for each n ∈ N the
set Wn := {g ∈ � : l(g) = n} is finite.

The most important example is given by the word length induced by a fixed finite
symmetric set of generators in afinitely generated group�. Theword length is defined
as follows: we fix a set S of generators of� which is inverse closed, that is, S is of the
form {s1, . . . , sn} such that S generates �, si belongs to S if and only if s−1

i belongs
to S. Then one defines the word length by l(g) = min{n : g = g1g2 . . . gm : gi ∈ S}.

For our purpose, it will be enough to restrict our attention to word length functions
for finitely generated groups. Thus, fromnowon,we fix a generating set S of a finitely
generated discrete group � as above and l will denote the word length function
corresponding to S.

Define the operator D� on l2(�) by

Dom(D�) = {ξ ∈ l2(�) :
∑

g∈�

l(g)2|ξ(g)|2 < ∞},

(D�(ξ))(g) = l(g)ξ(g), ξ ∈ Dom(D�), g ∈ �.

Consider the left regular representation of � on l2(�) and extend it to the defining
representation of C∗

r (�). Thus, we can view C[�] as a subalgebra of B(l2(�)). It
is easy to check that (C[�], l2(�), D�) is a spectral triple. In particular, the finite
generation of � implies that the sets {g ∈ � : l(g) = n} ≤ (card(S))n < ∞ for all n.
Hence, all the eigenspaces of D are finite-dimensional implying that D has compact
resolvent.

Moreover, the relation card{g ∈ � : l(g) = n} ≤ card(S)n implies that the triple
(C[�], l2(�), D�) is automatically θ-summable - for each t > 0 the (bounded) oper-
ator exp(−t D2) is trace class. This follows from the following computation:

Tr(exp(−t D2)) =
∑

γ∈�

e−tl(γ)2 =
∞∑

n=0

card{g ∈ � : l(g) = n}e−tn2 < ∞.
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For more information on such spectral triples, extension to weighted Dirac opera-
tors and related topics we refer to the paper [9] and the references therein.We end this
section with the remark that the above-mentioned spectral triples admit real struc-
tures as well as “admissible” Laplacians so that QISOL (as in Sect. 3.1) as well as
the J̃ preserving quantum isometry group (Sect. 3.3) make sense.We refer to Sects. 6
and 7 of [10] for the related discussions and computations.

8.1.1 Quantum Isometry Groups of (C[�], l2(�), D�)

We note that the state τ is the vector state associated to the cyclic and separating vec-
tor δe ∈ l2(�). It is easy to see that the eigenvectors of D� belong to the dense sub-
space C[�]δe. We also have C[�] = Span{a ∈ C[�] : ae is an eigenvector of D�}.
Hence, by Theorem 3.4.2, Q̃ISO+(C[�], l2(�), D�) exists and is isomorphic to
QISO+(C[�], l2(�), D�) ∗ C(T). For the purpose of computation, we will apply
Corollary3.4.5. Since the quantum isometry group depends on the choice of the
word length function which in turn depends on the choice of the generating set S, we
denote QISO+(C[�], l2(�), D�) by QISO+(�, S). We will see in the next section
that the quantum group structure of the quantum isometry group actually depends
on the choice of S.

Remark 8.1.1 The corepresentationU0 (say) of the quantum group Q̃ISO+(�, S) on
l2(�) commutes with D�, hence we have

U0(δe) = δe ⊗ q (8.1.1)

for some unitary element q in Q̃ISO+(�, S). It can be seen from the proof of Theorem

3.4.2 that C∗(q) ∼= C(T) and this C(T) appears in the expression for Q̃ISO+(�, S)

as given in Theorem 3.4.2.

The following proposition and the next theorem indicates the computational
scheme as well as the notations that we are going to follow.

Proposition 8.1.2 1. The coaction α of QISO+(�, S) on C∗(�) satisfies

α(λγ) =
∑

γ′∈�:l(γ)=l(γ′)

λγ′ ⊗ qγ′,γ, γ ∈ �. (8.1.2)

for some elements {qγ′,γ ∈ QISO+(�, S) : γ, γ′ ∈ �}.
2.

qγ′−1,γ = q∗
γ′,γ−1 ∀ γ, γ′ ∈ �, with l(γ) = l(γ′). (8.1.3)

3. The matrices ((qt,s))t,s∈S and ((q∗
t,s))t,s∈S are unitaries in Mcard(S)(QISO+

(�, S)).

http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
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4. Q̃ISO+(�, S) is the free product of QISO+(�, S) with C(T).

Proof The first assertion follows from Corollary3.4.5. Next, the condition
(α(λγ))

∗ = α(λγ
∗) = α(λγ−1) implies that

∑
γ′∈�:l(γ′)=l(γ) λγ′−1 ⊗ q∗

γ′,γ =∑
γ′∈S:l(γ′)=l(γ−1) λγ′ ⊗ qγ′,γ−1 . This leads to 2. The third claim follows from the

fact that α preserves the trace τ . Indeed, we observe that for s, t ∈ S, and writing
Q := QISO+(�, S):

δs,t ⊗ 1Q = δs−1t,e ⊗ 1Q
= τ (λs−1t ) ⊗ 1Q = (τ ⊗ idQ)(α(λs−1t ))

= (τ ⊗ idQ)(α(λs)
∗α(λt )) = (τ ⊗ id)

((∑
s ′∈S λs ′ ⊗ qs ′,s

)∗(∑
t ′∈S λt ′ ⊗ qt ′,t

))

= ∑
s ′,t ′∈S τ (λs ′−1t ′)q∗

s ′,sqt ′,t = ∑
s ′∈S q

∗
s ′,sqs ′,t .

3. follows by combining this observation with an analogous computation starting
from τ (λst−1).

We note that the matrix ((qt,s))t,s∈S is a fundamental unitary corepresentation

of QISO+(�, S). If q is as in (8.1.1), the unitary Ũ ∈ M(K (H) ⊗ Q̃ISO+(�, S))

implementing the coaction of QISO+(�, S) is determined by the conditions

Ũ (δe ⊗ 1
˜QISO+(�,S)

) = δe ⊗ q, (8.1.4)

Ũ (δγ ⊗ 1
˜QISO+(�,S)

) =
∑

γ′∈�, l(γ′)=l(γ)

δγ′ ⊗ qγ′,γq, γ ∈ �. (8.1.5)

Thus, 4. follows from Remark 8.1.1 combined with Corollary 3.4.5. �

Theorem 8.1.3 Let�, S and {qt,s : s, t ∈ S} be as above and letO�,S be the category
with objects (S, ((bts))s,t∈S)whereS is a unital C∗ algebra generated by the elements
of the matrix ((bst ))s,t∈S satisfying the following conditions:

a. The matrices ((bt,s))t,s∈S and ((b∗
t,s))t,s∈S are unitaries in Mcard(S)(S).

b. There exists a ∗-homomorphism αS : C[�] → C[�] ⊗ S such that for all s in
S, αS(λs) = ∑

t∈S λt ⊗ bts .

Then (QISO+(�, S), ((qts))s,t∈S) is the universal object in the category O�,S.

Proof Let us denote the cardinality of the set S by k.
Clearly, there is a universal C∗ algebra, say S0, with generators {q0

ts : s, t ∈ S}
satisfying the conditions a. and b., which is in fact a quotient of the quantum group
Au,k(I )bya closed two-sided ideal.ByProposition8.1.2, (QISO+(�, S), ((qts))s,t∈S)
is an object in the category O�,S and hence we get a surjective C∗ homomorphism
from S0 to QISO+(�, S) which sends q0

ts to qts .
We want a C∗ homomorphism in the converse direction. Following the line of

arguments in the proof of Theorem3.1.7 and using the universality of S0, we get a
coproduct, say �S0 on S0 given by

�S0(q
0
ts) =

∑

w∈S
q0
tw ⊗ q0

ws,

http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
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and it can also be shown that (S0,�S0) is a compact quantum group. In fact, it is a
quantum subgroup of Au,k(I ) in the obvious way, and there is a norm bounded counit
ε on S0 satisfying ε(q0

s,t ) = δs,t . Moreover, it is easy to see that (id ⊗ ε)αS0(a) = a
for all a in C[�].

Now we observe that (C∗
r (�),��) is an object inO�,S and so there is a surjective

unital C∗ homomorphism π from S0 to C∗
r (�) which maps q0

t,s to λsδs,t . It can be
easily seen that this map is a CQGmorphism and therefore (C∗

r (�),��) is naturally
identified with a quantum subgroup of (S0,�S0).

Let us consider the positive linear normalized functionalφ onC[�] defined byφ =
(τ ⊗ h)αS0 . Then it is easy to see thatφ is preserved byαS0 . Thus,�� = (id ⊗ π)αS0

also preserves the functional φ. In other words, φ is a �-invariant normalized linear
functional on C[�] and thus coincides with τ . Thus, αS0 preserves τ and hence
extends to a τ preserving homomorphism from C∗

r (�) to C∗
r (�) ⊗ S0. From the

above discussion, it becomes clear that α is a coaction on C∗
r (�) by the quantum

group S0. Moreover, by Lemma 1.3.4, we have a unitary corepresentation α̃S0 of S0

on l2(�).
Lastly, we claim that the coaction αS0 commutes with the operator D̂� as intro-

duced in Sect. 3.4. To this end, we define V0 = C1C∗
r (�), Vn = Span{λγ : l(γ) = n}

and Wn = Span{Vk : 0 ≤ k ≤ n}. It can be easily seen that we have an orthog-
onal decomposition (w.r.t. τ ) Wn+1 = Wn ⊕ Vn+1. Clearly, αS0 keeps V0 and V1

invariant, and consequently, by the homomorphic property of αS0 and the inequal-
ity l(γγ′) ≤ l(γ) + l(γ′),αS0 keeps each of the subspaces Wn invariant. Thus,
α̃S0(Wn) ⊆ Wn ⊗ S0 for all n and since α̃S0 is a unitary corepresentation, we deduce
that α̃S0 keeps Wn+1 ∩ W⊥

n = Vn invariant. This proves the claim.
Combining the arguments above,we conclude that (S0,αS0) is an object of the cat-

egory Ĉ of Corollary3.4.5. This gives us the required morphism from QISO+(�, S)

to S0 which will be the inverse of the morphism from S0 to QISO+(�, S) mentioned
before. This finishes the proof. �

8.2 The Case of Finitely Generated Abelian Groups

We start this section with the cases of the groups Z and Zn := Z/nZ
. All these

quantum isometry groups turn out to be classical with the only exception of Z/4Z
.

We recall that a similar phenomenon was earlier observed for quantum symmetry
groups of n-gons in [11]. The section ends with the discussion on the general case
of finitely generated abelian groups.

8.2.1 Computation for the Groups Zn and Z

To begin with, a straightforward calculation based on the approach described in the
last section shows that QISO+(Z2, {1}) is isomorphic (as a compact quantum group)

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
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to C∗(Z2) (so to C
2 as a C∗-algebra). The next simplest possible cases fitting in the

framework described in the previous section are those of � = Zn , n ≥ 3 and � = Z.

Theorem 8.2.1 Let n ∈ N \ {1, 2, 4} and consider � = Zn with the standard sym-
metric generating set S = {1, n − 1} (n ≥ 3). Then QISO+(Zn, S) is isomorphic to
C∗(Zn) ⊕ C∗(Zn) as a C∗-algebra. Its coaction on C∗(Zn) is given by the formula

α(λ1) = λ1 ⊗ A + λn−1 ⊗ B,

where A and B are identified respectively with λ1 ⊕ 0, 0 ⊕ λ1 ∈ C∗(Zn) ⊕ C∗(Zn).

The coproduct of QISO+(Zn, S) is determined by the condition that

(
A B
B∗ A∗

)
is

the fundamental corepresentation.

Proof We begin by observing that C∗(Zn) ⊕ C∗(Zn) with the coaction given above
is an object of the category Ĉ of Corollary 3.4.5. Thus, C∗(Zn) ⊕ C∗(Zn) is a sub-
object of QISO+(Zn, S) in that category.

Now we prove the other direction. The coaction of QISO+(Zn, S) on C∗(Zn) is
determined by the formula

α(λ1) = λ1 ⊗ A + λn−1 ⊗ B, (8.2.1)

where A, B are some elements in QISO+(Zn, S). Due to the fact that λn−1 = λ∗
1 and

α is ∗-preserving, we must have

α(λn−1) = λ1 ⊗ B∗ + λn−1 ⊗ A∗. (8.2.2)

It follows from the discussion in the previous section that the matrix

(
A B
B∗ A∗

)
is

the fundamental corepresentation of QISO+(Zn, S) and so in particular it is a unitary
in M2(QISO+(Zn, S)). Thus AB + BA = 0 and both A and B are normal. We have
then

α(λ2) = λ2 ⊗ A2 + λn−2 ⊗ B2. (8.2.3)

Let n = 3. Then the comparison of (8.2.2) and (8.2.3) yields

A2 = A∗, B2 = B∗,

so that the unitarity of the fundamental corepresentation yields A3 + B3 = 1. Further

α(λ0) = α(λ1)α(λ2) = λ0 ⊗ (AA∗ + BB∗) + λ1 ⊗ BA∗ + λ2 ⊗ AB∗.

As α commutes with D�, this implies AB∗ = BA∗ = 0. We claim that A3 is a
projection. Indeed,

(A3)2 = A3(1 − B3) = A3 − A3B∗B = A3.

http://dx.doi.org/10.1007/978-81-322-3667-2_3
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Moreover, (A3)
∗ = (A2)

3 = A3. Similarly we show that B3 is a projection. Finally,
AB = A(B2)

∗ = 0.Hence, BA = −AB = 0, so that A and B generate ‘orthogonal’
copies of C∗(Z3).

Let then n > 4. Then by formulae (8.2.1) and (8.2.3) we have

α(λ3) = α(λ2)α(λ1) = λ3 ⊗ A3 + λn+1 ⊗ A2B + λn−1 ⊗ B2A + λn−3 ⊗ B3.

This means that A2B = B2A = 0. As a consequence, for all k = 1, 2, . . . , n − 1 we
have

α(λk) = λk ⊗ Ak + λn−k ⊗ Bk . (8.2.4)

Indeed, the cases k = 1, 2 are covered by formulas (8.2.1) and (8.2.3) and the induc-
tive reasoning for k ≥ 2 gives

α(λk+1) = α(λk)α(λ1) = (λk ⊗ Ak + λn−k ⊗ Bk)(λ1 ⊗ A + λn−1 ⊗ B)

= λk+1 ⊗ Ak+1 + λn−k−1 ⊗ Bk+1,

so that (8.2.4) follows.Combining it (in the case of k = n − 1)with (8.2.2)we see that
An−1 = A∗, Bn−1 = B∗ and further A∗B = An−1B = An−3A2B = 0. This together
with the equation A∗B + BA∗ = 0 which follows from the unitarity condition for
the fundamental corepresentation implies that BA∗ = 0. Hence, A∗ commutes with
B and as A and B are normal, A∗ commutes with B∗ too, so that and AB + BA = 0
implies AB = BA = 0. Thus again A and B are “partial unitaries” satisfying the
conditions An−1 = A∗, Bn−1 = B∗ with orthogonal ranges summing up to 1, which
completes the proof. �

Theorem8.2.1 specifically excluded n = 4. Curiously, the quantum group of ori-
entation preserving isometries QISO+(Z4, S) (for S = {1, 3}) is a noncommutative
C∗-algebra.

Theorem 8.2.2 ([10, 12, 13]) As a C∗ algebra, the quantum isometry group
QISO+(Z4, S) is isomorphic with the universal C∗-algebra generated by two normal
elements A, B satisfying the following relations:

AB + BA = AB∗ + BA∗ = A∗B + BA∗ = 0, A2 + B2 = (A∗)2 + (B∗)2,

A2B + B3 = B∗, B2A + A3 = A∗, A4 + B4 + 2A2B2 = 1, AA∗ + BB∗ = 1.

The coaction of QISO+(Z4, S) on C∗(Z4) is given by the formula

α(λ1) = λ1 ⊗ A + λ3 ⊗ B.
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The coproduct ofQISO+(Z4, S) can be read out from the condition that

(
A B
B∗ A∗

)
is

the fundamental corepresentation. TheC∗-algebraQISO+(Z4, S) is not commutative
and is isomorphic to C∗(D∞ × Z2) as a C∗ algebra and to Z2 �∗ Z2 as a quantum
group. Here, D∞ denotes the infinite dihedral group.

Proof The description of the algebra in terms of generators and relations follow
exactly as in the previous computations. The identifications with C∗(D∞ × Z2) and
Z2 �∗ Z2 were made in [12, 13], respectively. �

Remark 8.2.3 Already in this simple case we can see that if one chooses a non-
minimal generating set in �, the resulting quantum isometry group will be different.
In particular if we put S′ = {1, 2, 3}, the quantum group QISO+(Z4, S′) is not iso-
morphic to the one obtained in the theorem above. This can be shown by analyzing
the quotients of the QISO+(Z4, S) and QISO+(Z4, S′) by respective commutator
ideals and checking that in the first case one obtains the algebra C(S2 × S2) and in
the second the algebra C(S4).

Consider now � = Z with the standard symmetric generating set S = {1,−1}.
Theorem 8.2.5 describes the quantum isometry group QISO+(Z, S), the proof of
which needs the following Lemma.

Lemma 8.2.4 Let α be a faithful, smooth coaction of a compact quantum group
(Q,�) on C(S1) defined by α(z) = z ⊗ A + z ⊗ B. Then Q is a commutative C∗
algebra.

Proof By the assumption of faithfulness, it is clear that Q is generated (as a unital
C∗ algebra) by A and B. Moreover, recall that smoothness in particular means that
A and B must belong to the algebra Q0 spanned by matrix elements of irreducible
corepresentations of Q. Since zz = zz = 1 and α is a ∗-homomorphism, we have
α(z)α(z) = α(z)α(z) = 1 ⊗ 1.

Comparing coefficients of z2, z2 and1 inbothhand sides of the relationα(z)α(z) =
1 ⊗ 1, we get

AB∗ = BA∗ = 0, AA∗ + BB∗ = 1. (8.2.5)

Similarly, α(z)α(z) = 1 ⊗ 1 gives

B∗A = A∗B = 0, A∗A + B∗B = 1. (8.2.6)

Let U = A + B, P = A∗A, Q = AA∗. Then it follows from (8.2.5) and (8.2.6)
that U is a unitary and P is a projection since P is self-adjoint and

P2 = A∗AA∗A = A∗A(1 − B∗B) = A∗A − A∗AB∗B = A∗A = P.



8.2 The Case of Finitely Generated Abelian Groups 187

Moreover,

U P

= (A + B)A∗A = AA∗A + BA∗A = AA∗A
(since BA∗ = 0 from (8.2.5))

= A(1 − B∗B) = A − AB∗B = A.

Thus, A = U P , B = U −U P = U (1 − P) ≡ U P⊥, so Q = C∗(A, B) =
C∗(U, P).

We can rewrite the coaction α as follows:

α(z) = z ⊗U P + z ⊗U P⊥.

The coproduct � can easily be calculated from the requirement (id ⊗ �)α =
(α ⊗ id)α, and it is given by:

�(U P) = U P ⊗U P + P⊥U−1 ⊗U P⊥, (8.2.7)

�(U P⊥) = U P⊥ ⊗U P + PU−1 ⊗U P⊥. (8.2.8)

From this, we get

�(U ) = U ⊗U P +U−1 ⊗U P⊥, (8.2.9)

�(P) = �(U−1)�(U P) = P ⊗ P +U P⊥U−1 ⊗ P⊥. (8.2.10)

It can be checked that � given by the above expression is coassociative.
Let h denote the right-invariant Haar state onQ. By the general theory of compact

quantum groups, h must be faithful on Q0. We have (by right-invariance of h):

(id ⊗ h)(P ⊗ P +U P⊥U−1 ⊗ P⊥) = h(P)1.

That is, we have
h(P⊥)U P⊥U−1 = h(P)P⊥. (8.2.11)

Since P is a positive element inQ0 and h is faithful onQ0, h(P) = 0 if and only
if P = 0. Similarly, h(P⊥) = 0, that is h(P) = 1, if and only if P = 1. However,
if P is either 0 or 1, clearly Q = C∗(U, P) = C∗(U ), which is commutative. On
the other hand, if we assume that P is not a trivial projection, then h(P) is strictly
between 0 and 1, and we have from (8.2.11)
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U P⊥U−1 = h(P)

1 − h(P)
P⊥.

Since bothU P⊥U−1 and P⊥ are nontrivial projections, they can be scalar multi-
ples of each other if and only if they are equal, so we conclude thatU P⊥U−1 = P⊥,
that is U commutes with P⊥, hence with P , and Q is commutative. �

Theorem 8.2.5 The quantum group QISO+(Z, S) is isomorphic to the (commuta-
tive) compact quantum group C(T � Z2). Its coaction on C∗(Z) ∼= C(T) is given by
the standard (isometric) action of the group T � Z2 on T.

Proof Let the coaction of QISO+(Z, S) on C∗(Z) be determined by the formula

α(λ1) = λ1 ⊗ A + λ−1 ⊗ B,

where A, B ∈ QISO+(Z, S). Via the canonical identification of C∗(Z) with C(T)

the coaction can be written as

α(z) = z ⊗ A + z ⊗ B. (8.2.12)

Moreover, it is easy to see that the conditions for the coaction on C∗(Z) to commute
with the operator D̂� constructed from the length function are exactly the same as
the conditions for the coaction on C(T) to commute with the standard Laplacian on
C(T). Thus QISO+(Z, S) ∼= QISOL(C(T)) where QISOL is as in Sect. 3.1.

But the isometric coaction of QISOL(T) satisfies the conditions of Lemma 8.2.4
and hence QISOL(T) ∼= C(ISO(T)) ∼= C(T � Z2). �

Remark 8.2.6 Since the quantum group of orientation preserving isometries of
C(T)(w.r.t the classical Dirac operator) is a quantum subgroup of QISOL(C(T))

by Theorem3.2.11, it follows from the above discussion that the quantum group of
orientation preserving isometries is commutative as aC∗ algebra and hence coincides
with C(T).

It may seem surprising that the QISO+(Z, S) is strictly bigger than the quantum
group of orientation preserving isometries of C(T). This is due to the fact that the
Dirac operator coming from the length function on Z has (in the L2(T)-picture) a
spectral decomposition of the form

∑
n∈Z

|n|zn and its eigenspaces coincide with
those of the classical Laplacian, and not the usual Dirac operator on L2(T).

8.2.2 Results for the General Case

In this subsection,we identify (without proof) the quantum isometry groups of almost
all finitely generated discrete groups. For a finitely generated discrete group � and a

http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
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generating set S as before, we denote the universal object in the category of all com-
pact quantumgroups of the formC(G), whereG is a (classical) compact group coact-
ing isometrically on the spectral triple (C[�], l2(�), D�) by the symbol C(ISO(�)).
Thus, the quantum isometry group of � is commutative as a C∗ algebra if and only
if it is isomorphic with C(ISO(�)).

If � = �1 × · · · × �n, with �i s to be either Zn or Z, the generating set S of �

with which we will work is given by S = ∪i S′
i where S′

i = (0, 0, . . . Si . . .) and Si
equals {1, n1} for Zn and {1,−1} for Z. Having fixed this generating set S, we will
write QISO+(�) for the quantum isometry group of �. Then we have the following
result.

Proposition 8.2.7 For �,�i S, Si as above, QISO+(�1) ⊗max · · · ⊗max QISO+(�n)

is a quantum subgroup of QISO+(�).

The following result computes C(ISO(Zn × Zn × · · Zn)).

Proposition 8.2.8 ([14]) Let � = (Zn × Zn × · · Zn)︸ ︷︷ ︸
k copies

and Sk be the group of permu-

tation of k elements. We have:
1. If n = 2 then we have C(ISO(�)) ∼= C((Ẑ2 × Ẑ2 × · · Ẑ2)︸ ︷︷ ︸

k copies

�Sk).

2. If n �= 2, 4 then C(ISO(�)) ∼= C((Ẑn × Ẑn × · · Ẑn)︸ ︷︷ ︸
k copies

�(Zk
2 � Sk)).

Next, we state the following result, the n = 2 case of which was proved in [13]
and the rest of the cases were dealt in [14].

Theorem 8.2.9 If � = Zn × Zn · · · × Zn, where n = ∞ is allowed but n �= 2, 4,
then QISO+(�) ∼= C(ISO(�)). If n = 2, then QISO+(�) ∼= O−1

n .

Here, O−1
n (see [15] and references therein) is the quantum subgroup of Ao(n)

defined by the ideal generated by the following relations:
1. ui j uik = −uikui j , u ji uki = −ukiu ji for i �= j,
2. ui j ukl = uklui j for i �= k, j �= l.

Remark 8.2.10 It easily follows from Theorem8.2.2 and Proposition8.2.7 that
QISO+(Z4 × Z4 · · · Z4) is noncommutative as aC∗ algebra. To the best of our knowl-
edge, apart from the case of QISO+(Z4), the structures of these quantum groups have
not been understood.

More generally, we have the following result.

Theorem 8.2.11 ([14])
Let � = �1 × �2 · · · × �l where �i = (Zni × Zni · · × Zni )︸ ︷︷ ︸

ki copies

and ni = ∞

is allowed. Also assume that n1 �= n2 �= ·· �= nl and at most one ni is 2 or 4.
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If none of the ni s equal 4, then QISO+(�) ∼= C(ISO (Zn1 × Zn1 · · × Zn1)︸ ︷︷ ︸
k1 copies

)

⊗C(ISO (Zn2 × Zn2 · · × Zn2)︸ ︷︷ ︸
k2 copies

) ⊗ · · ⊗C(ISO (Znl × Znl · · × Znl )︸ ︷︷ ︸
kl copies

).

If one of the ni equals 4, then QISO+(�) is noncommutative and isomorphic to
QISO+(�1)⊗maxQISO+(�2)⊗max · · · ⊗maxQISO+(�l).

As a corollary to the above results, the following necessary and sufficient condi-
tions for the quantum isometry group to be commutative (as a C∗ algebra) follows.

Corollary 8.2.12 ([14])Let� beafinitely generatedabeliangroup. ThenQISO+(�)

is commutative if and only if � is of the form

(Zn1 × Zn1 · · × Zn1)︸ ︷︷ ︸
k1 copies

× (Zn2 × Zn2 · · × Zn2)︸ ︷︷ ︸
k2 copies

× · · · × (Znl × Znl · · × Znl )︸ ︷︷ ︸
kl copies

,

where ni �= 4 for all i and if n j = 2 for some j , then k j must be 1.

8.3 The Case of Free Products of Groups

If � = �1 ∗ · · · ∗ �n, with �i to be either Zn or Z, the generating set S of � with
which we will work is given by S = ∪i S′

i where S
′
i is as in Sect. 8.2.2. As before, we

will write QISO+(�) for the quantum isometry group of � without mentioning the
generating set S explicitly. Moreover, we will denote the free group on n-generators
by the symbol Fn .

8.3.1 Some Quantum Groups

Before going to the main results, we need to introduce the free wreath product by the
quantum permutation group As(n) as well as some other quantum groups appearing
in [12, 13, 16].

In [17], Bichon defined the notion of the free wreath product.

Definition 8.3.1 ([17]) Let S be a compact quantum group and n > 1. The free
wreath product of S by the quantum permutation group As(n) is the quotient of
S∗n ∗ As(n) by the closed two-sided ideal generated by the elements

νk(a)tki − tkiνk(a), 1 ≤ i, k ≤ N , a ∈ S,
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where ((ti j )) is the matrix coefficients of the quantum permutation group As(n) and
νk(a) denotes the natural image of a ∈ S in the k-th factor of S∗n . This is denoted
by S �∗ As(n).

The comultiplication satisfies the following rules:

�(νi (a)) =
n∑

k=1

νi (a(1))tik ⊗ νk(a(2)),

where we have used the Sweedler convention of writing �(a) = a(1) ⊗ a(2).

Next, we define the two parameter family H+(p, q) discovered in [16]. There is
a natural fundamental 2p + q dimensional corepresentation of H+(p, q). Thus, in
[16], Banica and Skalski are led to make the following notations and conventions:
for a (2p + q) × (2p + q)matrix, they denote the indices for the p-part by pairs iα,
where i ∈ {0, 1} and α ∈ {1, 2, . . . , p} and to the q-part by letters running from 1 to
q. They write

τp = {iα : i ∈ {0, 1},α ∈ {1, 2, · · · p}}, τp,q = τp ∪ {1, 2, · · · q}.

They also use the notation · : 0 = 1, 1 = 0.Moreover, z = iα if z = iα ∈ τp, z = M
if z = M ∈ {1, 2, · · · q}.

Then the quantum group H+(p, q) is defined as follows:

Definition 8.3.2 ([16]) H+(p, q) is the quantum subgroup of Au(2p + q) with a
fundamental corepresentation U with entries Uz,y : z, y ∈ τp,q such that Uz,y are all
partial isometries and for all iα, jβ ∈ τp, M, N ∈ {1, 2, · · · q}, we have

U ∗
iα, jβ = Uiα, jβ,U ∗

iα,N = Uiα,N ,

U ∗
M, jβ = UM, jβ, U ∗

M,N = UM,N .

Associated to H+(p, q) are the following quantum groups:

Definition 8.3.3 ([13, 16])
K+

n is the quantum subgroup of H+(n, 0) defined by the additional condition that
each Ui j is a normal, partial isometry. H+

s (n, 0) is the quantum subgroup of K+
n

satisfying the extra condition U ∗
i j = Us−1

i j .

Definition 8.3.4 ([12]) Let u = ((ui j )) denote the defining corepresentation of the
quantum group Ao(n). Then H+

n is the quantum subgroup of Ao(n) defined by the
relations ui j uik = 0, u ji uki = 0 ∀i, j, k with j �= k.

In [18], it was shown that H+
n

∼= C∗(Z2) �∗ As(n). A similar description of the
quantumgroups H+

s (n, 0) and K+
n were obtained byMandal in [19] and is the content

of Theorem8.3.9.
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At this point, we want to remind the reader that we are following the convention
mentioned in Remark 1.2.14. Thus, our As(n), H+(p, q) etc., correspond to the
notations C(S+

n ), C(H+(p, q)) in [16] and other papers.

8.3.2 Results for the Free Groups Fn

The description of QISO+(F2) in terms of generators and relations were derived in
[10]. Subsequently, the following description of the quantum isometry group for the
general case was derived in [16]. In fact, the free group case led to the discovery of
new two parameter family of compact quantum groups H+

s (p, q) in the same paper.

Theorem 8.3.5 ([16])
QISO+(Fn) ∼= H+(n, 0).

8.3.3 Quantum Isometry Groups of Free Product of Finite
Cyclic Groups

As a follow up of [16], Banica and Skalski studied quantum isometry groups of duals
of free product of cyclic groups for several cases in [12]. They showed the following:

Theorem 8.3.6 ([12])

QISO+(Z2 ∗ Z2 · · · ∗Z2)︸ ︷︷ ︸
n copies

∼= H+
n ,

For s �= 2, 4, QISO+(Zs ∗ Zs · · · ∗Zs)︸ ︷︷ ︸
n copies

∼= H+
s (n, 0).

It is a natural question whether one can prove an analogue of Theorem 8.2.11 for
the free product case. The next result is the first step in this direction. In [12], Banica
and Skalski showed that QISO+(Z2 ∗ Z2 · · · ∗ Z2)︸ ︷︷ ︸

n copies

is the wreath product (Sect. 8.2,

[17]) of QISO+(Z2) by the quantum permutation group As(n) introduced in Chap.1.
This was generalized by Mandal in [19].

Theorem 8.3.7 ([12, 19])

QISO+(Zs ∗ Zs · · · ∗ Zs)︸ ︷︷ ︸
n copies

∼= QISO+(Zs) �∗ As(n).

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1


8.3 The Case of Free Products of Groups 193

The structure of the quantum isometry groups of almost all free products of the
above form is given by the following:

Theorem 8.3.8 ([14])Let�i = (Zni ∗ Zni · · ∗ Zni )︸ ︷︷ ︸
ki copies

for i = 1, 2, . . . l,and� = �1 ∗

�2 ∗ · · ·�l , where n1 �= n2 �= ·· �= nl and n1 �= 2. Then QISO+(�) =
QISO+(�1) · · ·QISO+(�l).

As a by-product of the proof of Theorem8.3.7, new characterizations of the quan-
tum groups K+

n and H+
s (n, 0) were obtained in [19].

Theorem 8.3.9 For s > 2, we have

H+
s (n, 0) ∼= C∗(Zs) ⊕ C∗(Zs) �∗ As(n), K+

n
∼= C∗(Z) ⊕ C∗(Z) �∗ As(n).

Here, the quantum group structures on C∗(Zs) ⊕ C∗(Zs) and C∗(Z) ⊕ C∗(Z)

are the ones obtained on the doublings of a CQG (corresponding to the involution
λa → λa−1 ) to be defined in the next section.

Corollary 8.3.10 Using Theorems8.3.7,8.3.9 and the results of [18], we can con-
clude that for every finite s,

QISO+(Zs ∗ Zs · · · ∗ Zs)︸ ︷︷ ︸
n copies

∼= QISO+(Zs) �∗ As(n).

Remark 8.3.11 If we consider � = Zn ∗ Zn where n is finite, then QISO+(�) is a
doubling of the quantum group QISO+(Zn) � QISO+(Zn). In particular for n = 2,
QISO+(�) becomes doubling of the group algebra as QISO+(Z2) ∼= (C∗(Z2),�Z2)

and C∗(Z2) � C∗(Z2) ∼= C∗(Z2 ∗ Z2).

8.4 Quantum Isometry Groups as Doublings

We discuss the doubling procedure of the group algebra following [20, 21]. Let
(S,�) be a CQG with a CQG-automorphism θ such that θ2 = id. The doubling of
this CQG with respect to θ, denoted by (Dθ(S), �̃), is given by Dθ(S) := S ⊕ S as
a C∗-algebra, and the coproduct is defined by the following formulas:

�̃ ◦ ξ = (ξ ⊗ ξ + η ⊗ [η ◦ θ]) ◦ �,

�̃ ◦ η = (ξ ⊗ η + η ⊗ [ξ ◦ θ]) ◦ �,

where a belongs toS andwe have denoted the injections ofS onto the first and second
component in Dθ(S) by ξ and η, respectively, i.e., ξ(a) = (a, 0), η(a) = (0, a).
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Example 8.4.1 ([20]) Let us consider the group � = Sn with the generating set as
the nearest neighbor transpositions, i.e., {s1, s2, · · · sn−1}, where si = (i, i + 1). Let
θ denote the automorphism ofC∗(Sn) defined by θ(λsi ) = λsn−i .ThenDθ(C∗(Sn)) =
C∗(Sn) ⊕ C∗(Sn) as aC∗ algebra with the comultiplication is given by the following
formula:

�(σi ) = σi ⊗ σi + τi ⊗ τn−i ,�(τi ) = σi ⊗ τi + τi ⊗ σn−i ,

whereσi = τi = si andwe have used the symbolsλσi andλτi to denote the generating
sets of the first and second copy of C∗(Sn) inside C∗(Sn) ⊕ C∗(Sn), respectively.

In the next two subsections, we present the results on computations of the quantum
isometry groups of the symmetric group Sn. This was done in the case of S3 in [10]
where the computations for two different generating sets were performed. In both
cases, the C∗ algebra of the quantum isometry group was shown to be C∗(S3) ⊕
C∗(S3). Dalecki and Soltan [20] later showed that the two quantum isometry groups
are actually non-isomorphic as compact quantum groups. Moreover, they proved
that when the generators are chosen to be nearest neighbor transpositions (i.e., as
in Example8.4.1), the quantum isometry group of Sn is isomorphic to Dθ(Sn) of
Example8.4.1, thus generalizing one of the results of [10] to all n.

Before going to the case of � = Sn , let us mention the examples of some other
groups forwhich their quantum isometry group is a doubling of the group algebra. For
the details, we refer to the respective papers. From Theorem8.2.1, it follows that for
all n �= 4,QISO+(Zn) is the doubling ofC∗(Zn) corresponding to the automorphism
λγ �→ λγ−1 . However, QISO+(Z4) is not a doubling since by Theorem8.2.2, the C∗
algebra of QISO+(Z4) is not commutative. The dihedral groups D2(2n+1) and D2n

for two different generating sets were dealt in [22] and [14]. The case of Baumslag–
Solitar groups, Coxeter groups were dealt in [14].Moreover, if� is a group generated
by two elements a and b so that a2 = b3 = e, then the quantum isometry group is
a doubling in the following three cases: (ab)3 = e, (ab)4 = e, (ab)5 = e. This is
also done in [14]. In [19], the class of examples was enlarged to include the groups
Z9 � Z3, (Z2 ∗ Z2) × Z2 and the Lamplighter group. In the same paper, it was also
shown that the quantum isometry group for the braid group is a double of a double
of the group algebra.

8.4.1 Result for a Generating Set of Transpositions

Let si ,σi and τi be as above. If (�, S) = (Sn, s1, · · · sn−1}, then Dalecki and Soltan
proved the following theorem.

Theorem 8.4.2 ([20])
QISO+(Sn, S) ∼= Dθ(Sn) and the coaction α1 is given by

α1(λsi ) = λsi ⊗ λσi + λsn−i ⊗ λτn−i .
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We present the proof only for the case n = 3 given in [10] and refer to [20] for the
general case. In the case of S3, the generating set S is given by {s1, s2}. Then s1 and
s2 satisfy the relations s21 = s22 = e and s2s1s2 = s1s2s1,where e as usual denotes the
identity element of the group.

Let α be the coaction of QISO+(S3, S) on C∗(S3). As explained before, there
exist elements A, B,C, D in QISO+(S3, S) such that

α(λs1) = λs1 ⊗ A + λs2 ⊗ B, α(λs2) = λs1 ⊗ C + λs2 ⊗ D. (8.4.1)

Now we derive some relations among A, B,C, D which follow from the fact that
α is a ∗-homomorphism and that it commutes with the operator D� associated to the
generating set S.

Lemma 8.4.3 Let A, B,C, D be the elements of QISO+(S3, S) determined by the
formula (8.4.1) for the coaction of QISO+(S3, S) on C∗(S3). Then the following
hold:

A2 + B2 = 1, (8.4.2)

AB = 0, (8.4.3)

BA = 0, (8.4.4)

C2 + D2 = 1, (8.4.5)

CD = 0, (8.4.6)

DC = 0, (8.4.7)

AC + BD = 0, (8.4.8)

CA + DB = 0, (8.4.9)

DAC = CBD = 0, (8.4.10)

ADB = BCA = 0, (8.4.11)

DAD + CBC = ADA + BCB, (8.4.12)

A∗ = A, B∗ = B,C∗ = C, D∗ = D. (8.4.13)

Proof Wederive (8.4.2)–(8.4.4) from s21 = e, (8.4.5)–(8.4.7) from s22 = e, (8.4.8) and
(8.4.9) by equating the coefficients of λe in α(λs1λs2) and α(λs2λs1) to zero, (8.4.10)
and (8.4.11) by equating coefficients of λs1 and λs2 in α(λs2s1s2) and α(λs1s2s1) to
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zero, (8.4.12) from α(λs2s1s2) = α(λs1s2s1) and finally (8.4.13) from the facts that
α(λs1

∗) = (α(λs1))
∗,α(λs2

∗) = (α(λs2))
∗. �

Theorem 8.4.4 The quantum isometry group QISO+(S3, S) for the generating set
built of transpositions (S = {s, t}) is isomorphic to Dθ(S3). Its coaction on C∗(S3)
is given by the formula (8.4.1), where A, B,C, D are identified with λs1 ⊕ 0, 0 ⊕
λs2 , 0 ⊕ λs1 ,λs2 ⊕ 0 ∈ C∗(S3) ⊕ C∗(S3), respectively.

Proof It is easy to see that Dθ(S3) with the coaction given in the statement of the
theorem is a sub-object of QISO+(S3, S) in the category of quantum families of
orientation preserving quantum isometries. Let us show the converse direction.

We use the notations of Lemma 8.4.3. The commutation relations listed in that
lemma imply that (A2)

2 = AA2A = A(1 − B2)A = A2 − ABBA = A2. Thus, as
A2 is also self-adjoint, it is a projection, to be denoted by P . Similarly, B2 is a
projection. As A2 + B2 = 1, we have B2 = P⊥. Proceeding in the same way, we
obtain C2 = Q and D2 = Q⊥ for another projection Q.

Multiplying (8.4.8) by A on the left andC on the right, we obtain PQ = 0. Hence,
Q ≤ P⊥. Similarly, multiplying the same equation by B on the left and D on the
right yields P⊥Q⊥ = 0 which implies Q⊥ ≤ P . This implies that P⊥ = Q. Thus
A2 = D2 = P, B2 = C2 = P⊥.

Next, from (8.4.12) we deduce that DAD − ADA = BCB − CBC . As Ran
(DAD − −ADA) ⊆ Ran(P), Ran(BCB − −CBC) ⊆ Ran(P⊥), this implies

DAD = ADA, (8.4.14)

BCB = CBC. (8.4.15)

Now, by Corollary3.4.5 and Proposition8.1.2, the Eq. (8.4.2)–(8.4.13) together

with the unitarity of the matrix

(
A B
C D

)
(which follows from Proposition 8.1.2)

provide all the conditions necessary to ensure that C∗{A, B,C, D} is an object of
Ĉ(S3, S).

The action of the antipode κ of a compact quantum group on the matrix elements
of a finite-dimensional unitary corepresentation Uβ ≡ (uβ

pq) is given by κ(uβ
pq) =

(uβ
qp)

∗ (see [23]). Thus in our situation we have κ(A) = A∗ = A, κ(B) = C∗ =
C,κ(C) = B,κ(D) = D∗ = D.

Applying the antipode to the Eq. (8.4.3) and (8.4.6) and then taking adjoints,
we obtain the equations AC = 0 and BD = 0. Thus DAC = CBD = 0 too and
the conditions in (8.4.10) follow. We deduce the equalities (8.4.8), (8.4.9), and
(8.4.11) in a similar way. Thus, C∗{A, B,C, D} is the universal C∗-algebra gen-

erated by elements A, B,C, D such that the matrix

(
A B
C D

)
is a unitary and

the relations (8.4.2)–(8.4.7) along with (8.4.13)–(8.4.15) hold. Then it is easy to
see that C∗{A, B,C, D} ∼= C∗(S3) ⊕ C∗(S3) via the map sending A, D,C, B to

http://dx.doi.org/10.1007/978-81-322-3667-2_3
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λs1 ⊕ 0,λs2 ⊕ 0, 0 ⊕ λs1 , 0 ⊕ λs2 . The rest of the statements are easy consequences
of the proof above. �

8.4.2 The Case When S Has a Cycle

This time we consider a set of generators of S3 given by a transposition and a cycle:
S′ = {s1, s1s2, s2s1}.
Theorem 8.4.5 ([10]) QISO+(S3, S′) is isomorphic to C∗(S3) ⊕ C∗(S3) as a C∗
algebra. Its coaction on C∗(S3) is given by the formulas

α2(λs1) = λs1 ⊗ λσ1+τ1 ,α2(λs2) = λs2 ⊗ λσ2 + λs1s2s1 ⊗ λτ2 .

The coproduct �2 is given by

�2(λσ1) = λσ1 ⊗ λσ1 + λτ1 ⊗ λτ1 ,�2(λτ1) = λτ1 ⊗ λσ1 + λσ1 ⊗ λτ1 ,

�2(λσ2) = λσ2 ⊗ λσ2 + λτ1τ2τ1 ⊗ λτ2 ,�2(λτ2) = λτ2 ⊗ λσ2 + λσ1σ2σ1 ⊗ λτ2 .

In [10], it was left as an open question to decide whetherDθ(S3) of Example8.4.1
is isomorphic to (C∗(S3) ⊕ C∗(S3),�2) as compact quantum group. In [20], Dalecki
and Soltan settled this question in the negative. Thus, the quantum isometry groups
of the same group algebra but corresponding to two different sets of generators can
be indeed different as compact quantum groups.

Moreover, in the same paper, Dalecki and Soltan pointed out that only two in
the list of all 12-dimensional semisimple Hopf algebras over algebraically closed
fields of characteristic different from 2 and 3 given in [24] are noncommutative and
non-cocommutative. Since the 12-dimensional noncommutative and noncocommu-
tative Hopf algebras Dθ(S3) and (C∗(S3) ⊕ C∗(S3),�2) are non-isomorphic, they
deduced that these two quantum groups are precisely the ones mentioned in [24],
thus providing noncommutative geometric interpretations of these Hopf algebras.
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Chapter 9
An Example of Physical Interest

Abstract This chapter is devoted to the quantum isometry group of the finite geom-
etry of the Connes-Chamseddine picture of the StandardModel.We begin with some
generalities on real C∗ algebras, followed by a brief discussion in the finite noncom-
mutative space of the Connes-Chamseddine model. Then we compute the quantum
isometry group of the corresponding spectral triple and also discuss some physical
significance of our results.

This chapter deals with the noncommutative geometric approach to the particle
physics of the Standard Model. For the relevant physics background, we refer to
[1]. The idea of using noncommutative geometric paradigm to unify diffeomor-
phisms and local gauge symmetries came into light as early as 1990, in the paper [2].
The interpretation of the inner automorphism group as the gauge group appeared in
[3]. Subsequently, the Connes–Chamseddine spectral action principle appeared in
[3–5] and further studied in [6, 7]. For the definition of spectral action, we refer to
Sect. 9.6 of this chapter. The key assumption behind theConnes–Chamseddine theory
is that the four-dimensional space time can be described by a noncommutative space
given by the product of the algebra of smooth functions on a four-dimensional spin
manifold M and a finite-dimensional C∗ algebra. For the spectral standard model
presented in [8], this finite-dimensional C∗ algebra is actually a real C∗ algebra
AF = C⊕H⊕M3(C),where H denotes the quaternions. Connes and Chamseddine
associated a spectral triple (AF , HF , DF , γF , JF ), where HF is a finite-dimensional
complex Hilbert space of appropriate dimension. On M , one has the canonical spec-
tral triple (C∞(M), L2(M, S), DM , γM , JM), where L2(M, S) denotes the Hilbert
space of L2-sections on the canonical spinor bundle S on M. Then the spectral
data (C∞(M) ⊗ AF , L2(M, S) ⊗ HF , DM ⊗ I + γM ⊗ DF , γM ⊗ γF , JM ⊗ JF )

is a spectral triple on the noncommutative manifold C∞(M) ⊗ AF . In this picture,
diffeomorphisms are realized as outer automorphisms of the algebra, while inner
automorphisms correspond to the gauge transformations.

In [8, 9] (also see [10, 11]), a conceptual mechanism for selecting the particular
algebra AF aswell as theHilbert space HF and theDirac operator DF were presented.
In addition, the fermion doubling problem pointed out in [12] was taken care of. The
KO dimension (Sect. 9.2 of [13]) of (AF , HF , DF , γF , JF ) in this setting became 6,
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the need of which was already pointed out earlier in [14, 15]. Moreover, the spectral
action functional introduced in [5] was modified to accommodate an additional term.
The inner fluctuations of the Dirac operator ([13]) D �→ D + A + ε′ J AJ−1 of
the product spectral triple give rise to the gauge bosons and the Higgs field in the
following manner: the 1-forms given by commutators with the Dirac operator of M
give the gauge bosons, while the 1-forms corresponding to the Dirac operator of F
give the Higgs field. Then Connes–Chamseddine and Marcolli gave the derivation
of the full Lagrangian of the Standard Model from a certain asymptotic expansion
of the spectral action functional along with the correct gauge group. The predictions
of the Spectral Standard Model was reconciled with the experimental value of the
Higgs mass in [16] by the introducing a scalar field (also see [17]).

A Lorentzian analog of the noncommutative geometry of the standard model was
derived in [15]. Formore details andother recentworks,we refer to the books [13, 18].
The latter contains an exposition on Suijlekom and his collaborators’ works on the
noncommutative geometric approach to supersymmetric quantum chromodynamics
([19]), Yang–Mills fields ([20]), and electrodynamics ([21]). The book [18] also
contains expositions on the very recent probes into physics beyond the Standard
Model using noncommutative geometric frameworks,whichwere done bySuijlekom
and van den Broek in [22], and then by Chamseddine, Connes, and Suijlekom in
[23–25]. For supersymmetry in the spectral Standard Model, we refer to [26]. For an
exposition from a physicist’s perspective, we refer to the review [27].

The idea of using quantum group symmetries to understand the conceptual sig-
nificance of the finite geometry F is mentioned in a final remark by Connes in [28].
Some preliminary studies on the Hopf-algebra level appeared in [29–31]. In the
papers [32, 33], compact quantum group symmetries were employed to study the
spectral Standard Model of Connes and Chamseddine. While [32] deals with the
quantum isometries of the concerned spectral triple, [33] deals with quantum gauge
symmetries. In this chapter, we present the results of [32]. In Sect. 9.2, we introduce
the spectral triple on the finite-dimensional algebra AF . In Sect. 9.3, we state the
results of the computation of the quantum isometry groups for this finite geometry.
In particular, in the first part of Sect. 9.3, we begin by computing the quantum group
of orientation and real structure-preserving isometries (in the sense of Definition
3.3.5 and [34]) of the spectral triple (BF , HF , DF , γF , JF ) where BF ⊂ B(H) is the
smallest C∗-algebra over the complex field containing AF = C ⊕ H ⊕ M3(C) as
a real C∗-subalgebra. It turns out that the quantum isometry group is isomorphic to
the free product C(U (1)) ∗ Aaut(M3(C), 1

3Tr), where Aaut(Mn(C), 1
nTr) is Wang’s

quantum automorphism group of Mn(C) as in Sect. 1.3. In Sect. 9.3.2 we explain
how the result changes if we work with the real C∗ algebra AF instead of BF . Next,
we extend this quantum symmetry to the spectral triples obtained by taking a prod-
uct of the above spectral triple with the natural spectral triple over the Riemannian
spin manifold M. This gives genuine quantum group symmetries of the full Stan-
dard Model. In Sect. 9.5, we discuss the physical significance of our results. Finally,
in Sect. 9.6, we discuss how the spectral action is kept invariant by these quantum
symmetries.

http://dx.doi.org/10.1007/978-81-322-3667-2_3
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9.1 Notations and Preliminaries

In this section, we fix our notations and introduce some compact quantum groups
which will be needed to analyze the quantum isometry group for the spectral triple
of Connes–Chamseddine.

The symbol ⊗R will denote the tensor product over the real numbers. Usually,
we assume that all the algebras are unital, associative, and over C. The quotient
of an algebra A by its commutator C∗-ideal is called the abelianization of A. For
u = ((ui j )), where ui j are elements of a C∗ algebra A, we denote the matrix ((u∗

i j ))

by u.

We will use the symbol Aaut(Mn(C)) in place of Aaut(Mn(C), 1
nTr) for notational

simplicity. Throughout this section, we will be freely using the quantum groups
introduced in Sect. 1.3.2. In particular, a matrix B with entries in a unital ∗-algebra
such that both B and Bt are unitary is called a biunitary ([35]). We recall the free
quantum unitary group Au,n(I ) introduced in Sect. 1.3.2whichwewill denote simply
by Au(n). Thus, Au(n) is generated by the biunitary matrix u such that utu =
uut = In. We will also need the free orthogonal quantum group Ao(n), the half
liberated quantum groups A∗

o(n), A∗
u(n) and their projective versions as introduced

in Sect. 1.3.2.

Definition 9.1.1 Consider n copies of the CQG Au(n′) and let Qn(n′) be the amal-
gamated free product of them over PAu(n′), which is a common Woronowicz C∗-
subalgebra of all the copies of Au(n′). This is the universal C∗ algebra generated
by the entries of the matrices um, m = 1, 2, · · · n, where um is a biunitary n′ × n′
matrix satisfying the following relations:

(u∗
m)i, j (um)k,l = (u∗

m ′)i, j (um ′)k,l ∀ i, j, k, l = 1, . . . , n′, m,m ′ = 1, . . . , n .

This becomes a CQGwith the matrix coproduct:�((um)i j ) = ∑n′
k=1(um)ik ⊗ (um)k j

for all m = 1, . . . , n.

9.1.1 Generalities on Real C∗ Algebras

The C∗ algebra AF of the finite noncommutative space of the Standard Model is a
realC∗ algebra. For details on realC∗ algebras, we refer to [36]. We state some basic
facts about them in this subsection.

By a real ∗-algebra, we will mean a unital, associative, involutive algebra over
R. Associated to a real ∗-algebra A is its complexification AC = A ⊗R C. Then A
can be recovered from AC as the fixed-point subalgebra of AC with respect to an
involutive conjugate-linear real ∗-algebra automorphism σ defined by

σ(a ⊗R z) = a ⊗R z ∀ a ∈ A, z ∈ C, (9.1.1)

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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that is
A = {a ∈ AC : σ(a) = a} .

It is easy to see that the automorphisms of A are precisely those automorphisms of
AC which commute with σ (Sect. 5 of [32]). This leads to the following result.

Proposition 9.1.2 ([32]) Let A be a finite-dimensional real C∗-algebra and let G
be the automorphism group of A. Then the condition σ φ = φ σ ∀ φ ∈ Aut(AC) is
equivalent to

(σ ⊗ ∗C(G))α = ασ ,

where, for a ∈ AC and φ ∈ C(Aut(AC)), α : AC → AC ⊗ C(Aut(AC)) is defined
by α(a)(φ) = φ(a).

9.1.2 Quantum Isometries

The algebra of the spectral triple of our interest is a product spectral triple on a finite-
dimensional algebra and the classical triple on a compact Riemannian spin manifold.
More precisely, we will have to deal with the following situation in Sect. 9.4.

Lemma 9.1.3 Consider two real spectral triples (Ai ,Hi , Di , γi , Ji ), i = 1, 2,
where each Ai is unital, H2 is finite dimensional, γ2 is non-trivial (i.e., �= 1) but γ1
can be trivial (i.e.,= 1). Consider the product triple (A,H, D, γ, J ), which is given
by

A := A1 ⊗alg A2 , H := H1 ⊗ H2 , D := D1 ⊗ γ2 + 1 ⊗ D2 ,

γ := γ1 ⊗ γ2 , J := J1 ⊗ J2 .

Then the spectral triple (A,H, D, γ, J ) admits an orientation and real structure-
preserving isometric coaction by the CQG Q̃ISO+

(A2,H2, D2, γ2, J2). It is given
by adÛ where Û denotes the corepresentation 1⊗U of Q̃ISO+

(A2,H2, D2, γ2, J2)
on the product Hilbert space H1 ⊗ H2.

We refer to [32] for the proof, which is quite straightforward.
Finally, we want to attract the reader’s attention to a choice of notation. The

notations ˜QISO+
J andQISO

+
J used in this chapter are as inDefinition 3.3.5 and should

not be confused with the newly defined objects Q̃ISO+
R
and QISO+

R
of Sect. 9.3.2 in

the context of quantum isometries of real C∗-algebras.

http://dx.doi.org/10.1007/978-81-322-3667-2_3
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9.2 The Finite Noncommutative Space F

The aim of this section is to present the spectral triple (AF , HF , DF , γF , JF ) which
describes the internal space F of the Standard Model. For more details, we refer to
[13] and the references therein.

9.2.1 The Elementary Particles and the Hilbert Space
of Fermions

We define the Hilbert space HF using the notations as in [32]. HF is given by a tensor
product

HF := C
2 ⊗ C

4 ⊗ C
4 ⊗ C

n ,

where, using the notations of [13], we get

(i) the first two factors C
2 ⊗ C

4 with

C
2 = C[↑,↓] , C

4 = C[�, {qc}c=1,2,3] ,

where ↑ and ↓ denote the weak isospin up and down, � and qc denote lepton
and quark of color c, respectively. These may be combined into

C
8 = C[ν, e, {uc, dc}c=1,2,3] ,

where ν denotes “neutrino,” e the “electron,” uc and dc the quarks with weak
isospin +1/2 and −1/2 respectively and of color c. The isomorphism C

2 ⊗
C

4 → C
8 is given by the following:

↑ ⊗ � �→ ν , ↓ ⊗ � �→ e , ↑ ⊗ qc �→ uc , ↓ ⊗ qc �→ dc .

(ii) a factor
C

4 = C[pL , pR, pL , pR] ,

where the two chiralities are denoted by L and R, p denotes “particle” and p
the “antiparticle”;

(iii) a factor C
n because each particle comes in n generations. At present only 3

generations have been observed, but we choose to work with an arbitrary n ≥ 3
for the sake of generality.

Thus, we have
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νL ,k := e1 ⊗ e1 ⊗ e1 ⊗ ek , (left-handed neutrino, generationk)
νR,k := e1 ⊗ e1 ⊗ e4 ⊗ ek , (right-handed neutrino, generationk)
eL ,k := e2 ⊗ e1 ⊗ e1 ⊗ ek , (left-handed electron, generationk)
eR,k := e2 ⊗ e1 ⊗ e4 ⊗ ek , (right-handed electron, generationk)

uL ,c,k := e1 ⊗ ec+1 ⊗ e1 ⊗ ek , (left-handed up-quark, color c, generation k)
uR,c,k := e1 ⊗ ec+1 ⊗ e4 ⊗ ek , (right-handed up-quark, color c, generation k)
dL ,c,k := e2 ⊗ ec+1 ⊗ e1 ⊗ ek , (left-handed down-quark, color c, generation k)
dR,c,k := e2 ⊗ ec+1 ⊗ e4 ⊗ ek , (right-handed down-quark, color c, generation k)

where {ei , i = 1, . . . , r} is the canonical orthonormal basis of C
r , c = 1, 2, 3 and

k = 1, . . . , n.
These particles and their corresponding antiparticles form a linear basis of the

Hilbert space HF .

9.2.2 The Spectral Triple

Consider the following linear operator:

J0 := 1 ⊗ 1 ⊗

⎛

⎜⎜
⎝

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

⎞

⎟⎟
⎠ ⊗ 1 . (9.2.1)

The charge conjugation operator JF is defined as the composition of the operators
J0 and the operator on HF which acts by componentwise complex conjugation.

The grading is
γF := 1 ⊗ 1 ⊗ diag(1, 1,−1,−1) ⊗ 1 .

The Dirac operator is given by

DF := e11 ⊗ e11 ⊗

⎛

⎜⎜
⎝

0 0 0 ϒν

0 0 ϒ t
ν ϒR

0 ϒν 0 0
ϒ∗

ν ϒ∗
R 0 0

⎞

⎟⎟
⎠ + e11 ⊗ (1 − e11) ⊗

⎛

⎜⎜
⎝

0 0 0 ϒu

0 0 ϒ t
u 0

0 ϒu 0 0
ϒ∗

u 0 0 0

⎞

⎟⎟
⎠

+ e22 ⊗ e11 ⊗

⎛

⎜⎜
⎝

0 0 0 ϒe

0 0 ϒ t
e 0

0 ϒe 0 0
ϒ∗

e 0 0 0

⎞

⎟⎟
⎠ + e22 ⊗ (1 − e11) ⊗

⎛

⎜⎜
⎝

0 0 0 ϒd

0 0 ϒ t
d 0

0 ϒd 0 0
ϒ∗

d 0 0 0

⎞

⎟⎟
⎠ .

(9.2.2)

Hereϒ ∈ Mn(C), m := (m∗)t , andB(HF ) = M2(C)⊗M4(C)⊗(
M4(C)⊗Mn(C)

)

can be identifiedwithM2(C)⊗M4(C)⊗M4n(C) bywritingM4n(C) as a 4×4matrix
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with entries in Mn(C); in particular ei j ⊗ m ∈ M4(C) ⊗ Mn(C) will be the matrix
with the n × n block m in position (i, j).

Finally, the algebra AF is defined as follows:

AF := C ⊕ H ⊕ M3(C) , (9.2.3)

where H is identified with the real subalgebra of M2(C) with elements

q =
(

α β

−β α

)
(9.2.4)

for α,β ∈ C.

The element a = (λ, q,m) ∈ AF (with λ ∈ C, q ∈ H and m ∈ M3(C)) is
represented by

π(a) = q ⊗ 1 ⊗ e11 ⊗ 1 +
(
λ 0
0 λ

)
⊗ 1 ⊗ e44 ⊗ 1

+ 1 ⊗

⎛

⎜⎜
⎝

λ 0 0 0
0
0 m
0

⎞

⎟⎟
⎠ ⊗ (e22 + e33) ⊗ 1 , (9.2.5)

where m is a 3 × 3 block and {ei j }i, j=1,...,k is the canonical basis of Mk(C).

9.2.3 A Hypothesis on the ϒ Matrices

Before going to the result concerning the quantum isometry groups, we discuss some
known properties of the ϒ matrices. Moreover, since the quantum isometry group
does not change if one replaces a spectral triple with an equivalent one, one can
make some reductions about the structure of the ϒ matrices which helped in the
computation of the quantum isometry group in [32].

We know thatϒR is a symmetric matrix and the otherϒ matrices are nonnegative.
It can be seen fromSect. 17.4 of [13] that the eigenvalues ofϒ∗

x ϒx (x = e, u, d, ν, R)
are m2

x , where mx stand for the masses of the n generations of the particle x for
x = e, u, d, the Dirac masses of the neutrinos for x = ν and the Majorana masses
of neutrinos for x = R.

It follows from Theorem 1.187(3) and Lemma 1.190 of [13] that it is possible to
diagonalize one element of each of the pairs (ϒν, ϒe) and (ϒu, ϒd) modulo unitary
equivalence. Let us diagonalize ϒu and ϒe.
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Thus, we make the following hypotheses on the ϒ matrices:

• ϒu and ϒe are diagonal with strictly positive entries on the diagonal.
• ϒd andϒν are nonnegative andϒd is strictly positive. LetC be the SU (n)matrices
such thatϒd = Cδ↓C∗, where δ↓ is some nonnegative diagonal matrix.C is called
the Cabibbo–Kobayashi–Maskawa matrix, responsible for the quark mixing, cf.
Sect. 9.3 of [13]. In a similar way, we get the Pontecorvo–Maki–Nakagawa–Sakata
matrix, responsible for the neutrino mixing, to be denoted by ϒν, cf. Sect. 9.6 of
[13].

• ϒR is a symmetric matrix.
• We make further assumptions for physical reasons: we assume that ϒx and ϒy

have distinct eigenvalues ∀x, y ∈ {ν, e, u, d} with x �= y; the eigenvalues of ϒe,
ϒu , and ϒd are assumed to be nonzero and have multiplicity one.

9.3 Quantum Isometries of F

So far, we have defined the quantum isometry group for spectral triples over complex
∗-algebras. Now we want to formulate a similar notion for spectral triples over real
∗-algebras. For this, the lemma presented below will be a key step.

Lemma 9.3.1 Let A be a real ∗-algebra, with B � AC/ ker πC, where AC �
A ⊗R C denotes the complexification and πC is the ∗-representation from AC to
B(H) given by

πC(a ⊗R z) = zπ(a) , (a ∈ A , z ∈ C) . (9.3.1)

Here, we have defined the conjugation on AC by (a ⊗R z)∗ = a∗ ⊗R z. Then, given
any real spectral triple (A,H, D, γ, J ) overA, there is an associated real spectral
triple (B,H, D, γ, J ) over B.

It should be mentioned here that it is possible to have ker πC �= {0}. This happens
when πC is not faithful. For example, in the Standard Model case, AF = C ⊕ H ⊕
M3(C), (AF )C := C⊕C⊕M2(C)⊕M3(C)⊕M3(C), where the complex ∗-algebra
isomorphism Mn(C) ⊗R C → Mn(C) ⊕ Mn(C) is given by

m ⊗R z �→ (mz,mz)

and the inverse
(m,m ′) �→ m+m ′

2 ⊗R 1 + m−m ′
2i ⊗R i (9.3.2)

for all m,m ′ ∈ Mn(C), z ∈ C.
Using (9.3.1), (9.3.2), and (9.2.5) we get πC(λ,λ′, q,m,m ′) = 〈λ,λ′, q,m〉,

where
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〈λ,λ′, q,m〉 := q ⊗ 1 ⊗ e11 ⊗ 1 +
(
λ 0
0 λ′

)
⊗ 1 ⊗ e44 ⊗ 1

+ 1 ⊗

⎛

⎜⎜
⎝

λ 0 0 0
0
0 m
0

⎞

⎟⎟
⎠ ⊗ (e22 + e33) ⊗ 1 . (9.3.3)

We have BF := (AF )C/ ker πC � C ⊕ C ⊕ M2(C) ⊕ M3(C) with elements of the
form 〈λ,λ′, q,m〉. Now we will discuss quantum isometries replacing AF by BF .

It is easy to see that for the spectral triple of the internal part of the Standard
Model, the conditions (3.3.1) and ii. of Definition 3.2.1 are equivalent to

(J0 ⊗ 1)U = U (J0 ⊗ 1) ; (9.3.4a)

AdU(BF ) ⊂ BF ⊗alg Q ; (9.3.4b)

with J0 givenby (9.2.1). The equivalencebetween (3.3.1) and (9.3.4a) is an immediate
consequence of the definition of JF . The equivalence between ii. of Definition 3.2.1
and (9.3.4b) follows because the weak closure of the finite-dimensional C∗ algebra
BF coincides with itself.

The main proposition describing ˜QISO+
J will require the following result.

Lemma 9.3.2 Let Q be the universal C∗-algebra generated by unitary elements xk
(k = 0, . . . , n), the matrix entries of 3 × 3 biunitaries Tm (m = 1, . . . , n) and of an
n × n biunitary V , with relations

diag(x0x1, ..., x0xn)ϒν = ϒνdiag(x0x1, ..., x0xn) = Vϒν = ϒνV , VϒR = ϒR V ,

(9.3.5a)
∑n

m=1
CrmCsm(Tm) j,k = 0 , ∀ r �= s , ( r, s = 1, . . . , n; j, k = 1, 2, 3 ) (9.3.5b)

(T ∗
m)i, j (Tm)k,l = (T ∗

m′ )i, j (Tm′ )k,l , ∀ m,m′ , ( i, j, k, l = 1, 2, 3, m,m′ = 1, . . . , n )

(9.3.5c)

where C = ((Cr,s)) is the CKM matrix. Then Q with matrix coproduct

�(xk) = xk⊗xk , �((Tm)i j ) =
∑

l=1,2,3

(Tm)il⊗(Tm)l j , �(Vi j ) =
∑

l=1,...,n

Vil⊗Vl j ,

(9.3.6)
is a quantum subgroup of the free product

C(U (1)) ∗ C(U (1)) ∗ . . . ∗ C(U (1))︸ ︷︷ ︸
n+1

∗ Qn(3) ∗ Au(n) . (9.3.7)

TheWoronowiczC∗-ideal of (9.3.7)defining Q is determined by the relations (9.3.5a)
and (9.3.5b).

http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_3


208 9 An Example of Physical Interest

Proposition 9.3.3 The universal object ˜QISO+
J (DF ) of the category CJ is given by

the CQG in Lemma 9.3.2 with corepresentation

U = e11 ⊗ e11 ⊗ e11 ⊗
n∑

k=1

ekk ⊗ x0xk + e22 ⊗ e11 ⊗ (e11 + e44) ⊗
n∑

k=1

ekk ⊗ xk

+ e11 ⊗ e11 ⊗ e33 ⊗
n∑

k=1

ekk ⊗ x∗
k x

∗
0 + e22 ⊗ e11 ⊗ (e22 + e33) ⊗

n∑

k=1

ekk ⊗ x∗
k

+ e11 ⊗ e11 ⊗ e22 ⊗
n∑

j,k=1

e jk ⊗ (V ) jk + e11 ⊗ e11 ⊗ e44 ⊗
n∑

j,k=1

e jk ⊗ (V ) jk

+ e11 ⊗
∑

j,k=1,2,3

e j+1,k+1 ⊗ (e11 + e44) ⊗
n∑

m=1

emm ⊗ (Tm) j,k

+ e22 ⊗
∑

j,k=1,2,3

e j+1,k+1 ⊗ (e11 + e44) ⊗
n∑

m=1

emm ⊗ x∗
0 (Tm) j,k

+ e11 ⊗
∑

j,k=1,2,3

e j+1,k+1 ⊗ (e22 + e33) ⊗
n∑

m=1

emm ⊗ (Tm) j,k

+ e22 ⊗
∑

j,k=1,2,3

e j+1,k+1 ⊗ (e22 + e33) ⊗
n∑

m=1

emm ⊗ (Tm) j,k x0 . (9.3.8)

˜QISO+
J (DF ) has a trivial coaction on the two summands C of BF = C ⊕ C ⊕

M2(C) ⊕ M3(C) and the coaction on the other summands is given by

α(〈0, 0, eii , 0〉) = 〈0, 0, eii , 0〉 ⊗ 1 , (9.3.9a)

α(〈0, 0, e12, 0〉) = 〈0, 0, e12, 0〉 ⊗ x0 , (9.3.9b)

α(〈0, 0, e21, 0〉) = 〈0, 0, e21, 0〉 ⊗ x∗
0 , (9.3.9c)

α(〈0, 0, 0, ei j 〉) =
∑

k,l=1,2,3
〈0, 0, 0, ekl〉 ⊗ (T ∗

1 )i,k(T1)l, j . (9.3.9d)

Definition 9.3.4 LetQn,C (3)be thequantumsubgroupofQn(3), cf.Definition9.1.1,
defined by the relation

∑n
m=1 CrmCsm(um) j,k = 0.

Remark 9.3.5 As a C∗ algebra, Qn,C(3) is noncommutative. Moreover, Au(3) can
be identified with a quantum subgroup of Qn,C(3). To see this, let u be a 3 × 3
biunitary matrix whose entries generate Au(3) as a C∗ algebra. Then the map

(um) jk �→ u jk , ∀ m = 1, . . . , n , j, k = 1, 2, 3 ,

is a morphism of C∗-algebras as (9.3.5b) and (9.3.5c) are satisfied automatically.
Thus Au(3) is a quantum subgroup of Qn,C(3).
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The next result computes the quantum isometry group of the internal space of the
Standard Model.

Proposition 9.3.6 We have

QISO+
J (DF ) = C(U (1)) ∗ Aaut(M3(C)) .

The abelianization of the above quantum group is C(U (1) × PU (3)).

Proof We observe from (9.3.9) that x0 and (T ∗
1 )i,k(T1)l, j generate QISO+

J (DF ).

This implies that QISO+
J (DF ) can be identified with a quantum subgroup of

C(U (1))∗PAu(3) and let the corresponding surjective map fromC(U (1))∗PAu(3)
to QISO+

J (DF ) be denoted by φ. Moreover, from Remark. 9.3.5, we can identify

Au(3) as a quantum subgroup of Qn,C(3). Now, consider the map from ˜QISO+
J (DF )

ontoC(U (1))∗ Au(3)which sends x0 to itself, xi to 1 for i = 1, . . . , n, V to x01n and
(Tm) jk to u jk ∀ m = 1, . . . , n, where u jk denote the canonical generators of Au(3).
This is clearly amorphism in the categoryCJ ; hencewe getC(U (1))∗Au(3) as a sub-

object of ˜QISO+
J (DF ). Moreover, the restriction of this morphism to QISO+

J (DF ),

which identifies C(U (1)) ∗ PAu(3) with a quantum subgroup of QISO+
J (DF ), is

clearly the inverse of the morphism φ mentioned in the beginning of the proof.
Thus, QISO+

J (DF ) ∼= C(U (1)) ∗ PAu(3). As PAu(3) � Aaut(M3(C)), (cf. Defini-
tion 1.3.17 and Proposition 1.3.17) the proposition is proved. �

9.3.1 Q̃ISO
+
J in two special cases

Note that ˜QISO+
J (DF ) in general depends on the forms of ϒν , ϒR , and C . In case

when ϒν is invertible, which happens for the Dirac operator in the moduli space as
in Prop. 1.192 of [13], we have the following:

Proposition 9.3.7 If ϒν is invertible, ˜QISO+
J (DF ) ∼= Qn,C(3) ∗ E, where E is the

quotient of
C(U (1)) ∗ C(U (1)) ∗ . . . ∗ C(U (1))︸ ︷︷ ︸

n+1

by the relations

x∗
i x

∗
0 = x0x j ∀ i, j with (ϒR)i j �= 0 ,

xi = x j ∀ i, j with (ϒν)i j �= 0 .

Proof In this case, the first equation in (9.3.5a) gives V = diag(x∗
1 x

∗
0 , . . . , x

∗
n x

∗
0 );

hence the term Au(n) in (9.3.7) vanishes. Moreover, (ϒν)i j x0(xi − x j ) = 0. The
latter implies xi = x j if (ϒν)i j �= 0.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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The second equation in (9.3.5a) becomes (ϒR)i j (x∗
i x

∗
0 − x0x j ) = 0, which gives

x∗
i x

∗
0 = x0x j if (ϒR)i j �= 0. �
Next we discuss the case ϒν = 0. However, experiments suggest that such a situ-

ation cannot arise in reality. Nevertheless, it is an interesting mathematical exercise.
In literature, this is the so-called minimal Standard Model. This is described by the
following proposition.

Proposition 9.3.8 If ϒν = 0,

˜QISO+
J (DF ) ∼= C(U (1)) ∗ C(U (1)) ∗ . . . ∗ C(U (1))︸ ︷︷ ︸

n+1

∗ Qn,C(3) ∗ A′,

where A′ := Au(n)/ ∼ , Au(n) is generated by the n × n biunitary V and “∼” is
the relation VϒR = ϒRV .

We refer to [32] for the proof of the proposition.

9.3.2 Quantum Isometries for the Real C∗ Algebra AF

After computing the quantum isometry group for the spectral triple on BF , let us
now discuss the corresponding results for the real C∗ algebra AF . We mainly state
the results without proof and refer to [32] for the details.

Motivated by Proposition 9.1.2, let CJ,R be the category of compact quantum
groups coacting by orientation and real structure-preserving isometries via a unitary
corepresentation U on the spectral triple (BF , HF , DF , γF , JF ) such that there is a
coaction α on (AF )C = AF ⊗R C with α|BF = adU and

(σ ⊗ ∗)α = ασ . (9.3.10)

It is clear that CJ,R is a subcategory of CJ and for A, B ∈ CJ,R, MorCJ (A, B) =
MorCJ,R(A, B), where MorC(· , ·) denotes the set of morphisms in a category C.

In particular, any object Q (say) of the category CJ,R will satisfy the relations of
˜QISO+

J (DF ) as given in Proposition 9.3.3. In fact, we will denote the generators of
Q by the same symbols as in Proposition 9.3.3 throughout the subsection.

Theorem 9.3.9 An object Q of CJ is an object in CJ,R if and only if the generators
satisfy

(Tm) jk(Tm)∗j ′k ′(Tm) j ′′k ′′ = (Tm) j ′′k ′′(Tm)∗j ′k ′(Tm) jk (9.3.11)

for all m = 1, . . . , n and all j, j ′, j ′′, k, k ′, k ′′ ∈ {1, 2, 3}.
Let Q̃ISO+

R
(DF ) be the quantum subgroup of the CQG ˜QISO+

J (DF ) in Proposi-

tion 9.3.3 defined by the relations (9.3.11). Then Q̃ISO+
R
(DF ) is the universal object

in the category CJ,R.
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The Eq. (9.3.11) shows that the quantum group Q̃ISO+
R
(DF ) is related to the half

liberated unitary group A∗
u(n) introduced in Sect. 1.3.2. In fact, as in (9.3.7), let

Q∗
n(n

′) be the amalgamated free product of n copies of A∗
u(n

′) over C(PU (n′)).
Then we have

Corollary 9.3.10 Q̃ISO+
R
(DF ) can be identified with a quantum subgroup of the

following CQG:

C(U (1)) ∗ C(U (1)) ∗ . . . ∗ C(U (1))︸ ︷︷ ︸
n+1

∗ Q∗
n(3) ∗ Au(n).

TheWoronowiczC∗-ideal of the aboveCQGdefining Q̃ISO+
R
(DF ) is given by (9.3.5a)

and (9.3.5b).

As before, let QISO+
R
(DF ) be the C∗-subalgebra of Q̃ISO+

R
(DF ) generated by

〈ξ ⊗ 1, adUR
(a)(η ⊗ 1)〉, where a ∈ BF , ξ, η ∈ HF and UR is the corepresentation

of Q̃ISO+
R
(DF ). Combining Proposition 1.3.19 and Corollary 9.3.10, we get

Corollary 9.3.11 QISO+
R
(DF ) = C(U (1)) ∗ C(PU (3)).

9.4 Quantum Isometries of M × F

It is not difficult to see that QISO+
R
(DF ) or QISO+

J (DF ) can also give orientation-
preserving quantum isometries of the full spectral triple of the Standard Model.
Indeed, considering (A1,H1, D1, γ1, J1) and (A2,H2, D2, γ2, J2) in Lemma 9.1.3
as the canonical classical spectral triple on the spin manifold M and the spectral
triple (BF , HF , DF , γF , JF ), respectively, we do get orientation-preserving isomet-
ric coactions of QISO+

J (DF ) on the corresponding product spectral triple.

9.5 Physical Significance of the Results

Havingobtained thedescriptionof thequantumgroups ˜QISO+
J (DF ) andQISO+

J (DF )

and their coactions, we describe the physical significance of the results.
The relevance of the following observation stems from the fact that the neutrino

masses are not known. In fact, we only know that they are all distinct ([37, 38]). We
refer to [32] for the details of the proof.

Proposition 9.5.1 1. ˜QISO+
J (DF ) depends on ϒν , ϒR, and the CKM matrix C.

2. However, the quantum groupQISO+
J (DF ) does not depend on the explicit form

of these two matrices.
3. QISO+

J (DF ) is independent of the number of generations.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
http://dx.doi.org/10.1007/978-81-322-3667-2_1
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Next, we explain how the elementary particles transform under the corepresenta-
tionU. A straightforward computation using (9.3.8) proves that we have the follow-
ing transformation laws for the neutrinos, electrons, and quarks (cf. the dictionary in
Sect. 9.2.1).

Proposition 9.5.2

U (νL ,k) := νL ,k ⊗ x0xk , U (νR,k) :=
∑n

j=1
νR, j ⊗ V jk ,

U (eL ,k) := eL ,k ⊗ xk , U (eR,k) := eR,k ⊗ xk ,

U (uL ,c,k) :=
∑3

c′=1
uL ,c′,k ⊗ (Tk)c′c , U (uR,c,k) :=

∑3

c′=1
uR,c′,k ⊗ (Tk)c′c ,

U (dL ,c,k) :=
∑3

c′=1
dL ,c′,k ⊗ x∗

0 (Tk)c′c , U (dR,c,k) :=
∑3

c′=1
dR,c′,k ⊗ x∗

0 (Tk)c′c .

Antiparticles transform according to the conjugate corepresentations.

As an immediate corollary, we see that

Corollary 9.5.3 The corepresentation U of ˜QISO+
J (DF ) behaves in the following

way:
1. Each of the one-dimensional subspaces corresponding to each of the k-th gener-

ation of the left-handed neutrino, left-handed electron and the right-handed electron
is kept invariant.

2. The corepresentation of the quantum subgroup of Au(n) generated by Vjk s
keeps the n-dimensional subspace of the right-handed neutrinos invariant by (quan-
tum) permuting the n generations.

3. The three-dimensional subspace of the k-th generation of the left-handed up-
quark is kept invariant by the coaction of Qn,C (3) by (quantum) permuting the colors.
The same holds for the right-handed up quarks.

4. There is a corepresentation of a quantum subgroup of C(U (1)) ∗ Qn,C(3)
which keeps the subspace of the k-th generation of the left-handed (as well as the
right handed) down quarks invariant.

Now we show the connection between ˜QISO+
J (DF ) and the gauge group of the

Standard Model after symmetry breaking.
The classical gauge group of the Standard Model after symmetry breaking is

(U (1) ×U (3))/Z3. It corresponds to the following action, say, α on HF :

ατ ,g(ν•,k) = ν•,k, ατ ,g(e•,k) = (τ ∗)3e•,k,

ατ ,g(u•,c,k) =
∑3

c′=1
τ 2gc′cu•,c′,k, ατ ,g(d•,c,k) =

∑3

c′=1
τ ∗gc′cd•,c′,k,

where τ is the generator of U (1) and g is an element of U (3).
Au(3) is the free version of U (3) and hence we can view the quantum group

C(U (1)) ∗ Au(3) as a free version of the classical group U (1) × U (3). Now, for
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a cube root of unity q, there is an action of Z3 on C(U (1)) ∗ Au(3) given by the
formula

z �→ qz, Tjk �→ qTjk .

Thus, it is reasonable to view the fixed-point subalgebra for this action, denoted
by {C(U (1)) ∗ Au(3)}Z3 as a free version of the gauge group (U (1) ×U (3))/Z3.

The next proposition says that modulo terms which do not appear in the adjoint

coaction, the quantum group ˜QISO+
J (DF ) is the free version of the classical gauge

group.

Proposition 9.5.4 Let z be the canonical generator of C(U (1)), and T = ((Tjk)) be
the generators of Au(3). The quantum group {C(U (1)) ∗ Au(3)}Z3 has the following

corepresentation on HF making it a sub-object of ˜QISO+
J (DF ) in the category CJ :

ν•,k �→ ν•,k ⊗ 1 , e•,k �→ e•,k ⊗ (z∗)3 , (9.5.1a)

u•,c,k �→
∑3

c′=1
u•,c′,k ⊗ z2Tc′c , d•,c,k �→

∑3

c′=1
d•,c′,k ⊗ z∗Tc′c , (9.5.1b)

where • is L or R.
More precisely, modulo the terms which do not appear in the adjoint coaction on

BF , we have ˜QISO+
J (DF ) ∼ {C(U (1)) ∗ Au(3)}Z3 , i.e., the “free version” of the

ordinary gauge group after symmetry breaking.
Finally, it follows from (9.5.1) that the coaction of the abelianization C(U (1) ×

U (3))Z3 � C
((
U (1) × U (3)

)
/Z3

)
of {C(U (1)) ∗ Au(3)}Z3 gives us precisely the

usual global gauge transformations after symmetry breaking.

Proof The proof being routine, we merely point out that the surjective CQG homor-

phism ˜QISO+
J (DF ) → {C(U (1)) ∗ Au(3)}Z3 is given by

x0 �→ z3, xm �→ (z∗)3, ∀m = 1, . . . , n , (Tm) jk �→ z2Tjk , ∀m = 1, . . . , n , V �→ 1n .

The kernel of this map is the ideal generated by Vjk’s and by products x0xk’s
and (T ∗

mTm ′)kl for all m �= m ′ is given by elements that do not appear in the adjoint
coaction on BF . �

9.5.1 Analysis of the Result for the Minimal Standard Model

In this subsection, we briefly present some observations for the minimal standard
model. For the details, we refer to Sect. 3.3 of [32]. It is well known that as a conse-
quence of Noether’s theorem, there exists a conservation law corresponding to each
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classical group of symmetries. So we try to investigate the symmetries coming from
some classical subgroups of the quantum isometry group as in Proposition 9.3.8.

The minimal Standard Model considers only left-handed neutrinos and thus the
symmetry coming from the quantum group A′ which coacts only on the subspace
(e11 ⊗ e11 ⊗ (e22 + e44) ⊗ 1)HF of right-handed neutrinos can be neglected. The
symmetries coming from the C(U (1)) factors generated by xi , i = 1, . . . , n give the
conservation laws of the total number of leptons in each generation which is the sum
of the number of electrons,muons, tau, and the remaining n−3 coming from the other
lepton families. Finally, we consider the classical symmetry given by the subgroup
of Qn,C(3) isomorphic withU (1). This corresponds to a phase transformation on the
subspace of quarks, i.e.,C2⊗(1−e11)C4⊗(e11+e44)C4⊗C

n of quarks and its inverse
on the subspace of anti-quarks given byC

2⊗(1−e11)C4⊗(e22+e33)C4⊗C
n.This is

called the “baryon phase symmetry” in physics literature and gives the conservation
law of the number of baryon, i.e., the difference between the number of quarks and
that of anti-quarks.

9.6 Invariance of the Spectral Action

After our discussion on the case of neutrinos without mass, we want to discuss the

full quantum symmetry given by ˜QISO+
J (DF ) for the standard model with massive

neutrinos. In some sense, we want to do a “Noether analysis” for quantum group
symmetries to derive laws of conservation, leading to possible physical predictions.
To this end, note that most of the classical (group) symmetries of the massless neu-
trino case do not extend to the models with massive neutrinos. However, we have a
quite rich symmetry coming from quantum group coactions. To utilize this quantum
symmetry in the spirit of Noether’s theory, we need to see whether such quantum
symmetries leave the spectral action invariant. We discuss this point in this section.

Let (A,H, D, γ) be a spectral triple and we choose γ = 1 in the odd case.
Consider the following “action functional” [5]:

S[A,ψ] := Sb[A] + S f [A,ψ] ,

where A is a self-adjoint element of �1
D ⊂ B(H), ψ is either in H (for the Yang–

Mills theories) or inH+ := (1 + γ)H for the Standard Model. The reduction of the
Hilbert space toH+ is needed to solve the fermion doubling problem [12, 13]. This
functional governs the dynamics of the physical model given by the spectral triple.
Let f be some appropriate “cut off” function, which is a smooth approximation of
the characteristic function of [−1, 1].Denote by DA either the operator D+ A (when
there is no real structure to be considered) or DA := D+ A+ ε′ J AJ−1 in case there
is a real structure given by J , where ε′ is the sign in Definition 2.2.3. The bosonic
part Sb and the fermionic part S f of the action functional are defined as follows:

http://dx.doi.org/10.1007/978-81-322-3667-2_2
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Sb[A] = Tr f (DA/�) ,

S f [A,ψ] := 〈Jψ, DAψ〉 , (9.6.1)

in the presence of a real structure J (where DA := D+ A+ ε′ J AJ−1), or otherwise

S f [A,ψ] = 〈ψ, DAψ〉 , (9.6.2)

where DA := D + A.

Note that f (DA/�) is defined by the continuous functional calculus and it is a
trace-class operator on H. Hence, Sb[A] is well defined.

Let us concentrate on the question of co-invariance of the fermionic part S f in the
presence of a real structure, i.e., DA is given by (9.6.1). However, in the other case,
the proof of the co-invariance will be very similar.

Let Q be a compact quantum group and Û a unitary corepresentation of Q onH
commuting with D and γ and assume furthermore that adÛ (A) ⊆ A ⊗alg Q. Then
Û leaves H+ invariant and for any 1-form A = ∑

i ai [D, bi ], with ai , bi ∈ A, we
have adÛ (A) = ∑

i adÛ (ai )[D ⊗ 1, adÛ (bi )] ∈ �1
D ⊗alg Q. This allows us to define

a coaction of Q on �1
D ⊕ H+ by

β : (A,ψ) �→ (
Û (A ⊗ 1)Û ∗, Û (ψ ⊗ 1)

)
.

Next, we need to consider natural extensions of the action functional Sb and S f on
�1

D⊕H+.Recall theHilbert Q-module structure ofM := H+⊗Qwith the Q-valued
inner product 〈 , 〉Q : M⊗M → Q given by 〈ψ ⊗q,ψ′ ⊗q ′〉Q = q∗q ′〈ψ,ψ′〉. For
any unitary (resp. antiunitary) map L on H+, consider L ⊗ 1 (resp. L ⊗ ∗) on M,
which gives a Q-linear (resp. antilinear) extension of L . We now extend the spectral
action by the following Q-valued functional:

S̃[ Ã, ψ̃] := S̃b[ Ã] + S̃ f [ Ã, ψ̃] ,

where

S̃b[ Ã] := (TrH ⊗ id) f (DÃ/�) ,

S̃ f [ Ã, ψ̃] := 〈
(J ⊗ ∗)ψ̃, DÃψ̃

〉
Q ,

and Ã is a self-adjoint element of �1
D ⊗alg Q, ψ̃ ∈ H+ ⊗ Q, DÃ := D ⊗ 1 + Ã +

ε′(J ⊗ ∗) Ã(J ⊗ ∗)−1.
We explain how to define f (DÃ/�). Consider the GNS Hilbert space L2(Q)

corresponding to the Haar state of Q and the bounded self-adjoint operator Ã +
ε′(J ⊗∗) Ã(J ⊗∗)−1 onH⊗ L2(Q). Then DÃ is an unbounded self-adjoint operator
onH ⊗ L2(Q) and we define f (DÃ/�) by the continuous functional calculus.
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The action functional is called co-invariant if the following holds:

S̃[β(A,ψ)] = S[A,ψ] · 1Q . (9.6.3)

As A is a self-adjoint 1-form, Ã = Û (A⊗1)Û ∗ is a self-adjoint element of�1
D⊗algQ

and hence S̃[β(A,ψ)] is well defined. In the rest of the section we discuss the co-
invariance of the action. We consider the fermionic and the bosonic part separately.

Proposition 9.6.1 If Û commutes with the Dirac operator and the grading and also
satisfies (3.3.1), then

S̃ f [β(A,ψ)] = S f [A,ψ] · 1Q

for all (A,ψ) ∈ �
1,s.a.
D ⊕ H+.

Proof Since Û commutes with D and J ⊗ ∗, we have

DÛ (A⊗1)Û ∗ = D⊗1+Û (A⊗1)Û ∗+ε′(J⊗∗)Û (A⊗1)Û ∗(J⊗∗)−1 = Û (DA⊗1)Û ∗.
(9.6.4)

Thus,

S̃ f [β(A,ψ)] = 〈
(J ⊗ ∗)Û (ψ ⊗ 1Q), DÛ (A⊗1)Û ∗Û (ψ ⊗ 1Q)

〉
Q

= 〈
Û (Jψ ⊗ 1Q), Û (DAψ ⊗ 1Q)

〉
Q

= 〈Jψ, DAψ〉 · 1Q = S f [A,ψ] · 1Q ,

as Û is a unitary. �

Nowwewill assume that (A,H, D, J, γ) is the product of two real spectral triples
andoneof them is even andfinite dimensional.Moreover,we assume that Û := 1⊗U ,
where (Q,U ) is an object in the category of orientation and real structure-preserving
quantum isometries of the finite-dimensional spectral triple (A2,H2, D2, γ2, J2).
The result stated and proved below gives the co-invariance of the bosonic part of the
action functional.

Proposition 9.6.2 For any A ∈ �
1,s.a.
D , S̃b[AdÛ (A)] = Sb[A] · 1Q.

Proof From (9.6.4) we have

S̃b[Û (A ⊗ 1)Û ∗] = (TrH ⊗ id) f (DÛ (A⊗1)Û ∗/�)

= (TrH ⊗ id) f
(
Û (DA ⊗ 1)Û ∗/�

)
.

http://dx.doi.org/10.1007/978-81-322-3667-2_3


9.6 Invariance of the Spectral Action 217

By continuous functional calculus,

f
(
Û (DA ⊗ 1)Û ∗/�

) = Û f
(
(DA ⊗ 1)/�

)
Û ∗ = Û

(
f (DA/�) ⊗ 1

)
Û ∗.

Now, it is easy to see that for any trace-class operator L on H = H1 ⊗ H2,

(TrH ⊗ id)(Û (L ⊗ 1)Û ∗) = TrH(L)1Q .

Applying this observation to the trace-class operator L := f (DA/�) we get

S̃b[Û (A ⊗ 1)Û ∗] = (TrH ⊗ id) Û (L ⊗ 1)Û ∗

= TrH(L)1Q ≡ TrH f (DA/�)1Q
= Sb[A]1Q .

This completes the proof. �

Proposition 9.6.3 The bosonic and the fermionic part of the spectral action
of the Standard Model are preserved by the compact quantum group
Q̃ISO+

(BF , HF , DF , γF , JF ).

Proof The compact quantum group Q̃ISO+
(BF , HF , DF , γF , JF ) has a corepresen-

tation preservingH+ and it satisfies the hypothesis of Lemma 9.1.3 and Propositions
9.6.1 and 9.6.2, hence the result follows. �

Remark 9.6.4 Since Q̃ISO+
R
(DF ) is a quantum subgroup of ˜QISO+

J (DF ), its coac-
tion preserves the spectral action.
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Chapter 10
More Examples and Open Questions

Abstract We briefly discuss quantum isometry groups of few more interesting
examples, including the free and half-liberated spheres, examples due to Raum and
Weber as well as some Drinfeld-Jimbo quantum groups. We also give the outlines of
other approaches to quantum isometry groups, such as the framework of orthogonal
filtrations due to Banica, Skalski and de Chanvalon, affine quantum isometry groups
in the sense of Banica and quantum isometry groups of compact metric spaces due
to Banica, Goswami, Sabbe and Quaegebeur. We mention several open questions in
this context.

10.1 Free and Twisted Quantum Spheres and Their
Projective Spaces

In Chap.4, the quantum isometry groups of classical and Podles’ spheres were dis-
cussed. The Podles’ spheres are quantum homogeneous spaces of the non-Kac type
quantum group SUμ(2). For the definition and examples of higher dimensional quan-
tum spheres (obtained from SUμ(n)) and their projective spaces, we refer to [1–3]
and the references therein. On the other hand, as a byproduct of the constructions by
Banica and Speicher in [4], free versions of the quantum spheres realized as quantum
homogeneous spaces of the free and half -liberated quantum groups and their projec-
tive spaces appeared in [5] and then in [6, 7] and very recently in [8]. The goal of this
section is to give a very brief overview of some of the results of these papers which
are related to quantum isometry groups and quantum group of affine isometries in
the sense of Banica. As we are mainly concerned with quantum isometry groups
or more generally quantum symmetry groups, we will refrain from discussing a lot
of highly interesting results in these papers including the classification of quantum
spheres (both real and complex) and their projective spaces by Banica and his col-
laborators, related category theoretical framework and relations with partitions as
well as computation of spherical integrals and free probabilistic aspects by Banica,
Speicher, Weber et al.

Let us collect the main definitions of these quantum groups, quantum spheres and
the noncommutative projective spaces associated with them. We will extensively
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use the free orthogonal quantum groups Ao(n) (denoted by O+
n by Banica), its half-

liberated version A∗
o(n) and projective versions PAo(n) introduced in Sect. 1.3.2. We

remark that unlike Banica, we will only deal with the C∗ algebras in question and
not deal with the dual “quantum spaces” following Remark 1.2.14.

The definitions of the following quantum groups will be of use to us.

Definition 10.1.1 If u = ((uij)) denotes the fundamental corepresentation of the
quantum group Ao(n), then we have the following twisted orthogonal quantum
groups:

i. Ao(n) is the quotient of Ao(n) by the relations uijukl = −ukluij for uij �= ukl on
the same row or column of u and uijukl = ukluij otherwise.

ii. A
∗
o(n) is the quotient of Ao(n) by the relations uijuklupq = −upqukluij if

r ≤ 2, s = 3 or r = 3, s ≤ 2, uijuklupq = upqukluij for r ≤ 2, s ≤ 2 or r = s = 3,
where, r, s ∈ {1, 2, 3} are the number of rows or columns spanned by uij, ukl, upq and
i, j, k, l, p, q be natural numbers between 1 and n.

Associated with the quantum groups mentioned above, one has the following
quantum homogeneous spaces:

Definition 10.1.2 i. The free orthogonal sphere Sn−1
+ is the universal C∗ algebra

generated by elements x1, x2, . . . xn satisfying the relations x∗
i = xi and

∑
i x

2
i = 1.

ii. The half-liberated orthogonal sphere Sn−1∗ is the quotient of Sn−1
+ by the ideal

generated by the relation xixjxk = xkxjxi for all i, j, k = 1, 2, . . . , n.

iii. The twisted quantum spheres S
n−1

(S
n−1
∗ ) are the quotients of Sn−1

+ by the rela-
tions xixj = −xjxi ∀i �= j (respectively xixjxk = −xkxjxi for distinct i, j, k, xixjxk =
xkxjxi otherwise).

It can be easily seen that the commutative C∗ algebra C(Sn−1) is a quotient of
Sn−1

+ by the relations xixj = xjxi for all i, j.
By an abuse of notation, let us denote the canonical generators of Sn−1

+ , Sn−1∗
and C(Sn−1) by the same symbols xi and the generators of Ao(n),A∗

o(n) and C(On)

by uij. Then the coactions of Ao(n),A∗
o(n) and C(On) on Sn−1

+ , Sn−1∗ and C(Sn−1)

(respectively) are defined by the following:

α(xi) =
∑

j

xj ⊗ uji.

Moreover, it is easy to see that in each case, this coaction restricts to a coaction on
the canonical dense ∗-subalgebra An,A+

n or A∗
n (generated by xi-s) of C(Sn−1), Sn−1

+
or Sn−1∗ respectively.

For other examples of quantum spheres arising from similar or different consid-
erations include the multi-parameter family of Banica in [9] and those by Speicher
and Weber in [8]. We refer to those papers and the references therein for the details.

Definition 10.1.3 The noncommutative projective space associated to a C∗ alge-
braic quotient S of Sn−1

+ is the C∗ subalgebra PS of S generated by pij = xixj, i, j =
1, 2, . . . n.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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By the results in [5], it follows that PSn−1 = C(Pn−1) and PSn−1∗ = C(Pn−1
C

),
where Pn−1 and Pn−1

C
are the real and complex projective space respectively. More-

over, PSn−1
+ is a noncommutative C∗ algebra.

10.1.1 Quantum Isometry Groups of Free
and Half-Liberated Quantum Spheres

The aim of this subsection is to discuss the realization of Ao(n) and A∗
o(n) as quantum

isometry groups of a particular type of spectral triples over Sn−1
+ and Sn−1∗ . We refer

to [5] for more details.
It is well known that C(Sn−1) has a unique O(n)-invariant trace given by

the integration with respect to the Haar measure on O(n), since the homoge-
neous space C(Sn−1) is isomorphic with the ∗-subalgebra of C(O(n)) generated
by {u11, u12, · · · u1n}. A similar result holds for A+

n and A∗
n, the proofs of which use

the orthogonal Weingarten formula.

Proposition 10.1.4 ([5]) Both A+
n and A∗

n admit unique α-invariant tracial state.

We will denote this trace by tr in both the cases.

Remark 10.1.5 It is not known whether tr is faithful.

Notation: From now on, wewill use the symbolA×
n to denote the image ofAn,A+

n ,
and A∗

n on the GNS spaces with respect to tr simultaneously. Similarly, the symbol
O×

n will stand for any of C(O(n)),Ao(n) and A∗
o(n).

For us, the importance of the state tr stems from the fact that one can construct
a spectral triple on A×

n represented on the Hilbert space L2(A×
n , tr). In fact, the con-

struction of the spectral triple makes sense for a larger class of algebras.

Definition 10.1.6 A spherical algebra is a C∗-algebra A, along with a family of
generators x1, . . . , xn and a faithful positive trace tr, satisfying the following:

1. x1, . . . , xn are self-adjoint.
2. x21 + · · · + x2n = 1.
3. tr(xi) = 0, for any i.

As a first observation, each A×
n is indeed a spherical algebra in the above sense.

We will view the identity 1 as a length 0 word in the generators x1, . . . , xn.

Theorem 10.1.7 ([5]) Associated to any spherical algebra A =< x1, . . . , xn > is
the spectral triple (A,H,D), where the dense subalgebra A is chosen to be the
linear span of all the finite words in the generators xi, and the operator D acting on
H = L2(A, tr) is defined as follows:

Let Hk = Span(xi1 . . . xir |i1, . . . , ir ∈ {1, . . . , n}, r ≤ k) and Ek = Hk ∩ H⊥
k−1, so

that H = ⊕∞
k=0Ek. Then we set Dx = kx, for any x ∈ Ek.
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Proof We have to show that [D,Ti] is bounded, where Ti is the left multiplication by
xi. Since xi ∈ A is self-adjoint, so is the corresponding operatorTi. AsTi(Hk) ⊆ Hk+1,
by self-adjointness we get Ti(H⊥

k ) ⊂ H⊥
k−1. Thus we have:

Ti(Ek) ⊆ Ek−1 ⊕ Ek ⊕ Ek+1.

This gives a decomposition Ti = T (−1)
i + T (0)

i + T (1)
i , where

T (−1)
i = ⊕kPEk−1TiPEk , T (0)

i = ⊕kPEkTiPEk , T (1)
i = ⊕kPEk+1TiPEk

and PEk is the orthogonal projection onto Ek . It is routine to check that [D,T (α)
i ] =

αT (α)
i for any α ∈ {−1, 0, 1}, and this completes the proof. �

The main result of this subsection is the following:

Theorem 10.1.8 ([5]) Let A be a spherical algebra and consider the associated
spectral triple (A,H,D). Then QISO+(A,H,D) exists. Moreover, QISO+(Sn−1

× ) =
O×

n .

Proof The first statement follows by an application of Theorem 3.4.2. So we prove
the second statement only. Consider the standard coaction α : A×

n → A×
n ⊗ O×

n . This
extends to a unitary representation on the GNS space H×

n , which we denote by U.
We haveα(Hk) ⊆ Hk ⊗ C(O×

n ) so thatU(Hk) ⊆ Hk ⊗ O×
n .By the unitarity ofU,

we see that H⊥
k is also kept invariant by U. In particular, each Ek is U-invariant and

thus U commutes with the Dirac operator D. Therefore, the coaction α is isometric
with respect to D, and O×

n must be a quantum subgroup of QISO+(A×
n ).

Assume now that Q is compact quantum group with a unitary corepresentation
V on H commuting with D, such that adV leaves (A×

n )′′ invariant. Since D has an
eigenspace spanned by x1, . . . , xn, both V and V ∗ must preserve this subspace, so
we can find self-adjoint elements bij ∈ Q such that:

adV (xi) =
∑

j

xj ⊗ bij.

Now, we note that tr(x2i ) = 1
n for all i = 1, 2, . . . n,which follows from the obser-

vation that for each i, j, there exists an automorphism of S×
n taking xi to xj and leaves

the rest of the xk’s unchanged. Then, {yi = √
nxi}i is an orthonormal set in L2(S×

n , tr).
As xi = x∗

i , we have adV (yi) = ∑
j yj ⊗ bij = ∑

j yj ⊗ b∗
ij. This implies the unitarity

of both the matrices ((bij)) and ((b∗
ij)), hence of ((bji)) too. It follows in particular

that the antipode κ of Q must send bij to bji. Moreover, using the defining relations
satisfied by the xi’s and the fact that adV and (id ⊗ κ) ◦ adV are ∗-homomorphism,
we can prove that the bij’s will satisfy the same relations as those of the generators
uij of C(O×

n ). Indeed, for the free case there is nothing to prove. The classical case
follows from Theorem 4.1.2 and the same proof goes through almost verbatim for
the half-liberated case too, replacing the words xixj of length two by the length-3

http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_4
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words xixjxk . This shows thatQ is a quotient of C(O×
n ), soQ is a quantum subgroup

of O×
n , and we are done. �

Remark 10.1.9 There is a generalization by Banica of Theorems 10.1.7 and 10.1.8
in the context of complex quantum spheres, where the quantum isometry group gets
replaced by suitable quantum subgroups of Au(n). For the details, we refer to [6].

10.1.2 Quantum Group of Affine Isometries a la Banica

In this section, we discuss the recent series of works by Banica in [6, 7], focusing our
attention on the theory of quantum group of affine isometries developed by Banica.
For more details, we refer to the review article [10] and the references therein.

Let us fix the following notation: for a C∗ algebraic quotient S of Sn−1
+ , we will

denote the quotient map from Sn−1
+ to S by πS . Similarly, for a quantum subgroupQ

of Ao(n), the quotient map from Ao(n) to Q will be denoted by πQ.

Definition 10.1.10 Consider the categories Caff(S) (Cpro(PS)) of pairs (Q,α)
whereQ is a quantum subgroup ofAo(n) andα : S → S ⊗ Q (respectivelyα : PS →
PS ⊗ Q) is a unital C∗-homomorphism satisfying

α(πS(xi)) =
∑

j

πS(xj) ⊗ πQ(uij) (α(πS(xixj)) =
∑

a,b

πS(xaxb) ⊗ πQ(uiaujb) respectively),

where xi and uij are the canonical generators of Sn−1
+ and Ao(n) respectively.

The morphisms of the above categories are CQG morphisms intertwining the ∗-
homomorphisms.

An object (Q,α) of Caff(S)(respectively Cpro(PS)) will be said to coact in an
affine (respectively projective) isometric manner on S (respectively PS).

Remark 10.1.11 The C∗ homomorphism α of an object of Caff(S) or Cpro(PS) is
actually a coaction of Q. Moreover, the largest Woronowicz C∗-subalgebra of Q
(∈ Cpro(PS)) which coacts faithfully on PS is the C∗-subalgebra of Q generated by
{πQ(uiaujb) : i, j, a, b ∈ {1, 2, . . . n}}.
Theorem 10.1.12 ([11]) If S = Sn−1

+ /IS, where IS is a two sided C∗-ideal generated
by relations which are polynomials in x1, x2, · · · xn, then the categories Caff(S) and
Cpro(PS) have universal objects.

Moreover, when S is one of the C∗-algebras Sn−1
+ , Sn−1∗ ,C(Sn−1), S

n−1
and S

n−1
∗

respectively, the universal objects in Caff(S) coincide with Ao(n),A∗
o(n),C(O(n)),

Ao(n) and A
∗
o(n) respectively, while the universal objects of Cpro(PS) are PAo(n),

C(PU(n)), and C(PO(n)) (respectively). Here, PU(n) and PO(n) denote the projec-
tive unitary and projective orthogonal groups respectively.

It is natural to expect that the free unitary quantumgroup should also have interest-
ing quantum subgroups and homogeneous spaces, the latter to be viewed as complex
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versions of the spheres mentioned above. Indeed, Banica developed a theory for such
complex quantum spheres, their half-liberated and projective versions and identified
their quantum groups of affine isometries as suitable quantum subgroups of Au(n).
We refer to the papers [6, 11–13] for the details of this theory.

10.2 Easy Quantum Groups as Quantum Isometry Groups

One of the new areas of research in the theory of compact quantum groups that
has attracted a lot of attention is the theory of easy quantum groups initiated by
Banica and Speicher in [4]. These quantum groups are quantum subgroups of Ao(n)
which have the quantum permutation group As(n) as a quantum subgroup and can
be described by certain noncrossing partitions. For the classification program of
orthogonal easy quantum groups, we refer to [4, 14–17], etc. After the realization
of the easy quantum groups Ao(n) and A∗

o(n) as quantum isometry groups in [5], it
was a natural question to ask whether all easy quantum groups can be viewed as
quantum isometry groups. As a part of the classification program of orthogonal easy
quantum groups, Raum and Weber showed in [18] that there are uncountably many
mutually nonisomorphic easy quantum groups (in particular, those of simplifiable
hyperoctahedral type) admitting coaction by quantum isometries on the full group
C∗ algebra of certain quotient groups ofZ∗n

2 .Wedo not intend to go into the details of
the simplifiable hyperoctahedral easy quantum groups. Nevertheless, let us describe
very briefly the result of [18] regarding coactions by quantum isometries.

Let E be the subgroup of Z∗∞
2 consisting of all words of even length. There exists

a certain subsemigroup of End(Z∗∞
2 ) denoted by S0 (Definition 3.5 of [18]) such

that E is the unique maximal proper S0-invariant subgroup of Z∗∞
2 . The set of all

S0-invariant subgroups of E is isomorphic to a category of partitions, which were
called simplifiable hyperoctahedral.

On the other hand, a simplifiable hyperoctahedral easy quantum group is an
easy quantum group such that the entries uij of the fundamental corepresentation
u := ((uij)) satisfies u2ijukl = uklu2ij for all i, j, k, l = 1, 2, . . . n and possibly some
more relations. In particular, the quantum subgroup of Ao(n) defined by the ideal
generated by the relation u2ijukl = uklu2ij is a simplifiable hyperoctahedral quantum
group denoted byH [∞]

n and any other such quantum groupQ is a quantum subgroup
of H [∞]

n defined by a suitable Woronowicz C∗-ideals IQ. It turns out that the ideals
IQ are in one-to-one correspondence with the hyperoctahedral category of partitions.
Summarizing the above discussion, the set of all Woronowicz C∗-ideal IQ defining
the simplifiable hyperoctahedral quantum groups are in one-to-one correspondence
with S0 invariant subgroups of E.

The connection with quantum isometry groups is given by the following result:

Theorem 10.2.1 ([18])LetQ be a simplifiable hyperoctahedral easy quantumgroup
and H be the associated S0-invariant subgroup of E. Then the universal object in
the category of compact quantum groups which are quantum subgroups of H [∞]

n and
coact isometrically on C∗

max(Z
∗n
2 /(H)n) is Q.
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10.3 Quantum Symmetry Groups of Orthogonal Filtrations

From the proof of existence of the quantum isometry groups QISOL and QISO+ in
Chap.3, it is clear that the crucial ingredient for the proof is the existence of a family
of finite dimensional mutually orthogonal subspaces of some Hilbert spaceHwhose
union is a dense subspace of H. In the case of QISOL, these are the eigenspaces
of the Laplacian while for the quantum group of orientation-preserving isometries,
these are the eigenspaces of the Dirac operator. Most importantly, each of these finite
dimensional subspaces is kept invariant by the coaction (in the case of QISOL) or

the corepresentation (in the case of Q̃ISO+) of the universal object in question. This
naturally leads to the question of existence of quantum symmetry groups for infinite
dimensional noncommutativemanifolds in a broader framework. Thiswas developed
by Banica and Skalski in [19], the key result of which is the following:

Theorem 10.3.1 ([19]) LetAbe aunitalC∗-algebra equippedwith a faithful stateω.

Moreover, suppose that there exists a family {Vi}i∈I of finite dimensional subspaces of
A such that the index set I contains a distinguished element 0 satisfying the following
conditions:

1. V0 = C1A,
2. for all i, j ∈ I, i �= j, and for all a in Vi, b in Vj, we have ω(a∗b) = 0.
3. span(∪i∈I Vi) is a dense ∗-subalgebra of A.

Consider the categoryC(A,(Vi)i∈I ) with objects (Q,α), whereQ is a compact quan-
tumgroupwith a coactionα : A → A ⊗ Q such thatα(Vi) ⊆ Vi ⊗ Q0 for all i,where
Q0 is the canonical dense Hopf ∗-subalgebra of Q. The morphisms are CQG mor-
phisms intertwining the coaction.

Then C(A,(Vi)i∈I ) admits a universal object called the quantum symmetry group of
(A,ω, (Vi)i∈I) whose coaction on A is faithful.

When the index set I is countable, Banica and Skalski proved that there exists a
spectral triple (∪i∈I Vi,L2(A,ω),D) on∪iVi.Here,D = ∑∞

n=0 nPn where Pn denotes
the projection onto the finite dimensional subspace Vn of L2(A,ω). Then the connec-
tion with the quantum isometry group of this spectral triple is given by the following
result.

Theorem 10.3.2 ([19]) The quantum symmetry group of (A,ω, (Vi)i∈I) is isomor-
phic to the quantum isometry group QISO+(∪i∈I Vi,L2(A,ω),D).

Remark 10.3.3 Theorem 10.3.2 in particular says that QISO+ exists. In fact, the
setup of Theorem 10.3.1 forces the coaction of any object in C(A,(Vi)i∈I ) to preserve
the state ω on A. We refer Sect. 2 of to [19] for the details. Second, it should also be
pointed out that in the setup of orthogonal filtrations of Banica-Skalski, the nuance of
the quantum isometry group not having a C∗-coaction (Theorem 4.5.15 of Chap.4)
does not arise.

http://dx.doi.org/10.1007/978-81-322-3667-2_3
http://dx.doi.org/10.1007/978-81-322-3667-2_4
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Examples of C∗ algebras equipped with an orthogonal filtration include finite
dimensional examples as well as the spectral triples of [20] considered in Chap.5.
Further examples were studied in [21], where Skalski and Soltan showed that under
some assumptions, the inductive limit of C∗ algebras equipped with orthogonal fil-
trations is the projective limit of the quantum symmetry groups of the constituent C∗
algebras. As an example, they considered the sequence {C∗(Z/pnZ)}∞n=1. Each of the
C∗ algebrasC∗(Z/pnZ) admits a filtration induced by word length. Then Skalski and
Soltan showed that the quantum symmetry group of the resulting inductive system
is C0(Zp � Z2), where Zp denotes the group of p-adic integers and the action of Z2

on Zp is given by g �→ g−1.

In the same paper, Skalski and Soltan considered the inductive limit of
{C∗(Sn)}n≥1, where Sn denotes the permutation group on n distinct objects. However,
this inductive limit does not satisfy the conditions of their theorem and the authors of
[21] proved that the inductive limits of quantum symmetry groups indexed by even
and odd integers are nonisomorphic.

de Chanvalon [22] extended the theory of Banica and Skalski to the context of
Hilbert modules equipped with orthogonal filtration. She proved the existence of the
universal object in a certain category of compact quantum groups coacting on such
a Hilbert module in a filtration preserving way. This universal object is called the
quantum symmetry group of the orthogonal filtration for the precise definition of
the category mentioned above and the assumptions involved, we refer to [22]. One
of the novelties of this work is the development of a setup which simultaneously
generalizes the theories of [19, 23]. Some of the interesting examples where Chan-
valon’s theory works include a Hilbert module associated with the classical space
[0, 1] × {1, 2, · · · d}, whose quantum symmetry group turns out to be the hyperocta-
hedral quantum group. Moreover, Chanvalon showed the existence of the universal
object in certain interesting subcategories of the category mentioned above. These
universal objects can be viewed as the quantum symmetry groups of some quotients
of the space [0, 1] × {1, 2, . . . d}.

10.4 Equivariant Spectral Triples on the Drinfeld–Jimbo
q-Deformation of Compact Lie Groups and Their
Homogeneous Spaces

In this section, we briefly describe a general construction of equivariant spec-
tral triples, due to Neshyvev and Tuset [24] on the compact quantum groups Gq

and the associated (quantum) homogeneous spaces obtained by Drinfeld–Jimbo q-
deformation of simple compact Lie groups. We also discuss some partial results and
open problems about the corresponding quantum isometry groups.Wemostly follow
the notation and definitions of [24]. We refer the reader to [25, 26] for the basics of
Lie algebras and Lie groups.

http://dx.doi.org/10.1007/978-81-322-3667-2_5
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Let G be a simply connected simple compact Lie group with the complexified
Lie algebra G. Let U(G) denote the universal enveloping Hopf algebra of G. Let
W ∗(G) be the group von Neumann algebra of G generated by the right regular
representation of the Lie group G in the GNS space L2(G) of its Haar state. It is in
fact the von Neumann algebra generated by the dual discrete quantum group Ĝ in
B(L2(G)). The elements of U(G) can be viewed as unbounded operators affiliated to
the von Neumann algebra W ∗(G). Let C(G) be the complexified Clifford algebra of
G, with the natural embedding γ : G → C(G). The adjoint action of G on G extends
to an action of G on C(G), denoted by ãd. This induces a ∗-homomorphism from
the group von Neumann algebra W ∗(G) to C(G), which we continue to denote by
ãd. Let us also denote by the same symbol the corresponding homomorphism at
the Lie algebra level as well as its lift to a homomorphism from U(G) to C(G).
Let us choose a basis {x1, . . . , xn} which is orthonormal w.r.t. the Killing form on
G. Consider the canonical ∗-structure on C(G) requiring γ(x) to be self-adjoint for
each x ∈ GR. LetD = ∑n

k=1

(
xk ⊗ γ(xk) + 1

2 ⊗ γ(xk)ãd(xk)
) ∈ U(G) ⊗alg C(G). Fix

a spinor module, i.e., an irreducible ∗-representation s : C(G) → End(S) where S
is a finite dimensional vector space. The corresponding spin Dirac operator D on
H = L2(G) ⊗ S is given by

D = (∂ ⊗ s)(D),

where ∂ denotes the homomorphism fromG into the algebra of first-order differential
operators on L2(G) induced by the right regular representation of G. Thus, D is a
first-order differential operator on L2(G) ⊗ S. There are two natural G-actions on
H, given by Lg ⊗ id and Rg ⊗ vg , where Lg,Rg denote the left and right regular
representations ofG (respectively) and vg denotes theG-action on the spinor module
S, coming from the adjoint action. The Dirac operator D is equivariant w.r.t. both
these G-actions.

We now come to the quantum case. Fix q ∈ (0, 1). Deforming the Serre relations
for semisimple Lie algebras, Drinfeld and Jimbo defined the Hopf algebra Uq(G)

called theDrinfeld–Jimboquantized universal enveloping algebras.Wedonot explic-
itly describe the defining relations here, but refer the reader to [27–31]. It is shown
by Rosso [32] that there is a compact quantum group Gq in the sense of Woronowicz
such that the corresponding canonical dense Hopf algebra, say (Gq)0, is the dual of
theHopf algebraUq(G). LetL2(Gq) denote theGNSHilbert space of theHaar state on
Gq, with the GNS representation πq : Gq → B(L2(Gq)) and the cyclic vctor ξq. Let
U be the right regular corepresentation given by U(πq(a)ξq) = (πq ⊗ id)(�q(a))ξq,
where �q denotes the coproduct of Gq. As discussed in Chap.1, the dual discrete
quantum group Ĝq has a faithful ∗-representation �U on L2(Gq) and let W ∗(Gq)

denote the von Neumann algebra generated by its image in B(L2(Gq)). As noted
in [24], there is a faithful representation of Uq(G) into an algebra of operators affil-
iated to W ∗(Gq). It is known that W ∗(G) and W ∗(Gq) are isomorphic for every
q ∈ (0, 1). Moreover, a special choice of ∗-isomorphism φq fromW ∗(Gq) toW ∗(G)

can be made, as in Theorem 1.1 of [24], along with a unitary element Fq (called the
Drinfeld twist) of W ∗(G)⊗W ∗(G), which satisfies the conditions of that theorem.

http://dx.doi.org/10.1007/978-81-322-3667-2_1
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Let us fix such aDrinfeld twist. The isomorphismφq naturally lifts to an isomorphism
between Uq(G) and U(G) as well, to be denoted by the same symbol again.

Let

Dq = (φ−1
q ⊗ id)

(
(id ⊗ ãd)(Fq)D(id ⊗ ãd)(F∗

q )
) ∈ Uq(G) ⊗alg C(G).

We have the following analogue ∂q of the representation ∂. For ω ∈ Uq(G), we
define ∂q(ω) to be the linear operator defined on the dense subspace spanned by
elements of the form πq(a)ξq, with a in the canonical dense Hopf algebra (Gq)0 of
Gq, as follows:

∂q(ω)(πq(a)ξq) = πq(a(1)ξq) ⊗ ω(a(2)),

using the Sweedler notation and the duality between Uq(G) and (Gq)0 mentioned
before. We can define ∂q on elements of W ∗(Gq) by the same formula and verify
that it is a ∗-homomorphism. Let ãdq := ãd ◦ φq : W ∗(Gq) → C(G). Then, (∂q ⊗ s ◦
ãdq)�̂q is a ∗-homomorphism from W ∗(Gq) to B(L2(Hq)), where �̂q denotes the
coproduct of the discrete quantum group Ĝq, extended naturally to W ∗(Gq). There
is a unitary corepresentation, say Ur , of Gq corresponding to this ∗-homomorphism.
We have another unitary corepresentation Ul on Hq given by Ul(πq(a)ξq ⊗ η) =
πq(a(2))ξq ⊗ η ⊗ κ−1(a(1)), where a ∈ (Gq)0, η ∈ S and κ denotes the antipode.

Now we define Dq = (∂q ⊗ s)(Dq) to be the q-deformed Dirac operator. Let us
denote byA the ∗ subalgebra generated by πq(a) ⊗ 1S onHq := L2(Gq) ⊗ S. then
Neshveyev and Tuset proved that

Theorem 10.4.1 ([24]) (A,Hq,Dq) is a spectral triple of compact type. and it is
also equivariant with respect to the copresentations Ul and Ur of Gq on Hq.

This motivates one to ask the following:

Question I: Does QISO+(Dq) exist?

Question II: If it exists, is it a q-deformation of the group of orientation-preserving
isometries for the classical counterpart, i.e., q-deformation of C(ISO+(D))?

Moreover, it is interesting to consider appropriate R-twisted volume forms on the
above spectral triples, and then ask Question II for QISO+

R (Dq).
The reader may recall at this point the equivariant spectral triple constructed by

Chakraborty and Pal on SUq(2) [33] which was discussed in Chap. 2. However, it
is different from the spectral triple on SUq(2) constructed in [34]. The construction
in [34] is actually a particular case of the general prescription in [24]. Unlike the
spectral triple of [34], the Dirac operator for the Chakraborty–Pal example does not
admit a “classical limit” as q �→ 1−, Nevertheless, in [35], we have computed the
quantum isometry group of this spectral triple and observed the following:

Theorem 10.4.2 ([35], Theorem4.13) In the notationofExample 2.2.8 andSect.3.4,
we have for all 0 < μ < 1,

http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_3
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QISO+(DSUμ(2)) ∼= Uμ(2),

where the coaction � of Uμ(2) on SUμ(2) is given by

�(α) = α ⊗ u11 + γ∗ ⊗ μu21, �(γ∗) = α ⊗ μ−1u12 + γ∗ + u22.

Towards the end of [24], Neshveyev and Tuset discuss construction of Gq-
equivariant spectral triples on the quantum homogeneous spaces Gq/Kq, for suitable
Lie subgroup K of G (see [36] and [37] for another construction). In fact, such spec-
tral triples are constructed by restricting the Dirac operator Dq discussed before to a
suitable subspace ofHq, which is Kq-invariant in an appropriate sense. The SUq(2)-
equivariant spectral triples on the Podles’ spheres S2μ,0 considered in Chap.2 are
closely related to such construction. One can ask analogues of Questions I and II for
the spectral triples on quantum homogeneous spaces as well. In fact, we have given
an affirmative answer to Question II for the example of Podles sphere in Chap.4. In
an ongoing joint work with Mandal [38], the second author seems to have obtained
an affirmative answer to Question II for a natural class of R and for q in a small
enough neighborhood of 1.

10.5 Quantum Isometry Groups for Metric Spaces

It is a natural question to ask whether one can formulate a notion of quantum iso-
metric coactions in a purely metric space setup. Indeed, for finite metric spaces, we
already discussed Banica’s approach in Chap.5 and interpreted the corresponding
universal quantum groups as the quantum isometry groups of suitable spectral triples
or Laplacians.We now briefly discuss the more general case. Let (X, d) be a compact
metric space and G be a compact group acting continuously on X. The G-action is
isometric with respect to d if and only if d(x, gy) = d(y, g−1x)(= d(g−1x, y)) for
all x, y ∈ X, which can be re-written as

(idC ⊗ β)(d) = σ23 ◦ ((idC ⊗ κ) ◦ β ⊗ idC)(d),

where β : C(X) → C(X) ⊗ C(G) is the coaction map given by β(f )(x, g) = f (gx),
σ23 denotes the flip of the second and third tensor copies and κ denotes the (bounded)
antipode on C(G). In order to generalize this to the case of CQG coactions, we
need a well-defined bounded antipode map. However, it is a well-known fact (see
Theorem 3.23, [39]) that any CQG S coacting faithfully on C(X), where X is a
compact Hausdorff space, must be of Kac type, i.e., the Haar state is tracial and
the antipode κ admits a norm-bounded extension on Sr satisfying κ2 = id. This
allows us to define the following notion of quantum isometry in the metric space
setup.

http://dx.doi.org/10.1007/978-81-322-3667-2_2
http://dx.doi.org/10.1007/978-81-322-3667-2_4
http://dx.doi.org/10.1007/978-81-322-3667-2_5


232 10 More Examples and Open Questions

Definition 10.5.1 ([40]) Let (X, d) be a compact metric space. Given a coaction β
of a CQG S on C = C(X), we say that β is “isometric in the metric space sense” if
the corresponding reduced coaction βr := (id ⊗ πr) ◦ β of Sr satisfies the following:

(idC ⊗ βr)(d) = σ23 ◦ ((idC ⊗ κ) ◦ βr ⊗ idC)(d), (10.5.1)

where as before, σ23 denotes the flip of the second and third tensor copies, d ∈
C(X × X) denotes the metric and κ denotes the (bounded) antipode.

Let us mention that A. Chirvasitu called the above notion “D-isometry” in [41].
Let us consider the category Qmetric(X, d) of all CQG’s coacting faithfully and iso-
metrically on (X, d) in the above sense, with the obvious morphisms. Clearly, if X
is a finite set, the above definition does coincide with Banica’s definition discussed
earlier and we get a universal object in the category Qmetric(X, d). The general case
is open, but in [40] an existence theorem has been obtained which covers a very
large class of interesting metric spaces, including all those which are embeddable
(as metric spaces) in some Euclidean space. We state this existence result below, and
refer the reader to [40] for a proof and other discussions.

Theorem 10.5.2 ([40]) Let (X, d) be a compact metric space. Suppose also that
there are topological embedding f : X → R

n and a homeomorphism ψ of R
+ such

that (ψ ◦ d)(x, y) = d0(f (x), f (y)) for all x, y ∈ X, where we have denoted the
Euclidean metric of R

n by d0. Then there is a universal object in Qmetric(X, d).

We denote the above universal object by QISOmetric(X, d).
Let X be a compact subset of R

n, with the Euclidean coordinates given by
X1, . . . ,Xn and let α be a coaction of some CQG Q on C(X). Then the coaction
is isometric in the metric space sense if and only if

∑

i

(α(Xi)(p) − α(Xi)(q))
2 = d20(p, q)1Q,

for all p, q ∈ X, where d0 denotes the Euclidean distance. Moreover, the coaction α
must be affine, i.e., of the form

α(Xi) =
∑

j

Xj ⊗ qji + 1 ⊗ ri, (10.5.2)

where, qij, ri are self-adjoint elements such that the matrices ((qij))i,j and ((qji))i,j
are unitary elements inMn(Q).

Remark 10.5.3 It follows from [42] that an arbitrary finite metric space satisfies the
condition of Theorem 10.5.2 with ψ(t) = tc for some c > 0. This implies that our
existence theorem does extend that of Banica for finite spaces. Examples of metric
spaces satisfying the condition of Theorem 10.5.2 also include the spheres Sn for all
n ≥ 1.
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If the metric space X in Theorem 10.5.2 has at least 4 components each of which
is isometric to some given set, QISOmetric(X, d) will have S+

4 as a quantum sub-
group, hence genuine. It is more interesting to compute QISOmetric(X, d) when X is
connected and see whether it is a genuine CQG or not. We refer to [43] (see also
[44]) for a rich source of such examples. In fact, for a compact connected X ⊆ R

n,
QISOmetric(X, d) coincides with C(ISO(X, d)) whenever X has nonempty interior
in R

n. We refer the reader to [40] for explicit computations of QISOmetric(X, d) for
more examples.

For a compact connected Riemannian manifold M one has a natural metric d
coming from the geodesic distance and it is interesting to compare the correspond-
ing quantum isometry group QISOmetric(M, d) (whenever it exists) with the geomet-
ric quantum isometry group QISOL(M) defined in Chap.3 in terms of the Hodge
Laplacian. We make the following:

Conjecture QISOmetric(M, d) exists and equals QISOL(M) = C(ISO(M)).

A.L. Chirvasitu has recently proved this fact for negatively curved M [45].
There is also an attempt by Sabbe and Quaegebeur in [46] to give such a for-

mulation for even more general framework of compact quantum metric spaces a
la Rieffel [47]. We do not go into the details of this approach here, as we did not
define a compact quantum metric space (CQMS) in this book. However, for the
metric spaces case, it is based on the following observation : an equivalent condi-
tion for a continuous action by a group G on a metric space (X, d) is the inequality
d(gx, gy) ≤ d(x, y) for all x, y ∈ X and for all g ∈ G. This follows because we can
replace x, y by g−1x, g−1y (respectively) to get the reverse inequality. This condition
is also equivalent to |f (gx) − f (gy)| ≤ 1 for all g ∈ G for all f ∈ C(X) satisfying
|f (x) − f (y)| ≤ d(x, y) for all x, y ∈ X. This leads to the following definition of
quantum isometry in [46]: call a coaction β of a CQG S on X to be isometric if
‖β(f )(x) − β(f )(y)‖ ≤ 1 for all x, y whenever |f (x) − f (y)| ≤ d(x, y)∀x, y ∈ X. In
[46], the authors took this as the definition of quantum isometry and proved that this
is equivalent to Banica’s definition for finite metric spaces. It is also easy to see that
the definition of quantum isometry given in [40] implies that of [46]. However, the
following questions are still open:

Question I: Do the notions of quantum isometric coactions given by [40, 46]
agree in general?

Question II: If the answer of Question I is negative, does there exist a universal
quantum isometry group for the category of CQG’s coacting isometrically in the
sense of [46]?

http://dx.doi.org/10.1007/978-81-322-3667-2_3
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