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Preface 

 
This book stems from the GIS Research UK (GISRUK) 12th Annual Conference 

which was held at the University of East Anglia in Norwich from 28�30th April 
2004. The conference was attended by over 190 participants from more than 20 
countries, reflecting the way in which the GISRUK series has evolved into a 
prominent international event for those interested in research on Geographical 
Information Science and Systems. Details of future GISRUK conferences are 
available at http://www.geo.ed.ac.uk/gisruk/gisruk.html. 

The conference at UEA was hosted by staff from the School of Environmental 
Sciences and several of the sessions stemmed from the research interests of the 
local organizing committee. These included coastal and health applications of GIS, 
decision-making, environmental hazards and landscape visualization. With the 
assistance of the National Institute for Environmental eScience at the University of 
Cambridge (http://www.niess.ac.uk) it was also possible to organize a session on 
the implications of developments in Grid computing for GIS.  Plenary presentations 
relating to several of these topics were given by Ian Bishop (University of 
Melbourne) and Mark Gahegan (Pennsylvania State University). We would like to 
thank all the conference sponsors whose financial input supported the participation 
of the plenary speakers, two evening events, speaker prizes and the provision of a 
number of student bursaries. Considerable thanks are also due to the other members 
of the local organizing committee (Iain Brown, Ollie Bennett, Trudie Dockerty, 
Iain Lake, Andy Jones, Simon Jude and Paulette Posen) for all their hard work. We 
would also like to acknowledge the contribution from members of the GISRUK 
National Steering Committee in reviewing abstracts submitted to the conference. 
Particular thanks are due to Bruce Gittings (Chair of the National Steering 
Committee) and Peter Halls (organizer of the Young Researchers Forum) for their 
input to the conference and valuable advice during the planning stages. 

A set of papers from the conference on the theme of �Extracting Information 
from Spatial Datasets� were published in January 2007 as a special issue of the 
journal Computers, Environment and Urban Systems (Volume 31/1). This book 
brings together other papers from the meeting around the theme of environmental 
decision-making.  It includes a contribution based on the plenary presentation by 
Ian Bishop and two others that won prizes for being the best presentations during 
the conference (those by Foyfa Shutidamrong and Christian Castle). All of the 
original conference papers have been reviewed and revised for this book and two 
other contributions were invited to extend the coverage of particular topics. Our 
aim in compiling the book was to illustrate the current �state of the art� in the use of 
GIS for environmental decision-making, and we would like to think that the 
contents provide a sense of some interesting and important research advances. 
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Many people have helped during the production of this book. We would like to 
thank many of the authors for their patience and prompt responses to our queries or 
requests. Jill Jurgensen and Tai Soda at Taylor & Francis have also provided 
invaluable guidance and support, particularly in the later stages of manuscript 
preparation. A significant amount of the final editing was undertaken while Andrew 
Lovett was on study leave at the Institüt fur Umweltplanung, Leibniz Universität 
Hannover and we would like to thank Professor Christina von Haaren for her 
assistance in making departmental facilities available. Research support from the 
ESRC to the Centre for Social and Economic Research on the Global Environment 
(CSERGE) Programme on Environmental Decision-making is also acknowledged. 
In the final stages of manuscript preparation Trudie Dockerty and Paulette Posen 
made some very timely contributions to the compilation of the book preliminaries 
and index. To all who have assisted in some way our very real thanks. 
 

Andrew Lovett and Katy Appleton 
Norwich, June 2007 
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CHAPTER 1 

Developments in GIS for  
Environmental Decision-Making 

 
A. Lovett and K. Appleton

 

 1.1  INTRODUCTION 

 Decision-making on environmental issues is rarely straightforward.  In part, this 
reflects several distinctive features of environmental systems, namely their dynamic 
nature, the complexity of interactions involving physical, chemical or biological 
processes, and uncertainty regarding the functioning of such processes1. There is 
also increasing recognition that longer-term sustainability in environmental 
management often requires consideration of socio-economic issues as well, 
including the development of methods to assess different options and facilitate 
stakeholder participation in decision-making processes2,3. This, in turn, reinforces 
the need for multi-disciplinary or interdisciplinary perspectives4. 

Computer-based decision support systems (DSS) have been one, increasingly 
widespread, response to the challenges of improving environmental management 
and planning5,6.  An environmental DSS can be defined and constructed in many 
different ways, but typically involves capabilities to acquire and structure data, 
model processes, and provide guidance to the user on different courses of action7,8.  
Geographical information systems (GIS) are seen as a key component of 
environmental DSS, not least because there is almost always a spatial element to 
the decisions to be made and the data used to make them. However, the use of GIS 
also has a role in environmental decision-making beyond the implementation of 
DSS.  This book takes such a broader perspective and seeks to illustrate the current 
�state of the art� across a range of conceptual, technical and application issues. To 
set the individual contributions in context the following section provides a brief 
overview of how the nature and use of GIS technology has evolved.  

1.2  THE ROLE OF GIS 

Environmental applications have long been a core use of GIS.  Many of the 
earliest applications were primarily concerned with matters of inventory and 
measurement, but from the mid 1980s a much greater emphasis on statistical 
analysis and modelling was apparent.  Much of this work involved coupling GIS 
with other software tools and has gradually become more sophisticated in terms of 
numerical complexity and the representation of change over time9,10.   
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In the past decade, innovations such as the use of internet and wireless 
communications to support Distributed GIS and Location-Based Services 
(LBS)11,12, the availability of higher-resolution GPS and satellite data, 
improvements in computer processing power and interoperability and the wider 
adoption of object-orientated software concepts have opened up new opportunities 
for the dissemination, analysis and display of spatial data13.  These have included 
individual level (agent-based) modelling of processes14 and much more detailed 
forms of 3D geovisualization15,16. 

Alongside these technical developments, the years since the mid 1990s have 
also seen a greater emphasis on the societal implications of GIS use.  One aspect of 
this has been a growth in research on Public Participation GIS (PPGIS), something 
which can be seen as consistent with a broader emphasis on communication and 
collective design in planning17,18.  Recent reviews recognize that the use of PPGIS 
has brought some improvements to decision-making processes, but also 
acknowledge that there are still limitations with respect to such issues as access 
(e.g., to the internet), digital representation of knowledge and capacity for conflict 
resolution19-21. Other �grand challenges� relating to data availability, the 
representation of geographical phenomena, modelling capabilities and user-
empowerment have been highlighted for GIS as a whole22,23. 

1.3  THE STRUCTURE OF THE BOOK 

This book reflects the above developments and challenges by being divided into 
three parts. These relate to the data required, tools being developed, and aspects of 
participation; three key aspects of the decision-making process as supported by 
GIS. Furthermore, as each of these elements improves and increases in complexity, 
the others are enabled to do so too � there is a cycle of development.  Data must be 
of high quality to support robust decision-making, and procedures to integrate 
different sources or automate the extraction of features add further value. These 
data feed in to GIS-based modelling of environmental features and processes, 
which is fundamental to the decision-making process; the possibilities presented by 
ever-improving network technology (internet or wireless) considerably widen the 
scope for this type of activity. Increased network connectivity among all sections of 
society also increases the scope for new methods of presenting information and 
opens up the decision-making process to a wider audience. Such participation also 
has the potential to improve the underlying information base, particularly through 
providing data that would otherwise be hard to collect. 

1.3.1  Data for Decision-Making 
The first section of the book deals with the fundamental requirement for all GIS 

operations: data. An ability to integrate data from different sources has long been 
regarded as one of the defining characteristics of a GIS and Tompkinson et al. 
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provide an illustration of the benefits that this can bring in the context of deriving 
land-use information.  They present an approach for automatically deriving such 
information from a range of sources, particularly Ordnance Survey MasterMap®, 
and demonstrate that the proposed combination of techniques has the potential to 
provide an important base resource for many aspects of environmental decision-
making. 

Issues of improved feature representation are frequently mentioned in GIS 
research agendas. In their chapter, Slingsby et al. focus on the development of a 3D 
feature framework for urban environments. They begin by reviewing existing 
frameworks in Great Britain and then discuss how these would need to be extended 
to provide a 3D data model that could be implemented on a national scale. As they 
note, such a development would provide many benefits for urban management, 
particularly in respect to issues of access and to support work on virtual cities24,25.     

Matters of representation and data integration are also discussed by Whalley 
and Kemp in their chapter on the development of the FISHCAM GIS.  This 
modular system was designed to support implementation of the EU Common 
Fisheries Policy. It includes facilities to integrate data from a range of sources 
(including real-time GPS), as well as capabilities to query and visualize the 
resulting information in a very flexible manner. On a broader level, the chapter also 
highlights the wide variety of data typically involved in environmental decision-
making, and the challenges associated with structuring and combining them.  

1.3.2  Tools to Support Decision-Making 
Analysis and modelling techniques are at the heart of many GIS applications.  

MacFarlane and Dunsford begin this section by discussing a range of issues 
concerning the use of GIS for suitability mapping and strategic planning exercises. 
Through a series of examples they illustrate some of the problems and dilemmas 
that can arise in such work, including the judgments that are often involved in 
translating criteria into map layers or implementing particular techniques. 
Furthermore, they highlight the importance of the political context in which such 
works takes place, especially when it is a matter of translating strategic plans into 
actual siting decisions. 

The next three chapters are concerned with the use of different statistical 
techniques within a GIS context. Posen et al. examine the use of different spatial 
interpolation methods to generate surfaces of depth to water table, a key variable in 
groundwater vulnerability assessment. They conclude that an approach based on 
kriging produces the most robust results, though issues related to outlier values and 
edge effects still require careful consideration. 

Felicísimo and Gómez-Muñoz compare three regression methods to model tree 
species distributions in the Extremadura region of Spain. Their analysis suggests 
that it is important to allow for non-linearity in such models and that multiple 
adaptive regression splines produce the most appropriate potential vegetation maps 
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for forest planning.  Walz et al. also use regression techniques and compare them 
with transition probability matrices as a means of simulating land-use changes in 
the Swiss Mountain Areas. Both methods are found to have merits, though the 
simpler input requirements of a regression approach mean that it is easier to 
implement on a regional scale and to assess future scenarios. These two chapters 
also raise a number of issues concerning the linkage of statistical techniques and 
GIS.  Recent years have seen considerable improvements in this type of integration, 
but as Anselin26, p.106 notes �much remains to be done�. 

Multi-criteria evaluation (MCE) techniques provide a means of incorporating 
stakeholder preferences into decision processes and have been used in a wide 
variety of environmental contexts27. Shutidamrong and Lovett present an 
application of such methods to land-use planning for a watershed in northern 
Thailand. Their research does not succeed in identifying a single compromise 
scenario for land-use zoning, but does demonstrate how stakeholder involvement 
can be facilitated and help identify both the extent of current consensus and the 
problems that still require attention. They also comment on the practical issues 
involved in implementing MCE techniques and caution that the data and personal 
effort required can be considerable.  

Developments in e-science are now starting to offer new opportunities for GIS 
analysis, particularly in terms of data access, shared computing resources and 
collaborative working. The possibilities and challenges offered by Grid technology 
are reviewed by Jarvis in her chapter. In particular, she highlights the need for work 
on research infrastructures, ontologies and metadata, as well as the adjustment in 
attitudes that is often required to support successful �virtual organizations� and 
interdisciplinary investigations. 

1.3.3  Participation in Decision-Making 
The final section of the book focuses on the use of GIS-based techniques to 

facilitate public participation in decision-making processes.  In the opening chapter 
Bishop provides an overview of developments in this area, concentrating 
particularly on how GIS, modelling and 3D landscape visualization techniques 
have gradually achieved closer integration.  Ongoing work described in this chapter 
illustrates the possibilities of much more interactive group decision-making 
experiences, with �what if� capabilities that extend substantially beyond traditional 
GIS outputs.  

Integration of GIS, simulation modelling and visualization tools is also a feature 
of the research by Brown et al. on coastal erosion scenarios. They discuss the data 
processing required to produce real-time visualizations of cliff recession scenarios 
and the value of such displays when engaging with coastal managers or other 
stakeholders. However, they also highlight the manner in which model outputs had 
to be extrapolated to provide a sufficiently detailed basis for the visualizations and 
the need for future research on the quantification, representation and 
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communication of uncertainties in the scenarios. Such issues related to uncertainty 
in geographical data are widely recognized as a priority for GIS research28.    

In addition to developing techniques to facilitate stakeholder engagement and 
participation it is also important to evaluate the effectiveness of such tools.  The 
next two chapters both address this topic.  Castle and Jarvis discuss the creation and 
use of a web-based PPGIS to rate the accessibility of buildings to mobility impaired 
and able bodied users on the University of Leicester campus. The results indicate 
the value of such an approach in compiling an evidence base for collective action 
and also in providing a sense of empowerment for the mobility impaired.  It is 
emphasized, however, that further initiatives are required to translate the 
information and experiences associated with the PPGIS into emancipatory 
outcomes. 

Miller et al. present the findings of an experiment using a portable virtual reality 
theater to assess public attitudes to the design and layout of wind turbine 
developments.  Participants in their study were shown a sequence of real-time 
landscape visualizations and asked to vote (via handsets) on which turbine, if any, 
should be removed from the display.  Evaluation of the outcomes suggests that such 
an approach to stakeholder engagement was received positively, but also highlights 
the importance of issues such as realism in the visualizations and the need to 
explore the reasons behind the choices made.     

The final chapter by Herrmann and Neumeier provides further examples of 
web-based PPGIS, but is less concerned with technical aspects than the social 
implications of creating such tools.  In particular, using examples from Bavaria and 
applying concepts from Actor-Network Theory, they discuss how the planning and 
introduction of web-GIS services for tourists also facilitated the creation of new 
stakeholder communities concerned with regional development goals.  The ability 
of computer technology to provide a nexus around which multi-disciplinary 
collaboration can take place has also been noted for GIS as a whole29. Indeed, given 
the nature of environmental problems noted earlier this may be one of the most 
valuable indirect contributions of GIS to improvements in decision-making. 

1.4  WHERE NEXT? 

The chapters in this book provide a sense of the current state of GIS for 
environmental decision-making. Together, they emphasize the importance of 
matters related to data, analysis and modelling tools, and stakeholder participation. 
Further advances in all of these aspects can be expected in the next few years, 
driven by developments such as the wider shift to Distributed GIS and Location-
Based Services, which will enhance access to data and processing resources. There 
is also a continuing political emphasis on increasing public participation in 
decision-making, e.g., the implementation of the Aarhus Convention30 in Europe. 
Moreover, the recent introduction of geobrowsers such as Google Earth31, NASA 
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World Wind32 and ArcGIS Explorer33 is already having major impacts on public 
familiarity with, and ability to interact with, geographical information, and could 
even be considered to be driving an expectation of such information being 
provided. Through the capacity to �mash� such tools with other software and 
sources of data the manner in which many environmental issues are discussed and 
decisions taken could also undergo substantial changes.  

Beyond these technical innovations, however, a theme that runs through many 
of the chapters in this book is that the effectiveness of GIS-based methods depends 
on the decision-making frameworks and contexts within which they are employed; 
careful thought must be put into the design of decision-making processes to allow 
spatial information to be used effectively and properly understood by all 
participants. By itself GIS is not, and never will be, a universal panacea for 
environmental decision-making. However, its capacities to integrate, analyze and 
display data are clearly extremely valuable in drawing together the ever more 
varied pieces of information on which decisions need to be based, implying that 
greater involvement of GIS specialists would be highly beneficial in future 
interdisciplinary or transdisciplinary34 initiatives to address environmental 
problems. The evidence from this book suggests that the use of GIS can make a 
significant contribution to such collaborations, which are becoming increasingly 
necessary given the complex challenges presented by global environmental change. 
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 2.1  INTRODUCTION 

 Land use can be defined as the �activity or socio-economic function for which 
land is used�1, p.2.  Barnsley et al.2 note that the terms �land cover� and �land use� are 
often used interchangeably within a single classification scheme and provide the 
distinct definitions of land cover referring to the �physical materials on the surface 
of a given parcel of land� and land use being the �human activity that takes place 
upon it�. Although the increased availability of high-resolution remotely-sensed 
imagery offers the potential for the regular update of land cover data, land use 
information cannot be derived solely from identification of land surface 
characteristics. This is because land use is defined in terms of function rather than 
physical form3, and consequently has a high dependency on in situ manual survey.   

With the release of the Ordnance Survey (OS) MasterMap® Topography Layer4, 
a national feature-based topographic dataset for Great Britain, there are 
opportunities to integrate and associate a diverse range of data sources, and also to 
infer the socio-economic function of topographic objects based upon their context 
and relationships to other objects. This chapter outlines a methodology for 
populating a land-use dataset based on the OS MasterMap® Topography Layer, 
using object-based analysis techniques and information derived from existing 
Ordnance Survey and third-party datasets. The aim of the research was to further 
classify the land use of topographic objects in terms of their morphology and 
spatial relationships using an object-based approach.  

2.2  DATA 

The research in this paper is based upon Great Britain�s large-scale geographic 
information. Responsible for Great Britain�s National Geographic Database, 
Ordnance Survey maintains digital topographic datasets that are surveyed at the 
basic scales of 1:1250 in urban areas, 1:2500 in rural areas and 1:10000 in 
mountain and moor land environments. In 1991, Ordnance Survey released Land-
Line®, a digital vector topographic dataset (composed of a �spaghetti� vector data 
structure, i.e., only points and lines) produced at these scales5.  
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A successor to Land-Line®, the OS MasterMap® Topography Layer, was 
introduced in 2001. This product comprises a seamless database of over 400 
million objects that depict detailed vector topographic features such as houses, land 
parcels and pavements6 and constitutes a major change in how Great Britain�s 
topographic data are represented and manipulated within geographic information 
systems and databases. 

Feature-based datasets that are similar to OS MasterMap® have been produced 
by several other national mapping agencies, especially within Europe. Examples 
include the Vector25 digital landscape model of Switzerland7 and the Dutch 
Top10vector product8. Differences between these products and the OS MasterMap® 
Topography Layer that would have implications for the modelling processes 
described here include: 

 
• The scale at which the products are delivered: 1:25000 and 1:10000, for 

the Swiss and Dutch products respectively. 
• The associated simplification of their data models. For example, both the 

Swiss and Dutch products contain a less detailed range of topographic 
feature types relative to the OS MasterMap® Topography Layer.  

 
It should be noted that the OS MasterMap® Topography Layer also differs from 

the UK Land Cover Map 2000 developed by the Centre for Ecology and 
Hydrology9.  This is a parcel-based vector dataset derived through the processing of 
satellite imagery that depicts land cover classes and was designed to provide a 
census of broad habitat types in the United Kingdom10. 

Additional Ordnance Survey data used in this work includes ADDRESS-
POINT®, a point-based dataset that identifies the precise geographical location of 
residential, business and public postal addresses11, and OSCAR®, a national large-
scale vector dataset depicting road information12.  

2.3  PREVIOUS APPROACHES TO LAND-USE CLASSIFICATION 

As described by Wyatt13, between the mid 1980s and early 1990s, the (then) 
Department of the Environment commissioned a series of studies14,15 to assess the 
feasibility of a national land-use stock survey (interests in land use information are 
now being taken forward by Communities and Local Government16). The main 
conclusion from these studies was that land use should be collected and maintained 
in collaboration with Ordnance Survey�s large-scale digital mapping. Following the 
further recommendation by Dunn and Harrison17 that a national land-use stock 
system should be created, additional evaluation by the Ordnance Survey18 in 1996 
concluded that a desk-based method that used surveyors� local knowledge, together 
with large-scale Ordnance Survey data would be the most appropriate approach in 
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urban areas. For rural environments, stereo interpretation of color aerial 
photography was the preferred method.  

It has long been recognized that physically visiting land parcels to assess their 
use is a most inefficient approach to developing and maintaining extensive land-use 
maps, and that manual interpretation of high-resolution remotely-sensed images 
offers a more effective and efficient procedure. Such an approach has the advantage 
of utilizing human intelligence to understand the function of land parcels. The 
operator intuitively studies the spatial context of a topographical feature within its 
overall environment inferring, for example, that a building next to a garden is 
probably residential, and one peripheral to a residential area and surrounded by a 
car park might be retail. The obvious disadvantage to this approach is that it is very 
time consuming when applied to anything beyond a local scale. Consequently, 
there has been a history of research into increasingly automated methods of land-
use classification, both at Ordnance Survey and in the wider research community.  

Given the difficulties in applying the intuitive rules of visual interpretation to 
imagery in an automated manner, initial research at Ordnance Survey sought to 
populate a land-use dataset using attributes drawn from a polygonized version of 
Land-Line®, ADDRESS-POINT® and OSCAR®, in combination with intelligence 
from third party sources19. The datasets that were proposed for use in future 
incarnations of this methodology included: a remotely-sensed land cover data 
source to populate land cover attributes, a range of commercial business directories 
and the Valuation Office�s National Non-Domestic Rating List20 and Council Tax 
Valuation List21 (these are databases that relate to local taxation and can be used to 
aid differentiation between commercial and residential properties). The potential 
for using remotely-sensed satellite data was also explored22. Remotely sensed 
satellite data have the advantages over aerial photography of larger areal coverage 
and higher revisit rates, but their contribution was limited at this time (1997) by the 
non-availability of very high-resolution satellite imagery. 

The data integration method proposed in the Ordnance Survey reports19,22,23 was 
developed further through a research contract undertaken on behalf of the National 
Land Use Database (NLUD®) Partnership24  that was placed by the then 
Department for Transport, Local Government and the Regions (now Communities 
and Local Government) with Infoterra Ltd. This study combined a limited number 
of national coverage datasets, including those trialled in earlier Ordnance Survey 
work19, to form a prior information dataset. The integration was performed using 
rule-based searches and was known as the Semi-Automated Data Driven Analysis 
(SADDA) technique1. This approach had two main elements, the first consisting of 
data driven methods to directly classify polygons, and the second involving rules to 
assign labels to unclassified polygons25. The latter inferences were based upon:  
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• Clump analysis: following the classification of a group of buildings using 
data-driven methods, any remaining adjacent polygons within the same 
�clump� were assigned a similar use.  

• Block analysis: Ordnance Survey OSCAR data were used to define blocks 
of one land use and all unclassified polygons in such blocks were assigned 
that use. 

• Residential adjacency: polygons with an OS MasterMap® Topography 
Layer �Make� attribute (identifying features as man-made, natural, etc.) of 
�Multiple� were classified as residential if they were next to other 
residential polygons. 

 
It was recognized, however, that these were relatively primitive methods and 

Infoterra25 concluded that there was scope for more sophisticated contextual 
analysis that was beyond the remit of their study. 

A fundamental weakness in only using a �data integration� approach to land-use 
classification is that features are treated in a very individualistic manner, i.e., 
polygons will be classified only if a point from another data source falls within 
them. Curtilage (i.e., land surrounding a building26) or other buildings on a large 
site such as a hospital complex may be left unclassified. As a result, a number of 
approaches have been adopted in remote sensing research to mimic the rules used 
by a manual photo-interpreter to infer land use based upon relationships between 
objects in the landscape. 

At their simplest level, these image-based approaches have involved focusing 
upon the immediate relationships between pixel values in an image. These �kernel-
based� approaches involve studying pixel values within a convolution kernel and 
investigating the spatial pattern of pixel values in terms of edge and vertex 
adjacency events2. If pixel values are classified to represent land cover or material 
types, the land use is then inferred from the spatial relationships between those 
surface categories. However, capturing the spatial composition of high-resolution 
imagery (< 5 m) using this method of analysis appears to be problematic. Large 
kernels are required to better capture the spatial structure within such imagery, but 
their application introduces the unwanted effects of blurring and smoothing and so 
constrains the use of such techniques. A refinement, implemented upon medium-
resolution SPOT-HRV and Landsat-TM satellite data by Barnsley et al.2, is a 
�higher-level� approach that takes into account better functional relationships 
between pixels, combined with image texture models. 

Increasingly sophisticated approaches have been used to identify contiguous 
objects in imagery and then assess the relationships between them (as opposed to 
pixel-by-pixel analyses). Initial attempts to analyze the contextual relationships 
between objects included the application of graph-based structural pattern 
recognition techniques. For instance, Barnsley and Barr3 developed the eXtended 
Relational Attribute Graph (XRAG) that analyzed structural properties and the 
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relationships between parcels in rasterized digital maps, with the objective that the 
methodology could also be applied to parcels in high-resolution satellite imagery.  

Further research at Ordnance Survey27,28 studied the relationships between land 
use and the morphological characteristics of objects in a topographic database. 
Rules were constructed that examined both the shape of objects and the patterns in 
the immediate vicinity of the objects. A qualitative assessment of the results 
indicated that when discriminating between uses such as residential, roads, fields of 
crops and field margins, a 60-70% attribution could be achieved28. However, the 
rule base used in this case was considered inappropriate for classifying all land uses 
since it concentrated upon the geometrical properties of individual polygons, rather 
than also considering the spatial pattern of those features around the entity of 
interest. It was concluded from this study, as well as the experience of being 
involved in research such as the CLEVER-mapping project19,29, that the integration 
of raster and vector data and the attributes of third-party datasets all show potential 
for classifying land use. 

In recent years commercially available object-oriented image analysis software 
such as eCognition30 has enabled imagery to be easily segmented and facilitated the 
implementation of more complex classification rules based upon a range of 
morphological and relational characteristics. This type of methodology has been 
applied to land-use classification (e.g., Bauer and Steinnocher31). The main 
difficulty in applying a segmentation-based technique in a mapping context is the 
likelihood of incompatibilities between objects in the imagery and those in existing 
topographic data. These limitations in image-led object-based methodologies 
primarily result from the characteristics of image-dependent segmentation 
algorithms. By their very nature, segmentation routines are usually based upon low-
level image analysis techniques designed to be an initial step in object 
recognition32. As such, due to the inherent heterogeneity of remotely-sensed data, 
factors such as differences in illumination (e.g., across a roof apex) will result in 
segments that do not fully match the desired topographic features. Indeed, with 
respect to applying segmentation routines for large-scale mapping purposes, 
although there has been over two decades of research in this area, there is no 
universal routine available that can extract the geometries of specific types of 
topographic feature in a variety of contexts33. That said, methods for deriving 
information from imagery for mapping purposes are increasing in their 
sophistication, and in their use of additional knowledge (such as other spatial 
information), to better target processing routines34. This is especially true if these 
routines are applied to the revision of existing information. Nevertheless, despite 
these advances, drawing upon initial experimentation in work that used the outline 
of topographic features in the OS MasterMap® Topography Layer to segment 
recently flown aerial photography, it became apparent that there were too many 
factors affecting the integrity of the resulting land-use dataset. As a consequence, 
the methodology outlined below does not depend upon remotely-sensed data.  
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2.4  ORDNANCE SURVEY CLASSIFICATION METHODOLOGY 

The research at Ordnance Survey sought to produce an automated methodology 
that would improve the quality of a land-use dataset initially populated through data 
integration techniques by using morphological and relational rules to increase both 
completeness and usability.  To help avoid confusion between techniques the latter 
rule-based element has been given the acronym OOLUC (object-oriented land-use 
classification), with the initial development utilizing OS MasterMap® Topography 
Layer and ADDRESS-POINT® data35. OOLUC is essentially a fully-automated 
rule base that applies rules in a cyclical manner, classifying objects into functional 
groups, and then reclassifying objects, labelled with functional classifications, in 
accordance with the NLUD classification scheme. For example, a school building 
and a playground would be classified separately (with a playground being classified 
using its land cover and proximity to a school), before both objects become 
reclassified as �Education�. 

Rule-based procedures require many assumptions. For instance, in Cassettari36 
retail areas are assumed to take precedence over other types of town center land 
use. In cases of low classification certainty, OOLUC incorporates similar rules that 
assess the relative area of different classifications surroundings a polygon. For 
example, if an unclassified polygon has a high proportion of properties labelled as 
�Retailing� nearby, then it will be assigned a similar status. However close 
inspection of the results produced by OOLUC indicates that although these rules 
lead to an increase in the completeness of the classification, there are high numbers 
of misclassifications between classes such as �Retailing�, �Offices� and �Industrial�. 
In addition, the presence of some imprecisely defined land cover classes (for 
instance water ditches in urban areas) results in misclassification by relational rules. 
Consequently, when only using OOLUC there is a lower assurance that polygons 
are classified correctly. 

SADDA (see Section 2.3) was developed from a body of research that took 
place at Ordnance Survey through the 1990s. The overall Ordnance Survey land-
use classification methodology (OSLUM) consists of applying a SADDA-like 
technique followed by OOLUC. Such an approach acknowledges that an expanded 
range of third-party datasets are required to differentiate between classes that 
otherwise have a low confidence of classification, and that an optimal methodology 
should consist of both data integration techniques (e.g., those in SADDA) and a 
rule base (e.g., OOLUC). It should be noted that to avoid any inconsistencies that 
might arise after applying SADDA�s inferred methods, only the data-driven part of 
SADDA (which employs the integration techniques) is used within OSLUM. 

Figure 2.1 illustrates the relationship between the SADDA and OOLUC 
components of the OSLUM methodology. Within the OSLUM flowline, OOLUC 
takes, as input data, OS MasterMap® Topography Layer with attributes for land 
cover and land use that have been assigned during the SADDA procedure. Both 
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SADDA and OOLUC have been designed to populate the OS MasterMap® 
Topography Layer in accordance with the NLUD classification scheme from 
version 4.1 onwards1. In these versions of the NLUD classification, a polygon 
should be assigned both a land use and land cover attribute. However, OOLUC is 
only designed to provide land use attributes and so it is assumed that SADDA, on 
its own, is sufficient to generate land cover information. Furthermore, polygons 
with a land use attribute from SADDA do not have this information changed by 
OOLUC, since priority is given to the direct, rather than inferred, method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.1  The structure of the Ordnance Survey land-use classification methodology (OSLUM). 

 
Within the OOLUC component, polygons that have not been classified using 

SADDA are populated according to the following sequence of rules: 
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1. Direct attribution. 
2. Adjacent to directly-attributed object and fulfills certain morphological 

criteria. 
3. Within a defined distance of a directly-attributed object and fulfills certain 

morphological criteria. 
4. Fulfills defined morphological criteria and adjacent to another object of 

defined morphological criteria. 
5. Fulfills defined morphological criteria and within a defined distance of 

another object of defined morphological criteria. 
6. Fulfills defined morphological criteria. 

 
To ensure stability in the resultant classification, after empirical investigation 

during development of the methodology, it was concluded that the rule base should 
be applied to each polygon four times. The order of precedence during each of the 
cycles is recorded as an extra attribute for each polygon. Using this information, the 
operator is able to obtain a confidence measure for the classification of each 
polygon. After the program has finished applying the rule-base cycles, a further 
rule is implemented that deals with curtilage and any remaining unclassified 
polygons to ensure completeness in the final dataset. Example land use maps that 
result from implementing just SADDA and the complete OSLUM methodology are 
shown in Figures 2.2 and 2.3 respectively.  The illustrations also demonstrate that 
the OSLUM method provides a greater completeness in the resulting dataset 

To summarize, Table 2.1 compares the characteristics of OSLUM with those of 
the alternative methods for land-use classification described in Section 2.3. This 
evaluation suggests that OSLUM incorporates many favorable characteristics of 
previously documented techniques (e.g., an object-based focus and no requirement 
for direct use of imagery). Overall, the key advantages of OSLUM are that it: 
 

• Preserves the high confidence of correct classification of individual 
polygons (if suitable data are available) derived from a data integration 
(data-driven) component, and  

• Increases the value of the final dataset by populating objects that do not 
have other data associated with them through the use of relational and 
morphological modelling.  

2.5  ACCURACY ASSESSMENT OF SADDA AND OSLUM 

A quantitative comparison was conducted to compare the SADDA and OSLUM 
methodologies described in the previous section. Reference data were collected for 
nine study sites (each between 1�2 km2 in area) in both urban and rural 
environments. These data were used to validate results from SADDA by 
Infoterra25.  Analysis of the OSLUM results was performed on the same sites. 
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Figure 2.2  A land-use classification of central Sheffield using the SADDA methodology. Polygons 
depicted in white are unclassified. Ordnance Survey data © Crown Copyright. All rights reserved. 
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Figure 2.3  A land-use classification of central Sheffield using the OSLUM methodology. Polygons 
depicted in white are unclassified. Ordnance Survey data © Crown Copyright. All rights reserved. 
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Table 2.1  A comparison of methodologies for land-use classification 
 

Land-Use 
Classification 
Methodology Input Data 

Pixel or     
Object-Based 

Rules to Take 
Account of Context 

Manual 
interpretation 

Remotely-sensed 
imagery 

Intuitively object-
based 

Intuitive assumptions 

Data integration Feature-based vector 
data, raster land cover 
data, and a range of 
point-based spatial 
datasets 

Object-based None 

Kernel-based Remotely-sensed 
imagery 

Pixel-based Vertex and edge 
adjacency events 

Graph-based Rasterized digital map 
imagery 

Object-based Distance and direction 
relationships 

Early morphological 
techniques  

Polygonized vector 
data 

Object-based Immediate adjacency 
counts 

Image-based 
object-oriented 
methodologies 

Remotely-sensed 
imagery 

Object-based Morphological and 
spatial relationship rules 
between objects derived 
solely from imagery 

Ordnance Survey 
land-use 
classification 
methodology 
(OSLUM) 

Feature-based vector 
data, raster land cover 
data, and a range of 
point-based spatial 
datasets 

Object-based Morphological and 
spatial relationship rules 
between objects derived 
from object-based data. 
Non-visual prior 
information from point-
based data 

 
On a per-class basis, Table 2.2 (urban sites) and Table 2.3 (rural sites) 

summarize accuracy values for both the SADDA (using only direct attribution and 
then this followed by inferred methods) and the OSLUM methodologies. The 
accuracy values listed represent percentages of total areas. Based upon the original 
SADDA results from Infoterra25, there are two types of accuracy value provided: 
 

• Confidence (also known as user�s accuracy): The probability that an area 
classified with a given class actually represents that class on the ground. 

• Class Completeness (also known as producer�s accuracy): The proportion 
of total area in each class of reference data that is classified correctly.  
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Table 2.2  Total per-class accuracy figures for urban reference sites 

Confidence (% Area) Class Completeness (% Area) 

 NLUD 
Classification 
(Version 4.1) 

SADDA 
(data -
driven 
only) 

SADDA 
(including 
inference 

techniques) OSLUM 

SADDA 
(data-
driven 
only) 

SADDA  
(including 
inference 

techniques) OSLUM 
1.1 Agriculture 52.78 52.77 52.78 91.21 91.21 91.21 
1.2 Agric. bldg. 0.00  8.94 0.00 0.00 18.92 
2.1 Forest/wood 12.45 12.45 12.45 29.33 29.33 29.33 
2.2 Open land 44.51 0.00 28.87 14.79 0.00 28.28 
2.3 Water 88.71 88.71 88.71 99.27 99.27 99.27 
3.1 Mineral/quarry       
3.2 Landfill site       
4.1.1 Recreation 75.69 75.14 74.69 43.40 44.44 43.39 
4.1.2 Allotment 100.00 100.00 100.00 85.60 85.60 85.60 
4.2 Leisure bldg. 75.28 74.28 76.66 33.50 33.70 37.48 
5.1.1 Highway 89.77 88.77 88.77 80.10 80.11 80.11 
5.1.2 Car park 28.17 28.17 28.42 7.68 7.68 7.93 
5.2.1 Railway 88.69 88.69 88.69 94.11 94.11 94.11 
5.2.2 Airport       
5.2.3 Dock  0.00 0.00    
5.3 Utilities 0.00 14.27 15.84 18.75 16.68 20.89 
6.1 Residential 90.44 95.38 86.84 39.30 86.96 86.30 
6.2 Institutional 7.18 29.06 7.18 1.18 0.00 1.18 
7.1.1 Inst. bldg. 85.35 83.92 81.42 23.67 18.95 27.35 
7.1.2 Educat. bldg. 100.00 100.00 100.00 23.88 8.50 23.88 
7.1.3 Relig. bldg. 100.00 100.00 100.00 4.26 4.26 7.53 
8.1 Industry 31.78 27.69 28.03 10.70 11.71 16.49 
8.2 Offices 48,56 48.63 40.12 30.47 31.22 31.36 
8.3 Retailing 64.31 83.41 43.15 43.72 28.98 68.49 
8.4 Warehousing 25.84 26.4 14.11 15.77 16.11 22.68 
9.1.1 Vacant land  0.00   0.00 0.00 0.00 
9.1.2 Vacant bldg. 0.00   0.00 0.00 0.00 
9.2 Derelict land    0.00 0.00 0.00 
10.1 Defense       

 
The land-use classification scheme employed in the assessment was the NLUD 

Classification v4.1 (see Harrison1 for further information). In Tables 2.2 and 2.3, if 
no accuracy value is shown then there was no population of the class in question, 
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while if a value of 0.00 is listed then that class was populated with entirely 
incorrect classifications. 
 

Table 2.3  Total per-class accuracy figures for rural reference sites 

Confidence (% Area) Class Completeness (% Area) 

 NLUD 
Classification 
(Version 4.1) 

SADDA 
(data -
driven 
only) 

SADDA 
(including 
inference 

techniques) OSLUM 

SADDA 
(data-
driven 
only) 

SADDA  
(including 
inference 

techniques) OSLUM 
1.1 Agriculture 98.13 98.14 98.14 92.95 92.95 92.95 
1.2 Agric. bldg. 82.50 82.5 74.96 0.18 0.18 56.25 
2.1 Forest/wood 64.81 64.81 64.81 86.91 86.94 86.92 
2.2 Open land 77.46 77.46 77.40 86.79 86.79 86.79 
2.3 Water 20.10 20.11 20.11 94.38 94.38 94.38 
3.1 Mineral/quarry 0.00 0.00 0.00    
3.2 Landfill site       
4.1.1 Recreation    0.00 0.00 0.00 
4.1.2 Allotment       
4.2 Leisure bldg. 30.03 22.96 20.51 97.60 97.60 97.60 
5.1.1 Highway 79.80 79.80 79.80 84.38 84.38 84.38 
5.1.2 Car park    0.00 0.00 0.00 
5.2.1 Railway       
5.2.2 Airport       
5.2.3 Dock       
5.3 Utilities 68.45 68.45 93.55 0.02 0.02 0.15 
6.1 Residential 63.13 89.72 84.01 4.13 38.91 52.46 
6.2 Institutional 0.00 0.00 0.00 0.00 0.00 0.00 
7.1.1 Inst. bldg. 61.73 54.50 73.19 16.05 16.05 57.38 
7.1.2 Educat. bldg. 100.00 100.00 100.00 6.55 6.61 6.61 
7.1.3 Relig. bldg. 100.00 100.00 100.00 8.51 8.59 9.24 
8.1 Industry 100.00 100.00 100.00 1.55 1.55 2.93 
8.2 Offices 0.00 0.00 0.00    
8.3 Retailing 59.28 44.99 20.38 12.62 13.29 56.19 
8.4 Warehousing   0.00    
9.1.1 Vacant land    0.00 0.00 0.00 0.00 
9.1.2 Vacant bldg.    0.00 0.00 0.00 
9.2 Derelict land 0.00      
10.1 Defense       
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The results for urban areas in Table 2.2 indicate that including inferred methods 
improved the Class Completeness for several NLUD categories characterized by 
relatively large �blocks� with multiple buildings and surrounding land. For 
example, using both the �full� SADDA approach and the OSLUM methodology 
dramatically increased the Class Completeness of the 6.1 Residential category 
when compared to the solely data-driven method. This trend is further 
demonstrated in the case of OSLUM with higher completeness values for 7.1.1 
Institutional Building, 7.1.2 Educational Building and 7.1.3 Religious Building, 
along with commercial classes such as 8.3 Retailing and 8.4 Storage and 
Warehousing. For classes 8.1 Industry, 8.3 Retailing and 8.4 Storage and 
Warehousing, the OSLUM confidence value is lower than those produced by both 
SADDA methods. Even when compared to the full SADDA method, this is 
explained by even more inferred rules being used in OSLUM to associate 
topographic objects with others in order to assign a classification in situations 
where associated data are sparse. 
 In the rural environment, Table 2.3 shows that the Class Completeness for 6.1 
Residential and 8.3 Retailing was improved through the association of polygons 
with surrounding land uses that had already been identified. A particular increase in 
Class Completeness is also apparent for 1.2 Agricultural Buildings using OSLUM. 
The difference between the full SADDA and OSLUM results for this category 
reflects a better representation of the context within which such buildings are set in 
the rules of the latter. In OSLUM, an agricultural building is differentiated from a 
residential one by stipulating that it should not be adjacent to a garden and that it 
should be surrounded by a high proportion of natural land cover. 
 The rules that contribute to increased Class Completeness within the rural 
setting also tend to produce a slight fall in the corresponding Confidence levels 
(e.g., see the results for 8.3 Retailing).  One exception is the 5.3 Utilities class 
where the Confidence level actually increases when using OSLUM. This could be 
due to improved contextual rules (e.g., land owned by a water company being close 
to a reservoir). However mistakes in SADDA, such as classifying reservoirs into 
category 2.3 Water (derived directly from the land-cover attribute) and not 5.3 
Utilities, are also propagated into OSLUM. This helps to explain the extremely low 
values of Class Completeness for the 5.3 Utilities category in all methodologies. In 
addition, it suggests that a future version of the rule base may need to include an 
extra condition that classifies 2.3 Water as 5.3 Utilities if it is adjacent to a 5.3 
Utilities object in a previous classification cycle. 

Other features of the results generated by OSLUM are as follows: 
 
• A vacant building in a rural environment was usually put into class 1.2 

Agricultural Building by OSLUM. In an urban area it was usually 
classified as 8.1 Industry or 8.4 Storage and Warehousing. 
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• If an 8.1 Industry object was incorrectly classified, it was usually defined 
as 8.4 Storage and Warehousing. 

• Car parks in reference data that are associated with sites such as retail 
parks were sometimes classified as 5.1.2 Car Park and not as 8.3 Retailing. 

 
Table 2.4 presents the overall accuracies of the methods tested in this study. 

The higher accuracy values in both urban and rural environments indicate that 
applying the OOLUC rule base after the data-driven component of SADDA really 
does add extra value to a method that only directly populates polygons with 
existing data. In addition, the results illustrate the effect of the more sophisticated 
contextual inference rules in OSLUM, compared to those in the full version of 
SADDA. For example, OSLUM leaves fewer polygons unclassified and the better 
accounting for curtilage contributes to the higher overall accuracy of the method in 
urban areas. The very small differences between the results in rural areas can be 
attributed to the presence of a higher proportion of classes that can be more reliably 
populated using existing land-cover classifications (e.g., 1.1 Agriculture). 
 

Table 2.4  Overall accuracies of the SADDA and OSLUM  classification methodologies 
 

 

SADDA            
(data-driven 

approach only) 

SADDA 
(including inference 

techniques) OSLUM 
Urban 46.87% 53.25% 59.87% 
Rural 87.55% 88.04% 88.34% 

 

2.6  CONCLUSIONS 

This chapter has outlined and evaluated a semi-automatic approach to 
populating an initial baseline land-use dataset. The aim was to advance a 
methodology that couples techniques for deriving land-use function from 
morphological and spatial rules, with information from existing geographic datasets 
utilizing solely semi-automated techniques. OSLUM fulfills these criteria, and 
enhances previous approaches to classifying land-use in a semi-automated manner. 

The results from evaluating OSLUM suggest that for many land-use classes it 
provides higher levels of per-class completeness and levels of total population 
(especially within urban areas) than when using the SADDA method on its own. 
The main advantage of OSLUM compared to other methods is that the functional 
characteristics of land use are assessed in terms of both visual context (such as in 
the pattern of topographical objects on a map) and non-visual information (such as 
address, or business-directory related information). Since these contextual rules are 
only applied to polygons that are unclassified after applying a direct data-driven 
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approach, higher classification accuracies are bound to arise. In addition, unlike the 
inference rules employed in the full version of SADDA, the contextual rules in 
OSLUM are applied in a fully automatic manner in all types of environment. 

OSLUM�s shortcomings include the expense and availability of data required in 
the data-driven component and its dependence upon the detail that is present in 
large-scale topographic data for morphological modelling. Although, in theory, a 
similar methodology could be applied to other countries that possess a national 
feature-based topographic dataset, it is likely that the use of a generalized base 
dataset could have a detrimental effect upon the accuracy and completeness of the 
results. For some users, the Class Completeness and Confidence values of some 
individual classes in OSLUM might be too low and this may present a further 
disadvantage of the methodology. However, this could be improved with 
subsequent manual interpretation and intervention. The value of OSLUM lies in 
maximizing the accuracy of a land-use dataset that has been populated using 
automated methods, thereby minimizing cost in any subsequent intervention or 
maintenance processes. 

The analysis of results produced by OSLUM indicates that the method provides 
improvements in the overall accuracy and completeness of a land-use dataset 
produced using close to fully automatic methods, most notably within the urban 
environment. OSLUM therefore offers one way forward to solve the inherently 
multi-faceted problem of effective and complete population of a land-use dataset. 
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CHAPTER 3 

A New Framework for Feature-Based Digital Mapping 
in Three-Dimensional Space 

 
A. Slingsby, P. Longley and C. Parker 

 

3.1  INTRODUCTION 

 National mapping agencies have produced definitive maps on regional and 
national scales for over two centuries.  An important principle of these maps is their 
basis on a standard georeferencing framework and their adherence to a set of 
standard capture specifications ensuring that elements of different geographical 
regions within the same framework are comparable to each other.  Maps are 
diagrammatic in style; an object of interest is depicted by a plan geometry (often a 
simplified footprint) or a symbol, whose color, size and labelling indicates its 
identity, its classification and other related information. 
 Within the past decade, many mapping agencies have digitized their original 
paper-based information.  The results are placed into a data management system 
and they become the definitive version, from which subsequent paper and digital 
mapping products are produced.  Many mapping agencies now consider themselves 
as data rather than map providers (digital data products now form the largest 
market for Britain�s national mapping agency).  We use the term �framework� to 
refer to the database that supports the data management system.  Its design (the 
subject of this chapter) has major implications for the type and range of 
applications that can be supported.  In common with most programs involving the 
wholesale digitization of information, initial efforts have been little more than 
digital versions of the original paper versions. 
 The geometry of the urban environment can be complex with parts of multiple-
story buildings, bridges, underpasses and tunnels juxtaposed in various ways.  
Increasingly, a 2D description of the world is becoming inadequate for applications 
such as recording the ownership of flats on multiple stories or evacuation planning 
in a multi-tiered urban environment.  A challenge for national mapping agencies is 
to be able to model 3D geometries and relationships without compromising the 
traditional agenda of providing national coverage in a useable and common 
framework. 
 This chapter discusses issues and applications appropriate for the design of a 
new framework for the storage of digital national mapping data.  The framework 
design is guided by the following design principles and capabilities, whose 
rationale is described and discussed in later sections. 
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• The ability to accommodate alternative conceptualizations of real-world 
features. 

• To be a data repository: a unified database storing a rich set of information 
about the urban environment which is compact and is structured in such a 
way that a wide range of views (maps) can be extracted according to 
various criteria sets. 

• The ability to construct three-dimensional geometries. 
• The ability to deal with space both interior and exterior to buildings in a 

seamless fashion: e.g., allowing a courtyard space to be retrieved in the 
same way as an entrance lobby space. 

• To be incrementally updatable: the ability to populate the framework with 
existing information, and incrementally add new data as they become 
available. 

• The ability to accommodate pedestrian accessibility as an integral part of 
the framework. 

 
 Although we have an emphasis on modelling the complexities of the urban 
built-environment, we anticipate that rural areas (with potentially simpler 
geometries) could be described in the same framework. 

3.2  CASE STUDIES OF EXISTING FRAMEWORKS 

The products and experiences of Ordnance Survey®1, the national mapping 
agency of Great Britain, will be discussed.  Ordnance Survey was the first mapping 
agency of its size to digitize its nation-wide large-scale mapping2, a process 
completed in 1995.  It is these large-scale topographic maps which will be 
considered here (OS MasterMap® is captured at and designed to be viewed at 
1:1250 for urban areas).  These maps depict �addressable objects� with a 
correspondence to conceptualizations of real-world features (e.g., buildings, trees, 
parkland, and post boxes). 

3.2.1  NTD and Land-Line® � �Digital Drawing�  
The result of completing the wholesale digitization of Ordnance Survey�s paper 

maps in 1995 was the National Topographic Database (NTD), on which the digital 
data product Land-Line® is based (Figure 3.1).  NTD is a very map-centric 
framework, in that it is the linework that has been digitized.  The linework 
corresponds to the boundaries of (implicit) area and linear features3.  Points 
corresponding to particular positions of interest (e.g., spot heights, telephone boxes, 
wells and milestones) complement the linework.  Each of these points and lines is 
termed a �feature� and is allocated a �feature class� which corresponds to a type of 
linework or symbology on a map (e.g., building outline, base of a slope, cliff edge 
or a point feature).  Land-Line does not have areal features.  This is a major 
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limitation because many geographical features are conceptualized by their areal 
extents rather than their boundaries: examples being fields, building footprints and 
land parcels. 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 3.1  An extract from the Line-Line® users� guide showing part of a railway with points and lines 
classified by feature class (FC).  Source: Ordnance Survey2, Figure 4.8, p.4.18.  Ordnance Survey © 
Crown copyright.  All rights reserved. 

 
Since Land-Line features refer to linework on a paper map rather than 

conceptualizations of �real-world� features, the product is most appropriate for the 
production of customized maps for printing and display.  Where areal features are 
required (such as individual building footprints for a GIS analysis task), polygons 
have to be built from the bounding �building outline� lines, an achievable task in 
many GIS packages. 

3.2.2  DNF® and OS MasterMap® � �Feature-Based Mapping�  
Some of the above limitations have been addressed in the Digital National 

Framework� (DNF®), which replaces NTD.  DNF was launched in 2001 and is the 
framework upon which the product OS MasterMap® is based (Figure 3.2).  Two of 
OS MasterMap�s important characteristics are: 

 
• Area (polygon) features exist in addition to the line and point features 

present in Land-Line.  Polygons are exhaustively tiled (they do not overlap 
and there are no gaps), so that road and pavement segments are 
represented as polygons too.  Since many geographical features are often 
conceptualized as land parcels or footprints on maps, these new polygon 
features more closely represent these addressable objects, which are 
conceptualizations of real-world features. 

• Since OS MasterMap features have a closer match to addressable objects 
in the real-world, they are each allocated a unique identifier called a 
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TOID® (topographic identifier).  A substantial change in a real-world 
feature may result in it being allocated a new TOID.  However, OS 
MasterMap features do not necessarily correspond to real-world entities, 
particularly those that are lines and points, so a TOID may not correspond 
to a real-world feature at all. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2  The polygon features of the Topographic Layer of OS MasterMap®.  Each polygon has a 
unique identifier (TOID®) that usually corresponds to a �real-world� areal feature such as a building or 
segment of road.  In this extract, the polygons are shaded according to the category of real-world feature.  
Source: OS MasterMap® data displayed in ArcGIS 8.  Ordnance Survey © Crown copyright.  All rights 
reserved. 
 

OS MasterMap® is split into several themes called �layers�.  The point, line and 
polygon features are contained in the Topographic Layer.  Road accessibility and 
connectivity information is provided as a fully connected 2D geometrical network 
of roads in another layer called the Integrated Transport Network� (ITN).  Nodes 
of the network represent the positions of junctions and link the topologically-
connected lines.  Lines represent the 2D geometry of road centerlines, which are 
allowed cross without being connected (this is the case when they are on different 
levels).  Nodes and lines of the network have traffic access and restriction 
information associated.  This network connectivity cannot be derived from the road 
polygons in the Topographic Layer because the 2D depiction of geometry results in 
over-passes cutting the connectivity of roads underneath.  

3.2.3  Current Problems  
The two main limitations of existing OS data which restrict the range of 

supported applications are: 
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• Addressable objects are defined by a particular and restricted set of 
conceptualizations of real-world features and geometry is defined in these 
terms. 

• The 2D character of the geometry cannot adequately represent the multiple 
tiers common in the built environment. 

 
Different organizations, individuals and research projects require geometrical 

data of the built environment and they would generally look to a national mapping 
agency for this.  However, national mapping agencies may not provide the 
geometry adequate for their needs.  For example, the UK Valuation Office requires 
the geometries of taxable units in the built-environment.  As discussed below, these 
geometries tend to be subdivisions of those provided by national mapping agencies 
and they often need to be described on multiple stories of buildings. 

The level of geometrical detail in OS MasterMap® reflects the remit of a 
national mapping agency, which primarily deals with information over large 
regions.  While we do not propose that the remit of national mapping agencies 
should necessarily change, we propose that a common framework should exist, 
allowing many data providers to be able to add and retrieve data according to their 
requirements.  This would also facilitate the sharing of geospatial data.  A 
framework which supports the output of the feature sets of the Ordnance Survey, 
the Valuation Office and other data providers would become very powerful indeed.  
Case studies will now be used to illustrate the challenges and possibilities.  

3.2.4  Non-Domestic Building Stock Project (NDBS) 
The NDBS Project4 is a research programme based at the Bartlett School of 

Graduate Studies at University College London.  Its original aim was to achieve a 
statistical picture of the uses of energy in non-domestic buildings in order to help 
form national and international policies on energy use5.  It has data on 
approximately two million non-domestic properties which were collected from 
surveys carried out in four English towns and details provided by the UK Valuation 
Office (VO).  Relevant addressable objects for the VO are taxable units of non-
domestic properties (offices, shops and other industrial buildings) which are usually 
subunits of the addressable objects defined by national mapping agencies. 

The database which holds this information (SmallWorld� GIS6) uses stacked 
polygons to model units on different stories (Figure 3.3) collected from street 
surveys7.  Each polygon represents the floor area of each unit and, by extension, the 
unit itself.  Each floor polygon has attributes corresponding to characteristics of the 
unit: attributes relevant to energy efficiency modelling (type of activity, materials, 
ceiling height, glazing-to-wall area ratio and for the uppermost stories, the roof type 
and roof pitch angle).  The vertical separation between different stories was 
estimated from photographs.  The 2D geometry was derived by subdividing 
Ordnance Survey building footprints, forming units with unique attribute sets (for 
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example, a room with a lower floor-to ceiling height portion than the rest of the 
room would be divided into two units with different floor-to-ceiling heights).  As a 
database holding three-dimensional geometry, this presents a rather simple, but 
adequate means of storing attributes for different parts of buildings and a basis for 
calculations such as extents of exposed walls and hence an input to energy 
efficiency modelling. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3  Office building represented in the NDBS database.  Floor polygons can be different sizes on 
different stories.  Source: Holtier et al.5, Figure 1, p.53.  With permission. 
 

To create the NDBS, it was necessary to take digital national mapping data and 
enrich it both with geometrical data and attribute data gathered from surveys, 
photographs and VO data.  The addition of attribute data is easily done in a GIS.  
What is not so straightforward is adding the further geometrical information, 
effectively producing �property� features on multiple stories, rather than whole 
�building� features.  It is for this reason that a customized framework was designed 
to accommodate the requirements of the project.  The resulting database is richer 
than that of the original national mapping data.  If there were a way of 
incorporating this enriched dataset into the original national mapping dataset, other 
similar studies could be done without the time and expense of producing a 
specialized framework and dataset. 
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3.2.5  National Land and Property Gazetteer (NLPG) 
The National Land and Property Gazetteer (NLPG) is an implementation of Part 

2 of British Standard BS76668, the aim of which is to create a standard method of 
referencing property and land parcels.  NLPG at the national level is a patchwork of 
standardized Local Land and Property Gazetteers (LLPGs) provided by local 
authorities.  The specifications for the definition of properties are not strictly 
defined, so the details tend to vary slightly between LLPGs.   

The central concept in NLPG is the addressable �basic land and property unit� 
(BLPU).  A BLPU corresponds to a property (real estate).  It is defined as an �area 
of land, property or structure of fixed location having uniform occupation, 
ownership or function� 8, p1.  Every BLPU is identified by one or more textual postal 
addresses called �land and property identifiers� (LPIs).  Unlike in OS MasterMap® 
where addressable objects are tied to geometries, BLPUs are non-geometrical 
concepts of which geometry (2D extent) is a non-mandatory attribute.  
Relationships between groups of BLPUs can be modelled through the use of �child� 
BLPUs which nest in �parent� BLPUs.  This provides support for a building 
hierarchy such as the relationship of individual flats to the block which contains 
them. 

To give a brief example of the difference in emphasis between OS MasterMap 
and NLPG, consider a house with a front garden and back garden containing a 
shed.  In OS MasterMap, four polygons with TOIDs would correspond to the 
house, the two gardens and the shed (if within the capture specifications).  In 
NLPG, one BLPU representing the entire property would be uniquely identified 
with a postal address (sometimes also by alias addresses), since it is the entire 
property that is of interest.  If present, the geometry of the BLPU would encompass 
the entire land parcel.  If more than one property was contained within this BLPU 
(such as flats), each would be allocated a child BLPU. 

Currently, NLPG does not hold geometrical extents9 (an illustration of the fact 
that geometry is not of central importance to gazetteers).  However many Local 
Authorities include such information for their own use.  The Royal Borough of 
Kingston-upon-Thames� LLPG holds geometrical extents for parent BLPUs (but 
not for child BLPUs except where the extent is particularly required).  The 
geometries were originally derived from maps, aerial photographs and the use of 
local knowledge10.  Updates are submitted to NLPG every two weeks.  Their 
website11 provides maps of properties in the borough and their associated planning 
applications, demonstrating one of the uses of LLPG and NLPG.  Figure 3.4 shows 
an example, illustrating concepts of nested BLPUs and alias (alternative) addresses. 

OS MasterMap and NLPG are therefore two related products which have 
different approaches and emphases.  The former is a digital map where geometry is 
the emphasis; the latter is a gazetteer where non-geometrical features are the focus.  
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Figure 3.4  Screen captures from Kingston-upon-Thames� mapping website showing maps, addresses 
and planning applications for properties using data from their LLPG.  The map in the upper image 
shows property boundaries (from the LLPG) and building outlines (from Ordnance Survey).  A block of 
flats (Catherine Road) has been queried in this example and the extent of this BLPU is shown on the 
map.  The LLPG address and alias addresses are shown in the lower image, as are the addresses of child 
BLPU units.  Source: http://maps.kingston.gov.uk.  Ordnance Survey © Crown Copyright and Royal 
Borough of Kingston.  With permission. 

3.2.6  Construction Industry 
The construction industry has traditionally used computer aided design 

packages (CADs) as tools for the design of buildings.  CADs provide general 
purpose drafting tools for engineers where libraries of objects can be added for 
different sectors of engineering. 
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DXF is a widely supported CAD file format, originally developed by 
AutoDesk® in the 1980s. Parallels can be made between DXF and Land-Line in 
that they are both based on linework with attributes, rather than �real-world� 
features.   As CADs have become more sophisticated, DXF has become a less 
useful exchange format, since it only deals with groups of attributed geometry. 

Within the past decade, there have been moves within the construction industry 
to develop the concept of a unified model to support all stages of project 
management including initial specifications, geometrical models, analytical models 
(e.g., loading, lighting, heating and evacuation) and building construction12).  
Software packages have been developed with this in mind � an example being 
Autodesk® Revit®13,14.  Instead of being based on a model where geometries are 
grouped and classified as �real-world� features, products such as Revit are 
databases of objects which have a geometry plus built-in size and placement 
constraints that correspond to the real-world features. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5  The hierarchical nature of the IFC standard.  The highest level object is IFCProject, within 
which is IFCSite, then IFCBuilding.  The IFCBuilding is composed of two wings, each of which has a 
number of stories.  Many more levels also exist.  Source: Liebich8, Figure 104, p.102.  With permission. 
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The Industry Foundation Classes (IFC) provide a standard for describing the 3D 
geometry, meaning (semantics) and topological properties of buildings and their 
parts12,15.  IFC was developed by the International Alliance of Interoperability 
(IAI), a consortium of industrial partners including CAD vendors.  Classifications 
of objects within IFC are arranged in a hierarchical fashion (Figure 3.5) allowing 
objects to be generalized to a parent class if required; for example, specific door 
types can be generalized to more generic �door� types.  Software that can interpret 
IFC data is able to abstract a building, extracting the relevant information for 
particular types of analyses (e.g., the surface geometry and reflectivity for lighting 
models). 

A small project within IAI entitled Industry Foundation Classes for GIS (IFG) 
has been looking at ways in which models of buildings can be linked to their wider 
geographical context16.  This would help streamline the process of submitting plans 
to planning authorities so that compliance with building regulations can be 
evaluated more easily.  IFC may also represent a useful format for the data entry of 
buildings into a broader framework.  

3.2.7  Virtual Cities 
The term �virtual city� is used in a wide variety of contexts.  Implementations 

vary widely, but it is usually a digital representation of a city which acts as a basis 
for holding information about the city, its people and its interactions, real or 
imaginary.   

It is 3D virtual cities that are of interest here, some of which are reviewed by 
Hudson-Smith and Evans17.  3D virtual cities are often designed to support 
applications of urban planning; for example, disaster management.  Examples of 
uses of virtual city models for disaster management are: keeping a record of the 
state of a city before a disaster for the purpose of reconstruction, 3D visualizations 
and navigation for augmented reality systems, escape routes and flooding 
scenarios18. 

Different implementations of virtual cities are diverse in character and tailor-
made for particular applications.  There is no standard for the design or data 
exchange of virtual cities.  This is being addressed by CityGML, an XML-based 
open data model under development by consortium of companies, municipalities 
and research institutes19.  CityGML has characteristics in common with IFC: it is a 
detailed and semantically-rich standard for the exchange and interoperability of 
data for variety of uses; it deals with the 3D geometry, the semantics and the 
topological relations of concepts; and it has a dictionary of concepts.  Among 
concepts addressed by CityGML are buildings, terrain, tunnels and support for the 
referencing of external models.  The scope and set of concepts of CityGML are 
much more appropriate to national mapping than those of IFC. 
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3.3  DESIGN ISSUES 

This section discusses the design principles listed in the introduction; namely 
the ability to describe different conceptualizations of features, the seamless 
treatment of space exterior and interior to buildings, the concept of a data 
repository to which information can be added to in an incremental fashion, the 
importance of pedestrian accessibility and the storage of 3D geometry. 

Some of these design issues are present in the frameworks described in the 
previous section.  The NDBS model holds enough information to construct a 
simple 3D geometry (prismatic building through the aggregation of constituent 
extruded floor polygons), but does not deal with access, nor does it deal with 
multiple conceptualizations of features.  The latter is dealt with to a certain extent 
by NLGP through parent and child BLPUs, but geometry tends to be poorly 
described.  Building models in the construction industry are the richest in terms of 
detail, but since they have been primarily developed for individual projects, there is 
a tendency for buildings to be treated in isolation from their surroundings.  This is a 
problem for some energy modelling analyses; for example, a study by Howard et 
al.20 found that only ten out of 33 building energy model software products took 
into account overshadowing effects of other buildings.  The IFG hopes to address 
this problem; however, it stops short of dealing with detailed topographic maps, 
roads, bridges and transport21.  CityGML is still under development, but it is a very 
interesting initiative from the point of view of our work.  We are not attempting to 
build a catalog of semantic concepts, rather to provide support for their attachment 
with the possibility of exporting to CityGML in future. 

3.3.1  Conceptualization of Real-World Features 
All large-scale topographic maps depict addressable objects which correspond 

to real-world features in some manner.  There are two issues relating to the 
conceptualization of a real-world feature; how to discretize it (geometrical extent) 
and how to classify it (describe what it is).  The data provider (e.g., national 
mapping agency or the LLPG custodian) normally handles these issues.    However, 
as discussed earlier, other organizations may require different conceptualizations of 
real-world features. 

3.3.1.1  Classification of Addressable Objects 
This section assumes that the addressable object�s geometrical extent has been 

fixed and concerns how it is classified and identified. 
Natural language words and expressions are in common use to express concepts 

of real-world features (e.g., �house�, �garden�).  The common understanding of 
these terms is not rigorously defined but is suitable for everyday conversation.  
Formally, the use of such words is problematic without an ontological model which 
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explicitly defines concepts (incorporating a semantic model mapping concepts to 
words). 

Bennett22 explores aspects of classification for buildings and identifies the 
following breakdown of modes of classification: 

 
• Physical: geometry, material properties 
• Historical: origin (how the object came into being), initiated (some event 

that the object has undergone), periodic (types of event that the object 
repeatedly undergoes) 

• Functional: actual, potential or intended functionality 
• Legal/Conventional: ownership; associated rights and responsibilities, 

traditional convention 
 
A �church� can be defined physically (e.g., with a steeple), historically (e.g., an 

object was built as a church), functionally (e.g., as a Christian place of worship) or 
legally (e.g., as the workplace of a priest/vicar).  Functional properties of buildings 
may be problematic because a range of activities may take place at different times 
and places within buildings.  For example, a church building may have a basement 
in which meetings, workshops or social events take place; the priest or vicar may 
live in rooms physically encompassed by the church building; or a decommissioned 
church may become a residential or retail property even though its appearance is 
that of a church. 

Steadman et al.23 describe a physically-based classification scheme, not for the 
purposes of attaching semantic terms, but to assist in the statistical energy analysis 
of buildings.  The scheme was developed using empirical data from the surveys of 
the four towns used in the NDBS project (Section 3.2.4) and is based on a 
classification of the geometrical forms of buildings, the arrangement of spaces 
(individual rooms, hall or open-plan) and whether space is naturally or artificially 
lit.  Classifying buildings in these terms can partition them into groups useful for 
studying the energy efficiency of buildings. 

As stated, the data provider usually uses a scheme to fix a classification and 
identity to each object.  A more flexible approach would be to allow data users to 
apply their own semantic and ontological models, achievable by giving each object 
a set of attributes and allowing these to be used in conjunction with rules sets to 
classify objects into customized classification, or at least to attach semantic terms 
to them, the approach used in GIS ontological research.  For buildings, the set of 
attributes might include color, architectural style, number of stories, height, date of 
construction, dates of refurbishment, function at different times of the day, 
ownership and tenants.  This would support ontological models which define 
feature concepts in these terms; for example, a �skyscraper� could be defined as a 
building being over 50 stories or over 150m high.  Clearly, the range of supported 
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ontological models is directly dependent on the choice of attributes available and 
the manner in which the attributes are expressed. 

3.3.1.2  Feature Geometry 
We will now turn our attention to the more fundamental problem of how to 

discretize addressable objects.  This is especially a problem for natural features.  
For example, the boundary of a lake may be dependent on its water level, which 
may vary between seasons and with different amounts of rainfall.  A related issue is 
to identify where a river ends and a lake begins.  Some rivers have ponds and small 
lakes along their length; in some cases this might be treated as a single stretch of 
river; in others, as a series of river segments and ponds. 

In the built environment, the uncertainty problem exemplified by a lake is less 
of a problem because man-made objects tend to have distinct boundaries.  
However, as discussed in Section 3.2, there are many different conceptualizations 
of features with different geometrical extents.  The geometry of a detached �house� 
is fairly unambiguous; it can be expressed as either a polygon or a polyhedron 
corresponding to its well-defined extent.  However, in the case of a semi-detached 
house or a terrace of housing, the word �house� may refer to the extent of the 
envelope of the combined semi-detached or terraced unit or an envelope of an 
individual residential unit within.  Similarly, a block of flats is a stand-alone unit 
containing residential properties. 

Geometry-based features are traditionally the focus of data provided by national 
mapping agencies.  Using a combination of aerial photography and ground 
surveying, the identity and extent of features are recorded according to the capture 
specifications.  The result is one feature with a geometry for every geometrical 
object (conforming to the capture specifications). 

In gazetteers, geometry is not of primary importance.  In address gazetteers 
such as NLPG, there may be one feature with geometry for each postal address 
delivery point.  Since there may be more than one delivery point for one �building�, 
there will be a many-one relationship between �postal delivery points� and 
�buildings�. 

In order for our framework to support these multiple feature types, we need to 
separate the geometrical description from features.  We suggest that geometry be 
modelled as a set of primitives with no �real-world� meaning and that these should 
be �atomic� (indivisible) to the end user representing the smallest geometrical units 
possible.  An addressable object�s geometry will be composed of the union of one 
or more geometrical primitives.  At the scale at which geographers work, there are 
no obvious natural discrete �atomic� units; thus we propose to use the smallest units 
needed to support all the addressable objects currently required.  Where the 
geometrical primitives are not atomic enough to describe the geometry of new 
addressable objects, the data custodian would simply subdivide the primitives in 
such a manner that they would.  As more data are added, the primitives would 
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become smaller and denser and would be capable of supporting the new and 
previous object geometries through aggregation. 

The simplest way of describing the geometry of an addressable object is to 
assign a list of primitives to it, the union of which forms its geometry (when 
primitives are subdivided, this will have to be updated).  We suggest that another 
way of doing this is to use a pedestrian access-based query.  The urban 
environment is designed and built for human activity and groups of spaces (rooms) 
of closely related activity in the built-environment tend to be accessible by those 
groups of people involved in the activity.  This is why we suggest access might be a 
useful property for the conceptualization of the built environment.  The geometry 
of an addressable object could be defined as the union of all the geometries with 
access to a particular type of pedestrian from a particular point. 

To this end, we have developed a conceptual model for describing access in the 
built environment24.  Simple conceptualizations of �wall�, �door� and �space� 
features have access related attributes attached to them.  For example, doors and 
spaces have pedestrian- and time-dependent access permissions attached.  Using 
these attributes, an area of space can be delineated for a particular pedestrian and 
time.  The flexibility of this framework is directly related to the attributes 
encapsulated in the access model. 

To illustrate the conceptualization of units of a building, consider a block of 
flats containing three groups of spaces (in terms of access): 

 
• Space communal to all residents of the block 
• Space available only to the residents of a flat 
• Space accessible only to the inhabitant of a room within a flat 

 
One can identify a hierarchy of three levels here, corresponding to different 

groups of people: access to communal parts of the block from the main door, access 
to this plus the communal space available only to the residents of a flat and access 
to these spaces plus the room of a resident within their flat.  (Such hierarchies of 
access have a highly variable depth and form.)  The geometrical extent of space 
accessible by a particular pedestrian could be the basis for defining the geometrical 
extent of the building unit.  The classification of the pedestrian could also provide 
the basis for that of the building unit. 

3.3.1.3  Feature-Model Framework 
Clearly the various definitions of features (and more specifically, building 

units) are strongly dependent on the type of attributes that are stored by each object 
and the granularity of the geometry that is stored.  Our aim is not to implement a 
framework able to delineate every possible conceptual idea of a building � this 
would be an impossible task because of the vast data requirements.  Rather, our aim 
is to design a framework in which it is possible to add the necessary granularity of 
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data and attributes to support particular conceptualizations where the framework 
would continue to support all previously defined conceptualizations.  

3.3.2  Seamless Treatment of Space Exterior and Interior to Buildings 
A popular approach to modelling cities is to embed individual 3D models of 

buildings (ranging from simple prismatic to highly detailed) within 2D street maps.  
These 3D scenes can be rendered in a visually appealing manner, but little more 
functionality is offered.  The individual buildings are normally modelled as hollow 
external shells. 

The inclusion of hollow external shells of buildings does not add much new 
functionality to an urban model (except visual effects and viewshed-based analysis 
of the external envelope of the built environment).  If, rather than being hollow, the 
buildings had their interiors modelled, this would add a great deal more 
functionality (although it is more difficult in terms of data acquisition), because it 
would be possible to identify spaces within buildings. 

When inside and outside spaces are modelled separately from each other (as 
they usually are), a choice has to be made about whether a space is one or the other.  
As should be clear from the previous discussion, the concept of �inside� or �outside� 
is not compatible with our requirements because these are natural language terms 
which are defined with reference to a �building� concept; thus dependent on a 
particular building conceptualization.  The sometimes-blurred distinction between 
interior and exterior space is illustrated in Figure 3.6.  This dependency can be 
removed by treating all space seamlessly, modelling the geometry (with no real-
world meaning) in one framework. 
 
 
 
 
 

 
 
 
 
 
Figure 3.6  Views of a small shopping center showing a blurred distinction between �exterior� and 
�interior� space.  The galleries on the different levels are mostly uncovered.  The escalator (left image) is 
in a covered but not walled area.  There is pedestrian access through the shopping mall (center image) 
and all the shops form distinct units. Photographs: Aidan Slingsby. 
 

There are also more practical reasons why we wish to treat space as seamless.  
In some circumstances, we would like to be able to treat all functional retail units 
with equivalence.  This may be difficult if some of these are interior to a �shopping 
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center building� and others are accessible to the high street in a city center.  In other 
circumstances, we may wish to treat pavements, uncovered pedestrian areas and 
corridors within an indoor shopping center as equivalent.   

In summary, the concept of inside and outside is often ambiguous, is often not 
useful and, most importantly, is tied to �building� concepts. 

3.3.3  Data Repository and Incremental Updating 
Our framework is designed to be a repository containing all available data.  This 

is an important function because it allows data to be incorporated into the 
framework as soon as they become available rather than waiting until they fit a 
particular specification. 

The incremental updating approach is also appropriate where there is no initial 
knowledge of exactly what needs to be captured.  This is the case for two reasons: 

 
• The framework aims to support different agencies� definitions and 

subdivisions of building units.  Since there are no natural and universal 
discrete units, we use the smallest primitive units which are required to 
describe the geometry of current features.  When new feature geometries 
are defined which the existing primitives cannot describe, the latter are 
subdivided to achieve such representation.  Thus, we cannot predict a full 
and universal set of geometrical primitives without a predefined set of 
features. 

• It is not appropriate to capture interiors of all buildings.  Buildings within 
which there are public spaces should be part of the model, but private or 
domestic building interiors probably should not be.  More generally, 
public spaces and those already depicted on maps should be modelled, 
whereas private spaces hidden from view do not necessarily need to be 
modelled in fine detail.  However, it is unlikely that one can produce a 
definitive list of which spaces should be captured.  One reason is that 
whether spaces are �public� or not is open to some debate since this may 
depend on the group of people involved and management policies25.  In 
practice, it is likely that spaces in certain buildings will be captured in 
fulfilment of specific requirements and then the representation may be 
available for others to use (perhaps with some restrictions).  To some 
extent, this is what happens in Kingston-upon-Thames� LLPG.  If the 
geometry of a child BLPU is required for a particular reason, its geometry 
is surveyed, retained in the database, and may be used again later. 

 
The proposed framework is not intended to support direct 3D topological 

queries or rapid visualization.  As a data repository, it is able to reconstruct 3D 
geometry through interpolation from spot heights, relative heights and access based 
on rule sets (see below).  The output from the framework is then used to populate 
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other data models capable of 3D spatial analysis (i.e., 3D GIS) and visualization 
(3D graphical modellers). 

3.3.4  Representation of 3D Geometries and Pedestrian Accessibility 

3.3.4.1  2½D Geometrical Models 
2½D models are those where information about the third dimension is stored as 

non-spatial attributes and 3D geometries are reconstructed using special rules.  The 
most simple and common example is where a polygon is extruded along a path 
perpendicular to the polygon�s plane (along the z axis in 3D space) for a distance 
specified by an attribute.  An attribute indicating the base height is also a common 
addition.  Further attributes and rules can be defined to allow more complicated 
types of extrusion (e.g., sweeps along curved paths) or parameters for solid 
primitives (e.g., pyramids for roofs). 

2½D models are widely used for urban modelling in GIS; many software 
products (e.g., ArcGIS®26) have these capabilities built in.  The reason that these 
apparently crude methods of representation have been used so successfully in urban 
geography is that the geometries which exist in the built-environment are 
dominated by horizontal and vertical surfaces (for reasons of gravity and close-
packing).  2½D models exploit these inherent symmetries for simplicity and lower 
storage requirements at the expense of the ability to represent more complex 
geometries.  The NDBS project uses a simple 2½D modelling strategy, but it 
extrudes footprints for sections of individual stories rather than those of entire 
buildings (see Figure 3.3) so is able to model overhangs, bridges, variations in story 
extents within the same building and complex juxtapositions of building units � 
characteristics which simpler 2½D models are unable to represent.  

3.3.4.2  Proposed 2½D Model with Height Constraints 
Over the past few decades, the decreasing cost of data storage and increasing 

computer processing speeds have gradually enabled the routine use of full 3D 
models (where the z component is treated in the same way and with the same 
prominence as the x and y components).  However, for our framework, since we 
are starting from existing 2D and incrementally adding detail, and we want to avoid 
mixing two data models, using a full 3D model is inappropriate.  Instead, we 
propose a multilayered 2½D model in which layers are topologically linked to each 
other by access routes and three types of height constraints are used to allow the 3D 
interpolation of the model: absolute heights, relative heights and (pedestrian) 
topological consistency. 

 
• Absolute heights are spot heights which are scattered within the 2D model.  

They effectively �pin� the surface heights to a national mapping datum. 
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• Relative heights enforce a specific vertical separation between geometries.  
Examples include describing a bridge height over a road, curb and step 
heights.  We consider that relative heights for bridges and curbs are more 
appropriate than the absolute heights of their upper and lower components.  
One reason for this is that curb heights (typically ten centimeters) are 
likely to be below the precision of the height capture specifications, yet in 
terms of access such steps may be significant obstacles. 

• Access is an integral part of our framework because it is an essential 
aspect of the built environment.  It has two key roles, one being feature 
conceptualization (Section 3.3.1.2) and the other is providing constraints 
for topological consistency in the geometrical model.  Even if only sparse 
height data are available, ensuring the topological consistency of 
pedestrian access between geometries will mean that the resulting model is 
at least topologically consistent.  Two examples are ensuring that a bottom 
of a door geometrically coincides with the pavement to which it allows 
access and that a ramp geometrically matches the two levels it connects.  
In addition, requiring topological consistency between geometries can be 
seen as enforcing a relative height of zero between layers. 

 
Using these three types of constraints, a 3D model can be interpolated.  Its 

quality is dependent on the number of height constraints incorporated.  Following 
the �incremental updating� principle (Section 3.3.3), it is anticipated that absolute 
and relative heights may be rather sparse at first, but as areas with poorly resolved 
heights are identified and more data are obtained, these can be incrementally added 
to improve the result of the interpolation. 

Figure 3.7 shows complex multi-level streets in Edinburgh.  The left and center 
images show a steeply sloping road and a horizontal elevated walkway above the 
lower few stories of the buildings.  The top of the road and the walkway join on the 
same level at the George IV Bridge (not shown).  In our framework, this 
topological connection would be used to ensure that the geometries of these 
elements were consistent without the need for a full 3D description.  The image on 
the right shows a road bridge adjacent to buildings.  The ground floors of the 
buildings have access to the lower road whereas access can be gained to the first 
floor from the upper road on the bridge itself.  In our framework, we ensure that 
door access to the relevant sections of pavement and the relative height between the 
top and bottom of the bridge is maintained, rather than being concerned with 
absolute heights.  (In this case, the bridge height would have also direct effect on 
the height of the lower story of the building).  These photographs illustrate a 
complex multilayered urban environment where the pedestrian connectivity and 
relative heights between levels are given precedence over precise absolute heights 
and full 3D geometry; this is a very important principle of our framework. 
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Figure 3.7 Streets in Edinburgh showing multi-level complexity.  The left and center images are of 
Victoria Street � a steeply sloping crescent-shaped street with a horizontal walkway at a higher level.  
The image on the right shows the George IV Bridge as seen from Cowgate.  The buildings next to the 
bridge have access to both George IV Bridge and Cowgate.  Photographs: Mike de Smith. 

 
The design principle of being able to interpolate z values from poor or 

incomplete height data and of incremental updating is in marked contrast to most 
3D models and surveying projects where every point has x, y and z values.  For 
modelling cities over such large areas, we believe that full 3D models are 
inappropriate, as the data capture and storage requirements are usually prohibitive.  
Our concept of the incremental addition of detail also appears to be in contrast with 
the strict mapping specifications enforced by national mapping agencies. However, 
capture specifications are policy rather than a fundamental part of a framework and 
such a policy could be implemented with our framework.  Data capture 
specifications are separate from the framework design.  

3.4  PROPOSED MODEL 

Taking into account the design principles discussed in the previous section, we 
will now present our model.  The built-environment is abstracted to the spaces 
accessible to pedestrians; at this stage we are not concerned with the other 
geometries such as the spaces between ceilings and roofs.  Figure 3.8 shows an 
output of a scenario using our model.  Figure 3.9 illustrates the geometrical model 
and is further explained below. 

3.4.1  Basic 2D Geometry and Topology 
Geometry is modelled as a set of 2D geometrical primitives (we ignore height 

for the moment) with no real-world meaning.  The geometrical primitives are 
represented in a classic topological 2D data structure, consisting of nodes, edges 
and polygons.  Nodes have the geometrical information of x and y values.  The rest 
of the geometrical information is built from the topological information held by the 
primitives.  A node has a list of references to its connected edges.  An edge (a 
single line segment) has references to its two end nodes and its two adjacent 
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polygons.  A polygon has a reference to one edge in each of its rings (inner and 
outer boundaries); the number of edge references a polygon has is equal to the 
number of islands it has plus one.  From all this information, the full 2D geometry 
can be built (Figure 3.9a). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8  Annotated example of a small piece of the built environment modelled in the proposed 
framework.  The upper image shows a section of road, over which is a bridge.  The pavements have 
holes leading to a ramp and staircase down to a lower level.  The building and its interiors are modelled 
seamlessly.  The lower image shows the same scenario with the walls omitted to display the internal 
geometrical structure. 
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Figure 3.9  Illustration of the proposed model.  See the labels and main text for further explanation. 

3.4.2  Multi-layering 
In order to support multi-layering, we make a number of modifications to the 

classic 2D model described above. 
A layer is any group of geometries where the primitives do not self-intersect in 

2D. Where this does occur (e.g., an over-pass), the geometries must be split into 
more than one layer (Figure 3.9b).  This is done when the data are inputted 
(because data are added to the model as a series of 2D layers).  Where layers 
topologically connect to each other, an edge will often have three bounding 
polygons (e.g., bottom of ramp in Figure 3.9e).  Our solution in such a case is to 
have two coincident lines sharing the same nodes; this is how we connect separate 
layers.  Polygons can be traversed as if there was no interface between two layers.  
The topology describes both how polygons are constructed and the pedestrian 
access between layers (Figure 3.9e). 
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Several edges are marked as �offset edges�.  These represent a (usually 
unspecified) vertical drop between the two adjacent polygons.  This offset (vertical 
drop) may change along the edge; if unspecified, it depends on the surrounding 
height information (see below).  Offset edges with zero drop operate as �breaklines� 
indicating a break of slope. 

Figure 3.9c shows the use of vertical offsets to represent a curb and bridge.  
Small offsets (e.g., curbs and steps) are common in the built environment and we 
envisage that all edges corresponding to them would be marked as such.  Their 
heights are likely to be below many data capture specifications but are important 
features with respect to access and can be described using relative height 
constraints. 

Vertical offsets do not apply to inclined drops (e.g., ramp in Figure 3.9d).  As 
soon as an inclined drop has a polygon footprint (visible on a 2D map), it becomes 
a polygon (which will be steeply sloping).  The threshold depends on the resolution 
(the smallest resolvable distance).  

3.4.3  Heights 
Thus far, we have described topologically connected layers with offset edges, 

but no height information.  We have already reasoned that we do not need to store 
heights for every point.  What we do instead is add absolute and relative heights in 
key areas and apply some rules.  Special nodes with height information are 
scattered amongst the layers and these effectively �pin down� the topological-
connected layers at certain points.  Heights at any other points on the surface are 
interpolated from these nodes, subject to �horizontal rules� which force some areas 
to remain flat. 

The two types of height node used are absolute and relative heights (see Figure 
3.9f).  Absolute heights are those above the national mapping datum.  Relative 
heights enforce a height separation between two geometries.  Where a relative 
height forms part of an offset edge, it quantifies the offset at that particular point.  
Otherwise, it represents a spot height relative to geometry on another layer (e.g., a 
three-meter separation between two stories). 

There are two rules which force part of the interpolated surface to be horizontal.  
One of these ensures that roads are horizontal, perpendicular to their direction.  The 
other rule makes areas with under-resolved height information horizontal by 
default.  This is a useful constraint for building stories � if there is one spot height 
on a story, the story will be horizontal. 

Figure 3.10a illustrates 2D layers with no height information.  Figure 3.10b 
shows the geometry resulting from the addition of an absolute height, three relative 
heights and some horizontal constraints.  Note that the height information is under-
resolved and it is the application of a horizontal rule which allows a 3D geometry 
to be output.  The addition of further height information would result in a more 
accurate 3D solution. 

© 2008 by Taylor & Francis Group, LLC



A framework for 3D feature-based mapping                                                           51 

 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.10 Example of how height and other constraints can be used to construct a 3D geometry. 
 

The algorithms for constructing the 3D geometry are designed to produce a 
reasonable solution everywhere scant height data exist, but are able to accept 
additional information and use it to create a better 3D geometry.  Although this 
does not have the deterministic rigor of more orthodox 3D models which require 
complete data, it fulfills the design criteria discussed earlier. 

Figure 3.8 shows a scenario for a section of the built-environment modelled 
using our framework.  Layers of topologically-structured polygons correspond to 
rooms or parts of rooms, some of whose edges are parts of walls, doors and 
windows.  Amongst the polygons, points with either absolute or relative height 
information are used to provide heights for each layer.  In this diagram all the 
layers are horizontal, but the presence of differing absolute or relative heights 
would result in the interpolation of a sloping or undulating surface. 
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3.4.4  Strategy for Managing Heights 
In order to formalize the way in which the algorithm for constructing 3D 

geometries handles heights, we introduce the concept of �patches�.  A patch is a set 
of adjacent polygons which do not intersect in 2D, are in the same plane and are 
bounded by discontinuities of which there are three types (Figure 3.11). 
 

• Offset edges 
• Edges with a �null� left or right polygon (e.g., edge of a bridge) 
• Edges which close the former two types of edge (to make a patch) and 

which indicate a change in gradient. 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 3.11  An example of how �patches� are identified. 
 

A patch has the property that it is a continuous surface and its geometries do not 
intersect in 2D.  This enables its surface height (which may be undulating) to be 
modelled with a triangular irregular network (TIN).  Each patch has its own TIN 
and this is usually independent from the TINs of the surrounding patches (with 
certain exceptions, see below).  The concept that patches can be oriented 
independently of adjacent patches is important.  Consider the railway in Figure 3.2 
(dark gray polygons striped by lines, stretching diagonally from the bottom left of 
the map extract).  It cuts a road in the bottom left of the figure (indicating that it 
passes above) and is cut by five roads towards the right.  These roads are a separate 
patch to the railway and the railway patch weaves under five roads and over one. 
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Patches are not always independent of each other.  At particular points, where 
there is a relative height between geometries on different patches or where there is 
pedestrian accessibility, the heights of the patches there are dependent on each 
other.  If the relative height is zero, two patches appear to join, with no vertical 
offset between them.  Patches representing ramps and stairs which link layers 
together do not need any additional height information as they take their height 
from the patches they connect. 

One of the model�s principles is to cope with under-resolved height information 
and one of the horizontal constraints applies here.  If a patch only has one piece of 
height information, it will be assumed to be horizontal.  For buildings, where this is 
generally the case, a story only requires one piece of height information (an 
absolute or relative height).  If a patch has no height information, it will recursively 
request adjacent patches to build their TINs until it is able to obtain a height from 
an adjacent patch. 

3.4.5  Real-World Meaning 
We attach �real-world� meaning to these geometrical primitives by describing 

various instances of feature concepts whose extent is defined by the union of a set 
of geometrical primitives.  We define the feature concepts of �wall� and �portal� 
(i.e., door or window) which act as barriers in the built environment, though portals 
may have access permissions for certain types of pedestrian24.  The extent of a wall 
or portal is described by a set of polygon or line primitives (Figure 3.12). 
 
 
 
 
 
 
 
 
 
 
Figure 3.12  Example showing the geometry of an addressable object (a wall with attributes) being 
described by a list of seven line primitives. 

3.5  IMPLEMENTATION 

The prototype framework is being implemented as a Java application, using the 
object-oriented open-source database Ozone27.  ESRI ArcGIS is used to help 
prepare the initial data.  Using geometry from OS MasterMap (for the base map) 
and from user-drawn geometries (for building interiors), VBA scripts are employed 
to automatically build the required 2D topology for import into the model.  The 
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data are imported into the Java application and database using Shapefiles and DBF 
files.  Topological linkage between layers is handled by the application using 
attributes set in ArcGIS.  3D output are then generated as 3D Shapefiles (using 
Multipatches) which can be viewed and inspected in ArcScene®28 (Figure 3.8 is 
annotated ArcScene output). 

3.6  INTERIM EVALUATION 

The DNF framework of OS MasterMap has been designed for the distribution 
of geometrical 2D digital national mapping data, and it does this very well.  
However, if we take applications which deal with the building stock (e.g., land 
registration and facilities management), pedestrian modelling (e.g., retail modelling 
and evacuation), or those which require three-dimensional data (e.g., viewshed 
analysis, mast location and 3D visualizations), OS MasterMap has some important 
limitations. 

3.6.1 Conceptualization of Features 
Building unit extents in OS MasterMap are based on simple 2D geometries and 

include no concept of feature hierarchies (e.g., rooms, flats, storys, buildings and 
land parcels).  These characteristics make OS MasterMap of restricted use to 
agencies such as the Valuation Office and the Land Registry.  In our proposed 
framework, the geometrical extents of features are either prescribed or dynamically 
delineated according to the space accessible by a pedestrian in order to provide a 
flexible way in which a common geometrical database can be used for different 
conceptualizations of real-world features. 

3.6.2 Accessibility 
The Integrated Transport Layer in OS MasterMap provides a network with 

restrictions relevant to road transport (one-way streets, bridge heights).  It only 
deals with road transport on prescribed routes.  By contrast, pedestrian access 
connectivity is integral to our framework and customized pedestrian networks 
which seamlessly pass through and between buildings can be readily extracted.  
Attributes of access points specify different permission levels which control right 
of entry to the spaces between these points.  This information can be used for 
pedestrian modelling, accessibility analyses, wayfinding and routing applications. 

Making pedestrian accessibility integral to the framework is appropriate 
because the urban environment is one designed for people to work and move about 
in.  Customized pedestrian routes can be extracted and spaces accessible by 
particular pedestrians can be delineated.  Pedestrian topology is used to assist in the 
construction of a full 3D geometry and to help provide the geometrical extent of 
some addressable objects. 
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3.6.3  Geometry 
In our framework we have abstracted the urban environment as a set of 

connected floor spaces, between which may be walls (barriers) and access points.  
Currently our emphasis is on the descriptions of features and pedestrian 
accessibility, rather than the accommodation of an accurate 3D geometrical 
representation � we do not currently deal with roofs or decorative appendages of 
buildings, both of which greatly affect the outward appearance and their impact on 
viewshed analysis.  Support for these could be added in the future.  Non-vertical 
walls could be described through the addition of more attributes and 2½D rules. 
Upper floor polygons of buildings could have parametrically-described roof 
geometries associated.  Roofs and walls could have other appendages added.  The 
presence of roof details would be important for visualization applications. 

Rather than the requirement for a large amount of height data, we use rules 
related to pedestrian accessibility and surface characteristics (e.g., roads being 
horizontal along their width) to reconstruct 3D geometry.  Additional height data 
can be added in the form of spot heights and then used to improve the 3D 
geometry.  Since our framework is designed to reconstruct 3D geometry from 
sparse data, it may not be able to provide very accurate heights (though it would be 
able to evaluate the margin of error).  Thus, the framework will not necessarily be 
suitable for applications (such as flood or viewshed modelling) which require a 
very detailed and accurate 3D geometrical description. 

3.7  CONCLUSION 

This chapter has discussed the rationale behind the development of a new 
framework for the storage of digital national mapping data in urban environments.  
Many applications need a richer set of data than national mapping agencies 
currently provide.  We have reviewed some of the existing data products and 
identified applications for which we believe this framework is fit for purpose.  The 
design issues which we consider important and which we have tried to address are: 
 

• The need for a data repository which can store data in a compact and 
flexible form. 

• The need to be able to provide 3D geometrical views of urban data. 
• The need to be able to hold spaces both internal and external to buildings 

in the same framework. 
• The need for a framework which can be incrementally updated. 
• The need for information on pedestrian accessibility. 
• The need to cope with alternative conceptualizations of real-world 

features. 
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We believe that our approach offers useful properties for the applications we 
identify, even though it stops short of accommodating a fully detailed 3D 
geometrical model.  Further work is currently being carried out to implement our 
proposed model.  

We hope that the innovation of incorporating the three aspects of geometry, 
flexible feature definitions and access for spaces both within and outside buildings 
in the same framework will widen the scope of research on the urban environment.  
This should also have positive implications for environmental decision-making, 
particularly with respect to issues of access which are extremely important in urban 
management.  Information on pedestrian modelling or routing is central to a range 
of application from retail modelling to emergency management.  At a more abstract 
level, accessibility patterns on a city-wide scale could be correlated to other aspects 
of human activity.  This might highlight, for example, contrasts between areas of a 
city dominated by public parks compared to those dominated by gated 
communities, or between suburban car-oriented estates compared to inner-city 
mixed land-use areas, that would have wider implications for environmental 
management and planning. 
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CHAPTER 4 

From Electronic Logbooks to Sustainable             
Marine Environments: A GIS to Support the     

Common Fisheries Policy 
 

J. Whalley and Z. Kemp 

 

 4.1  INTRODUCTION 

 Within the European Union (EU) there is a major focus on developing 
sustainable fisheries and addressing the environmental issues related to maintaining 
marine ecosystems. Many high value fish species have been over-fished or fully 
exploited. As a consequence fisheries are becoming increasingly subject to EU 
regulations1. In order to ensure the effectiveness of EU fisheries policy the catch 
and environmental data must be collected and analyzed accurately. 

In this chapter we report on FishCAM (Fisheries Computer Aided 
Management), a fully-fledged, flexible, modular, component-based computer 
system built using an object orientated conceptual framework for modelling spatio-
temporal data. The combination of georeferenced data with aspatial attributes 
enables extraction and visualization of complex spatial relationships to support 
decision-making.  The system addresses the requirement for accurate reporting of 
fisheries and environmental data and the provision of software tools for scientific 
analysis and assessment.  It relies on a rigorous data model to enable fusion of 
divergent data resources and a component-based analytical module to facilitate 
flexible querying across space, time, scale and theme. Intuitive interfaces provide a 
means of exploring and understanding the structures, patterns and processes 
reflected in the data. 

4.1.1  Overview of the Common Fisheries Policy 
Fishing is one of the most important economic activities in the EU. On average, 

the sector accounts for approximately 1% of the gross national product of Member 
States and is an important source of jobs in areas where there are few alternatives. 
Annually seven million tonnes of fish is caught making the EU the world's second 
largest fishing power after China. The Community fleet is substantial, consisting of 
approximately 90,000 vessels covering a wide range of sizes, catching capacity and 
power2. The fishing capacity and activity of the European fleet is too great for the 
available resources; this excess capacity and activity reduces the profitability of 
fisheries and increases the danger of exhausting stocks. 
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As a consequence, in recent years the EU has sought to facilitate an improved 
balance between vessels and fish, with an overall reduction in the capacity of its 
fleet. The 2002 Common Fisheries Policy (CFP) reform provided for an increase in 
this trend. The CFP included technical measures to protect fisheries resources. In 
this context, its reforms have adopted a long-term approach, fixing annual Total 
Allowable Catches (TACs) on the basis of fish stocks, and introducing 
accompanying conservation measures. Legislation that details specific control and 
inspection activities has been introduced in order to achieve adherence to these new 
measures1. In addition, the Community Fisheries Control Agency was established 
in 20053.  The success of a TAC-based approach is dependent upon the accuracy of 
the scientific estimates of sustainable yield as well as a commitment from states to 
accept this research and the fishermen to abide by the quota limits honestly. 

4.1.2  The FishCAM Software 
FishCAM is a system to provide electronic logbooks for fisheries that is linked 

to a Global Positioning System (GPS) and a Geographic Information System (GIS).  
The research and development of the system was funded by the European Union 
through a CRAFT project grant under the Sustainable Agriculture, Fisheries and 
Forestry initiative. FishCAM is a flexible, modular system consisting of three main 
components:  

 
• The onboard module: a fisheries logbook data capture module used on 

board fishing vessels. 
• The mobile vessel tracking module: designed to be used as a real-time 

monitoring system (see Section 4.3.1) and for use by fishery scientists to 
analyze the spatial distribution of fishing activities. 

• The analysis module: designed to be used by fishermen, fisheries 
authorities and researchers for the purposes of catch analysis, stock 
analysis and decision support (see Section 4.3.2).  

  
These customizable bespoke software modules comprise the current FishCAM 

suite and were developed using C++. They incorporate not only space-time 
analysis, but also next-generation databases and GIS.  Each module was developed 
and tested individually before integration into the full system. Every module was 
designed to act as a stand-alone application but may be integrated as required. The 
onboard module was the first module developed as the core data substrate design is 
part of this module. Later modules were built on this data substrate, but may be 
extended by fusion with other datasets. Once the onboard module had been 
developed several sea trials were undertaken to test the system. The trials were 
carried out on fishing vessels using a variety of fishing gear, such as purse seine, 
gillnet, pots and dredge. Further discussion of the sea trials for the onboard module 
is presented in Sections 4.3.2 and 4.4. 
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4.1.3  Environmental Factors 
 Marine species exhibit complex patterns of distribution and interaction. The 

entire marine ecosystem depends on a sensitive equilibrium between food providers 
and consumers. Any disturbance to part of the food chain can result in serious 
stresses in non-target species. For example, in surveys of European mackerel, Fives 
et al.4 found that egg numbers halved between 1977 and 1986.  Such declines are 
often attributed to over-fishing. However, there are wide natural variations in the 
abundance of plankton, including fish eggs and larvae, from year to year. The 
reasons are not fully understood, though it has been postulated that variations in 
temperature, sunlight and ocean currents all have an impact as, of course, do over-
fishing and human environmental impacts5.  

Fishing activities influence marine systems in a number of ways: 
 
• Removal of target species, and resulting changes in the size structure of 

their population 
• Mortality of non-target populations of fish, seabirds, marine mammals and 

other forms of benthic marine life 
• Alterations of the seabed habitat 
• Changes in the food web, with impacts on the predators and prey of the 

species 
• Discarded or lost fishing gear can generate a process known as �ghost 

fishing�, entangling fish and marine mammals for many years 
 

Other main sources of marine ecosystem damage include: 
 
• Nutrient run-off: residues of fertilizer and sewage get washed via rivers 

into the sea and stimulate algal blooms that can become poisonous tides. 
The result is local eutrophication and death of marine life due to a lack of 
oxygen. 

• Siltation: sediments from mining, construction, clearance of mangrove 
swamps, clearance of wetlands and dredging add to natural siltation from 
river flow, effectively burying coastal ecosystems, destroying coral reefs 
and making the water too turbid to sustain marine life. 

• Toxic waste: water and seafood are contaminated by discharges of 
industrial waste, pesticides etc. Some toxins accumulate in the fat of 
predators at the top of the food chain. Estrogen-like compounds, including 
phyto-estrogens, may affect the hormonal balance causing infertility in 
marine animals. 

• Oil: runoff and spills damage marine life most prominently in coastal 
areas, affecting fish, molluscs and seabirds. 

• Plastics: a mass of plastic containers endanger marine life 
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• Introduced species: thousands of marine species are transported around 
the globe in ballast water, which is discharged by ships at sea without 
regard for the local ecosystem. 

 
Conservationists argue that fish have no chance against modern fishing 

technology6.  However, geographical information technology can be harnessed to 
monitor anthropogenic activity and its impact on marine environments in several 
ways: 
 

• Accurate targeting of fish and thereby a reduction in by-catch. In its 
broadest definition, by-catch is simply regarded as unintended fisheries 
catch7.  It has also been defined as the harvest of fish or shellfish other 
than the species for which the fishing gear was set8.  The Magnuson-
Stevens Fishery Conservation and Management Act9, Section 3 defines by-
catch as �fish which are harvested in a fishery, but which are not sold or 
kept for personal use, and includes economic discards and regulatory 
discards�.  Large-scale commercial fishing can be extraordinarily wasteful 
due to the high proportion of by-catch in a typical catch. It is estimated 
that 20% of landings are thrown back, either because they are damaged, 
undersized, the wrong species or unsaleable.  In some areas discards can 
be as high as 90%, for example in shrimp fishing where trash fish includes 
a wide variety of marine creatures, larvae and fish eggs. The fisheries 
software suite we have developed includes an onboard module. This 
module is used to record real time information about fishing trips. An 
important function of the onboard module is to record by-catch and 
discard data, without which the total catch cannot be confidently 
determined. This is a pre-requisite for improved determination and 
implementation of quotas, TACs and Catch per Unit Effort (CPUE).  It is 
now widely recognized that by-catch has a severe impact on exploited or 
protected populations and should be taken into account during stock 
assessment. 

• Monitoring of vessel position, making it more difficult for vessels to get 
away with illegal and unreported/unregulated fishing and, as a 
consequence, reducing the misreporting of catches (see Section 4.3.1). 

 
Observing and sampling catches on board commercial vessels are widely used 

methods of learning what quantities of fish are retained for landing and discarding. 
According to Cotter et al.10, a quarterly catch sampling period is appropriate and 
helps to isolate seasonal variations for target species, gear and movements of 
vessels into and out of fishing areas.  Detailed surveys of fish populations have 
been carried out in English waters since 197011; these surveys continue to date.  
Annual indices of fish abundance derived from these surveys are used to determine 
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information such as the size of stocks, size and location of nursery grounds, 
presence of infrequent migratory species, diversity of the population, temperature 
and salinity. 

Collection and analysis of relevant data are essential for the creation of fisheries 
management controls based on quotas or effort control as suggested by Shepherd12.  
The collection of environmental data such as temperature and salinity enables 
researchers to relate catch volume and species to specific environment conditions, 
thereby generating information about the captured species� habitats. In turn, this 
should allow predictions of the probable location of commercially important 
species, which should reduce time at sea and fishing effort costs. The maintenance 
of a repository for this sort of data will make it possible to establish any 
correlations between variations in capture volumes and changes in environmental 
parameters.  

It is well established that patterns of biological activity parallel those in the 
physical environment13; accordingly any analysis of fisheries data should be 
considered hand in hand with environmental factors. In the long term, it is proposed 
that the onboard module be linked to a range of sensors and thus allow the system 
to collect and archive all the data relevant to stock assessment.  

4.1.4  The Future: Geographic Information Management Systems for Fisheries 
Although the exact timing is not known, it is clear that the EU intends to 

introduce electronic logbooks on all commercial fishing vessels in the next few 
years. This would represent an extension of the existing Vessel Monitoring System 
(VMS)14.  Some of the benefits of using electronic data collection include: 

 
• A single data entry function that is performed very soon after each fishing 

operation is completed. 
• Data is validated and verified resulting in more complete data records. 
• Minimal data entry errors owing to interface design and automated data 

collection. 
• Reports produced in hard copy and/or transmitted in any of a number of 

different ways including ship to shore, to the fisheries agency, or other 
interested parties (such as the fishing company). 

• Improvements in timeliness and accuracy, along with reductions in data 
processing costs are possible. This is especially relevant for certain types 
of data, namely catch volume, effort, location, environmental conditions 
and type of gear. 

• Records of the geographical co-ordinates of each catch and a history of 
where the vessel was at each fishing event, thereby offering a basis for 
planning future trips. 

• Accurate data for use in decision support systems, leading to improved 
fisheries management and control15. 
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The onboard module along with the analysis and vessel tracking modules has 
the potential to play an essential role in providing information for the assessment of 
fish stocks16,17, for compliance purposes and for the implementation of suitable 
management practices. Although similar GIS have been developed18, they tend to 
have limited scope, deal with one particular type of fishery and do not integrate a 
data collection module.  FishCAM on the other hand copes with many different 
types of gear and fishing activities, has an integrated data collection module and GI 
solutions for spatial decision support.  Previous exploratory development work was 
carried out by Kemp and Meaden19 and resulted in an early prototype of the 
FishCAM system from which the fully-fledged system described in this chapter 
emerged. 

4.2  SYSTEM DESIGN 

The challenge for scientists and decision-makers working with fisheries 
information is intelligent use of the disparate datasets, which are rich in the 
attribute sets they encompass, and extensive in their spatial and temporal coverage. 
We have met this challenge by constructing an integrated data substrate that 
provides the basis for the spatial analysis and visualization functions required for 
environmental management.  Figure 4.1 illustrates the overall data model while 
Figure 4.2 summarizes the main information flows involved. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.1  An overview of the full systems data model. 
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Figure 4.2  A schematic diagram of the system and information flows. 
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In the FishCAM system the commercial catch data set is generated and archived 
by the onboard module and consists of fishing activity details captured in real time.  
The catch data is dynamically geo and temporally referenced.  

The georeferencing is carried out at a variety of customized spatial resolutions 
depending upon the requirements for analysis and monitoring. For example, the 
fishery catch data is georeferenced to the ICES (International Council for 
Exploration of the Sea) statistical rectangles specified by the CFP. On the other 
hand, the environmental data captured by marine biologists, using multiple 
parameter sensors, are georeferenced at much finer spatial and temporal 
resolutions. This provides the scientists with more accurate information for spatial 
predictive modelling in the context of stock assessment and time series analyses. 
The design of the diverse fisheries data sets is based on an extendable data model 
that enables data fusion for flexible analysis of various fishery related activities.  
For example, Figure 4.1 illustrates how environmental variables, sampled at set 
research stations, may be merged with commercial catch data.  The rigorous dataset 
specifications support flexible data visualization allowing multiple views of the 
same data and on demand mapping as well as a highly flexible �on-the-fly� query 
facility (Figure 4.2).  

4.3  SPATIAL DECISION SUPPORT 

The integrated data model can be used to generate visualizations of fishing 
activities and their effect on the marine environment. Here we present two 
illustrative examples of such visualization capabilities, vessel tracking and 
multivariate interactive visualization. 

4.3.1  Mobile Vessel Tracking 
Positional data are collected under the EU VMS14 scheme, but the legislation 

still does not apply to vessels under 15 m or to inshore fleets.  In addition, the 
current VMS is primarily intended to act as a tamper proof �blue box�, so that 
integrating anything else, such as details of catches, compromises the integrity of 
the VMS itself.  The FishCAM onboard module therefore has an inbuilt position 
data logger retrieving a position and time from the GPS string (NMEA 0183) at an 
operator defined time interval between 2 seconds and 60 minutes. Output data are 
stored in a database table. These data can be used to help in the monitoring of 
fisheries as described below and are processed and visualized with one of the 
FishCAM GIS components dubbed the trajectory module. 

The start and end times of a fishing event (i.e., the set and retrieval times of 
gear, e.g., a haul) are recorded by the onboard module and it is possible using this 
information plus the position logging information to plot the speed vs. time of a 
haul. In addition, the continuous recording of GPS position allows the entire fishing 
operation to be plotted, starting from port until arrival (Figure 4.3). One of the 
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problems in creating complete tracks of a moving object is that if the data capture 
fails there are segments of the track where positions are unknown. These missing 
positions need to be estimated when the data capture method fails (e.g., in the case 
of FishCAM when the GPS signal is unavailable).  The interpolation technique 
selected was a linear weighted distance or �straight line method�20 chosen for its 
simplicity.   The method assumes that the locations of the missing intermediate 
track points are distance weighted averages of the data points occurring directly 
before and directly after the mapped point. Equation 4.1 was used to interpolate the 
location (xi, yi) of the intermediate point i at time ti, where location point a is the 
point prior to the missing intermediary point i, and b is the location point directly 
after the intermediary point i. 
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Figure 4.3  Plot of octopus fishing trip starting from port.  The left inset picture is a photo of the fishing 
gear being set and that on the right is an enlarged view of the key activity portion of the trip. 

 
The accuracy of the trajectory shape is largely dependent on the position 

sampling interval chosen by the user. While the sampling frequency has little 
bearing when a vessel is steaming to and from a fishing ground, when the actual 
fishing operations are in progress the sampling frequency is critical. If the sampling 
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is too infrequent the shape of the track becomes oversimplified and therefore 
inaccurate. An ideal sampling frequency during a typical haul is anywhere between 
every two seconds to every five minutes. 

Plotting the trajectory (Figure 4.3) can be, with some gears, used to estimate the 
real length of the gear, in the case of a net (such as a purse seine), as well as the 
fishing set duration. Plotting of time versus speed (derived from distance calculated 
between two consecutive GPS positions) allows the determining of travel time, 
seeking time, number and duration of fishing sets (Figure 4.4). As most vessels tow 
gear at speeds between 1.5 and 3.2 knots21 it is possible to identify where the 
vessels were undertaking trawling activities as opposed to just cruising. 
 
 
 
 
 
 
 

Figure 4.4  Plot of gillnet fishing trip time versus ship speed.  Position sampled at five minute intervals. 

 
Thus by collating a position-time log, it is possible to confirm the accuracy of 

the data supplied by a skipper in terms of fishing location and gear length, allowing 
more accurate data to be collected from the logbooks. This should lead to an 
improved marine environment via more effective fisheries management and 
controls. 

4.3.2  Multivariate Interactive Visualization 
Spatial decision support is one of the central functions ascribed to GIS22.  In the 

FishCAM analysis module we have provided a multiple parameter decision-making 
tool allowing simultaneous visualization of criterion and decision spaces. This type 
of twinned view allows the decision-maker to study relationships between the data 
and their spatial patterns providing a firm foundation for understanding the 
structure of a decision problem23.  

Within and between the datasets every process and pattern has a spatial and a 
temporal effect. These effects can be observed in patterns of fishing and species 
abundance, in relationships between environmental factors and species abundance, 
and in the statistical analysis of diversity and other biological indices. 

Patterns and processes that occur at different scales of time and space are linked 
and this relationship can be visualized. Visualization of these patterns is a valuable 
tool in the provision of decision support in fisheries information systems.  The 
analysis module therefore provides a multidimensional capability to set query 
parameters and visualization modes to examine variations by: 
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• Space 
• Time 
• Species 
• Gear 
• Statistical methodology (e.g., the Shannon-Wiener diversity index24) 

 
The current standard resolution used by the International Council for the 

Exploration of the Sea (ICES) for recording fishing effort and landings for stock 
assessment purposes is 1° longitude x 0.5° latitude (an area of over 3,500 km2 at 
55°N, see Figure 4.5). However fishing sets and fishing locations (like bivalve sea 
beds) occur on a smaller scale.  In the case of the Portuguese south coast, where the 
FishCAM sea trials took place, the whole coast is covered by two ICES statistical 
rectangles. This provides insufficient data for stock assessment or the use of 
technical management measures such as closed areas21.  Another problem with this 
resolution is that fishing effort is often concentrated in areas of high catch resulting 
in fairly localized impacts. Thus, for the results of fisheries research to be 
applicable to the activities of commercial fleets there is a requirement for accurate 
high-resolution spatial fisheries data25. 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 4.5  Examples of the different spatial resolutions required in fisheries analysis. Research 
scientists use (upper left) latitude-longitude and (upper right) a 30� x 30� grid, while fishers and 
authorities use (lower left) ICES statistical rectangles or (lower right) ICES divisions. 

 
Owing to the diverse requirements of different user groups (Figure 4.2), we 

have integrated into the system a multi-perspective open-ended and flexible query 
facility for spatio-temporal analyses (Figure 4.5). National monitoring agencies 
typically analyze fisheries data at the ICES statistical rectangle spatial level and set 
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quotas at the coarser ICES division level, while fishers and researchers require finer 
granularities. For example, Portuguese scientists work at three different levels on 
finer grids of a half-mile and a quarter mile as well as at the point data level 
provided by monitoring at fixed research stations. The fishers themselves also 
require the ability to analyze their activities at various levels; they need quota 
analysis at the ICES division level, landings and catch analysis at the ICES 
statistical rectangle level (for EU log-sheets) and finer resolutions depending on the 
type of fishing they are engaged in (e.g., dredging involves intensive fishing within 
a very small area whereas gill nets cover large areas in a single haul).     

In addition, there are variations in analytical needs. National monitoring 
agencies hold huge archives of data and require analysis over large temporal 
ranges, whereas scientists may wish to compare environmental factors with 
abundance of a given species over a season or annually.  Figures 4.6 and 4.7 
provide examples of the types of analyses that can be conducted with FishCAM. 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4.6  Lemon Sole research survey, abundance and environmental parameters at ICES statistical 
rectangle resolution and for the same spatio-temporal region. 

 

 

 

 

 

 

 

 

Figure 4.7  Shannon-Weiner diversity, samples collected at set research stations in the Algarve 2003. 
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One of the primary visualization challenges faced was how to represent spatio-
temporal change. Patterns of change in environmental parameters, abundance or 
migration of a species are traditionally identified by viewing the data in a time-
space series26 (e.g., Figure 4.8). 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4.8  Spatio-temporal change: Shannon-Wiener diversity index for Chamelea gallina in 2002 and 
2003 graphed by research station. 

 
The analysis model incorporates the ability to view multiple views of the same 

data and hence assists the user in the recognition of spatial and temporal data trends 
and anomalies18.  Figure 4.9 illustrates the change in the distribution of lemon sole 
between the first quarter and second quarter of a year. The distribution of lemon 
sole moves west in the second quarter, but they stay abundant in the western 
channel throughout the first half of the year. 
 
 
 
 
 
 
 
 
 

Figure 4.9  Distribution of Lemon Sole catch by ICES rectangle and two time periods. 

 
Additional levels of information are available to the user by way of interactive 

maps27. Figure 4.10 shows the result of a mouse click on an ICES statistical 
rectangle within the map using the data exploration tool.  In this manner the user 
can explore the data for areas of interest in finer detail. 

© 2008 by Taylor & Francis Group, LLC



72                                                       GIS for environmental decision-making 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.10  Selecting the rectangle 35F2: breakdown by species (right) of the catch for the selected 
ICES statistical rectangle. 

4.4  CONCLUSIONS 

In summary, a commercially viable integrated GI solution for Common 
Fisheries Policy and decision-making has been developed. We conclude with a few 
comments on the hardware and software aspects of FishCAM and its potential for 
monitoring and informing fisheries policies.  

The experience gained from trialing the onboard module on smaller sized 
fishing vessels (under 20 m) leads us to identify some key issues as regards the 
hardware required for such a system and the usability of the existing module. While 
observing the fishermen it quickly became clear that fishing is a hard and labor 
intensive job with little time for data entry. We need to be able to minimize the data 
input tasks required by the fishers during the course of a haul. Integrating automatic 
sensors to nets would help trigger start and end of haul data records and weight 
sensors to record the weight of the total catch. However the financial investment 
required may be an issue for smaller fishing operations.  

The current hardware comprises a PC or laptop that can be hooked up to the 
vessel�s existing GPS receiver. While PCs are already used on large fishing vessels 
and integration of the system would be a simple process, smaller vessels often have 
insufficient cabin space for a laptop or PC. Furthermore, in rough conditions on 
small vessels the data input devices proved less suitable. Consequently, future work 
must include investigation of appropriate input hardware.  

Certain generic conclusions can be drawn about the design and implementation 
of systems that have a strong basis in spatial analysis: 

 
• �Geography matters�: the spatial (or spatio-temporal component) is a 

crucial dimension in many systems.  

© 2008 by Taylor & Francis Group, LLC



A GIS to support the common fisheries policy                                                        73 

 

• The data models that support a GIS should, preferably, address the spatial, 
temporal and thematic dimensions. 

• The system should enable multiple user requirements to be addressed, 
without undue effort on data fusion and interoperability for ad hoc 
analyses. 

 
Thus the modular design of FishCAM includes capabilities to collect and verify 

data and to enable flexible extraction and display of different sets of fishery and 
environmental data.  This includes the means to examine different time periods and 
temporal resolutions, areas and spatial resolutions, or species and gear 
combinations, as well as the ability to alter symbolization and display formats.  
Such an approach enables the industry as well as marine scientists to achieve a 
better understanding of the trends in fishery harvests, fluctuations in stocks and, in 
the longer term, supports an ecosystem-based approach to the exploitation of 
marine resources. 
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CHAPTER 5 

GIS and Environmental Decision-Making: 
From Sites to Strategies and Back Again 

 
R. MacFarlane and H. Dunsford 

 

5.1  INTRODUCTION 

 Spatial policy and planning are fundamentally about locating facilities, services, 
industry, housing, utilities and other land uses that are required by society and the 
state in such a way that benefits are justified against the foreseen costs.  Many 
policies have a spatial dimension in that economic activities tend to cluster, and 
similar social groups exist in proximity to each other, so benefits and costs, for 
instance through the collapse of heavy industry, are unevenly distributed in space.  
However, spatial policies and land-use plans are much more explicitly about where 
things should be. There are �winners� and �losers�, with NIMBYism representing 
one response when the �losers� are proposed to be �here� rather than �there�.  If 
policy is premised on achieving the greatest good (taking a wholly apolitical 
perspective!) and minimizing harm, we are left with the problem that Locally 
Unwanted Land Uses (LULUs) have to go somewhere and there can be opposition 
in almost every direction.  Alternatively, environmental decision-making may be 
concerned with the allocation of scarce resources that are desired in a number of 
places.  Public funding for regeneration, amenity or conservation associated 
investments such as woodland planting, access enhancement, wetland creation or 
�re-wilding� schemes1 may be subject to what is in effect a bidding process, 
attempting to �win� the proposed development or other measures.  This might be 
described as NIMBYism without the N.  In neither case of course are positions 
going to be universally held within any given community or locality, for instance in 
the case of wind farms where the landowner and development company may be 
united in their support, against the wishes of other local stakeholders.  Determining 
which options are �best� lies at the core of environmental decision-making. 
 This chapter draws on research and consultancy experience for a range of 
organizations in the UK. These include projects on wind energy, community forests 
and the mapping of tranquillity2-7. The experience spans what might be 
simplistically identified as a divide between �development� and �conservation� 
interests, enabling us to offer a commentary on some of the values that are often 
implicit, and sometimes explicit, in what may generally be termed environmental 
decision-making. 
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Conducting these studies has provided the authors with a viewpoint on a range 
of issues and debates which are pertinent to the application of GI and GIS to 
environmental decision-making at the policy and planning levels.  Planning is used 
here in a relatively broad rather than a technically specific sense, focusing primarily 
on regional and sub-regional scale activities such as Regional Spatial Strategies8 
and sectoral policies such as the Regional Forestry Strategies9.  Land-use planning 
within the statutory framework of Town and Country Planning is not the primary 
focus, although many of the issues are equally relevant and applicable at that level 
given the hierarchically consistent nature of the system, further tightened up with 
recent revisions10. 

A number of key themes are elaborated in the next section.  This is followed by 
a review of several projects and the chapter concludes with a discussion that draws 
out some lessons learnt from them and their implications for research and practice. 

5.2  BACKGROUND: KEY THEMES 

Broadly speaking, there are different kinds of information (including GI) used 
in decision-making and different stages at which they may be sought or created: 

 
• Background: various sources, experiences, networks and the media 
• Exploratory: sought out, more structured and categorized 
• Analytical: selected, a focus on defensibility 
• Confirmatory: related to formal evaluation to confirm decision or to 

retrospectively support a position adopted. 
 
Information is thus central to the social processes of arriving at and defending a 

position.  However, if the information was unequivocal, if the evidence base was 
not open to challenge, if variable interpretations of the available data and 
information did not have the power to carry people to different conclusions, there 
would be no problem and no literature on the subject.  More to the point, there 
would be uniformity and consensus instead of dispute, challenge and opposition. 
The convention is that both planning, taken in the broadest sense, and organized 
opposition needs to be �evidence-based� to be effective.  Evidence-based (good) 
practice is a key element in the lexicon of the current government, but evidence can 
be constructed and construed in many different ways.  What then is the role of 
information, including GI, in environmental policy and planning?  To answer this it 
is important to review, although in summary, some different views on the nature of 
planning and the role of technical information in support of it. 

Early models of planning were procedural, systematic, rational and apolitical � 
things happened in a process that had a beginning and an end point, and where all 
options were considered on the basis of the available information, before selecting 
or making an optimal decision.  Over time these have been challenged and replaced 
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with models that emphasize the nature of planning as a more interactive, 
communicative activity.  

Figure 5.1 illustrates the sequential, procedural model of planning and in each 
of its stages information plays a distinctive role. The name of the stage appears at 
the top, what happens during this phase is in [square brackets] and the role of 
information is in (brackets). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1  The role of information in the sequential model of the planning/policy cycle (after Danziger 
et al.11, Barkenbus12, and Stephenson 13).  

 
Stephenson13, p241, commenting on the sequential, procedural model, noted that 

�the notion of a process where information is collected, a choice of policy is made, 
the policy is adopted and then implemented was too simple when compared with 
reality, where the process was far more messy�, yet it is an approach that is publicly 
adhered to as good practice.  

Campbell and Masser14, p153 critically observe that �much of the folklore 
surrounding computers endows them with the capacity to compensate for the 
inadequacies of human intellect � and [that] this sentiment is reflected in much of 
the current writing about geographic information technologies�.  Klosterman15, p47 
builds on this, arguing that �planning practice � takes current technology largely 
as given and moulds planning to fit the technology � [something] � that is 
particularly relevant to the current fascination with GIS among planning 
academics and practitioners�.  GIS, it could be argued, has the potential to reinvent 
planning as an applied science with its emphasis on locations that are optimized on 
the basis of data describing defined parameters and criteria.  However, this would 
be naïve as the literature has developed an extensive critique of the neutrality of 
evidence and indeed the neutrality of planning.  The planning as communication 
and planning as reasoning models15,16 are essentially premised on the contested 
nature of planning processes and their outcomes, and they embed a more inclusive 
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approach, at least to some degree, in the planning process. In turn GIS applications 
are developing to accommodate these new models, and the planning as reasoning 
together approach has underpinned the emergence of the grandly titled 
�participatory geographic information science�. 

 
�This surge of interest in collaborative spatial decision-making in particular, 
and participatory decision-making more generally has been spurred on � by 
the realisation that effective solutions to spatial decision problems require 
collaboration and consensus building� [which] require the participation and 
collaboration of people representing diverse areas of competence, political 
agendas, and social interests�17, p2-3.   
 
So, attempting to briefly summarize the literatures on planning, opposition, 

information and GIS: 
 
• There is a geography to the impact of developments; 
• There is a geography to the opposition to developments; 
• Models which seek to rationally identify optimal locations have been 

discredited by many authors (e.g., Pickles18) and GIS have been re-cast as 
decision support tools; 

• In spite of the above, GIS retains substantial credibility as a planning tool, 
and the emergent literature on participatory applications of ICTs in general 
and GIS in particular has established a tool for communicative planning 
(e.g., web-based mapping) and reasoning together models.  

• It is questionable whether reasoning together moves us forward, however 
much the process is facilitated by evidence, new media and participatory 
digital frameworks for debate.  

 
This chapter relates our experience to these issues and problems, based upon a 

series of case studies that all involved the Centre for Environmental and Spatial 
Analysis (CESA) at Northumbria University.  Cutting across these we can identify 
a change in focus away from individual site proposals to regional or national 
frameworks which explicitly articulate objectives and establish priorities in a 
spatial form.  Admirable as the latter can be, the problem remains that 
developments have to actually go somewhere specific.  This engenders a need for 
strategic policies to mesh with more local frameworks to guide individual proposals 
to actual locations that satisfy (or perhaps more accurately, address) the various 
demands that the state, the developer, local communities and other interest groups 
have in relation to the planned activity and the site. 
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5.3  CASE STUDIES 

5.3.1  Scottish Natural Heritage: Landscape Capacity Assessment for Wind 
Energy  

The remit of Scottish Natural Heritage (SNH) is primarily to secure the 
conservation and enhancement of Scotland�s unique and precious natural heritage.  
In keeping with their role SNH commissioned pilot studies to provide a strategic 
view of the scope for onshore wind energy developments in four selected districts.  
It was explicitly stated by SNH that these studies were not to identify suitable 
locations, but were to provide frameworks that could be used to minimize 
environmental impacts, as well as guiding developments to the most appropriate 
landscapes.  It was also intended that the four studies would independently develop 
and apply a methodology to achieve this objective. 

We were involved in the study for the Western Isles2 which utilized three key 
methods: 

 
1. An existing landscape character assessment was refined and adjusted to 

accommodate detailed physical and perceptual criteria associated with 
small (domestic) and large-scale (commercial) wind turbine developments.  

2. Visibility analysis was carried out to derive �scores� for relative visibility 
across each landscape unit and for turbines of varying heights.  

3. A stakeholder study was used to assess the values associated with the 
types of landscape identified in the landscape character assessment. 

 
Guidance on the conduct of landscape character assessment19 and for evaluating 

the impacts of development on the landscape and visual resource of a particular 
location20 was used alongside renewable energy policy documents21-23 to inform an 
approach to landscape capacity assessment.  In total 15 Landscape Character Types 
(LCTs) were identified in the study area.  After considering the sensitivities and 
locations of individual LCTs, a basic distinction was made as to whether each LCT 
could accommodate domestic or commercial windfarms, based on a subjective but 
informed understanding of levels of habitation.  A landscape capacity was then 
attributed to each LCT, ranging in five categories from low to high ability to 
accommodate development.  The resulting product took the form of a table and a 
series of maps with information provided for different types of windfarm in each 
LCT.  The output was not spatially disaggregated to specific LCT parcels, even 
though the intervisibility analysis techniques used were well suited to this, and 
consequently the information presented was strategic in nature  

5.3.2  Welsh Assembly: Strategic Assessment for Wind Energy Developments 
In March 2002, the Welsh Assembly Government (WAG) commissioned Arup 

Consultants to carry out research that would assist with updating existing planning 
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guidance on renewable energy in the form of a Technical Advice Note (TAN 8)24.  
CESA were sub-contracted to develop constraint criteria within a GIS in order to 
identify �strategic search areas� capable of delivering WAG renewable energy 
targets by 2010. 

The criteria for the identification of strategic areas were initially developed by a 
steering group consisting of Arup staff and WAG officials.  These criteria were 
categorized as being either technical (practical limitations to windfarm siting; wind 
speed, slope, Ministry of Defence requirements etc.) or environmental (landscape 
designations, nature reserves etc.).  The criteria were compiled into separate layers 
in a GIS and assigned into three distinct categories: 

 
• Absolute Constraints.  Those which, for all intent and purposes (at the all-

Wales level), would be likely to prevent large-scale wind energy 
developments. 

• Second Degree Constraints. Factors likely to inhibit the development of 
large wind energy developments but for which there was either a) some 
variability/uncertainty in their spatial extent or b) the possibility to 
develop inside the area concerned with appropriate mitigation.   

• Positive Development Siting Factors.  Characteristics which, in general, 
were likely to be viewed positively for large scale wind developments by 
the wind industry (e.g., single landownership, reasonable accessibility and 
relatively simple land cover)3. 

 
Identification of strategic areas then involved the following three steps: 
 
1. An initial screening exercise.  Absolute and second degree constraint data 

(both environmental and technical) were overlaid with grid capacity 
information in a GIS to determine suitable areas. 

2. A refinement exercise.  The areas identified were subject to a more 
detailed review at 1:50,000 scale.  Specific features such as access, 
isolated residential properties, land availability and ownership were taken 
into account. 

3. Testing and validation.  Analyses of visibility from National Parks, Areas 
of Outstanding Natural Beauty, National Trails, existing (or approved) 
wind-farms, and landscapes �wild� in character were combined with 
details of wind speeds and the scale of development possible to further 
refine boundaries which extended 5 km either side of the perimeters for 
each strategic area. 

 
Seven strategic areas were identified at the end of this process and TAN 8 was 

publicly launched in March 2004, with a subsequent review published in July 
200524.  Inevitably, TAN 8 also resulted in studies commissioned by local 
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authorities within the strategic areas to assess on a site by site basis the most 
suitable �zones� within their territories.  In one case this suggested a higher capacity 
in a strategic area, which in turn fed back into a review of national targets for 
renewable energy.  A key point therefore is that because the initial strategic study 
took no account of administrative boundaries, the onus was placed on local 
authorities to fund studies in order to assess suitable sites for windfarm 
development. 

5.3.3  North East Renewable Energy Strategy 
In November 2002 the Government Office for the North East commissioned 

The Northern Energy Initiative, CESA and the Landscape Research Group at the 
University of Newcastle to prepare a Regional Renewable Energy Strategy 
(RRES).  The need for this activity stemmed from a review prepared by the Cabinet 
Office Policy and Innovation Unit in February 2002 which recommended that 
regional planning bodies should give greater prominence to energy issues in 
regional planning guidance and become pro-active in planning for energy 
developments at a sub-regional level25.  The pre-existing North East Regional 
Energy Group (NEREG), whose members spanned regional bodies, local 
authorities, developers and conservation interests, became the project steering 
group. 

To support the development of the RRES, a wide range of digital maps were 
combined through a �sieve mapping� approach26 in a GIS to identify where 
windfarms could not be located.  Many of the datasets were unanimously accepted 
by all parties on the steering group, including factors such as topple distance from 
A-roads and exclusion from designated nature conservation sites or on the basis of 
low wind speed.  Amongst these accepted factors were GIS-based calculations of 
radar line of sight.  In essence, both civilian and military radar can be compromised 
if any part of a rotating blade can be �seen� by the radar array. The Ministry of 
Defence (MoD) is particularly assertive about this and adhered to a policy that no 
turbines were permissible within 74 km of a radar array where there is line of sight.  
There is no weighting or gradation of this opposition by distance; it is a black/white 
issue.  As the military are not obliged to release technical information in support of 
their position (in itself a core requirement of transparent public sector working) and 
they have a critical role in policy, planning and siting decisions (which may be 
loosely summarized as having the power of veto) this is an absolutely critical input, 
yet it was not subject to close questioning in private meetings or at the closed 
committee stages of the process.  In addition, although the line of sight calculations 
were carefully executed, and the results closely checked by re-running a sample of 
them, they contained two potential sources of error.  Neither of these was hidden in 
any way during the process.  

Firstly, no account was taken of known vertical error levels in the Ordnance 
Survey Panorama27 terrain model used in the calculations, since this was not 
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regarded as having a serious effect on the results.  Secondly, although the MoD 
have a stated position of not having wind turbines located in line of sight from their 
radar installations, they would not inform the study group of the precise 
geographical coordinates and height above ground level of the radar arrays at 
Brizzlee Wood and Fylingdales. Through a careful process of estimation these 
locations were identified and the calculations then run on these parameters.  As the 
study was strategic rather than focused on tactical siting of individual turbines, the 
implications are unlikely to have been in any way significant, but the absence of 
any critique is the key point. 

In contrast to the perceived �scientific� evidence represented by the radar 
calculations (see extract in Figure 5.2a), another input layer consisted of a map of 
landscape sensitivity, the vulnerability of landscape character to change (Figure 
5.2b).  This sensitivity was assessed by considering the physical and perceptual 
characteristics of landscapes with respect to different forms of wind energy 
development28. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.2  �Hard� and �soft� GI for an area in North Northumberland. 
 

Landscape sensitivity is an intrinsically more complex and contested concept 
than radar visibility.  In the latter the visible (unacceptable) and non-visible 
(acceptable) zones were sharply delineated and there was no argument with them, 
even though there are grounds to challenge the results as outlined above.  It was 
clear from the earliest presentation of the landscape sensitivity assessment, 
however, that the results were not acceptable to some of the stakeholders.  Both the 
radar and the landscape analyses drew on �expert� input, but the much �softer� 
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nature of the sensitivity assessment process caused a series of conflicts in the 
committee discussions.  In essence there were three stages to this: 
 

• Competing �expert� views on the approach; 
• Competing �expert� views on the results; 
• As a consequence of the above, disquiet from �non-experts� on the 

committee on the nature of the information being presented. 
 
The latter was perhaps most illuminating in the private committee meetings during 
which one wind energy developer, who had little to contribute to the discussion 
around the results themselves, was aghast at the realization that this was a map, 
using a numerical scale to display relative sensitivity and therefore suitability, 
which was (a) based on human judgement, and (b) wholly contingent on 
judgements that, when revised, could result in a different map.  This second 
characteristic was something that was no more or less true of all the other map 
layers included in the exercise, for instance the decision to exclude National Parks 
but not Green Belts, an entirely social judgement.  In such adversarial debates the 
authority of the sources/experts and the decision criteria become critical, 
illustrating how conflicts over the principles and details of spatial policy 
formulation are not simply confined to developers vs. planners or planners vs. local 
pressure groups. 

5.3.4  North East Community Forests: A Regional GIS for Decision Support 
North East Community Forests (NECF) commissioned a study to provide a 

framework for the future planting and sustainable use of community woodlands5. 
There were two key elements in the context for this study: 
 

• The reorientation of community forests towards a more broadly based, less 
tightly spatially defined, approach to countryside management in the urban 
fringe;  

• The explicit direction from government that new woodlands, and the 
management of existing woodlands, should take as their primary focus the 
potential for social benefit, through landscape enhancement, recreational 
opportunities, strengthened regional images and improved quality of life. 

 
The first of these requirements dictated that the study should be regional (North 

East Government Office Region) rather than site-specific, even through realization 
of a strategic plan for the region would be ultimately achieved on a site by site 
basis.  The second meant that the frame of reference (and consequently the data 
involved) was broad ranging � this was no simple land capability study. 
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Utilizing a 1 km x 1 km grid over the region a series of datasets were integrated 
in line with the criteria defined by the steering group. The main components of the 
GIS cartographic model were: 
 

• Where people live and work.  This reflected the need to target woodland 
establishment and development where there are concentrations of homes 
and workplaces.  

• Environmental gains.  Although ecological theory at the landscape scale 
tends to be at the level of general principles rather than specific �rules�, 
reducing woodland fragmentation and enhancing connectivity were 
generally accepted positive objectives.  

• People on the move.  Targeting woodland where it had the potential to 
benefit the lives of people who are travelling, for either work or leisure, 
locally or through the North East.  A particular factor here was the 
regional image.  

• Nature conservation and landscape considerations.  These were not a core 
component of the model, but it was accepted that there were areas where 
woodlands could have a potentially negative impact on nature 
conservation interests or landscape character and should therefore be 
discouraged.  

 
The principles underlying each of these factors were defined by the steering 

group and with reference to a wider set of stakeholders.  Articulating these 
principles in a complex and differentially weighted cartographic model required 
that a large number of technical decisions were made by the researchers and there 
was minimal involvement in this by the steering group or stakeholders.  The 
researchers consistently made it clear to the steering group that decisions made, for 
instance, with respect to the visibility analysis, or the distance-weighting techniques 
used for population concentration, would have an impact on the model output.  
Figure 5.3 shows the final map. 

Although the criteria were agreed, the map underwent a process of revision 
once an earlier version, which of course reflected the initially agreed parameters, 
was shown to the steering group and key stakeholders.  The �look� of the map did 
not entirely accord with their ideas of what it should look like to fulfill its policy 
function.  The relationship between the GI product (a map, illustrating a strategy) 
and the GI process (the weighted combination of datasets to produce the map) was 
therefore two-way.  In simple terms it was a case of �do the analysis, and let�s see 
what it looks like, then we can take another look at the process�, clearly spanning 
the analytical and confirmatory uses of information. 
 
 
 

© 2008 by Taylor & Francis Group, LLC



Strategic and site-based planning                                                                             89 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.3  Final suitability map for the community forests study. 

5.3.5  Tranquillity Mapping 
The importance, value and need to protect tranquillity is clear from a range of 

policy documents, and from research on the health and social benefits to people of 
being in a tranquil place29-31, but a systematic and robust method to document 
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where these areas are has been lacking.  MacFarlane et al.7 were commissioned by 
Campaign to Protect Rural England (CPRE) and the Countryside Agency to 
develop a methodology to identify and map areas where people are more likely to 
be able to have a tranquil experience.  Tranquillity is an experiential aspect of what 
may broadly be defined as landscape quality and assessing and mapping it poses a 
series of conceptual and methodological challenges.  

The concept of tranquillity mapping is not new.  Several studies were 
undertaken in the 1990s32,33, based primarily on �expert� judgments of factors that 
detract from tranquillity.  In 2000, however, Levett34 argued that what was needed 
was a measure of tranquillity that included all, and only, those sources of 
disturbance which people feel actually damage tranquillity; and which weighted 
them in proportion to peoples� perceptions of their relative impacts on tranquillity.  
This is what was done by MacFarlane et al.7 through a framework based around the 
use of Participatory Appraisal (PA), an approach to consultation that focuses on 
exploring peoples� perceptions, values and beliefs, and is designed to allow 
participants to discuss what is important to them, and express this in their own 
words35.  PA sessions were carried out across two study areas, the Northumberland 
National Park and the West Durham Coalfield area. 

After the initial PA data collection, two �verification� events were held.  Prior to 
these meetings the responses made during the PA sessions were collated into 
themes (whether they were something �you see�, �you hear� or �you do� in a 
tranquil area, whether they were something �of the mind�, or whether they were 
something �you do not see� or �you do not hear�).  People were then asked to select 
their top three responses within each theme, according to their perceived level of 
importance to tranquillity.  These events quantitatively established the relative 
importance of different factors.  In consultation with the project steering group, and 
with reference to published best practice, the distilled PA data were then associated 
with specific spatial datasets that could be used to translate the preferences and 
judgements expressed by respondents into mapped outcomes.  The GIS analysis 
followed a raster modelling approach in ArcGIS with a 250 m grid cell resolution. 

Three main categories of data formed the basis of the GIS model.  These 
stemmed directly from information obtained during the PA and were as follows:  
 

• People.  In the consultation �people� were associated with many kinds of 
behaviors (e.g., loud noise, litter, barking dogs and noisy children) and in 
some cases the very presence of people detracted from tranquillity.  A 
modelling approach that identified the relative likelihood of people being 
in a given square was used to calculate a measure representing remoteness 
from other people. 

• Landscape.  Variables indicating the relative amount of exposure to visual 
elements (both positive � rivers, wide open views, the sea or broadleaved 
woodland, and negative � coniferous woodland, light pollution) in the 
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landscape were combined with the perceived naturalness of each 
individual square and the presence of rivers to generate a score for each 
individual grid square.   

• Noise.  GIS techniques were used to model the diffusion of noise away 
from sources such as roads, urban areas, railways and military training 
areas.  Both the maximum noise at any time and the time-averaged noise 
exposure were estimated, to take account of the effect of intermittent but 
very loud noises, and low but constant background noise on the experience 
of tranquillity. 

 
All of the data layers were weighted (using the PA responses) to reflect their 

relative significance (e.g., remoteness from people had a much higher rating than 
overhead light pollution).  The positively and negatively weighted component data 
sets were then separately added together, and these were then  combined to produce 
a total score in accordance with the relative significance of positive (0.44 
weighting) and negative (0.56) factors from the PA data.   

Figure 5.4 shows the overall score map and provides information that can be 
used for a number of land-use and landscape planning purposes.  More specifically, 
the Regional Planning Guidance for the North East of England36 states that 
development plans and strategies should identify, protect and work to increase 
tranquil areas.  Using the methodology and maps produced by the study will assist 
planners in achieving this objective.  

The research also provides another illustration of the judgements that are often 
involved in the generation and analysis of geographical information.  GIS are tools 
that are rooted in quantified and/or categorized data as representations of reality.  
For over 20 years, a growing number of researchers and practitioners have begun to 
question the validity of many of the assumptions and constructs used in this 
representation process.  This has begun to inform a growing, but still relatively 
limited, body of work that seeks to bridge the ability of qualitatively-based research 
to develop in-depth understandings of spatial phenomena and the ability of GIS as a 
set of techniques to represent these37.  The tranquillity mapping study contributes to 
such work but, like several of the other case studies reviewed above, highlights the 
need for further research on this issue. 

5.4  DISCUSSION 

Table 5.1 compares the five case studies on a number of characteristics.  Some 
broader themes arising from the studies are discussed below. 
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Figure 5.4  Overall tranquillity score map for two study areas in the North East region. For color 
versions see MacFarlane et al.7 and http://www.cpre.org.uk/publications/landscape/tranquillity.htm. 
With permission.  
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Table 5.1 Comparison of case study characteristics 
 

Theme SNH WAG NEREG NECF Tranquillity 

Focus Landscape 
capacity 

Regional 
strategy 

Regional 
strategy 

Forestry 
strategy Policy 

Ultimate 
objective 

Resource 
assessment 

LULU 
allocation 

LULU 
allocation 

Resource 
allocation 

Resource 
assessment 

GI product Method / 
Map / Data 

Map / 
Method Map Map / 

Method Method / Map 

Strategic      
! Site Strategic 

Initially 
strategic, 
then site 

Both Strategic Primarily 
strategic 

Selection of 
parameters 

Steering 
group 

Expert, 
informed by 

steering 
group 

Steering 
group 

Steering 
group and 

stakeholders 

Public 
consultation 

Review of 
product by 

stakeholders 

Detailed and 
sustained 

None, but 
resulted in a 
consultation 
document 

Detailed and 
iterative 

Detailed and 
through open 
stakeholder 
discussion 

None 

Role of GI/S 
experts 

Technical 
advice and 

method 
development 

Technical 
advice 

Established 
framework 
for rational 
decision-
making 

Managed 
entire project 

Managed 
entire project 

Latitude for 
experts to 
determine 

details 

Shared Shared 
Near 

complete 
control 

Shared Complete 
control 

Overtly 
political nature 

of process 
None Medium High Low None 

Role of GI Analytical Analytical Analytical / 
Confirmatory 

Analytical / 
Confirmatory Analytical 

Data problems None None Significant Significant Severe 

Agenda of 
project Advisory Promotional Promotional Lobbying Lobbying / 

Advisory 

© 2008 by Taylor & Francis Group, LLC



94                                                        GIS for environmental decision-making 

 

5.4.1  The Role of Information in Decision-Making 
The use of GI and GIS as analytical and communicative tools is problematic.  

Checkland and Holwell, writing about information systems at large, observe that 
�what such systems cannot do, in a strict sense, is provide unequivocal information; 
what they can do is process capta (selected data) into useful forms which can imply 
certain categories of information. They cannot, however, guarantee that the capta 
will be interpreted in this way by people making use of the system�s outputs�38,p92. 
The simplicity of the GIGO acronym (Garbage in, Garbage Out) has been 
significant in raising the profile of data quality issues, but more complex matters of 
context-dependency, the contested nature of information and the often political 
character of decisions are harder to distill and communicate. 

The wind energy developer referred to in Section 5.3.3 appreciated the 
equivocal, contingent nature of one particular input into the model (landscape 
capacity), but failed to extend this appreciation to other factors where there were 
questionable social judgements, such as why B-roads were excluded from having to 
have a safety distance from turbines.  They are less busy than A-roads but if there is 
a hazard from falling turbines, people, albeit fewer of them, are still exposed to it. 
This does illustrate that people have contrasting expectations of different kinds of 
information, something on which the related literature on risk and science has much 
to contribute. 

There is no simple dichotomy between �hard� information, with all its 
connotations of reliability and impartiality, and �soft� information, with associated 
images of uncorroborated sources and corridor conversations, any more than there 
are sharp boundaries between �safe� and �hazardous�.  Information is best seen as a 
rather more �squashy� commodity, with inescapable implications of malleability. 

5.4.2  Data Availability and Quality Issues 
Most GIS applications are data hungry exercises and the criteria in models such 

as those outlined above have a tendency to outstrip the availability of suitable data. 
Although nationally available datasets are of a generally extremely high quality in 
the UK, most notably the OS range of spatial data products, the availability of 
locally created datasets that can be combined for a regionally consistent picture is 
often problematic.  In the longer term initiatives such as MAGIC39 promise greater 
availability, consistency and quality of spatial data for environmental decision-
making, but at present such datasets are typically accorded lower priority than those 
relating to regeneration in regional observatory projects. 

5.4.3  The Significance of Spatial Boundaries 
Planners like sharp spatial boundaries.  This is quite understandable as decisions 

based on imprecise spatial boundaries are as hard to make, and then defend, as 
those based on imprecise criteria.  For this reason areas that have associated policy 
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status and planning measures are almost universally precisely bounded, even when 
underlying phenomena such as level of deprivation or landscape quality are not 
satisfactorily captured in this way.  Lines on maps are necessary, however 
sophisticated the critique or advanced the fuzzy modelling techniques become.  For 
the purposes of opposing proposed developments, equally sharp boundaries are 
often not required.  Indeed, one current aspect of research into NIMBYism is where 
the �backyard� actually starts and ends.  However, as a twist to this it is interesting 
to note that future developments of the tranquillity mapping approach may work 
towards defined zones (delineated by sharp spatial boundaries) rather than a 
continuum of values.  Despite a recognition that landscape quality rarely varies in a 
way that can be accurately reflected in sharp boundaries, the requirements of a tool 
to protect high quality landscapes demands that they are delineated in such a 
manner; both development and conservation interests have a requirement for spatial 
boundaries, although their location is of course a subject of debate and conflict. 

5.4.4  The Often Contentious Nature of GI Processes and Products 
GI products emerge through processes, with some of the latter being subject to a 

sustained critique and others more widely accepted.  In the case studies described, 
project steering groups all had a role to play in defining, scoping, overseeing and 
evaluating the GIS applications.  Different steering groups played these roles in 
different ways, and this may be related to the nature of the applications involved.  
In the case of NEREG (Section 5.3.3) a government target had been regionalized 
and the immediate context was that the North East had to accommodate �its share�. 
The approach was therefore one of finding sites that could fulfill this target.  Within 
the steering group a range of interest groups was represented, from countryside 
conservation groups that sought to minimize perceived damage by steering 
development towards urban fringe areas on the general basis that they were already 
degraded in landscape terms, through local authority staff who sought to deflect 
developments away from areas that were, in their sub-regional context, the most 
valuable to them, to development interests which were tightly focused on economic 
imperatives. It is through such, often unhappy, marriages, that strategic plans are 
created and the way in which information is used in background, instrumental, 
rationalization and monitoring roles needs to be as transparent as possible. 

5.4.5  The Crucial Nature of Site-Specific Analyses in the Pursuit of Strategic 
Objectives 

Planning, in its broadest form, is a precursor to action, defining what and where 
things will take place.  Spatial planning may be strategic, in which case precision 
about the where is less critical, or it may be locally-specific at which level the task 
is one of translating higher level aspirations and general spatial guidance, into site-
specific outcomes.  These outcomes may be an absence of development (e.g., 
within a nature reserve or a green belt) or approval of proposals (e.g., for new 
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housing or woodland), but the point is that translation from the general to the 
specific is required and frameworks, tools and techniques are needed to support this 
and ensure consistency with higher principles. 

5.4.6  Technical Latitude in the Application of �Best Practice� 
There is now a large body of work which seeks to establish and support �best 

practice� for a number of methods relevant to environmental planning and 
policy19-22,40.  These documents use a combination of site specific evidence-based 
work and a general checklist of applicable methodologies to provide guidance.  
However, the interpretation of these guidelines, i.e., how methodologies are 
implemented, is very much up to the practitioner.  Using visibility analysis as an 
example (it was employed in all five case studies), the way in which parameters 
were agreed, how it was used, the scale at which it was applied and how the results 
were incorporated into the final product varied greatly, even when the aims were 
very similar (e.g., the NEREG and WAG wind energy projects).   

5.4.7  The Innately Political Nature of Environmental Policy and Planning 
At a strategic level environmental policy and planning is a Political (large P) 

activity in that it is conducted in line with the objectives of the elected government, 
and this holds to true to a degree at the regional and local levels as well where 
elected members determine the framework within which council officials operate. 
Opposition is also an inherently political (small p) activity in that it is concerned 
with the (spatial) allocation of resources and LULUs.  Opposition groups have been 
crudely characterized as NIMBYs, NIMPOOs (Not In My Period Of Office) or 
CAVEs (Citizens Against Virtually Everything).  Planning decisions, from the 
refusal of a development control committee to allow a new extension to a single 
building, through to RSSs are inherently political, and the way in which GI is 
utilized to develop, build, question or support positions and decisions can be 
equally politically charged or motivated. 

5.5  CONCLUSION: FROM LOCAL TO STRATEGIC AND BACK AGAIN 

Although strategic land use and regional planning was extremely significant in 
post-Second World War Britain, the laissez faire politics of the 1980s saw it rapidly 
fade. This context saw the emergence of a more �predatory� role for development 
interests and the relatively de-regulated landscape became increasingly subject to 
urban sprawl and the diffusion of urban developments. Developers sought to secure 
sites and then develop them and the ability of local government to manage this 
growth within a strategic framework was limited. 

Under the post-1997 Labour government, regionally-organized delivery of 
public policy agendas, strategy formulation and planning has become much more 
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significant.  This period has also seen a proliferation of targets for economic, social 
and environmental progress, from regional to national and international in scale. 
Such targets (e.g., for employment or renewable energy generation) have required 
developments of different kinds; previously developed land has been re-used for 
new business parks and the increasing number of site-by-site windfarm 
developments have began to have cumulative impacts on certain landscapes.  With 
increasing emphasis on efficiency (targeting supply on areas of demand), 
effectiveness (reaching targets), equity (ensuring that opportunities are available in 
areas of relative deprivation) and sustainable development (balancing economic, 
social and environmental factors) GIS has emerged strongly as a tool to try and 
juggle the differing criteria.  Many of the case studies presented in this chapter are 
clear examples of such endeavors. 

However, at the end of the day government, at whatever level, is not usually 
directly involved in building business parks, planting trees or establishing 
windfarms, and its role is largely restricted to policy formulation, strategic 
planning, the design of incentive schemes and regulation.  By providing strategic 
direction, developers can avoid costly, lengthy and probably unsuccessful 
applications in �the wrong area�, government is seen to be transparent and the 
outcomes are more consistent with frameworks that will have been subject to public 
consultation.  Nevertheless, we are still left with the problem that developments 
actually take shape in specific places, on actual parcels of land.  The increasing 
body of good practice at the strategic level must now be supplemented with GIS-
based site assessment methodologies for Local Development Frameworks and 
development control planners that retain consistency with the strategic principles 
and are suitably transparent and efficient in their operation.  At present, it is the 
private sector that is accelerating most rapidly in this respect as developers seek to 
utilize GIS to retain their competitive advantage in the search for sites that are 
�right�. 
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CHAPTER 6 

Creating a Digital Representation of the  
Water Table in a Sandstone Aquifer 

 
P. Posen, A. Lovett, K. Hiscock, B. Reid, S. Evers and R. Ward 

 

 6.1  INTRODUCTION 

 Groundwater is an important resource in England and Wales and provides on 
average 33% of the total public drinking water supply1.  This figure rises to around 
80% in the southeast of England, where large areas of chalk and limestone aquifer 
outcrop in regions under intensive cultivation.  Consequently, protection of the 
resource from diffuse agricultural pollution is a primary concern in groundwater 
management2-4. 

Groundwater vulnerability assessment began in the 1960s and, over the last 15 
years, the use of methodologies based on GIS techniques has become quite 
widespread5-10.  However, ongoing implementation of the EU Water Framework 
Directive has made the need for further refinements to groundwater vulnerability 
assessment systems more pressing11-13. 

Current groundwater vulnerability assessment methods, many of which utilize a 
GIS14,15, combine parameters related to the nature and source of contaminant, 
physico-chemical properties of the topsoil and unsaturated zones, hydrogeology 
and climatic conditions to produce a variety of contaminant fate models. 

One important influence on groundwater vulnerability is unsaturated zone 
thickness16, which governs the time taken for contaminants to travel through this 
layer, and therefore the degree of potential degradation that may occur before 
introduced compounds reach the water table.  The importance of water table depth 
is emphasized in the widely-used DRASTIC model17, which assigns the highest 
weight to this parameter.  To date, depth to water table has been estimated in the 
UK at a local scale, due to the extent of seasonal and spatial variability.  However, 
an initiative by the Environment Agency (the main public body for environmental 
protection in England and Wales) to produce a new national assessment framework 
for groundwater vulnerability13 gave impetus to the current study as a pilot to 
develop an automated method for generating a nationally consistent database of 
water table depths. 
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One approach to improving the estimation of unsaturated zone thickness is to 
create a digital representation of the water table, which can then be subtracted from 
surface topography within a GIS to create a �depth to water table� map.  As a 
demonstration, it was decided to create such a map for a sandstone aquifer unit in 
the Midlands region of England by using digital maps of surface topography in 
conjunction with groundwater level monitoring data.  With the help of a hand-
contoured reference map of groundwater levels in the study area, three different 
methods of interpolating the water level data were appraised, and the most 
representative model then applied to calculate the depth to the water table.   

6.2  BACKGROUND 

The groundwater unit used for the purposes of this study (the Triassic Sherwood 
Sandstone) is located in the River Trent catchment of the Midlands region of 
England, and comprises an easterly dipping sandstone aquifer bounded by a 
Permian Magnesian Limestone aquifer to the west and confined by Triassic 
mudstones to the east (Figure 6.1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.1  Map showing the location and extent of the unconfined Sherwood Sandstone aquifer unit 
used for the digital water table interpolation. 

 
The primary reasons for choosing the Sherwood Sandstone aquifer unit for the 

study were:  (i) the existence of a substantial data set of water level measurements 
contained in the Environment Agency�s observation borehole network in the 
Midlands region; and (ii) the availability of a reliable hand-contoured paper map of 

© 2008 by Taylor & Francis Group, LLC



Digital water table mapping                                                                                   103 

 

the water table in the sandstone aquifer (scale 1:50,000; produced by ADAS 
Cartography, Gloucester) which could be used to assess the accuracy of the 
different interpolation methods.  The hand-contoured map was based on data for a 
high water level period obtained during January to April 1994. 

The Sherwood Sandstone Group comprises undifferentiated sandstones that are 
poorly cemented.  The average hydraulic conductivity of the sandstones is 3.4 m 
day-1 and higher values are associated with locally-enhanced fissures induced by 
coal workings which produce high groundwater yields of good quality18.  
Approximately 42% of public water supplies in the area are from groundwater 
supplied by the Sherwood Sandstone aquifer.  The Sherwood Sandstone also 
provides water for many major industries and is used to support irrigation of arable 
crops in the area16.  The surface topography is relatively flat over much of the area 
and most groundwater recharge occurs through rain falling directly on to the 
unconfined part of the aquifer in the west of the region.  Annual effective rainfall 
can be as low as 120 mm which, combined with a deep water table and relatively 
high porosity of 30%, can lead to long delays in groundwater recharge18.   

6.3  METHODS 

6.3.1  Conversion of the Paper Map 
For greater ease of comparison between the hand-contoured groundwater level 

map representing the water table surface in early 1994 and the interpolated digital 
maps, the paper map was converted into a digital layer in ArcView® GIS 3.2 
(http://www.esri.com).  This was achieved by superimposing the British National 
Grid on to the paper map and recording the co-ordinates of points along each water 
table contour.  These co-ordinates and their respective depths were entered into a 
database and imported into ArcView GIS.  The imported data were used to create a 
triangulated irregular network (TIN) representing the water table, and the TIN was 
converted to raster format at 50 m grid resolution (Figure 6.2a). 

6.3.2  Data Point Selection 
Data points from 59 locations were selected from a subset of 110 Environment 

Agency observation boreholes in the Sherwood Sandstone aquifer (Figure 6.2b).  
The study area boundary enclosed 82,500 ha of unconfined aquifer within the 
sandstone unit and included three sites identified by the Environment Agency as 
�key borehole� sites where water levels are not subject to major fluctuation or 
influenced by local abstraction.  These sites provide good quality data against 
which the reliability of surrounding data points can be judged, thereby limiting the 
amount of model input error.  Hydrograph plots from each site in the entire subset 
were examined and boreholes exhibiting irregularities in their plots, such as gaps in 
the time series, or erratic fluctuations in water levels, were omitted from the 
selection.  Nine boreholes outside the study boundary, in the confined aquifer to the 
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east, and five further sandstone boreholes located beyond the northern and southern 
extremities of the study area boundary, were included in the selection so that the 
subsequent water level interpolation would not suffer from �edge effects�.  These 
phenomena, manifested as a warping of the surface, can occur when there is an 
absence of data beyond a boundary, resulting in unrealistically high or low values19.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 6.2  (a) Digital representation of the hand-contoured water table in the unconfined area of the 
Sherwood Sandstone aquifer. (b) Locations of the data points used for the water table interpolation.  
Point A represents a peak water level value corresponding with an elevated water table surface in the 
south-western corner of the study area. 

6.3.3  Time Selection 
To ensure consistency throughout the data set, water level data were compiled 

from the selected borehole records using measurements taken for a single occasion 
during a period of high rainfall in late 2001.  All measurements fell within a three-
week period during the month of October, at which time the high water levels 
represented minimum depth to the water table. 

6.3.4  Data Interpolation 
ArcView GIS was used to interpolate the water level data using spline and 

inverse distance weighting (IDW) methods, and kriging interpolation of the same 
data was executed in the GS+ program (Gamma Design Software, 
http://www.gammadesign.com).  Although the area of interest was within the study 
boundary, the three interpolated surfaces extended well beyond this boundary so 
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that differences between interpolation methods could be fully appraised.  All three 
interpolated surfaces were expressed in grid format, with a 50 m resolution. 

Spline interpolation.  The spline interpolation method applies local polynomial 
functions to fit the smoothest possible surface through all data points, in a manner 
in which a closest-fit curve might be plotted through points on a graph20.  The 
extent of smoothing relates to the number of points on which the polynomial curves 
are based; the more points, the smoother the surface produced.  The value of 
weighting applied governs the curvature of the lines between individual data points 
and has little effect in areas where data points are abundant, but increased 
weighting leads to warping of the surface in areas where data points are sparse.  
The spline surface that most closely matched the hand-contoured reference map 
(Figure 6.2a) was achieved using a tension spline (which constrains the surface to 
pass through all points) based on 6-point polynomials, with a 0.1 weighting.   

IDW interpolation.  Inverse distance weighting is an exact local interpolation 
method that produces a surface whose value changes smoothly between the data 
points to which it is tied.  The data are inversely weighted so that calculated points 
on the interpolated surface are more strongly influenced by nearby data points than 
they are by more distant points21.  The extent of smoothing of the surface is 
dependent on the number of �nearest neighbors� used for the interpolation, and on 
the chosen value for the decay parameter, with the sphere of influence of a data 
point diminishing more rapidly with higher decay values.  The weight of the decay 
parameter is expressed as a power function20. 

In the current study, the IDW surface that most closely matched Figure 6.2a 
was interpolated using 12 nearest neighbors and a value of 2 for the decay 
parameter, giving an inverse weighting as the square of distance.  This was found to 
give the optimum sphere of influence to most data points, producing an acceptably 
smooth surface without being unrealistic as to the extent to which any individual 
point was affecting the interpolation. 

Kriging interpolation.  Kriging operates in a similar manner to IDW, but uses 
the underlying spatial dependence of the data to calculate the most appropriate 
value for the decay parameter.  The spatial trend of the data is described by the 
variogram20,21, which shows how data values vary with distance and direction.  The 
best-fitting variogram model can then be used to customize the kriging 
interpolation by calculating appropriate weights according to clustering, distance 
and direction of neighboring data points.  In the current study, ordinary point 
kriging, employing a spherical variogram model, was found to produce a surface 
that most closely resembled the digital reference map (Figure 6.2a).  The variogram 
parameters and associated plot are given in Table 6.1 and Figure 6.3 respectively. 
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    Table 6.1.  Kriging parameters relating to the water table interpolation 

Model Parameter Value/Type 

Active lag 24,000 m 

Lag class interval 3000 m 

Model Spherical 

Nearest neighbors 12 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 6.3  Variogram plot for the kriging interpolation of the water table. 

 

6.3.5  Evaluation of the Surfaces 
Removal of peak value.  One simple test for evaluating the effectiveness of an 

interpolation method is to recalculate the surface after the removal of one or more 
significant data points22.  This test was performed on each of the interpolated 
surfaces by removing a peak water level value (at Point A, Figure 6.2b) 
corresponding with an elevated water table surface in the south-western corner of 
the study area.  The effects on the re-interpolated surfaces were examined for each 
different method. 

Cross-validation.  Cross-validation analysis, which removes each data point in 
turn and interpolates from the remaining points to estimate a value at the 
corresponding location23, was performed on each of the three interpolated surfaces, 
using the GS+ program for the IDW and kriged surfaces and ArcGIS® 8 
(http://www.esri.com) for the spline surface. 

Investigation of edge effects.  These were examined by comparing an 
interpolation that included 14 data points lying beyond the study area boundary 
with one that excluded these points. 
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6.4  RESULTS 

Representations of the three different water table interpolations are given in 
Figure 6.4.  All three surfaces exhibit a southwest to northeast decrease in water 
table elevation within the study area boundary, from a minimum of 0 m, to a 
maximum of 165 m above sea level.  Point A represents a peak value in the 
observed groundwater level data, which corresponds to elevated surface topography 
in the southwestern corner of the study area.  The main differences between the 
interpolations are evident in the curvature of the contours in the northwest and 
southeast corners of the map. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.4  Representations of the water table in the Sherwood Sandstone aquifer, using (a) spline, (b) 
IDW and (c) kriging interpolation methods.  The location of the peak value, Point A, is shown. 

 
The effects of removing the peak value Point A from each interpolation are 

shown in Figure 6.5.  Figure 6.5a indicates little change in the overall shape of the 
spline surface, but Figures 6.5b and 6.5c show more significant local change in the 
IDW and kriged surfaces, respectively.  In the latter two surfaces, the �peak 
contours� are shifted eastwards, closely following the change in data distribution.   

Results of cross-validation analyses of the three surfaces were expressed as 
plots of estimated vs. observed values (Figure 6.6).  The peak value Point A can be 
seen as the major outlier in all plots.  Regression analyses on these plots indicated 
that the spline, IDW and kriged surfaces described 83%, 85% and 91%, 
respectively, of the variability in the actual water table values. 
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Figure 6.5  Maps showing the effect on the interpolated surfaces of removing the peak value, Point A, 
from the data set: (a) the spline surface, (b) the IDW surface and (c) the kriged surface. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

 
 

Figure 6.6  Cross-validation plots for (a) the spline surface, (b) the IDW surface and (c) the kriged 
surface.  The peak value, Point A, is the major outlier in all plots. 
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Figure 6.7 shows the effect of (a) including and (b) excluding data points 
beyond the study boundary in the kriged interpolation.  The greatest difference 
relates to the curvature of contours in the southeastern quarter of the map, with 
some lesser effects occurring around the southwestern peninsula of the study area. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.7  Maps showing the kriged water table interpolation: (a) using 14 data points outside the study 
area boundary, and (b) excluding these points. 

6.5  DISCUSSION OF RESULTS 

6.5.1  Visual Interpretation of the Surfaces 
Although the spline interpolation method produces a credible surface in areas 

where data are abundant and evenly distributed (Figure 6.4a), the global nature of 
this method generates erratic values or warping of the surface where data are 
sparse, as the method attempts to produce a smooth fit through all available data 
points.  Artifacts of this distortion are visible in the �pinching� of the surface on 
each side of the southern part of the aquifer, and most particularly in the southwest, 
owing to the relative scarcity of data in this area. 

The broadly similar surfaces produced by IDW and kriging (Figures 6.4b and 
6.4c respectively) do not suffer from such effects.  The close curvature of contours 
around certain data points (Figure 6.4b) reflects the local nature of IDW 
interpolation and shows the strong influence of data point values on the 
immediately adjacent surface.  The near-circular features around some data points 
are not seen in the kriged surface (Figure 6.4c).  Additionally, and in contrast to the 
IDW interpolation, the contours of the kriged surface continue to diminish in value 
towards the southeast corner of the map, taking the underlying spatial trend in 
distance and value of neighboring data points into consideration. 
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6.5.2  Removal of Peak Value 
Comparison of Figure 6.4a with Figure 6.5a shows the very localised effect of 

removing the single peak value Point A from the spline interpolation.  The surface 
values decrease in the immediate vicinity of the removed point, but the rest of the 
surface remains unchanged.   

The revised IDW interpolation (Figure 6.5b) shows significant local change of 
surface shape in the vicinity of the removed point (compare with Figure 6.4b), 
reflecting the eastward shift of the peak surface value.  This leads to a greater area 
of change adjacent to the southwest study boundary but, in common with the spline 
surface, the rest of the interpolated area remains unchanged. 

The eastward shift of the peak value in the kriged surface (compare Figure 6.4c 
with Figure 6.5c) follows the local change in surface value, but does not exhibit the 
intensely localized effect of the IDW surface.  Removal of Point A produces more 
widely distributed changes in the kriged interpolation, affecting the curvature of the 
contours across the entire southern area of the map. 

6.5.3  Cross-Validation 
The cross-validation plots (Figure 6.6) indicate good correspondence between 

estimated and actual water table values for all interpolation methods, with the 
kriged interpolation achieving the best fit, as would be expected.  However, the 
value of the outlier Point A proved difficult to predict, resulting in underestimations 
of 77 m, 72 m and 52 m, in the spline, IDW and kriged interpolations, respectively.   

6.5.4  Examination of Edge Effects 
The effect of excluding data points beyond the study boundary is best observed 

in the results of two kriging interpolations (Figure 6.7).  Exclusion of these points 
led to a marked change in curvature of the kriging contours, not only in the 
immediate vicinity of the excluded points, but also further afield, particularly in the 
southern half of the map.   

6.5.5  Comparison with Hand-Contoured Data 
The hand-contoured map of the sandstone water table was produced seven years 

prior to, and at a different time of year from the interpolated data, so direct 
comparisons of absolute values cannot be made, although the general shape of the 
interpolated and hand-contoured surfaces should be similar in the absence of major 
changes in the groundwater abstraction regime.  It should also be remembered that 
the hand-contoured map is itself an approximation, the accuracy of which is not 
known. 

Taking these issues into consideration, it was decided to subtract the digital 
representation of the hand-contoured surface from each of the interpolated surfaces, 
in order to highlight areas where interpolation might be most problematic.  The 
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resulting maps (Figure 6.8) indicated that the southern part of the aquifer was the 
most difficult area to model successfully.  In all three interpolations, most of the 
estimated water table surface fell within one standard deviation of the hand-
contoured surface.  The isolated pockets of greater deviation from the hand-
contoured map in the spline interpolation (Figure 6.8a) corresponded to the area 
across which greatest �pinching� was visible in Figure 6.4a, with the least 
successful fit occurring near the southeastern corner.  The IDW surface also 
showed some disagreement in the southeastern corner, though to a lesser extent 
than the spline surface, but produced a much less successful fit in the southwestern 
peninsula (Figure 6.8b).  Similarly, the kriged surface produced a poor fit in and 
around the south-western peninsula (somewhat poorer than the IDW surface) and 
had some minor areas of disagreement near the western and northwestern 
boundaries. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6.8  Standard deviation maps showing the areas of difference between each of the interpolated 
surfaces and the digital representation of the hand-contoured reference map:  (a) the spline interpolation, 
(b) the IDW interpolation and (c) the kriging interpolation. 

 
The main discrepancies in each case appear to relate to spatial distribution of 

the data.  The northern part of the aquifer has a majority of fairly evenly distributed 
boreholes on which to base the interpolations.  Therefore, although there are minor 
differences in the interpolated surfaces, all three methods appear to work equally 
well.  However, in the southern part of the map, data distribution is more irregular 
with points clustered in the southeast corner, but fairly sparse in the southwest.  
Furthermore, the peak outlier (Point A) occurs in an isolated area, close to the study 
boundary, with few data points in the immediate vicinity.   
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The close correspondence between the spline and hand-contoured surfaces in 
the southwestern peninsula (Figure 6.8a) is likely to be coincidental, and due to the 
warping of the spline surface just happening to follow the curvature of the actual 
water table contours.  The fit of the kriged surface (Figure 6.8c) in the southeastern 
corner is better than that of the other two interpolations because of the more 
accurate representation of the curvature of the contours beyond the study boundary. 

6.5.6  Interpolation for Water Table Mapping Purposes 
As seen in Figure 6.4a, the potential for edge effects and warping of the surface 

when using spline interpolation makes this method unsuitable for modelling 
surfaces with non-uniform distribution of data points, such as the location of 
observation boreholes.  A good approximation of actual surface values is achieved 
where data points are abundant and evenly distributed, but warping of the surface 
where data are sparse or irregularly spaced can give rise to unreliable values, 
especially close to the boundary of the interpolated area. 

IDW does not lead to such erratic surface values and boundary effects, and the 
exact nature of this method gives a very accurate representation of the water table 
in areas where data are abundant.  Nevertheless, there is less certainty in the 
interpolated surface where data are sparse, and circular features can arise from the 
influence on the surrounding area of data point weighting.   

The ability of kriging to accurately estimate and take account of the underlying 
data trend leads to a closer approximation of the true surface in areas where data 
are lacking.  Of the three interpolation methods examined in this study, ordinary 
point kriging is therefore thought to be the most suitable for water table mapping 
purposes. 

The change in surface shape afforded by inclusion of data beyond the confining 
boundary indicates that interpolation should be extended beyond such boundaries to 
avoid edge effects.  In the Sherwood Sandstone study area, extra data points were 
not available beyond the western boundary, which marks the western extent of the 
sandstone aquifer.  In such circumstances it may be appropriate to add some 
�dummy� points beyond the study boundary, with values close to those of 
neighboring data, to improve the surface representation near the boundary. 

6.5.7  Derivation of the Final Depth to Water Table Map 
As a final calculation, the kriged surface (Figure 6.4c) was subtracted from a 

digital layer of surface topography (Ordnance Survey, Land-Form PANORAMA� 
digital terrain model, 50 m grid resolution) using the Map Calculator facility in 
ArcView GIS.  The resulting map of �depth to water table� shown in Figure 6.9 
clearly depicts channels indicative of groundwater in potential contact with the 
topographic surface and, therefore, likely to represent groundwater discharge areas.  
It was found that these channels corresponded closely with a digital overlay of the 
major river network where groundwater discharge would be expected to occur. 
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Figure 6.9  �Depth to water table� map for the unconfined area of the Sherwood Sandstone aquifer, 
produced by subtracting the kriged water table surface from the topographic surface.  The visible 
channels, indicative of groundwater in potential contact with the topographic surface, correspond closely 
with the major river network. 

The magnitude of the negative values in Figure 6.9, interpreted to represent 
surface flow caused by high artesian groundwater pressure, is rather high at a 
number of locations, due to the absence of any constraint on surface water 
elevations in the model.  Additional analysis was therefore carried out which 
involved including river elevation spot heights within the water level data set.  
However, this did not entirely rectify the problem and also tended to distort the 
interpolation of groundwater levels, since the potentiometric surface does not 
necessarily follow surface water elevations.  This approach to refining the 
definition of depth to water table was therefore not taken any further. 

6.6  CONCLUSIONS 

This paper has discussed the issues involved in interpolating groundwater level 
data and compared the outputs produced by three different methods (spline, IDW 
and kriging).  The results suggest that kriging generates the most reliable digital 
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representation of the water table surface.  The methodology presented here could be 
applied in any region with adequate coverage of groundwater level monitoring 
points and topographic data, to assist in groundwater management procedures and 
vulnerability modelling.   
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CHAPTER 7 

GIS and Predictive Modelling: A Comparison of 
Methods for Forest Management and Decision-Making  

 
A. Felicísimo and A. Gómez-Muñoz 

 

7.1  INTRODUCTION 

 GIS can be a useful tool for spatial or land-use planning, but only if several 
conditions are fulfilled.  The key conditions are related to 1) the quality of basic 
spatial information, and 2) the statistical methods applied to the spatial nature of the 
data.  Appropriate information and methods allow the generation of robust models 
that guarantee objective and methodologically sound decisions. 
 In this study we apply several multivariate statistical methods and test their 
usefulness to provide robust solutions in forestry planning using GIS.  We must 
emphasize that in our Iberian study area, where forests have progressively 
decreased in extent over centuries, the main aims of forestry planning are the 
reduction of forest fragmentation, biodiversity conservation, and restoration of 
degraded biotopes.  
 The research develops a set of likelihood or suitability models for the presence 
of tree species that are widely distributed over a study area of 41,000 km2.  The 
utility of suitability models has been demonstrated in some previous studies1, but 
they are still not as widely employed as might be expected. 
 A suitability model is a raster map in which each pixel is assigned a value 
reflecting suitability for a given use (e.g., presence of a tree species).  Suitability 
models can be generated through diverse techniques, such as logistic regression or 
non-parametric CART (classification and regression trees) and MARS (multiple 
adaptive regression splines)2-4.  All of these techniques require a vegetation map 
(dependent variable) and a set of environmental variables (climate, topography, 
geology, etc.) which potentially influence the vegetation distribution.  The 
foundation of the method is to establish relationships between the environmental 
variables and the spatial distribution of the vegetation.  Typically, each vegetation 
type will respond in a different way as a consequence of its contrasting 
environmental requirements. 

Suitability is commonly expressed on a 0-1 scale (incompatible-ideal).  The 
precise value depends on a set of physical and biological factors that favor or limit 
the growth of each type of vegetation.  Once the distribution of suitability values 
across a region is known, decisions on land use and management can be made on 
the basis of objective criteria.         
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The set of suitability values for a region can be considered as the potential 
distribution model if presented as a map: the area defined as �suitable� in a model 
should reflect the potential area for the vegetation type under consideration.   Such 
a model also represents the relationships between presence/absence of each forest 
type and the values of the potentially influential environmental variables in a given 
region.  Usually, current forest distributions are significantly smaller than the 
potential spatial extents because they have been systematically logged.  Potential 
distribution models allow the recognition and delineation of such former 
distribution areas in order to direct current and future management plans, provide 
valuable data for restoration initiatives and highlight areas where such actions 
should be considered a priority. 

7.2  OBJECTIVES 

The main objectives of the study were to 1) use several different statistical 
methods to generate maps of potential distributions and suitability for each of three 
species of Quercus (oak) in the study area, and 2) identify the most appropriate 
method and assess its advantages and limitations.  In order to fulfill these 
objectives, we developed a workflow that included sampling strategies, GIS 
implementation of statistical models and validation of results. 

7.3  STUDY AREA 

The study area was Extremadura, one of the 17 Autonomous Communities of 
Spain, covering 41,680 km2, and located in the west of the Iberian Peninsula 
(Figure 7.1).  It has a Mediterranean climate, somewhat softened by the relative 
proximity to the sea and the passage of frontal systems from the Atlantic.   

The study subjects, which partially cover this area, were three species of the 
genus Quercus that grow in forests or �dehesas�.  Dehesas are artificial ecotypes 
derived from original forest clearings (Figure 7.2).  Continuous forest cover 
disappeared centuries ago and currently only scattered patches remain over a large 
potential area.  In some places deforestation was complete and not even the most 
open dehesas remain.  Trees from the genus Quercus are the dominant constituents 
of forests in the area, the most important species (and those considered in the 
analysis) being Quercus rotundifolia Lam. (holm oak, 12,680 km2, synonym: 
Quercus ilex L. ssp. ballota (Desf.) Samp.), Quercus suber L. (cork oak, 2,130 
km2) and Quercus pyrenaica Wild. (Pyrenean oak, 950 km2).  With some 
exceptions, Pyrenean oak appears most commonly in forests, while cork and holm 
oaks preferentially occur in dehesas.   
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Figure 7.1  Location of Extremadura in the Iberian Peninsula. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.2  Dehesas are artificial ecotypes comparable to savannas: a Mediterranean (seasonal) grassland 
containing scattered trees of the genus Quercus. 
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7.4  DATA  

A set of raster maps was compiled to reflect the spatial distribution of 
dependent and independent (predictive) variables.  

7.4.1  Quercus Distributions  
 

Current Quercus species distribution maps were taken from the Forestry Map of 
Spain (scale 1:50,000), produced by the Spanish General Directorate for Nature 
Conservation during the period 1986-96.  We used the digital version of the map to 
identify the main vegetation classes and the current spatial distributions (Figure 
7.3).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.3  Current distribution of Quercus species in the study area (black represents Pyrenean oak, Q. 
pyrenaica; dark gray, cork oak, Q. suber; and pale gray, holm oak, Q. rotundifolia).   
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7.4.2  Predictive Variables 
 
 Raster maps were generated to represent the following independent variables: 
  

• Elevation.  A digital elevation model (DEM) was constructed using 
Delaunay triangulation of spot height and contour data from the 1:50,000 
scale topographic map of the Army Geographical Service, followed by 
transformation to a regular 100 m resolution grid.  

• Slope angle was calculated from the DEM by applying Sobel's algorithm5.  
• Potential insolation.  A measure was derived following the method 

proposed by Fernández Cepedal and Felicísimo6.  This used the DEM to 
assess the extent of topographical shading given the position of the sun at 
different standard date periods7.  The result was an estimate of the time 
that each point on the terrain surface was directly illuminated by solar 
radiation.  The temporal resolution was 20 minutes and the spatial 
resolution 100 m.  

• Temperature maps of the annual maxima and minima were interpolated 
from data for 140 meteorological monitoring points (National Institute of 
Meteorology, Spain) using the thin-plate spline method8,9 with a spatial 
resolution of 500 m.   

• Quarterly rainfall maps were interpolated from data for 276 
meteorological monitoring points (National Institute of Meteorology, 
Spain) using the thin-plate spline method with a 500 m spatial resolution.  

 
 These variables were selected because of their potential influence on the 
distribution of the vegetation and the availability of sufficient data to generate GIS 
digital layers.  Lack of data eliminated other variables (e.g., soils) commonly used 
in ecological modelling.  

7.5  METHODS  

7.5.1  Statistical Methods  
 
 The methods used in predictive modelling are usually of two main types: global 
parametric and local non-parametric.  Global parametric models adopt an approach 
where each entered predictor has a universal relationship with the response 
variable.  An advantage of global parametric models, such as linear and logistic 
regression, is that they are easy and quick to compute, and their integration with a 
GIS is straightforward.  As an example of such a model we used logistic multiple 
regression (LMR).  This is widely employed in predictive modelling10, but has 
several important limitations.  For instance, ecologists frequently assume a 
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response function which is unimodal and symmetric, yet this is often not 
justified11,12. 
  An alternative hypothesis when modelling organism or community distributions 
is to assume that the response is related to predictor variables in a non-linear and 
local manner.  Local non-parametric models are appropriate for such an approach 
since they use a strategy of local variable selection and reduction, and are flexible 
enough to allow non-linear relationships.  Two examples of this type of model are 
CART (classification and regression trees) and MARS (multiple adaptive 
regression splines).  
 All three types of model used in this study were calculated from stratified 
random samples of pixels with an approximately even representation of points 
where each Quercus species was present or absent.  Each random sample covered 
about 10-20% of the total area for each species.  One sample was used to generate 
the models, and a second to test the reliability of the predictions.   

7.5.1.1  Logistic Multiple Regression  
 Logistic multiple regression (LMR) has been used to generate likelihood 
models for forecasting in a variety of fields.  It requires a dichotomous 
(presence/absence) dependent variable and the predicted probability of presence 
takes the form shown in Equation 7.1: 
 

P(i) = 1 / 1+exp[-(b0 + b1· x1 + b2· x2 +�+ bn· xn)]   (7.1) 
 
where P(i) is the probability of presence (e.g., for a tree species), x1 ...xn  represent 
the values of the independent variables, and b1...bn the coefficients. The predicted 
values from the regression are probabilities which range from 0 to 1 and can be 
interpreted as measures of potential suitability13.  Several studies have combined 
LMR with GIS tools to present such probabilities in cartographic form.  For 
instance, Guisan et al.14 used LMR in the ArcInfo GIS to generate a distribution 
model for the plant Carex curvula in the Swiss Alps.  A similar study on aquatic 
vegetation was conducted by Van de Rijt et al.15 using the GRASS GIS.  In this 
study LMR was performed using a forward conditional stepwise method in SPSS® 
11.516 and the results were then imported back into the ArcInfo® GIS17 for 
mapping. 

7.5.1.2  Classification and Regression Trees  
 CART is a rule-based method that generates a binary tree through �binary 
recursive partitioning�, a process that splits a node based on yes/no answers about 
the values of the predictors2.  Each split is based on a single variable, and while 
some variables can be used several times in a model, others may not be used at all.  
The rule generated at each step minimizes the variability within each of the two 
resulting subsets.  Applying CART often results in a complex tree of subsets based 
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on a node purity criterion and subsequently this is usually �pruned back� to avoid 
over-fitting via cross-validation.   
 The main drawback of CART models when used to predict organism 
distributions is that the generated models can be extremely complex and difficult to 
interpret.  For example, work on Australian forests by Moore et al.18 produced a 
tree with 510 nodes from just 10 predictors.  In this study, the optimal tree 
generated from the Quercus rotundifolia data set had 4889 terminal nodes.  
Although the complexity of such a tree does not diminish its predictive power, it 
makes it almost impossible to interpret, which in many studies is a key 
requirement.  Moreover, implementation of such an analysis within a GIS is 
difficult.  Nevertheless, as part of this study we developed a method to translate the 
large CART reports (text files) to AML (Arc Macro Language) files that could be 
run with the ArcInfo GIS.  Such files can be large (e.g., the text file containing the 
CART decision rules for constructing the Q. rotundifolia suitability map was 1.8 
Mb in size) and execution times may be long (about 55 hours for the Q. 
rotundifolia model). 

7.5.1.3   Multivariate Adaptive Regression Splines  
 MARS is a relatively novel technique that combines classical linear regression, 
mathematical construction of splines and binary recursive partitioning to produce a 
local model where relationships between response and predictors can be either 
linear or non-linear3.  To do this, MARS approximates the underlying function 
through a set of adaptive piecewise linear regressions termed �basis functions�. For 
example, the first four basis functions from the Q. pyrenaica model are:  
 

BF1 = MAX (0, PT4 - 3431)  
BF2 = MAX (0, 3431 - PT4 )  
BF3 = MAX (0, MDE50 - 1181)  
BF4 = MAX (0, 1181 - MDE50)  

 
where PT4 is the mean rainfall for the period October-December (l/m2 * 10) and 
MDE50 is elevation (m).  
 Changes in the slope of these basis functions occur at points called �knots� (the 
values 3431 or 1181 in the above examples).  Regression lines are allowed to bend 
at the knots, which mark the end of one region of data and the beginning of another 
with different functional behavior.  Like the subdivisions in CART, knots are 
established in a forward/backward stepwise way.  A model which clearly overfits is 
produced first and then those knots that contribute least to efficiency are discarded 
in a backwards-pruning step to avoid overfitting.  The best model is selected via 
cross-validation, a process that applies a penalty to each term (i.e., a knot) added to 
the model in order to keep complexity as low as possible.  
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 As in the CART analysis, we transformed the MARS text report files into AML 
and then generated the suitability models using the ArcInfo GIS.  

7.5.2  Model Evaluation 
 The predictive capacity of a model can be evaluated as a function of the 
percentages of correct classifications, both for presences and absences (sensitivity 
and specificity parameters).  The sensitivity and specificity of the model depend on 
the threshold or cut-off, which is set so as to classify each point according to its 
likelihood value.   
 To assess model performance we used the area under the Receiver Operating 
Characteristic (ROC) curve, particularly a measure commonly termed AUC19.  The 
ROC curve is a plot of the relationship between sensitivity and specificity across all 
cut-off points of the model.  We developed a method to construct the ROC curves 
by importing the databases associated with sample points into the SPSS statistical 
package.  The ROC curve is recommended for comparing two-class classifiers, as it 
does not merely summarize performance at a single arbitrarily selected decision 
threshold, but across all possible decision thresholds20,21.  AUC is a synthesized 
overall measure of model accuracy where 1 indicates a perfect fit and a value of 0.5 
indicates that the model is performing no better than chance.  AUC is also 
equivalent to the normalized Mann-Whitney two-sample statistic, which makes it 
comparable to the Wilcoxon statistic.   

7.6  RESULTS  

7.6.1  Suitability Models  
All the LMR equations, MARS basis functions and CART classification rules 

were translated into ArcInfo GIS syntax.  ArcInfo was subsequently used to 
generate the spatial suitability models, whose goodness-of-fit was evaluated by 
AUC values.  Table 7.1 compares the overall results for different tree species and 
statistical methods, with bold text highlighting the best fitting models for each 
species.  The AUC values indicate that the LMR models provided the poorest 
goodness-of-fit for each species, while the CART ones were the best performers.  
However, there were some differences between tree species with a relatively 
narrow range of AUC values for Q. pyrenaica (i.e., all the methods produce a good 
fit) and a much greater one in the Q. rotundifolia case.  This may be related to 
differences in the current extent of the species (see Section 7.3) with Q. 
rotundifolia being the most common and therefore having potentially more 
complex environmental relationships.  It is also worth noting that greater 
complexity (number of terminal nodes) in the CART models does not guarantee 
better results.  This is an interesting finding that could assist in the practicalities of 
implementing such models within a GIS framework.  
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Table 7.1  Summary statistics for the suitability models  

Quercus Species  Method 
Terminal  

Nodes AUC 
Confidence  

Interval (95%)  
Q. pyrenaica,  Pyrenean oak  LMR Not Applicable 0.924 Not Available 

Sample Size MARS Not Applicable 0.972 0.970-0.974 

18,880 positive cases  CART  56  0.970 0.968-0.972  

18,590 negative cases  CART  102  0.974 0.972-0.976  

  CART  204  0.979 0.977-0.981  

  CART  817  0.974 0.972-0.976  

Q. suber, cork oak  RLM  Not Applicable 0.790 Not Available 

Sample Size MARS Not Applicable 0.802 0.799-0.805  

42,040 positive cases  CART  525  0.971 0.970-0.972  

41,979 negative cases  CART  1016  0.975 0.974-0.977  

  CART  2355  0.975 0.973-0.976  

Q. rotundifolia, holm oak  RLM  Not Applicable 0.627 Not Available 

Sample Size MARS Not Applicable 0.767 0.764-0.770  

50,394 positive cases  CART  1343  0.889 0.887-0.891  

50,690 negative cases  CART  2347  0.894 0.892-0.896  

  CART  4889  0.895 0.893-0.897  

 
Another feature of the CART model output became apparent when the results 

were converted into suitability maps.  As is illustrated in Figure 7.4a the CART 
maps show abrupt transitions between areas of high and low suitability (darker and 
lighter shading respectively) which reflects the reliance on binary rules.  In 
addition, due to the influence of climate variables, the suitability models frequently 
replicate the shapes of isopleths, which makes them visually less convincing.  
Although the backward pruning process in CART reduces the number of terminal 
nodes and makes the final model less complex, it does not eliminate such effects.  
These features are not present in the MARS-based maps (Figures 7.4b-7.4d) which 
show more smoothed and continuous distributions of suitability values.  For this 
reason, we decided to use the MARS model output to generate a potential 
vegetation distribution. 
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Figure 7.4  Suitability models: a) CART model for Q. rotundifolia, b) MARS model for Q. pyrenaica, c) 
MARS model for Q. suber, d) MARS model for Q. rotundifolia.  Darker shading indicates higher 
suitability. 

7.6.2 Potential Vegetation Model  
Suitability models for the three tree species were combined to generate a 

potential vegetation distribution map that could be used to inform land management 
and decision-making.  This map was generated through a decision rule that took 
into account both suitability values as well as proximity to the current presence of 
forests.  We defined a function where, for each cell, the suitability value for each 
species was corrected by the inverse of the distance to the closest cell where the 
species currently grows.  This correction can be considered as a coarse indicator of 
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colonization likelihood.  The result of these calculations was a model showing, for 
each cell, the type of forest with the highest potential value after considering 
colonization processes.  Figure 7.5 shows the result, highlighting relatively 
clustered regions for Q. pyrenaica amidst more dispersed distributions for the other 
two Quercus species. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.5  Potential distribution model of Quercus species in Extremadura; Q. pyrenaica (black), Q. 
suber (dark gray), Q. rotundifolia (pale gray).  

7.7  CONCLUDING DISCUSSION  

Suitability maps represent a useful tool for environmental management as they 
synthesize a wide range of knowledge which is difficult to integrate in any other 
way.  Until recently, most potential vegetation maps were developed by largely 
subjective methods, usually by an �expert�.  In contrast, the approach used in this 
study is based on robust statistical or GIS operations, and objective cartographical 
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information.  There is an explicit procedure to produce the final result and the 
entire workflow of information is transparent and repeatable.  

The models used are based on real data (data driven) and in our experience 
these methods give good results in mountainous areas because the limiting factors 
are mainly physical: elevation, potential insolation, slope, etc.  Data on such 
variables are generally available (e.g., elevation) or can be derived with sufficient 
accuracy (e.g., potential insolation).  However, the choice of statistical methods to 
employ can be very important. 

Our results (see also Muñoz and Felicísimo4) show that spatial distributions can 
be better defined if we accept that they may follow non-linear patterns.  LMR has 
been widely used in predictive modelling to successfully predict organism/ 
community distributions despite drawbacks such as an inability to deal with skewed 
or multi-modal responses, but we have also provided evidence that CART and 
MARS are very effective methods in the most difficult cases.   

The analysis presented in this chapter has used various procedures to link 
statistical tools and GIS, but it is clear that there is still a need for better integration 
of such capabilities in most common commercial GIS.  Transferring the potential 
vegetation model into practical forestry action would also require further 
information, especially on soil properties and economic factors.  Dealing with such 
implementation issues is beyond the scope of this chapter, but it is evident that the 
generated maps and statistics represent data of obvious utility.  Combining such 
model-based maps with current land-use information and management data could 
help provide decision support tools that would be extremely useful in many aspects 
of spatial or environmental planning.  
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CHAPTER 8 

A Comparison of Two Techniques for Local Land-Use 
Change Simulation in the Swiss Mountain Area 

 
A. Walz, P. Bebi and R. Purves 

 

8.1  INTRODUCTION 

 Mountain landscapes and ecosystems are considered highly fragile and 
vulnerable to environmental change1,2.  These changes are driven by a combination 
of natural processes, such as ecological disturbances through avalanches or wild 
fires, and anthropogenic forces such as changes in economic policy or 
development3.  One of the most prominent interfaces between human activities and 
environmental change is land-use. In the Alps, the socially, economically and 
politically driven transformation of land-use has exceeded natural changes both in 
amplitude and rate of change4. 

The Swiss Mountain Area has experienced major transitions in land-use during 
the last 50 years5.  For instance, between the last two official land-use surveys 
(1979/85 and 1992/97) an increase in housing and infrastructure of 14% was 
recorded6.  However, compared to the densely populated zone between Zurich and 
Geneva the Swiss Mountain Area has a low population density (for example, in the 
Canton of Zurich the population density is 711 people/km2, while in the Canton of 
Grisons it is 26 people/km2)7.  Nevertheless, because of the mountainous relief and 
the consequent shortage of level ground, these rural areas have seen conflicts 
between proposed developments (often connected to economic interests in tourism) 
and mountain agriculture and related issues of scenic attractiveness, which are often 
considered as major resources for tourism.  Thus on-going building development is 
a key political and environmental issue for the Swiss Mountain Area.  Particular 
attention has focused on how development driven by tourism may in turn reduce 
future demand for tourism, for example through changes in traditional agricultural 
practices and corresponding reductions in the scenic quality of land or workers 
moving into service industries and land reverting to forest. 

Future regional development scenarios8,9 and integrated regional modelling10 
provide tools to predict future land demands in an absolute sense (i.e., what 
proportion of agricultural land might be built upon), but in order to answer 
questions where the geographical distribution is important, spatially explicit land-
use simulation is required.  Figure 8.1 shows schematically a set of conceptual links 
to model not only how much of a particular land-use class exists, but also where 
that land is located.         
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Figure 8.1  The role of spatially explicit land-use simulation within an integrated regional modelling 
approach.  Based on future scenarios and the outcome of economic and resource flux models, demand 
for different land-uses is estimated.  In a second step the spatially explicit land-use pattern is simulated. 
Simulation outcomes provide the base for further assessment and derivation of sustainability indicators.  
 

While scenarios can represent the external drivers on a given region, a spatially 
explicit land-use simulation displays local consequences and further supports the 
decision-making process.  In this chapter we focus on modelling at the local scale, 
because this is the level at which control of development and planning is carried out 
in most European countries. 

8.1.1  Approaches to Spatially Explicit Land-Use Modelling 
 Land-use has been studied in a wide variety of contexts, including projects that 
have modelled future distributions for a variety of purposes11.  In previous studies 
local-scale land-use modelling has mostly focused on the urban development of 
large cities, such as San Francisco Bay12 , Toronto13 or Dortmund14, and often with 
a strong emphasis on traffic planning or neighborhood analysis15-17.  These studies 
have generally concentrated on highly differentiated classes of urban area, while 
agricultural land-use and natural areas are neglected. 
 A variety of models have examined the interaction of different agricultural 
options.  With exceptions18,19, these models have usually operated on a 
macroeconomic level, such as at nationwide scales20.  More recently, land-use 
allocation models have been developed that focus on rural areas21-22 or the 
expansion of cities into the agricultural hinterland23.  These models are based on 
three different approaches.  While Verburg et al.22 calculate transition probabilities 
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for all interacting land-use classes through logistic regression, Fritsch21 deduces 
�suitability� for housing and infrastructure development using a multi-criteria 
evaluation and Loibl and Toetzer23 work with an agent-based system.  

There is a lack of previous land-use modelling research that focuses on the 
special conditions of rural communities in high mountains.  In our study we 
concentrate on housing and infrastructure development because of its relevance to 
economically-orientated future scenarios and its strong impact on the fragile 
mountain ecosystem.  Because of the limited amount of data due to the small size 
of area and low population density, we do not differentiate between various urban 
land-use types, but aggregate built-up areas, such as buildings and traffic 
infrastructure, and highly modified, non-agricultural open areas, such as gardens, 
parks or sports facilities.  We also address the problem of small sample sizes in 
local land-use modelling and assess whether it is valid to use data from a wider area 
to overcome this problem.  To investigate this question we present locally and 
regionally based strategies.  While the first of these concentrates on data from only 
within the target region of Davos, Switzerland, the second is based on a statistical 
analysis from the entire Swiss Mountain Area.  Firstly, we look at a modelling 
approach that does not require large amounts of data to deduce systematic rules, 
namely the use of transition probability matrixes (TPM) which can then be 
improved by additional rules24.  Secondly, we use a regression model based on the 
entire Swiss Mountain Area, where an underlying assumption is that transition 
processes are similar to the target region and the resulting number of observations 
is sufficiently large for statistical analysis.  Based on these techniques two models 
have been implemented and simulation results for a validation period compared. 

8.2  STUDY AREA AND DATA 

8.2.1  Study Area 
Davos is a mountain resort town at 1560 m above sea level in the canton of 

Grisons, eastern Switzerland, with a population of around 11,000 permanent 
residents and up to 28,000 tourists during the high season in winter.  The total area 
of Davos is about 25,450 ha, making it one of the most extensive communities in 
Switzerland.  The central part of the main valley hosts the core settlement with a 
well-established urban and tourist infrastructure, while the three major side valleys 
and other parts of the main valley have remained relatively rural with a few small, 
mostly scattered settlements and a landscape still strongly dominated by mountain 
agriculture.  

After an initial construction boom during the period of health tourism in Davos 
from 1880 to the late 1920s, when the core urban area developed from a number of 
dispersed agricultural settlements, a second peak was reached in the 1960s and 
1970s when winter tourism became established. Although the proportion of built-
up area is still low (~2.1% of the total) construction activity is a major concern to 
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local stakeholders.  Firstly, the establishment of higher tourist capacity that is fully 
utilized only in the most popular skiing season conflicts strongly with attempts to 
introduce more sustainable regional development.  Secondly, the most attractive 
areas for construction often coincide with the most productive land for agriculture. 
Consequently the sales of this land constitute a long-term threat to the future of 
mountain agriculture and its associated landscape.  Finally, construction work itself 
impacts on the appearance of the alpine landscape, which is considered a major 
resource for the local tourism industry.  Despite these concerns the area devoted to 
housing and infrastructure in Davos increased from 512 ha to 566 ha (12.3%) 
between 1985 and 1997.  

8.2.2  Data 
Data were required at both the local and national scale for the methodology 

described in Section 8.3.  The primary data set used in calculating land-use changes 
was the official area statistics of the Swiss Federal Statistical Office25.  In 
Switzerland land-use has been surveyed since the 1940s, but only the last two 
survey periods from 1979-85 (ASCH79/85) and 1992-97 (ASCH92/97) are 
methodologically comparable. Land-cover/land-use data are extracted at 100 m 
intervals from a lattice overlain on aerial photographs for the whole of Switzerland.  
Using this sampling interval the municipality of Davos is covered by some 25,450 
points, compared to about 2.5 million points for the whole Swiss Mountain Area.  
In the original survey 74 land-cover and land-use classes were differentiated which 
we aggregated into ten and five broader categories for the purposes of our study 
(Table 8.1). 
 

Table 8.1  Aggregations of land-use classes in this study 

10 Classes 5 Classes 

Forest 
Open Forest 
Shrub 

 

Forest 

Meadows 
Pasture 
Other Agriculture 

 

Agriculture 

Unproductive Grassland 
Bare Land 

Unproductive Land 

Housing and Infrastructure Housing and Infrastructure 
Water Water 
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In addition to ASCH79/85 and ASCH92/97, a third dataset was reconstructed 
from orthorectified aerial photographs taken in 1954 by applying an identical 
survey methodology (ASDav54).  The photos covered about 40% of the Davos 
area, embracing large parts of the main valley (including the core settlement) and 
much of the three side valleys, i.e., the most likely areas for new housing and 
infrastructure development.  Other data used in the study allowed the derivation of 
a range of topographic and distance measures used in stratifying the data and 
developing regressions (see Section 8.3.3). 

8.3  METHODOLOGY 

8.3.1  Overview 
Two modelling approaches were implemented based on transition probability 

matrices and regression.  The transition probability matrix used only local land-use 
data from the Davos area (Figure 8.2a).  For the regression-based approach a much 
larger sample, from the whole Swiss Mountain Area (Figure 8.2b), was used to 
derive regression relationships for potential changes in land-use.  Figure 8.2c shows 
the transitions from different land-use types to housing and infrastructure between 
the ASCH79/85 and ASCH92/97 datasets, and underpins the assumption adopted in 
the regression-based approach � namely that changes in the whole Swiss Mountain 
Area are similar to those in Davos. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.2  (a) Location of community of Davos within Switzerland. (b) The extent of the Swiss 
Mountain Area. (c) Sample points that underwent housing and infrastructure development between 
ASCH79/85 and ASCH92/97 classified according to their previous land-use. 

8.3.2 TPM-Based Approach 
Transition probability matrices (TPM) are based on rates of change from one 

land-use class to another during an observation period24.  In the case of pixel-based 

© 2008 by Taylor & Francis Group, LLC



136                                                      GIS for environmental decision-making 

 

spatial modelling, the principal idea behind TPMs is that the existing state of a 
pixel has a strong influence on the future state.  Neither geographical position nor 
any further qualities of the location are taken into account in an unmodified TPM.  
The TPM, derived from ASCH79/85 and ASCH92/97 for Davos, is shown in Table 
8.2.  The matrix gives the probability that a pixel of any particular land-use class in 
ASCH79/85 changed to another land-use class in ASCH92/97 (or remained in the 
same land-use class). Thus, for instance, any pixel representing agriculture in 
ASCH79/85 had a probability of 0.59% of changing to housing and infrastructure 
in the dataset ASCH92/97. Note that only 63 pixels out of some 25,450 changed 
their land-use to housing and infrastructure between these two datasets. 
 
Table 8.2  Transition matrix for Davos showing absolute numbers of changes and derived probabilities 

Land-Use Class ASCH92/97   

Forest Agriculture 

Unproductive 

Land 

Housing and 

Infrastructure Water Total 

        

Forest 616 2 14 4 0 6181 

 99.68% 0.03% 0.23% 0.07% 0% 100% 

       

Agriculture 190 9427 11 57 0 9685 

 1.96% 97.34% 0.11% 0.59% 0% 100% 

       

Unproductive 26 6 8808 2 0 8842 

Land 0.29 % 0.07% 99.62% 0.02% 0% 100% 

       

Housing and  1 8 0 503 0 512 

Infrastructure 0.20% 1.56% 0% 98.24% 0% 100% 

       

L
an

d-
U

se
 C

la
ss

 A
SC

H
79

/8
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Water 1 0 1 0 221 223 

  0.45% 0% 0.45% 0% 99.10% 100% 

        

 Total 6379 9443 8834 566 221 25443 

8.3.2.1  Stratification of the Dataset by Classification Tree Analysis 
Pixels which had changed between the ASCH79/85 and ASCH92/97 datasets 

were stratified into subsets through a classification tree analysis (Figure 8.3).  The 
variables used to identify efficient stratification criteria were defined through 
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analysis of the properties of individual pixels carried out with supporting spatial 
datasets (Table 8.3).  Cross-validation indicated that the optimal classification 
results were achieved with four terminal nodes.  The criteria identified as being 
most important for stratifying the dataset were based on elevation and the distance 
to roads.  After the dataset had been stratified, transition probability matrices were 
calculated for each of the resulting subsets. 
 
 
 
 
 
 
 
 
 

Figure 8.3  Key stratification variables and resulting subsets in the classification tree analysis of sample 
points in Davos which recorded land-use changes between ASCH79/85 and ASCH92/97.  

8.3.2.2  Incorporation of Neighborhoods  
Further modification of the basic TPM took into account the neighboring cells 

of sample points with changes between ASCH79/85 and ASCH92/97, and thus 
introduced consideration of spatial patterns into the model.  This analysis 
demonstrated that the land-use classes of neighboring point samples had a strong 
influence on the future land-use at a given location.  Figure 8.4 shows that highest 
percentages of sample sites changing to housing and infrastructure were found 
amongst points with 7 neighbors in Davos and 5-6 neighbors in the whole Swiss 
Mountain Area. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.4  Percentage of sample points that changed to housing and infrastructure grouped by the 
number of neighbors that already had that classification. 
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Table 8.3  Variables used in the classification tree and logistic regression analyses 

Variable Type Classification Tree  Logistic Regression 

Elevation Elevation 

Slope Slope 

Aspect Aspect 

 

Topography 

Curvature Curvature 

Distance to tarmac road Distance to tarmac road 

Distance to river Distance to river 

Distance to urban center Distance to urban center 

 

Distance measures 

Distance to valley floor Distance to valley floor 

¹ Forest  

¹ Agriculture 

¹ Housing and infrastructure 

¹ Unproductive land 

 

Previous land-use  

at different levels 

of aggregation 

¹ Water surface 

² No. of forest 3*3  

² No. of agriculture 3*3  

² No. of housing and infrastructure 3*3 

² No. of unproductive land 3*3  

 

Neighborhood  

in 3*3 window 

² No. of water surfaces 3*3  

² No. of forest 5*5  

² No. of agriculture 5*5  

² No. of housing and infrastructure 5*5  

² No. of unproductive land 5*5  

 

Neighborhood  

in 5*5 window 

² No. of water surfaces 5*5  

Soil characteristics Soil characteristics 

Climatic suitability  Climatic suitability  

 

Other 
Geology Geology 

Dependent Land-use class in 
ASCH92/97  

Whether land-use changed to housing and 
infrastructure within the study period 

Note:  Variables marked with ¹ were used in the basic TPM and those denoted ² during the incorporation 
of a neighborhood based transition probability. 

A transition probability Pn(L,N) based on neighborhood conditions is derived 
from the number of points transformed to the land-use class L expressed as a 
proportion of the total sample points with the number of neighbors N of the land-
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use class L (Equation 8.1).  To increase the influence of neighboring points with the 
relevant land-use class L, the derived probability can be transformed via an 
exponential function (Equation 8.2).  
 

Pn(L,N) = A(L, N) / T(L,N) (8.1) 

Pneigh(L,N) = exp(k * P1(L,N) ) (8.2) 

where:  
A(L,N) = Number of points transformed to a new land-use class L and with a particular 
number of neighbors N of this new land-use class L 
T(L,N) = Total number of points with N neighbors of land-use class L 
L = Land-use class  
N = Number of neighbors of land-use class L 
k = Constant calibration factor 

8.3.2.3  Simulation 
For each set of possible transitions in the TPM (e.g., from agriculture to housing 

and infrastructure) a point with the respective land-use class (e.g., agriculture) was 
randomly selected.  The site qualities of the point were then retrieved (e.g., distance 
to road, elevation, etc.) and the point associated with a specific subset (and related 
TPM) of the dataset.  Subsequently, the properties of the neighboring pixels were 
examined and a transition probability derived according to Equation 8.2.  A random 
number between 0 and 1 was then calculated, and if this number was less than 
Pneigh(L,N), the transition was performed. This process was repeated until either the 
required number of transitions for all elements of the TPM had been performed or 
300 �failed� transitions had occurred. 

In order to model the impacts of a future scenario predicted transitions for all 
land-use classes are required.  This requirement is a severe limitation, since while 
an economic model may provide us with input describing future demand for 
housing and infrastructure, it is unlikely to model the interaction between all land-
use classes.  Therefore, TPMs are better suited to trend-based scenarios, where it is 
assumed that current demand will continue for some time into the future. 

8.3.3  Regression-Based Approach 
A second modelling approach sought to overcome data density problems by 

using regression analysis to determine the probability of individual points being 
transformed into housing and infrastructure.  Since the dataset for Davos included 
only 63 of these transformations within the observation period, information for the 
whole Swiss Mountain Area was used to perform the analysis.  The increase in 
housing and infrastructure in this area was about 17% between ASCH79/85 and 
ASCH92/97, while it was 12% for Davos.  However, as shown in Figure 8.2c, there 
were broad similarities in the profiles of previous land-uses that changed to housing 
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and infrastructure, though agriculture was slightly more important in Davos and 
forest in the Swiss Mountain Area as a whole. 

8.3.3.1  Sub-Sampling of Data 
The ASCH encompasses 2.5 million sample points for the mountain area. 

Preliminary analyses identified the areas where 90% of new housing and 
infrastructure development occurred between ASCH79/85 and ASCH92/97. 
According to these assessments, sample points with elevations of < 2000 m, slopes 
of < 30° and a maximum distance of 1 km from the nearest road covered 90% of 
such changes. Subsequently an area of interest was defined on the basis of these 
criteria from which sub-sampling took place. This area was further sub-divided into 
points where new development had or had not occurred and some 700 of each 
category were randomly selected, reducing the impacts of spatial auto-correlation. 

8.3.3.2  Variables 
For each of the sub-sample points a similar set of variables was extracted from 

the GIS as for the classification tree analysis used in the TPM approach.  Besides 
topographic data, distance measures and environmental parameters, previous land-
use and characteristics of the sample point�s neighborhood were included in the 
dataset (Table 8.3).  A univariate assessment of power to predict development for 
housing and infrastructure was carried out, and only those variables with a p-value 
< 0.05 were included in the subsequent analysis. 

8.3.3.3  Logistic Regression 
Stepwise logistic regression was carried out to determine the factors that best 

explain whether or not a point in the sub-sample underwent housing and 
infrastructure development during the observation period.  Assuming that site 
characteristics will remain similar in the future, suitability for housing and 
infrastructure development can be deduced for individual sites on the basis of 
Equation 8.3 with Pi representing the probability of transition.  

 
Log (Pi/1-Pi) = β0 + β1,i * X1,i  + β2,i * X2,i  + � + βn,i * Xn,i         (8.3) 

8.3.3.4  Simulation 
To perform a simulation of future land-use change using the output of a 

regression model, only the desired amount of change in the class being modelled 
(in this case housing and infrastructure) is required.  The derived annual rate of 
change is then distributed by initially choosing the pixel with the highest Pi-value. 
In a similar manner to the TPM-based model a random number is then drawn and 
used to decide whether a transition is accepted or not.  If the random number is 
above the regression-derived transition probability, the transition is not accepted 
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and the pixel with the next highest Pi is checked. When the required area of change 
is reached or all possible pixels have been declined, the simulation stops. 

8.3.4  Implementation  
The TPM-based model was implemented in VBA with ArcGIS® 8.326.  For the 

regression-based model the data were extracted from the GIS environment and 
processed in a bespoke C++ program.  

8.3.5 Validation of the Modelling Results  
The simulation models were validated with data for Davos over the time period 

from 1954 to 1985 (i.e., the same area but a different time slice to the observation 
period).  This type of comparison was particularly appropriate for the TPM-based 
model which cannot be easily transferred to other areas.  The simulations used the 
dataset compiled from 1954 aerial photographs as a starting point, along with rates 
of change extracted directly from the TPM for the first model and the observed 
number of transitions to housing and infrastructure in the regression-based one.  

The simulation results for the validation period from 1954 to 1985 were 
compared with the observed data from ASCH79/85.  These comparisons were 
undertaken on both a strict pixel-to-pixel basis and with a fuzzy assessment 
technique which accounted for some spatial uncertainty by matching pixels with 
neighbors in a 5*5 moving window.  As matches were found, they were removed 
from the dataset in an iterative procedure, ensuring that no double-matching was 
permitted. 

Contingency tables27 were calculated for both validation techniques and 
Cohen�s Kappa Index28 used to assess the goodness of fit of the simulated housing 
and infrastructure allocation and to allow comparison of the modelling approaches. 

8.4  RESULTS 

8.4.1  Key Factors Influencing Housing and Infrastructure Development 
The classification tree used to produce subsets for the TPM analysis identified 

�elevation� and �distance to road� as two key influences on land-use changes in the 
Davos area.  As shown in Figure 8.3, three elevation categories were differentiated.  
The lowest of these (< 1989 m) was characterized by a mixture of housing and 
infrastructure, meadows and forest with an increase in housing and infrastructure 
and forested areas, the second (1989 < 2271 m) was dominated by grassland and 
increasing shrub, and the third (2271 m and above) by increasing bare land.  The 
second classification criterion �distance to road� introduced a distinction between 
the lowest areas with increasing housing and infrastructure or forested land.  Some 
75% of the transitions to housing and infrastructure during the observation period 
occurred at points within the lowest elevation band and up to 100 m from roads.  
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Several different sets of variables were tested in the logistic regression analysis 
to help avoid high inter-correlations between predictors.  The final set of variables 
used is shown in Table 8.4.  In accordance with the classification tree analysis, 
several measures of topography and accessibility were found to be highly 
significant predictors. The results also indicated that while the previous land-use 
class was not an important factor, the land-uses in the neighborhood of a sample 
point consistently were.  In other words, the location of a site was more important 
than what existed there in determining any likely change in land-use.  This finding 
also had parallels in the importance of neighborhood conditions in the TPM-based 
modelling (e.g., Figure 8.4). 
 

Table 8.4  Predictors of built-up area in the Swiss mountain region 

Predictors p-value Coefficient (βi) 

(Intercept)  4.6 

Distance to road < 0.001 -3.2 × 10-4 

Distance to valley floor < 0.001 -6 × 10-5 

Elevation < 0.001 -3.8 × 10-6 

Slope < 0.05 -2 × 10-2 

Previous land-use: agriculture Not significant 

Previous land-use: forest Not significant 

Previous land-use: unproductive land Not significant 

Neighboring cells: forest < 0.001 -2 × 10-1 

Neighboring cells: agriculture  < 0.001 -1.8 × 10-1 

Neighboring cells: unproductive land < 0.001 -2.6 × 10-1 

Neighboring cells : housing and infrastructure < 0.01 2.3 × 10-1 

8.4.2  Simulation Outcomes and Validation  
For validation we used the reconstructed dataset of 1954 to start both models 

and then ran the simulations until 1985.  The distributions of housing and 
infrastructure land in ASDav54, ASCH79/85 and the two simulations for 1985 are 
displayed in Figure 8.5.  Contingency tables and associated Kappa Indices for these 
results are given in Table 8.5.  Overall there are negligible differences in the Kappa 
Indices for the two modelling approaches, with values for the exact comparison and 
moving window techniques of 0.72 and 0.83 respectively for the TPM simulation 
and 0.73 and 0.81 for the regression-based one. 
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Figure 8.5  Distributions of housing and infrastructure land in different survey and simulation sources. 

 

Table 8.5  Comparisons of simulation results and 1985 survey data: (a) and (b) show exact comparisons 
and (c) and (d) moving window results 

(a) κa = 0.72 (b) κ b = 0.73 

Exact Comparison 1985 Survey Exact Comparison 1985 Survey 

  H & I Other   H & I Other 

H & I 9901 125 H & I 9900 127 TPM 
Simulation 

Other 127 347 

Regression 
Simulation 

Other 128 345 

(c) κc = 0.83 (d) κd = 0.81 

Moving Window 1985 Survey Moving Window 1985 Survey 

  H & I Other   H & I Other 

H & I 9901 69 H & I 9900 99 TPM 
Simulation 

Other 90 403 

Regression 
Simulation 

Other 84 418 

 

8.5  DISCUSSION 

8.5.1  Influences on Location of Housing and Infrastructure 
Both the Davos and Swiss Mountain Area datasets suggest that similar variables 

(local topography and the road network) are key influences on the development of 
housing and infrastructure in the alpine landscape.  Elevation was the most 
important variable for the classification of the Davos dataset.  In the entire 
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mountain area elevation also occupied a prime role in the regression, but local 
hypsometry determined likely areas for development.  Distance to infrastructure (in 
the form of roads) was a strong second predictor of development both in the 
stratification of the TPM and the regression model. 

While the TPM-based model is predicated on the idea that previous land-use is 
a strong determinant when modelling land-use change in alpine regions, such 
variables were not significant in the regression model.  This suggests that 
development in Alpine regions is more strongly influenced by the location of a 
possible site, e.g., with respect to utilities and avalanche paths, than by existing 
land-use type.  In fact, such findings emphasizing the importance of location over 
previous land-use are also seen in models of urban growth; for instance Clarke et 
al.12 concluded that the most significant predictors for historical development in 
San Francisco were distance to urban area, distance to roads and slope angle.  

Neighborhood variables that were strongly significant in the regression analysis 
were also used to enhance the probability of development in the TPM, therefore 
allowing some representation of the importance of location in this approach. 

8.5.2  Simulation Results 
A comparison between the two simulation results and the observed ASCH79/85 

distribution indicates some discrepancies which can be explained by the specific 
characteristics of each approach, but also highlight some general limitations of 
land-use modelling.  Global measures of fit in the form of Kappa Indices are very 
similar for both models.  Utilizing a moving-window approach improves the Kappa 
value by a similar amount in both cases, suggesting that the spatial uncertainty in 
both models is comparable. In other words, substantial numbers of non-matched 
points occurred close to observed changes in land-use. 

The main difference between the TPM and regression-based approaches is the 
intensity of housing and infrastructure development in the rural side valleys, where 
over-estimation occurred with the TPM-based model and under-estimation in the 
regression-based one (Figure 8.6).  The regression-based model selects sites by 
assessing suitability and ranking all possible locations.  The most suitable sites are 
developed first, and since sufficient locations are found in the main valley, little 
development occurs elsewhere.  In contrast, the TPM randomly selects possible 
sites, and if such a location is found to be suitable, development may occur 
independently of other potentially better sites.  This simulation technique is more 
favorable for a relatively sparse settlement pattern as exists in Davos. 
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Figure 8.6  Annotated simulation results and ASCH79/85 data:  (1) indicates discrepancies in the 
simulation outputs for side valleys, (2) marks the location of Davos-Frauenkirch and (3) the linear 
development at the exit of Dischma Valley. 

Both simulations show the dense structure of settled areas and an enlargement 
of the small settlement, Davos-Frauenkirch (marked 2 in Figure 8.6), as a 
consequence of strong neighborhood effects. These results are partly due to a 
feature of the observation period (between ASCH79/85 and ASCH92/97) when 
strict local planning rules were introduced to limit sparse development outside 
existing built-up areas.  However, prior to the 1970s no such policies were in place, 
and therefore the influence of neighboring developments may be too strong for 
simulations starting in 1954 when dispersed development was still accepted. 
Furthermore, this effect shows a limitation of all statistically-based land-use models 
where major changes in policy cannot be easily incorporated. 

The models also failed to predict the linear development at the exit of the 
Dischma Valley (marked 3 in Figure 8.6).  This development is in fact a 30-ha golf 
course which was established in 1967. Such single events cannot be systematically 
represented by the models, and they represent a further limitation. 

8.5.3  Suitability of the Modelling Approaches for the Swiss Mountain Area 
A key aim of this chapter was to investigate the suitability of two different 

modelling approaches to land-use change in mountainous regions and, in particular, 
to consider the validity of using regional data to represent local processes. 
Furthermore, a future aim is to extract the spatial structure of landscape change. We 
now consider how effective the two modelling strategies presented here are in 
addressing these aims. 

With some important differences in spatial structure, the two modelling 
approaches produced broadly similar results.  Thus, it is evident that the regression-
based approach is valid in this case, with development in Davos following broadly 
similar patterns to that in the whole Swiss Mountain Area.  The advantage of the 
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TPM-based model is in the better replication of spatial structure of housing and 
infrastructure development in Davos, namely the sparse development in the side 
valleys.  This is due to its requirement for data representing all possible land-use 
changes and a simulation procedure that is not based on an absolute ranking of 
suitability for all possible development locations and so generates a more spatially 
distributed settlement pattern.  

However, the regression-based model only requires demand for future 
development as an input parameter.  As such input can be derived from many types 
of (non-spatial) planning scenarios, the regression approach is more suitable for 
integration in a wider regional modelling framework.  In contrast, a TPM requires 
that all transitions between classes are calculated � this is a much more challenging 
exercise, since interactions between land-use changes are complex and not easily 
represented aspatially. 

The regression-based model uses a larger sample size to produce measures of 
development suitability and requires less input information to run a simulation.  In 
using a larger source area, it effectively integrates over multiple stages of land-use 
development and cultural regions within Switzerland which have had varying 
settlement structures in the past.  Due to this averaging in the regression-based 
model and the recognition of multiple interacting land-use changes in the TPM-
based approach, the latter tends to better predict the specific pattern of spatial 
development in a local area over a particular observed time period.  However, its 
predictive power is limited by its requirement for input data detailing all transitions 
and making it hard to run future scenarios other than extrapolations.  Since it is 
based on a broader dataset, the regression-based approach is more adaptive to 
possible configurations of future change.  Thus, in order to replicate both the 
specific local pattern of land-use change and to incorporate the ability to respond to 
a wide range of potential future scenarios, an approach incorporating elements of 
the TPM, namely the integration of interactions between land-use changes, and 
using a regression-based engine to drive the overall pattern of change, may be a 
promising avenue for future work. 

8.6 CONCLUSIONS 

The results of this study demonstrate that the assumption of similarity in land-
use change between the Swiss Mountain Area and Davos is correct over the time 
periods studied, and that a regionally-based regression approach is appropriate for 
local modelling.  This type of model was as successful as a locally derived TPM-
based model in reconstructing observed increases in housing and infrastructure land 
in the community of Davos.  For the validation period, the pattern of the settlement 
was better reconstructed in the TPM-based approach due to model-specific 
simulation procedures and complex input data.  However, the regression-based 
approach demonstrated considerable advantages for the implementation of future 
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scenarios because of a higher adaptability to a wide range of potential land-use 
future configurations and simpler input requirements.  

The main modelling constraints identified during the study were an inability to 
predict single development projects with high impact on the landscape and a 
neglect of changes in local spatial planning policies which can have a strong 
influence on future land allocations for housing and infrastructure development. 
Further research is therefore required with a focus on a) the improvement of the 
regression-based model to include interacting land-use changes and b) the 
integration of local spatial planning alternatives to allow the simulation of future 
scenarios. 
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CHAPTER 9 

�Riding an Elephant to Catch a Grasshopper�:  
Applying and Evaluating Techniques for Stakeholder 

Participation in Land-Use Planning within the Kae 
Watershed, Northern Thailand 

 
F. Shutidamrong and A. Lovett 

 

 9.1  INTRODUCTION 

 Since the Food and Agriculture Organization of the United Nations (FAO) 
published its first forest resources assessment in early 1970s, the problem of 
tropical deforestation has changed from being seen as one mainly caused by timber 
exploitation to a situation where land use and associated forest degradation are 
regarded as key issues1. These problems are, in fact, exceedingly complex because 
they are connected with many other issues including population growth, poverty 
and the impacts of government economic policies2-5. Thus, in order to improve 
forest and land use management in the tropics, there is a clear need for effective 
approaches to land-use planning that can balance present and future needs for 
timber and other forest products (e.g., ecological services), as well as recognize the 
socio-cultural values of existing communities in the forests6-9. In addition, such 
approaches need to be adapted to local circumstances because of variations in forest 
structures, land uses, cultures, and government policies5,10.  

These concerns have been reflected in an ongoing search for better methods of 
land-use planning in tropical forest areas that include innovations in analytical 
techniques and the integration of methods from different disciplines. Nevertheless, 
there are still many unresolved issues in developing and applying approaches 
sensitive to local forest conditions and community circumstances in a manner that 
facilitates the resolution of land-use conflicts8,11. The primary aim of the research 
discussed in this chapter was therefore to identify, apply and evaluate a 
methodology that could facilitate stakeholder participation in management 
decisions and hopefully reduce conflicts regarding land use in a case study area - 
the Kae watershed of northern Thailand. Subsequent sections introduce the study 
area and then explain how a methodology based around spatial multi-criteria 
evaluation (SMCE) techniques was developed.  The results of applying SMCE 
methods to identify desired future patterns of land use are then discussed and 
conclusions drawn regarding the practicalities of implementing such techniques and 
their potential to reduce land-use conflicts.    
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9.2  THE CASE STUDY 

Several disastrous floods in southern Thailand during 1989 had a major impact 
on public attitudes and substantially boosted national campaigns regarding 
environmental awareness. In response to public pressures, the Royal Forestry 
Department (RFD) introduced a ban on all commercial logging concessions later 
that year. Since 1989, forest management schemes in Thailand have focused on 
water catchment conservation and headwater preservation12-14. However, a 
tendency for government agencies such as the RFD to consider only the physical 
and ecological features of areas while ignoring the views of local communities has 
contributed to a series of conflicts regarding land use in forested areas14-19.  

Due to a history of such problems, the Kae watershed (close to the north-eastern 
border of Thailand with Laos) was selected as a study site (Figure 9.1). This area 
represented a microcosm of the wider forest and land use management challenges 
that exist in northern Thailand, but was sufficiently small in size (16.5 km2) to 
allow a detailed investigation of the issues involved.  In addition, since 1999 there 
has been a small demonstration site (0.72 km2) for integrated agricultural methods 
to support forest, soil and water conservation run by the Royal King�s Project 
(RKP). The presence of this project proved very useful as a source of information 
and local support for fieldwork.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.1  Land use characteristics of Kae watershed, northern Thailand. 
 

Most of the Kae watershed consists of steep mountains (up to 1400 m above sea 
level) and valleys, with a small amount of flat land. Legally, the area is a strictly 
preserved forest, but in reality there is a permanent settlement (Nam Kae) of some 
50 families and significant areas are under traditional rotational rice plantation for 
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subsistence purposes (Figure 9.1).  Typically rice is grown in a particular area for a 
year or two, then moved on to another site that has been previously used and so on, 
within a total cycle of five-six years. Other land uses in the watershed include a 
community forest around the village and a headwater zone which is strictly 
preserved for ecological reasons. In addition, there are �village laws� that involve 
forest fire protection and wildlife hunting regulations20. 

9.3  RESEARCH METHODOLOGY 

Due to the need for methods that were sensitive to the particular nature of the 
problem being investigated, it was decided to ask a number of experts in Thailand 
for their views on the most appropriate analytical techniques for the research. A 
questionnaire was administered during a series of meetings in August 2000 and 
four possible methods were discussed: a qualitative and participatory approach, 
spatial analysis and GIS, cost-benefit analysis and spatial multi-criteria evaluation 
(SMCE).  The latter was rated as suitable by six of the nine experts surveyed and 
was selected as the primary analytical technique for the research. However, several 
other techniques, especially participatory approaches, were also included in the 
overall research methodology (Figure 9.2). 

The fundamental principles of SMCE have been reviewed by Carver21, 
Eastman22, Jankowski23 and Malczewski24. More recently there have been 
discussions about the advantages of applying an MCE decision rule called Order 
Weighted Average (OWA) compared to conventional Weighted Linear 
Combination (WLC), particularly in terms of allowing better consideration of 
levels of risk and tradeoff in the decision-making process25-29. The application of 
OWA is still quite experimental and so it was decided that the research should also 
investigate the potential of this decision rule compared to WLC as a means of 
resolving land-use problems.  

9.3.1  Defining the Research Problem 
An important principle in participatory processes is that stakeholders should be 

involved as early as possible30.  Different stakeholders were therefore asked to 
define the main dimensions of the research problem. This included consideration of 
the goals for land-use planning, possible alternative land uses and the criteria that 
could be used to assess the suitability of areas for particular purposes. Stakeholders 
were first identified and classified into two groups depending on their prior 
experience of, and contact with, the study area. Directly-concerned stakeholders 
included the villagers, local foresters, RKP officers and the researcher (F. 
Shutidamrong). The indirectly-concerned group included national experts and 
samples of students and the general public. 
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Figure 9.2  A summary of the research methodology. 
 

A program of interviews with different stakeholders was conducted in August, 
2000. It was decided to undertake informal (and focus group) interviews with the 
villagers and questionnaire-based interviews with other stakeholders. The results 
indicated a variety of opinions, but it was possible to synthesize these into the 
model of the research problem shown in Figure 9.3. Two main goals for land use 
planning were identified, namely developing the quality of life for the local 
community, and forest conservation. Suggested land uses included both existing 
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(i.e., preserved forest, community forest, rice plantation and cattle grazing) and new 
activities (i.e., integrated agriculture and field cropping). There was general 
agreement on maintaining the settlement of Nam Kae village and so this was 
defined as a constraint that should not be altered in future land use zoning. A 
similar approach was taken with the land occupied by the Royal King�s Project.  
Criteria that influenced the suitability of areas for other activities included slope 
angle, proximity to the river, proximity to the village, proximity to the road or 
pathways, and percentage of forest cover. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 9.3  A model of the research problem. 
 

For subsequent phases of the research it was decided to focus only on the views 
of �key stakeholders� defined in terms of their importance and/or influence31 with 
respect to the study area. Although it was clear that the Nam Kae residents, local 
foresters and local RKP officers are key stakeholders, the history of deforestation 
and land use problems in Thailand suggested the potential for strongly conflicting 
opinions between these groups. Other RKP officers and foresters working in the 
Northern region, environmental experts and the researcher were therefore also 
included as key stakeholders to provide an element of balance.  

9.3.2  Stakeholder Input to Land-Use Scenarios 
In a second program of interviews during March, 2001 the key stakeholders 

were asked to specify their preferred land uses, the sizes of areas these should 
occupy, and the suitable characteristics, degree of importance (weights) and 
tradeoff characteristics for relevant criteria. As anticipated, there were varied 
opinions regarding the area that should be occupied by different land uses, so it was 
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decided to use this information to classify the stakeholders into subgroups and then 
derive overall criteria weights and tradeoffs for each of these. The seven subgroups 
of key stakeholders were: 

 
1. Nam Kae villagers 
2. Nam Kae teacher 
3. Local RKP officers 
4. Researcher 
5. Other stakeholders who preferred an increase in preserved forest 
6. Other stakeholders who favored several types of agriculture 
7. Other stakeholders who preferred extensive integrated agriculture 

 
The pairwise comparison method was used to derive weights for different 

criteria.  This technique has been widely used in SMCE applications and has 
particular advantages in terms of ease of use (only two criteria are compared at a 
time) and in providing a measure of response consistency which it was thought 
could be useful in deriving overall views for subgroups32-34. The key stakeholders 
were asked to specify a relative preference value between each pair of relevant 
criteria on a 1-9 scale (where 1 indicated much less important and 9 much more 
important).  

When the criteria weights and inconsistency ratios were calculated there were 
some considerable variations within subgroups and many responses lacked 
consistency (i.e., had ratios above Saaty�s32 standard threshold of 0.10). In such 
situations a consistency-driven approach is often the best method of deriving a 
consensus view for a group35-37. The approach adopted was therefore to exclude 
stakeholders in a subgroup with an inconsistency ratio above 0.15 and average the 
responses of the remainder according to the formula shown in Equation 9.1. This 
approach had the effect of giving greater emphasis to the more consistent 
responses. Once the average weights were calculated through this process they 
were then rescaled so that they summed to 1.0.  

  
average weight = Σ {(1-inconsistency ratio) x stakeholder weight}     (9.1) 
   for criteria        for stakeholder                 for criteria 

           number of stakeholders involved  
 
For each criterion it was also necessary to identify the characteristics that made 

them most suitable for a particular land use (i.e., steep slope or flat). In most cases 
this was straightforward and where there was a divergence of opinion with a 
subgroup the most frequent response was used.  

Another issue concerned the preferred degree of tradeoff between criteria with 
respect to the suitability of an area for a particular land use (i.e., the extent to which 
low suitability on one criterion could be compensated by better ratings on others). 
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Where possible, the most common response in a subgroup was taken as their 
representative view. In cases where such a single outcome could not be easily 
identified, judgements were made taking into account the subgroups� broader views 
regarding land use planning (e.g., the weights for particular criteria and the relative 
sizes of areas allocated to different land uses). For instance, it was decided to allow 
less tradeoff for a highly-weighted criterion because this factor would have more 
influence on the overall suitability of an area for a particular use. The results 
indicated that some subgroups (e.g., the village teacher) placed considerable 
restrictions on tradeoff while moderate tradeoff was favored by many of the other 
stakeholders, so providing another reason for investigating the merits of OWA 
techniques compared with a more conventional WLC method.  

Order weights control the manner in which criteria are aggregated in an OWA 
approach. Defining order weights allows the desired levels of overall tradeoff and 
risk to be specified. A very risk-averse attitude can be envisaged as akin to an AND 
operator or minimum score (pessimistic) approach since the least favorable 
criterion will determine overall suitability. At the other extreme, a risk-taking 
perspective is similar to an OR operator or maximum score (optimistic) approach 
since the rating on the single most favorable criterion determines suitability. It is 
also important to note that order weights are different from criteria weights in that 
they are assigned on a case-by-case basis to criteria scores as determined by their 
ranking across criteria at each location being evaluated. Order weight 1 is assigned 
to the lowest ranked criteria for a location (i.e., the one with the lowest suitability 
score), order weight 2 to the next highest ranked factor, and so on25,29.  

Since OWA is still a relatively experimental technique, there is no recognized 
standard method of deriving order weights. Several rules were therefore developed 
to assign levels of tradeoff and risk to the seven subgroups of key stakeholders. For 
example, it was decided to adopt a risk-taking perspective to preserved forest as 
this would maximize the suitable area for this land use and be in accordance with 
the national watershed classification scheme that required strict preservation of the 
study area. Other judgements involved such factors as preferred levels of tradeoff, 
the sizes of proposed areas for particular land uses and the characteristics of the 
land uses or stakeholder subgroups. A risk-averse solution was taken for those land 
uses where a specific location or small occupied area was proposed because this 
would help to guarantee that any site selected was indeed suitable. With respect to 
the influence of stakeholder characteristics, the villagers and teacher were regarded 
as having particularly good knowledge about the area and confidence in their 
judgments. Thus, where the previously discussed considerations did not apply, a 
high-risk solution was adopted. 

9.3.3  Generating Suitability Maps and Land-Use Scenarios 
The Idrisi 32 Release 2 GIS software38 was used to conduct the SMCE analysis. 

Information on the stakeholder preferences was combined with digital spatial data 
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(20 m cell resolution) in a GIS to create evaluation criteria and constraint maps. 
Each of the five main criteria (slope of the area, proximities to river, village and 
pathway, and percentage of crown cover) was converted to standardized score 
maps. The areas of Nam Kae village, the RKP, the stream network and existing 
pedestrian pathways were defined as constraints that should not be altered in any 
future land-use changes. Subsequently, the constraint and criteria maps were 
combined using both WLC and OWA decision rules to produce suitability maps for 
the alternative land uses. Considerable contrasts in some of the pairs of WLC and 
OWA maps were apparent, reinforcing the point that using order weights can 
substantially influence the outcome of suitability calculations39.  

Sets of suitability maps were aggregated to create preferred land-use scenarios 
for each subgroup of key stakeholders. As there were seven subgroups of key 
stakeholders and two approaches to suitability assessment (WLC and OWA), there 
were fourteen separate scenario maps.  Initially, the multi-objective land allocation 
(MOLA) module in Idrisi 32 was investigated as a means of producing the scenario 
maps. This technique has the advantages of taking into account both suitability 
scores and the desired total areas to be occupied by different land uses34,40, but 
some of the results were not especially satisfactory from practical agricultural and 
planning perspectives. Two particularly important limitations were that the method 
took no explicit account of the existing land-use pattern and sometimes produced 
fragmented patterns with many small patches of individual land uses. As an 
alternative, it was decided to begin with a relatively simple method (which 
involved allocating each raster cell to the land use that had the highest suitability 
score) and then refine the outcomes through discussion with the stakeholders.  

9.4  COMPARING AND REFINING LAND-USE SCENARIOS 

Table 9.1 compares the land use areas desired by different stakeholder 
subgroups with the initial allocations generated from the WLC and OWA 
suitability maps. These results show some considerable differences in totals, 
particularly a tendency for the area allocated to upland rice plantation to be much 
less than that desired  (i.e., this land use rarely had the highest suitability score for a 
grid cell). The totals also illustrate how the variations in risk and tradeoff permitted 
by OWA can influence the outcomes of land use assessments. For example, the 
areas allocated to preserved forest in the WLC and OWA results are greater in the 
latter for all subgroups except the villagers. This reflects the decision to adopt a 
high-risk approach for preserved forest in all subgroups except the villagers, since 
such an assumption makes it easier to achieve higher suitability scores compared to 
the intermediate tradeoff implicit in the WLC method.  
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Table 9.1  Comparison of existing land-use areas, stakeholder preferences and initial results 

Scenarios (km2) 
Stakeholder 
Subgroup Alternative Uses 

Existing 
Areas 
(km2) 

Desired 
Areas 
(km2) WLC OWA 

Preserved forest 7.37 7.37 12.27 10.65 

Community forest 0.34 0.34 2.97 2.28 1 
Upland rice plantation 7.85 7.85 0.39 2.70 

Preserved forest 7.37 3.12 6.09 8.06 

Community forest 0.34 3.12 5.04 4.52 

Upland rice plantation 7.85 7.81 0.66 3.05 
2 

Integrated agriculture - 1.56 3.84 0.006 

Preserved forest 7.37 6.25 6.85 11.13 

Community forest 0.34 3.12 6.07 4.43 

Upland rice plantation 7.85 - - - 
3 

Integrated agriculture - 6.25 2.70 0.07 

Preserved forest 7.37 7.81 9.62 12.47 

Community forest 0.34 1.56 5.75 2.95 4 
Upland rice plantation 7.85 6.25 0.26 0.21 

Preserved forest 7.37 9.22 10.12 13.66 

Community forest 0.34 2.58 0.45 0.67 

Upland rice plantation 7.85 1.09 1.34 0.85 
5 

Integrated agriculture - 2.72 3.72 0.44 

Preserved forest 7.37 5.66 10.14 15.09 

Community forest 0.34 1.17 1.30 0.32 

Upland rice plantation 7.85 3.71 0.63 0.20 

Integrated agriculture - 3.71 3.54 0.007 

6 

Field cropping - 1.37 0.02 0.007 

Preserved forest 7.37 0.78 10.52 14.31 

Community forest 0.34 3.12 5.09 1.28 

Upland rice plantation 7.85 3.52 0.008 0.02 
7 

Integrated agriculture - 8.2 0.01 0.01 

 

9.4.1  Evaluating Initial Results and Refining Scenarios 
A program of in-depth interviews with the key stakeholders was carried out in 

August 2002 during which they were first requested to evaluate both their initial 
results and those of other groups and then asked for their input on how revisions 
should be made. Subsequently, the stakeholders� preferences and recommendations 
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were examined to assess the extent of consensus. This exercise suggested that 
opinions on the scenarios essentially split into two groups, with a majority of 
stakeholders preferring the WLC outcome for Subgroup 6, while the villagers and 
researcher favored the OWA results for the directly-affected people. It was 
therefore decided to create further land use scenarios for the study area based on the 
views of these two sets of stakeholders. Revised sets of target areas to be allocated 
to different activities were therefore defined. In addition, the interview responses 
were used to specify minimum patch sizes for different land uses and helped 
identify the types of areas (e.g., rice plantations that had not been cultivated for at 
least five years) that had the greatest potential for reforestation or conversion to 
integrated agriculture and field cropping.  

Two main techniques were used to produce revised land-use scenarios for the 
two sets of stakeholders. These were MOLA and a hierarchical approach that 
combined cellular automata (CA) and Markovian techniques with a number of rules 
to determine the priority with which land was allocated to different uses and 
eliminate small land use patches39. Table 9.2 indicates that the latter did not exactly 
match the revised preferences regarding the allocation of land to different uses, but 
it was much better than MOLA in producing outcomes that could form the basis of 
practical zoning solutions. Such an outcome accords with the findings of other 
studies which have noted the merits of a CA-Markov technique for land-use change 
modelling28,41-43. 

9.4.2  Evaluating the Two Revised Scenarios 
Table 9.3 crosstabulates the land use allocations from the hierarchical approach 

for the two sets of stakeholders. The results indicate some substantial agreements 
with respect to the zoning of preserved forest, community forest and rice plantation. 
These areas cover a total of 11.28 km2 (72.5% of the watershed excluding 
constraints). The map in Figure 9.4 also highlights the main conflicts, such as 
where the majority set of stakeholders would like to see existing rice plantation 
converted to integrated agriculture (areas primarily to the north and east of the 
existing community forest). In addition, disagreements exist where the majority 
would prefer community forest, but the villagers and researcher favor rice 
plantation (a zone to the west of the existing community forest).  

The similarities between the land-use distribution existing in 2001 and the 
outcomes of the two stakeholder scenarios are summarized in Table 9.4. This table 
indicates that there are areas of preserved forest, community forest and rice 
plantation totalling 10.52 km2 (67.61% of the watershed excluding constraints) 
where the 2001 land use matches that proposed in both scenarios. Disagreements 
regarding allocations focus mainly on existing areas of rice plantation where the 
majority of stakeholders would favor change to integrated agriculture or 
community forest (mainly areas around the northern half of the existing community 
forest perimeter, see Figure 9.5). 
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Table 9.2  Results of different land-use allocations 

Areas (km2)  

Preserved 
forest 

CCoommmmuunniittyy  
ffoorreesstt  

Rice 
plantation 

Integrated 
agriculture 

Field 
Cropping 

Existing land uses 7.37 0.34 7.85 - - 

Preferred  
scenario 

10.14 1.30 0.63 3.54 0.02 

Revised 
targets 

7.37 1.29 3.35 3.52 0.02 

MOLA 7.37 1.29 3.35 3.52 0.02 M
aj

or
ity

 o
f 

St
ak

eh
ol

de
rs

 

Hierarchical 
method 

7.91 1.2884 3.2664 3.0692 0.0212 

Researcher�s 
preferred  
scenario 

10.65 2.27 2.70 - - 

Villagers� 
preferred  
scenario  

8.06 4.52 3.05 - - 

Revised 
targets 

7.54 1.01 7.00 - - 

MOLA 7.54 1.01 7.00 - - V
ill

ag
er

s a
nd

 R
es

ea
rc

he
r 

Hierarchical 
method 

7.59 1.01 6.96 - - 

 
 

Table 9.3  Crosstabulation of land allocations in the two final scenarios 

Majority Set of Stakeholders Scenario (km2) 
 

Preserved 
forest 
(PrF) 

Community 
forest 
(CoF) 

Rice 
plantation 

(RiP) 

Integrated 
agriculture 

(InA) 

Field 
Cropping 

(FiC) 

Preserved 
forest (PrF) 

7.43 0.14 <0.01 0.02 <0.01 

Community 
forest (CoF) 

0.13 0.65 0.07 0.15 0 

V
ill

ag
er

/R
es

ea
rc

he
r 

Sc
en

ar
io

  (
km

2 )  

Rice 
plantation 
(RiP) 

0.35 0.50 3.19 2.90 0.02 
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Figure 9.4  A comparison of land-use allocations in the two scenarios. The land-use codes in the legend 
are explained in Table 9.3. Where a category refers to two codes, the first is the allocation for the 
majority set of stakeholders and the second that for the villagers and researcher. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9.5  A comparison of 2001 land use and allocations in the two scenarios. 
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Table 9.4  Cross-tabulation of 2001 land use and scenario outcomes 

Areas where both scenario  
allocations agree (km2) 

 

Preserved 
forest 
(PrF) 

Community 
forest 
(CoF) 

Rice 
plantation 

(RiP) 

Areas with 
conflicting 
scenario 

allocations 
(km2) 

Preserved 
forest (PrF) 

6.98 0.13 0 0.25 

Community 
forest (CoF) 

0 0.34 0 0 

L
an

d-
us

e 
in

 2
00

1 
 

(k
m

2 )  

Rice plantation 
(RiP) 

0.45 0.18 3.19 4.03 

 
 

Implementing either of the possible scenarios would therefore require further 
initiatives to resolve the remaining land use conflicts and a significant level of 
knowledge and experience on the part of the facilitators involved. Moreover, the 
ecological and socio-economic effects of the proposed land-use conversions must 
be seriously evaluated. For instance, are they sufficient to meet the requirements of 
protecting a crucial head watershed? The potential socio-economic and cultural 
implications for the villagers of reducing the amount of upland rice plantation also 
need to be investigated and much could depend on the progress of the RKP (since if 
the villagers perceive this project as a success they may become interested in 
undertaking this introduced activity themselves or incorporating it within their 
usual cultivation practices). 

9.5  CONCLUSIONS 

The research discussed in this chapter did not succeed in identifying a single 
compromise scenario for future land use planning in the study area, but it did 
demonstrate how stakeholder involvement in land management decisions could be 
facilitated and highlighted both the extent of current agreement and the problems 
that still require attention. More broadly, the study also indicated the potential of 
SMCE to help tackle the types of land-use conflicts that are common in tropical 
forest regions such as Northern Thailand. On a technical level, the research 
illustrated how the suitability maps (and land-use allocations) produced by WLC 
and OWA decision rules can be rather different, but the greater sophistication of the 
latter was not reflected in obviously wider acceptance by stakeholders. A clearer 
outcome was the manner in which CA-Markov techniques can generate improved 
modelling results compared to MOLA-type methods. 
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 A number of key issues and challenges arose during the study. Several 
problems were encountered due to limitations in the available data. This reinforces 
the point that the availability of suitable base-mapping and information from 
stakeholders at a consistent level of detail are key requirements for any serious 
implementation of SMCE44. With respect to stakeholder involvement, it is very 
important to recognise that the necessary processes of engagement can be very time 
consuming and require considerable personal communication skills (including 
questionnaire design and the conduct of interviews). It is also almost impossible to 
avoid an element of interpretation or judgement on the part of the researcher in 
some circumstances, e.g., when combining individual stakeholder preferences into 
those for subgroups.  

In conclusion, as part of the ongoing search for better management methods in 
tropical forest areas, this study identified, applied and evaluated a methodology to 
facilitate stakeholder involvement and help improve land use planning. However, 
there are still many unresolved issues in applying SMCE techniques and 
implementing them can be very demanding, akin to �riding an elephant to catch a 
grasshopper�. Nevertheless, the potential of such methods has been demonstrated 
and in future their full benefits may be best achieved when they are used by a group 
of professionals with a range of skills in GIS and remote sensing, qualitative 
methods and communication techniques.   
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CHAPTER 10 

Grid-Enabled GIS: Opportunities and Challenges 

C. Jarvis 
 

10.1  INTRODUCTION 

 An early definition of e-science was �the large scale science increasingly 
carried out through distributed global collaborations enabled by the Internet� 
(www.rcuk.ac.uk/escience/), with a stress on the Grid as an infrastructure for 
sharing computing resources and large collections of data. This is expressed 
visually within Figure 10.1, where resources might include for example computing 
power, databases and geographical services. Here, the Grid is a flexible cross-
organizational network where communications occur on a machine-machine basis 
as opposed to the human-machine world of the Internet.  Different �virtual 
organizations� form and dissipate with each use of the network, and the choice of 
appropriate resources may itself be selected, as well as accessed, by machine rather 
than human. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10.1  The general nature of virtual organizations in the �Grid� (after Foster et al.1). 
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More recently it has been suggested that �The �Grid� � aims to provide an 
infrastructure that enables flexible, secure, co-ordinated resource sharing among 
dynamic collections of individuals, institutions and resources�1. This still 
encompasses issues regarding computational systems and data storage, but is a 
broader definition stressing collaborative (scientific) enterprise and transient virtual 
organizations. These last points are critical. This rationale is a superset 
encompassing both the earlier arguments in favor of intensive computing and also a 
vision of the Grid�s potential to encourage changes to the very practice of science 
itself. Adopting this wider stance, Table 10.1 highlights just a few of the areas in 
which a Grid-enabled GIS might offer advantages over the status quo.  
 
Table 10.1  Potential opportunities enabled by incorporating GIScience technologies within Grid 
enabled systems 

Data 
• Finding appropriate data sets 

automatically  
• Access to large data sets without 

downloading them completely, 
reducing data redundancy 
• A potential means of linking data held 

at multiple organizations 
• Mobile and real time sensors as input 
o Providing update through new 

observation 
o
o To give information to decision 

makers 

 Requiring new computation of models 

Virtual organizations 
• A new way of carrying out 

integrative modelling experiments 
across multiple sites  

• A means of bringing together 
elements of GI applications that plays 
to the strengths of individual 
researchers who are freed by access 
to appropriate interfaces  

• A more equitable resourcing outcome, 
both for researchers and governments? 

Models and modelling 
• Access to models too complex to run 

at the majority of locations 
• A means of linking multiple models 

without overloading one computer 
system 
• A means of linking models developed 

at multiple sites without the 
collocation of individuals or software 
code 
• Data mining for 

associations/associated models 
• Computing power to evaluate 

sensitivity of simulation 
models/evaluate uncertainties in 
approach 

Visualization for control, 
monitoring and decision-making 
• Interactive, multi-site visualizations 

to allow discussions of emerging 
phenomena and to support multi-user 
decisions 
• Multiple views based on a similar 

modelling flow, for example 
researchers, farmers, advisors and 
policy makers  
• Visualization methods that might 

assist with the monitoring of GRID 
processing 
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Turning firstly to the left hand quadrants of Table 10.1, practical computational 
challenges in the extent to which we are able to process increasing volumes of 
satellite and other data and model inter-linked critical processes at global and 
regional scales are perennial issues. The pooling of available computer resources 
across international and institutional boundaries has the potential to allow us to 
pursue previously intractable questions, reduce redundancy in data archives, 
process uncertainty bounds on simulation runs and explore geographically localized 
models2. The use of computational Grids for the processing of remotely sensed data 
for example has seen early progress3,4. Alternatively, Grid services could be used to 
speed up applied models to provide more responsive �real-time� risk assessments5. 
E-science technologies also offer the possibility of drawing on expertise, data, 
knowledge and models in-situ in different parts of the world, opening opportunities 
for increased interdisciplinary collaboration and a richer set of research and socio-
political perspectives. This may be deductive, or inductive through the further 
facilitation of data mining opportunities that the Grid presents. Grid services of the 
future for example should be able to find appropriate GIS models, functions and 
data dynamically, a considerable step forward from the currently used Web 
Services model.  

Putting some context to these possibilities, consider a Grid approach for 
management and research regarding the causes and effects of urban atmospheric 

sensors, computing power, models (geographical and non-geographical) and 
expertise that are associated with these tasks. Many of these resources are currently 
unconnected, either in terms of easy human access or web services, let alone via a 

network. At present, an efficient flow of digital information to support, for 
example, management of risk to asthmatics from localized extreme episodes or 
responses to the threat of an impending critical episode is hampered by cross-
institutional and cross-disciplinary barriers. The types of entity that might form a 
virtual organization in this case vary considerably in nature; the hospital expertise 
and patient data of Figure 10.2 require strong controls on the access to personal 
data to be in place6, while sensor and meteorological data have less restriction. 
Work on Grid accessibility to this second type of data set is consequently more 
advanced, for example through projects such as the �NERC DataGrid� (see 
http://www.bodc.ac.uk/projects/ndg.html). Similar contrasts may be identified 
between research and public service organizations, where progressing Grid services 
is understandably more in keeping with the former at this early stage. 
Hypothetically, advantages from all quadrants of Table 10.1 to adopting a Grid 
approach in this application area can be identified. This is just one very brief 
snapshot of the potential of cross-disciplinary and cross-institutional Grid 
computing in the service of an application area; more details may be found 
elsewhere5. Examples of on-going Grid work that incorporates GIS or remotely 
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sensed data and/or functions and perspectives may be found in a diverse range of 
subject areas connected with environmental decision-making, such as climate 
modelling7, land-use change8 and hydrological modelling2 among others.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 10.2  Inter-connected Grid resources for management and research regarding the causes and 
effects of atmospheric pollution. 
 

Before applying Grid-enabled GIS for science and decision making however, 
we need to establish how close we really are to practicing GIS technologies on the 
Grid. The reality is that many developments in computer science will be required if 
data access, model integration and computing power are to be available and 
harnessed in a seamless and secure fashion. Figure 10.3 suggests a development 
profile for Grid utilization in environmental science; currently, practice is moving 
into the second stage but retains a data, as opposed to service, bias7,9 that still also 
exists at stage one. Thus, we should not lose sight of the fact that using the Grid to 
support GIS applications currently requires considerable computing expertise on 
the part of developers; the average GIS user is a long way from logging on to the 
Grid in the same way that he or she logs on to a PC and searches the web.  
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Figure 10.3  Stages of development in Grid GIS for environmental decision-making. 
 

This chapter focuses on the technical and indeed cultural aspects of GIScience 
that might be further developed such that �doing� interdisciplinary collaborative 
work that incorporates GIS across the Grid is both seamless and straightforward in 
the years to come. In other words, as Grid technologies mature, what does 
GIScience need to research in order that GridGIS functionality will be available to 
researchers and even to users who might not necessarily know that GIS 
technologies are serving their requests? Issues of particular current importance in 
meeting this goal are outlined in the right hand panel of Figure 10.3, and include 
further research regarding the linked themes of metadata and ontologies, distributed 
processing and federated databases. Work to assist users in managing remote data 
and processes intelligently is also relatively immature in GIS10, while the area of 
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collaborative analysis and spatial visualization11 is also opening up as a dynamic 
research area. 

10.2  PROGRESS AND CHALLENGES 

The challenges involved in realising the potential of Grid for applications 
involving GIS are many. Firstly, as Figure 10.3 indicates, technical developments 
will be required both from within and outside the GIScience arena if data access, 
model integration and computing power are to be readily available in a seamless 
and secure fashion. Secondly, there will be a need to review the way in which 
research and data are managed, and to encourage ways of thinking and working that 
support collaborative interdisciplinary science. 

10.2.1  Technical Issues 
Part of the remit of �e-Science� is to build the infrastructure which delivers 

efficient access to geographically distributed leading edge data storage, 
computational and network resources. To date, this has involved a change of 
orientation from the use of inter-connected super-computers towards a more 
general concept of a �Grid� of computational power12. The intention is that the 
�Grid� architecture will use diverse, geographically distributed computers as if they 
were a local resource, managed by software (termed �middleware�) that runs 
between the �Grid� and the local machines. Together, the infrastructure will be one 
that �enables flexible, secure, co-ordinated resource sharing among dynamic 
collections of individuals, institutions and resources�12. A toolkit named Globus13 is 
one example of emerging middleware. Emerging architectures for the Grid such as 
the Open Grid Service Architecture (OGSA) have incorporated the features of Web 
Services; the wide scale adoption of Web Services by the GIS community leaves it 
particularly well placed to follow a Grid pathway in this respect. 

At this point in time, references to �Grids� rather than �the Grid� are more 
commonly found, and the pioneering work is being carried out on relatively small 
clusters of distributed machines. This is because developing �the Grid� holds many 
technical challenges, from increasing network bandwidth and communication speed 
to security and resource scheduling; as Figure 10.3 indicates, true dynamism falls a 
step beyond what is currently feasible. Many of these issues fall beyond the 
research of GIScientists, but will impact upon the sustainability of current interest 
in the area. However, what emerges from the history of parallel processing and 
Internet usage in GIS to date is that there will be emergent GIS-specific issues 
relating to �doing� GridGIS. Many of these fundamental GIScience issues can be 
researched with a view to their application on more robust Grids of the future, but 
with the expectation that smaller closed networks of resources will remain the 
status quo for geographical and environmental applications for some while as our 
understanding builds (Figure 10.3). 

© 2008 by Taylor & Francis Group, LLC



Grid-enabled GIS                                                                                                    171 

 

Fundamentally, if the opportunities presented by the Grid concept are to be 
maximized, then computing using the Grid as opposed to any other computing 
environment needs to be invisible. The applied user of GIS will not wish to grapple 
with scheduling and task decomposition issues, obtrusive access requirements or 
large seams between geographical databases. Additionally, just as how we see and 
label our worlds is vital when searching for data14, any deficiencies and differences 
in this are expected to become even more apparent when sourcing and using 
networks of models and services from multiple disciplines. Furthermore, it will be 
important to recognize that a significant amount of interdisciplinary science is 
currently being carried out by researchers from one discipline stretching into the 
domains of another. While GridGIS potentially offers an environment within which 
research parties can access complementary expertise and work more fully towards 
their individual strengths, we should also weigh how we can incorporate expert 
geographical knowledge through hidden �intelligent� infrastructures for providing 
assistance with services and access to resources10. A further, and not 
inconsiderable, GIScience challenge relates to how we communicate and manage 
data, models and results designed across multiple scales and for various purposes. 

10.2.1.1  Towards the �Invisible� Grid: Semantics 
Appropriate standards for metadata have been a subject of enquiry in the GI 

world for some time, albeit rather focused on data15. This past focus on sharing data 
and information rather than models and service resources has led to a paucity of 
metadata schema and ontologies for geographical actions as opposed to objects, 
although recent work has begun to close this gap16-19. The term ontology is used 
here in the sense of a software engineering artifact used to describe a particular 
domain, �An explicit specification of a conceptualization�20, as opposed to the more 
philosophical �science of being�. Within a Grid context, further work regarding the 
development of metadata and ontologies for activities and objects in combination16 
will be a valuable contribution. We also need to consider how metadata fields 
might more easily be filled, for example using automated agents that mine 
resource-use histories to assist with this time consuming process21. The 
development of these semantic issues is important in building usable registries of 
services that agents may find automatically across the Grid, for developing more 
sophisticated data mining tools that move beyond the fixed registry approach and 
for making appropriate use of data and services once found. 

Within this research on ontology and metadata, further work remains to be done 
regarding lineage, linking with Grid research on provenance. Additionally, 
developing methods to identify the intended meaning of words22 will be an 
interesting challenge. Coming from the perspective of achieving improved 
interdisciplinary working, Smith and Mark23 note the benefits of being able to 
account for differences in terminology for geographical processes and objects used 
by geographers and others. It is likely that researchers in different spheres of 
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geography will interact with models and geographical data in different ways, as 
will decision makers. The question as to whether it is valuable to attempt to 
concatenate local ontologies into global super-sets must be opened for debate, as 
must the wisdom of adopting a hierarchical approach24 to ontology building. For 
flexibility, given the number of permutations in ontology likely to arise when 
working in a global, interdisciplinary Grid context, it may be that pursuing methods 
to bridge ontologies through dynamic negotiation according to context will be a 
more fruitful avenue of research. Furthermore, incorporating changing contexts or 
perceptions within ontologies will be a necessary challenge, given that no ontology 
can ever be considered complete and immutable. 

10.2.1.2  Towards the �Invisible� Grid: Accessing and Scheduling GIS Procedures 
As noted above, the average user of a GIS will not wish to grapple with many 

of the technical issues involved in Grid computing. The aim must rather be one of 
�invisible computing�, where the tools �fit the person and tasks so well, are 
sufficiently unobtrusive and inter-connectivity seamless, that the technological 
details become virtually invisible compared to the task�25. Such an aim can only be 
achieved by identifying and implementing appropriate Grid tools for geographical 
contexts. This theme links with the intelligent GIS discussed below, but also 
incorporates the more practical aspects of enabling and scheduling GI procedures. 

Examples of geographical tools that will be desirable if we are to maximize the 
potential of the Grid include a comprehensive and accessible set of web services for 
GI functions that match those available in current GIS and beyond, and which 
dovetail with Grid middleware. Additionally, the creation of toolkits and 
frameworks that simplify model development for the Grid, such that the current 
extra effort in wrapping a model as a grid service is removed, might do much to 
make Grid computing a viable alternative for modellers5. 

A wide range of methods for specifying the processing sequence or �workflow�, 
that will collate and order services, is currently under investigation throughout the 
Grid literature26. Scheduling algorithms that distribute the modelling tasks specified 
in the workflow across multiple machines are a fundamental component of 
developing the Grid from a computer science perspective. This distribution will 
vary according to the geographical and temporal configuration of the task and 
resources available at any one point in time. Investigation of how these scheduling 
algorithms support spatial processing in particular will be useful; both previous 
research �parallelizing� GI tasks27 and more recent Grid-focused work28,29 suggests 
that optimizing the way in which geographical modelling tasks are decomposed and 
scheduled over multiple machines may be specific to the spatial context. Indeed, 
understanding the changing space-time geographies of the Grid itself is likely to 
prove an interesting research area, since �data �locality� can seriously affect 
performance�30. 
 

© 2008 by Taylor & Francis Group, LLC



Grid-enabled GIS                                                                                                    173 

 

10.2.1.3  Intelligent Infrastructures 
A considerable amount of interdisciplinary science is currently being carried out 

by those of one discipline stretching into the domains of another. While the Grid 
potentially offers an environment within which research parties can access 
complementary expertise and work more fully towards their individual strengths, 
we also need to consider how we can incorporate expert geographical knowledge 
through hidden �intelligent� infrastructures to provide assistance with services and 
access to resources. At one level, this might involve metadata structures for 
services that encode their assumptions for use or by wrapping intelligent agents 
with services or data sets; at a more advanced level, the bigger challenge is to 
associate geographical questions expressed in natural language with appropriate 
workflows that are able solve the problem automatically using Grid-enabled 
resources. 

The dangers of providing access to specialist models or resources to non-
specialists have been highlighted by Anselin 31, p14-15 among others. Anselin for 
example suggests, in the context of spatial analysis functions, that �with the vast 
power of a user friendly GIS increasingly in the hands of the non specialist, the 
danger that the wrong kind of spatial statistics will become the accepted practice is 
great�. Seventeen years on, the creation of more �intelligent� GIS and modelling 
tools to support decision makers, long identified as a priority for basic research 
within the environmental modelling community32,33, remains largely unachieved. 
Concepts of knowledge networking, essentially a means of aggregating expertise, 
knowledge and information, have emerged in relation to diabetes 34 and social 
medicine 35 and point to possibilities for the development of �intelligent� 
geographical tools for access across the Grid. However, how we encode what is 
often incomplete knowledge and how we evaluate versions of encoded knowledge 
according to their nature (e.g., prediction or interpretation) and quality are 
questions for further research. Case-based reasoning methods have been used to 
build inductive rules, models and more recently workflow procedures36, and these 
complement the more formal encoding of deductively-derived cognitive 
knowledge10. Research regarding how best to link local networks and work towards 
global theories across spatial scales and multiple disciplines will be needed if this 
�knowledge network� model is to be used as a basis for �intelligent� collaborative 
support tools. Furthermore, as Zhuge37 notes, a semantically-enabled grid is a 
necessary precursor to an effective knowledge grid. 

10.2.2  Cultural Issues 
It has been suggested that �e-Science is about global collaboration in key areas 

of science, and the next generation of infrastructure that will enable it�38. Gober39 is 
among those who argue in a broader geographical context for the need for cultural 
changes and the more thorough integration of specialisms.  
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10.2.2.1  Interdisciplinary Practice 
Issues that are likely to arise in the context of interdisciplinary modelling over 

the Grid, such as the need to develop theories of scale that facilitate the linking of 
economic and environmental models, and the better forging of links between 
qualitative and quantitative research, provoke questions central to geography as a 
discipline. It will be important for research under the banner of e-science in GIS to 
be more than a consideration of technical issues, and moreover it must not hinge 
simply on our ability to add together the �sum of the parts� as an extension of the 
status quo. 

10.2.2.2  Collaborative Human�Computer Interaction 
If we are to use the Grid as a collaborative tool, then the design of interactive 

collaborative and multi-agency tools and research related to visual decision-making 
will be important undertakings. Developments in collaborative decision-making 
between different types of agency40,41 could usefully be extended to Grid media to 
support smaller-scale collaborative research amongst research communities. More 
generic work, such as the �Access Grid� Project (http://www-
fp.mcs.anl.gov/fl/Accessgrid/) which �provide(s) a research environment for the 
development of distributed data and visualization corridors and for studying issues 
relating to collaborative work in distributed environments�, indicates starting points 
for such research. MacEachren42 provides a thorough overview of work in this 
collaborative visualization domain from a geographical perspective, and draws up a 
conceptual framework for collaborative geographic visualization that explicitly 
incorporates scientific as well as decision-making collaborative environments. The 
dynamics of human, versus computer, interaction need to be pursued in a manner 
that explicitly considers geographical tasks by a variety of actors. While the 
concept of the �collaboratory�43, or virtual collaborative working environment, has 
yet to be explicitly implemented within geography, we should bear in mind that, of 
recent attempts at developing collaboratories, some do not succeed because 
�distance still matters�44. 

10.2.2.3  Geographically-Distributed Research 
In looking to integrate research across disciplines, we must avoid the irony of 

geographically-distributed research issuing from a very limited number of locations 
and viewpoints. In this sense, it seems that technical and cultural changes need to 
go hand in hand if we are to succeed with GridGIS. The pursuit of technical 
geographies can assist in ensuring that structural and software developments in e-
science are �geographically enabled�, such that they provide a supportive and 
potentially more democratic platform for greater collaboration, but firstly this 
attitudinal shift needs to take place.  
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10.2.2.4  Data Access, Power and Purchasing 
Significantly, attitudes towards data access and variations in quality and 

quantity of digital data already impede global collaboration45. Moreover, the profile 
of organizational agendas, control over data, privacy issues, charges for �public� 
data and political interests within geography raised by Pickles46 are accentuated 
within our increasingly Internet-enabled societies. In moving to an environment of 
e-services, a world in which payments for the use of GIS software and data 
components are made on demand with each use, such contentions are likely to 
multiply47. Changes in the business model on which GI software stands will be 
inevitable.  

Issues such as the ownership of knowledge, and the cost of encoding it, might 
also be expected to become important research issues given such an expected 
marked change in the design and use of computational and knowledge acquisition 
resources. For example, in relation to �formal� knowledge, the question is being 
asked as to whether the days of refereed textual articles are numbered, to be 
replaced by entries in knowledge �repositories�. Such viewpoints highlight the 
changing cultural contexts of scientific research provoked by e-science concepts. 
Just as the adoption of e-science is likely to affect the practice of research, new 
economic and social geographies are likely to emerge in its wake. 

10.3  CONCLUSIONS 

The adoption of an e-science framework within which to carry out GIS 
applications offers potential gains by providing access to both data, knowledge and 
the computer resources with which to process them in a tractable fashion. These 
same resources offer the potential for geographers to offer relevant, timely findings 
to decision and policy makers for risk management and mitigation. Arguably then, 
the e-science manifesto suits GIS well. However, we need to review our current 
progress through the stages of development required for full and easy use of the 
Grid by GI practitioners and users (Figure10.3); the technical and attitudinal 
challenges posed by the Grid at its current stage of development are many, and a 
long term view as to what might be possible is required.  

Research regarding the ontologies of geography, and the way in which 
geographies are practiced and perceived by different peoples and at different 
locations, will be crucial if the overhead of carrying out e-science by geographers is 
not to be too great. So too will theoretical research regarding the �invisible� 
management of geographical modelling tasks at a variety of levels across multiple 
resources. Culturally, fostering shifts towards greater interdisciplinary and 
geographical collaboration is an important goal as is work challenging some 
existing attitudes towards the sharing of data, knowledge and resources.  

Arguably, it is the notions of collaborative scientific enterprise, semantic 
expression and �invisible� computing which most stretch our current notions of 
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GIScience. This chapter began by noting two definitions of Grid computing. The 
significance of the second definition stressing the virtual organization still requires 
yet stronger emphasis if progress towards doing GIS over the Grid is not to be 
thwarted, since there may be a lack of immediately applicable �big� compute-
intensive applications. The Grid�s potential to empower using remote resources and 
interdisciplinary communication must also be further evaluated if Grid GIS is to 
prosper. Linked to this theme, we also need to keep a careful watch on issues of 
democracy in research, security, intellectual property and privacy when moving 
more closely towards such a component-based, global digital research world.  

The Grid has the potential to provide the technical support for exciting new 
developments in relevant, global geographies for the 22nd Century. However, in 
closing, it is important to note that empirical geography supported by Grid must be 
matched by developments in theory, particularly in relation to how we integrate 
across scales and between disciplines, if we are not simply to achieve a faster �old� 
geography or a collection of small components pushed together instead of a 
dynamic new version. 
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CHAPTER 11 

Developments in Public Participation and Collaborative 
Environmental Decision-Making 

 
I. Bishop  

 

 11.1  INTRODUCTION 

 Human actions have consequences.  In happy circumstances everyone benefits 
from the actions; the win-win cliché.  This is, however, seldom the case; usually 
there are winners and losers.  The classical basis of decision-making, cost-benefit 
analysis, suggests that provided the benefits outweigh the costs by a reasonable 
margin (to account for error and uncertainty) the action should proceed.  
Nevertheless, this apparently sensible approach is constantly running into protests 
from those who bear the costs, those who rate the costs higher than the analysts, or 
politicians and others who appoint themselves as guardians of people or 
environments that will bear the cost in the future.  

The cost-benefit paradigm as traditionally applied does pay some heed to the 
future; however the typical discount rates used (e.g., 3% or 6%) mean that any 
consequences beyond about a decade have little influence on the analysis.  On the 
other hand, a key aspect of the analysis which is often wholly ignored, by the 
analysts if not the public, is the spatial distribution of costs and benefits.  

Frequently costs are quite local � e.g., under the flight path, affected by 
pollutants or in the viewshed � whereas the benefits are regional or national.  This 
has given rise to the NIMBY syndrome in which people recognize the national 
benefit but ask why they should carry the cost.  This is a perfectly reasonable 
question.  Sometimes governments or corporations will seek to nullify the 
perceived cost by offering some form of compensation � a new community 
swimming pool, jobs or even direct payments.  

While there will always be some who perceive disadvantage and will fight for 
their rights, a substantial part of the contention can be eliminated by more explicit 
upfront analysis and communication of spatial and temporal aspects of the 
consequences of actions and, in particular, cost and benefit estimation1.  In order 
for people to accept a decision, there appear to be certain specific aspects of the 
process or the outcome which must be partly or wholly satisfied.  For example, 
from an individual perspective the criteria might be: 
 

• My views have been recognized and taken into account 
• The decision leaves me minimally worse off  
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• The costs and benefits are transparent 
• Anyone who benefits more than me should be deserving (i.e., not already 

better off than me) 
• The outcome is valid into the future (sustainable). 

 
Although NIMBYism is a recent phrase, the phenomenon of local project 

opposition has been around for many years and spatial scientists have been arguing 
that there are better ways of making decisions which will be more transparent and 
hopefully fairer and more sustainable.  As spatial scientists we have argued that 
good decision-making demands good information.  This argument has not changed 
but now it is increasingly recognized that in addition: decision-making must carry 
those affected along with it. Consequently, process is as important as information. 

There are two aspects to achieving this improved condition: (a) analysis (i.e., 
the base knowledge of where/when costs or benefits will accrue) and (b) 
communication (i.e., allowing the people affected � on both sides � to understand 
these distributions).  The question for spatial analysts was (and remains): how can 
we put our tools and skills to work to improve decision-making and public 
confidence in decisions?  

For many people the answer has been to try to improve the models: the 
technical process of distributing costs and benefits.  Other researchers have focused 
on public engagement, tools for the presentation of information, the design of 
stakeholder processes etc.  This chapter concentrates on this second aspect and 
reflects a personal perspective on where we have been, where we are now and 
where we might be going in the specific context of changes in the landscape. 

First, however, we need some sort of framework for public participation.  One 
attempt at classifying the extent of public involvement comes from Arnstein2.  
Figure 11.1 shows Arnstein�s ladder of citizen participation.  The terminology is 
somewhat judgmental but it provides a starting point for further analysis. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 11.1  The ladder of citizen engagement (after Arnstein2). 
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11.2  SEPARATE DEVELOPMENT: GIS AND VISUALIZATION 

In the 1970s several groups began working with GIS-like programs with a view 
to generating frameworks for more rational land use planning.  Prominent among 
these were the group under Carl Steinitz at the Harvard Graduate School of Design, 
assisted by software from the Harvard Computer Graphics Lab from which sprang 
many of the leaders of early, and contemporary, GIS development (e.g., Jack 
Dangermond and Dana Tomlin).  Near neighbors, and to some degree competitors, 
was a group under Julius Fabos at the University of Massachusetts in Amherst.  
Their system was called METLAND3.  Both Steinitz and Fabos are landscape 
architects and their software tools were essentially raster based in their analysis and 
mapping.  In Canberra, Australia, Doug Cocks and his team had similar objectives 
with their SIRO-PLAN method, but took a rather different parcel based approach4.  
In all three cases scope for public involvement was an element of the procedural 
design.  However, the procedures used and the computer power available did not 
really permit these groups to think in terms of interactive mapping or visualization 
systems.  Public involvement was orientated more towards the gathering of views 
in the form of weightings for aspects of the landscape or for �policies� relating to 
land use locations (Figure 11.2).  Generally the 'public' were experts, interest 
groups or the planners themselves rather than the broader community. In addition, 
participants often had to decide for themselves if they would be affected by 
particular changes in land use.  There was not a lot by way of spatial models to 
predict the outcomes of particular actions and, especially, the populations who 
might be impacted.  

 
 
 
 
 
 
 
 
 

 

 

 

 

Figure 11.2  Alternative land-use plans based on different factor weightings (from McDonald and 
Brown5). Copyright Elsevier 1984 (with permission). 
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Among the early software products designed to determine consequences 
algorithmically were programs which estimated who would see or be otherwise 
affected by the land use changes.  Landmark computer programs including 
VIEWIT6 and MAP (Map Analysis Package)7 led the way in provision of tools for 
landscape analysis and visual modelling.  Indeed, some of their features, such as 
visual magnitude estimation and partial screening, are seldom found in 
contemporary software.  These products recognized the potential of the computer to 
answer questions about the visual relationship between different parts of the 
landscape, as well as the effect of surface features on these relationships.  VIEWIT 
was developed primarily for use in a forest management context while MAP 
combined the facilities of VIEWIT with a wider range of map algebra functions 
making it a prototypical geographic information system (GIS).  

At the same time, the first examples of computer based landscape simulation 
were appearing.  For forestry applications, wholly computer drawn images with 
arrows for trees were setting the standard (Figure 11.3a)8.  In other contexts, simple 
perspective drawings of power stations or other industrial facilities were being 
superimposed onto photographs in what was then regarded as a photomosaic (e.g., 
Bureau of Land Management9) and might now be called a low-level form of 
augmented reality (Figure 11.3b).  The purpose of these simulations was to 
communicate specific proposals.  In certain cases alternatives were explored, but 
the general trend was for environmental analysis to come well after the design 
process was completed on functional grounds. 
 

(a)  (b) 

Figure 11.3  Approaches to 3D visualization for public presentation: (a) early example of forest 
simulation (from Myklestad and Wagar8), (b) modern photomontage (from Benson10). Copyright (a) 
Elsevier 1977  and (b) Taylor & Francis 2005 (with permission). 

11.3  CONVERGING TECHNOLOGIES: GIS-DRIVEN VISUALIZATION 

Communities are increasingly seeking opportunities to actively and deliberately 
manage their futures.  Software products such as What if?11 and CommunityViz12  
assist communities in exploring and envisioning possible future conditions and in 
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assessing the consequences of planning decisions.  What if? is a very clear and 
direct descendent of the METLAND and SIRO-PLAN systems of 20 years earlier.  
It is map based and relies on definition of homogenous parcels exactly as SIRO-
PLAN did.  The intention is to incorporate the preferences and assumptions of the 
user and then create a plan which is supposedly the best (or close to best) way of 
meeting those aspirations. This qualifies What if? as a Decision Support System 
(DSS) in conventional terms. 

Some recent papers13 have adopted the language of Tufte14 and begun to use the 
term �envisioning system� (EvS).  An EvS differs from a DSS following the 
reasoning of Brail and Klosterman15.  The goals of EvS are longer range than 
typical for DSS and less analytical.  EvS is less directed towards identifying best 
solutions and more directed towards identifying achievable directions.  EvS 
attempts to facilitate collaboration rather than enable executive decisions.  This is 
very similar to what Michael Kwartler calls �visioning�.  In his terms: �The quality 
of place, the combination of its experiential and functional attributes and group 
values and identity, is fundamental to visioning�16, p 252.  He goes on to discuss the 
importance of a visual representation of outcomes and the way in which this can 
provoke a ��that�s not what I meant at all� reaction to outputs of DSS. 

Bishop et al.13 describe an EvS designed to help rural communities contemplate 
landscape scale changes.  Simulations and models project current conditions into 
the future according to the constraints of scenario-based planning and available 
land use choices.  Possible future conditions are represented visually through maps, 
simulations and indicator icons.  The goal of an EvS is to help community members 
negotiate desired future conditions and implement policies which shape land use 
changes to produce these outcomes.  Figure 11.4 shows an example of an EvS setup 
with back-projected screen displays and participants equipped with Personal Digital 
Assistants (PDAs) for input, query and response recording purposes17. 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 11.4  Example of a hardware setup for an envisioning system (after Stock and Bishop17). 
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Another approach to stakeholder participation is taken by Paez et al.1.  Using a 
system dubbed DISCUSS they show how the spatially aggregated output of 
traditional cost-benefit analysis can be disaggregated using a combination of 
technical (process model based) and perceptual (fuzzy stakeholder input) mapping.  
DISCUSS works with a single user at a time who, with the aid of a trained operator, 
can input their perception of the distribution of costs and benefits by either: 

 
• Agreeing with the outputs of a technical analysis 
• Allocating costs and benefits to existing land parcels, or 
• Drawing their own free-form polygons representing areas with different 

levels of impact. 
 

In this last case the system will interpolate the mapping, using one of three 
different interpolation procedures, to give full spatial coverage of costs and 
benefits.  Any output which does not fit the stakeholder perception can be adjusted 
iteratively.  Thus, there should be no cases of ��that�s not what I meant at all�.  
Once all the stakeholders have made their inputs, DISCUSS will map areas of 
consensus or dispute based on a selection of agreement metrics. 

The trend towards recognition of individual preferences and behaviours is also 
manifest in the adoption of agent-based modelling18 in decision-making contexts.  
Agent modelling is not itself a form of public participation, but the process of 
calibrating agent models requires close study of individuals through surveys, 
behavior monitoring or, eventually, observation in controlled virtual world 
conditions19.  As this technology develops it provides another medium for public 
involvement.  However the possibility exists that it could be used at either end of 
the Arnstein ladder � for manipulation or empowerment. 

11.4  INTEGRATED TECHNOLOGIES: COLLABORATIVE WORLDS 

Key factors determining the current range of possible approaches to public 
participation are: data availability, spatial modelling, presentation, networking and 
communications.  Rapid changes are occurring in all these areas.  Some which 
demand particular attention are: 

 
Desktop graphics.  Development happens fast in computer hardware � the 

famous Moore's law suggests a doubling of capability every 18 months.  Even three 
years ago few people bought computers with specialized graphics cards; today they 
are virtually standard equipment.  This means that complex 3D models can be 
explored interactively by most users � as they already do in computer games. 

Spatial Data Infrastructures (SDI).  While data has been collected digitally for 
sometime, and while this has increasingly been coordinated and made accessible 
on-line, the talk now is about adding a layer of widely accessible generic tools 
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between the data and the user in order to allow individual value-adding to 
transparently available data20.  Transparency is also aided by the development of 
spatial and domain specific ontologies. 

Interactive linkages. Systems integration, especially using existing software 
packages and widely recognized standards and protocols (such as those being 
developed by the Open Geospatial Consortium21), is another trend that seems likely 
to accelerate in association with SDI. 

Internet bandwidth. Enhanced connectivity will allow people to download 
complex 3D models in a reasonable time. Their graphics cards will give them the 
ability to move around these models in real-time.  Another step forward is the 
process already prevalent in the world of computer gaming in which people can 
fight, or better collaborate, with each other through the web. 
 

Having moved from expert-based citizen involvement in decision-making 
towards a more inclusive model supporting public forums and workshops, these 
developments will support the emergence of on-line collaborative visualization 
based on SDI.  MacEachren and Brewer22 and MacEachren23 have explored this 
potential and developed an extensive conceptual framework for system 
development.  

A sub-class of collaborative systems involves the use of virtual environments in 
which people appear as avatars and have an ability to observe and manipulate the 
environment in order to explore the decision space associated with a particular 
issue at a particular location.  This scenario has a lot in common with computer 
games and so it is not surprising that commercial game engines are being used as 
development platforms for visualization24 and also for collaborative virtual 
worlds25-27.  Figure 11.5 shows example views of the system (SIEVE) which we are 
developing in the context of rural planning and salinity issues26.  The initial 
challenges were: 
 

• Automatic generation of virtual worlds from terrain, vegetation and built 
element data from the SDI 

• Integration of above and below ground aspects of the salinity issue by 
joining hydrological modelling outcomes to realistic visualization of 
environmental consequences 

• Development of collaborative meeting protocols and support systems 
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(a) Automatically generated virtual world. (b) Linkage of procedural flood model to tree 
health. 

Figure 11.5  Screen shots from the collaborative virtual environment system (SIEVE). 

 
Figure 11.6 is a schematic view of our current developments and future plans 

which are described more fully in Bishop et al.28  For example, the idea of 
providing visual representation of data to someone working in the field includes an 
augmented reality approach to presentation.  A farmer can see a soils map draped 
over her paddock, can interactively plant new virtual trees into the landscape and, 
by sending these back through the network for server-side model processing, 
observe the effect of these on the water table beneath her own and surrounding 
properties.  
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure 11.6  Schematic design of existing and future work towards a collaborative virtual environment. 
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The work to date is based on linkage of particular products: a geographic 
information system (ArcGIS®29) and a games engine (Torque30), but will eventually 
become more generic.  We have developed procedures for passing data between 
these systems both as exported files and through a live link.  These provide 
enormous developmental and operational flexibility. 

Another key objective of our development is to support both expert users and 
the broader public in terms of their needs for information.  The expert is typically 
willing to work with more abstract representations, seeks more interactivity and 
often works alone or with a small team.  The public may be best supported by more 
realistic, natural modes of representation, may be content with less output or query 
options, but may be part of a larger group accessing the information through a 
planning workshop (same place) or on-line forum (different place).  In addition, 
there are those, like our farmer above, for who the information is integral to their 
livelihood. 

11.5  CONCLUSIONS 

Technology, starting with GIS and moving into virtual worlds, has provided, 
and continues to provide, new opportunities for involving people in spatial 
decision-making.  This rapid evolution has to some degree outstripped our 
knowledge of how the technologies may be most efficiently or appropriately 
applied.  We also need further studies into the theory and application of 
technologies such as the collaborative virtual world proposed here.  Do we seek to 
mimic face to face meeting or do we need other protocols?  How does an on-line 
facilitator get the measure of his/her audience?  These and related issues will be 
central to on-going research and development.  As always, however, the success of 
systems for public involvement will depend upon freely available information and 
political will.  Then there is a chance for win-win outcomes.   
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CHAPTER 12 

Using Virtual Reality to Simulate Coastal Erosion:       
A Participative Decision Tool? 

 
I. Brown, S. Jude, S. Koukoulas, R. Nicholls, M. Dickson and M. Walkden 

 

 12.1  INTRODUCTION 

 Decision-making in the coastal zone requires recognition of the complex 
dynamic interactions occurring between each and all components of the coastal 
system, both natural and societal.  Such awareness represents a key concept in the 
implementation of Integrated Coastal Zone Management (ICZM), and this in turn is 
leading to recognition of the need for both increased participation in the decision-
making process and to develop longer planning horizons1,2. Nevertheless, the 
complexity of coastal systems means that there are difficulties involved in 
communicating technical issues to a lay audience as a prelude to their participation 
in strategic decision-making. Therefore, a critical step in the process is the 
development of tools that compile, synthesise and communicate information on 
natural hazards in order to develop effective risk mitigation strategies3. In this 
chapter, we explore a Virtual Reality (VR) approach to meet this challenge, with 
particular emphasis on communicating the risk associated with coastal erosion in 
cliff areas up to the year 2100.   

The case study area is located on the eastern coast of England and features 
extensive sea cliffs (up to 60 m in height) that extend from Sheringham to Sea 
Palling in north Norfolk (Figure 12.1). The cliffs are prone to rapid erosion because 
they consist of thick sequences of poorly-consolidated Quaternary deposits, with 
typical current erosion rates of the order of 0.5-2 m/year, therefore posing a 
substantial threat to cliff-top human infrastructure4.  

Climate represents a major driving influence on coastal systems. Although 
relative sea level has been slowly rising in eastern England for centuries due to land 
subsidence, a warming climate will most likely lead to an acceleration in the rate of 
sea level rise due to thermal expansion of the oceans and melting of land ice (cf. 
Hulme et al.5). It is also probable that patterns of storm activity will become 
modified, which will impact on coastal areas. Amongst the anticipated impacts, 
cliff coastlines have been suggested as one of the coastal types that will be sensitive 
to increased erosion6. Coastal planners in the area of study have therefore requested 
guidance on the demarcation of the possible erosion hazard zone over the coming 
decades. This will inform an ongoing dialog on future cliff-top development and 
land use, including possible relocation of infrastructure and other assets.  
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Figure 12.1  Location of the study area, showing the series of sample cross-sections along which the 
SCAPE model was run to predict coastal recession. 

12.2  SIMULATION AND VISUALIZATION CONCEPTS 

Simulation models provide, after a process of calibration and validation, 
composite data series that aim to synthetically replicate an event or sequence of 
events through time. By linking the model with a GIS, the ability to query, 
contextualize and communicate the raw model data can be considerably enhanced 
through a more complete spatial representation7,8. Two major difficulties arise 
within GIS during this coupling process: (i) the handling of temporal data relating 
to the modelling and analysis of change; and (ii) the inclusion of the inevitable 
uncertainties that accrue from data and model errors. Our approach is to explore the 
utility of 3D visualization in elucidating some of these issues further and to 
emphasise enhanced interaction in bridging the gap between scientists and two 
distinct sets of users: coastal decision makers and the wider general public living in 
coastal areas. 

Visualization has been seen as an important tool in the consultation process for 
some time, from artistic impressions or scaled physical models, through to the 
development of computer images. Recent extension of this process into interactive 
3D �virtual landscapes� has been recognized as potentially providing a further 
useful step in engaging not only specialists, but also the wider public in 
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participative planning issues related to coastal zone management9.  By giving users 
a greater �sense of place�10,11, virtual landscapes can enhance the ability of 
participants to situate themselves within the environment, and hence by observing a 
process of simulated change, become more aware of its implications for the 
landscape12. 

In terms of visualizing future landscapes, methods have as yet tended to be 
based upon rather arbitrary �what if� scenarios and an objective basis for these 
scenarios has been lacking. The opportunity to explore and explain scientific or 
decision-making issues embedded in the development of future scenarios has 
therefore not been taken, and the key processes driving landscape change tend not 
to be transparent to the user. By providing a more direct link between visualization 
and the scientific model used to produce the future predictions we aim to respond to 
this criticism, and therefore provide a more objective and rational basis for 
stimulating the necessary dialog on alternative management strategies. 

An evaluation of VR techniques within the visualization process requires an 
assessment of what actually constitutes the baseline �reality� against which it is 
inevitably compared.  Following the concepts of Baudrillard13, the use of VR 
means we are actually adopting a �hyper-reality� approach in which we seek to 
intensify experience relative to the real world in order to enhance conceptual 
awareness of it.  Scientific analysis through model-based simulation can potentially 
provide a replicable, rational and transparent method to explore the complex 
processes of the real world within a structured framework. VR visualization 
provides a method to replicate the key features of the landscape in an accessible 
and stimulating format.  Both simulation and visualization involve, to varying 
extents, the simplification of a complex environment in order to facilitate 
representation and cognition. It should be apparent therefore that any resulting 
information cannot be an exact replication of the real world, and some discrepancy 
or deficiency is inevitable. However, as individual perceptions of reality vary 
according to societal or institutional contexts, identifying and explaining these 
distinctions is often dependent on the participant14. 

GIS has provided a common framework in which to link model data and 
visualization software through the exchange of data files (Figure 12.2). For 
pragmatic reasons, related to the rapid recent development of VR software, we are 
therefore adopting a loosely-coupled approach rather than one of full integration 
between components (cf. Goodchild et al.7).  The ultimate aim, however, remains to 
develop a more integrated system of interoperable components, minimizing the 
external exchange of data, similar to that described by Bernard and Kruger15 for 
atmospheric modelling.  
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Figure 12.2  Linkages and data flows for the combined cliff erosion information system. Further details 
on the visualization process are shown in Figure 12.6. 

12.3  SIMULATION MODELLING OF COASTAL EROSION 

SCAPE (Soft Cliff and Platform Erosion) is a process-based numerical model 
that determines the reshaping and retreat of shore profiles along the coast16,17. 
Coastal recession proceeds through cycles of beach lowering from longshore 
transport, shore profile erosion, cliff toe retreat (the toe represents the base of a cliff 
where it meets the shore platform or beach) and the release of beach sediments 
from the cliff and shore platform. Erosion is driven by changes in hydrodynamic 
conditions; therefore key inputs for the model are waves, tides and sea level. For 
each of these inputs, a long time-series of historic data was compiled and 
generated, as a baseline for the future projections.  Engineering interventions in the 
coastline were accounted for through the specific inclusion of seawalls (to protect 
cliffs) and groynes (to enhance beach volumes) at known locations. 

The model operates by calculating, at every tide, the amount of sediment 
released from the cliff and platform, changing beach volumes, and the volume of 
beach material that is moved alongshore by wave action. This method has the 
advantage that the sediment budget is quantified in far more detail than is possible 
with a traditional conceptual geomorphic model. Model cross-sections of the 
coastline were aligned at 30 degrees from north and were spaced at 500 m intervals, 
as illustrated in Figure 12.1.  

For the present study, the evolving shore morphology output by the model was 
reduced to provide only the developing position of the cliff. We also assumed that 
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the cliff top retreated at the same rate as the cliff toe; ongoing work will extend 
SCAPE with a probabilistic land-sliding module to better represent the more 
stochastic behavior of cliff-top retreat (large events can occur here as well as more 
frequent smaller events). Once calibrated, the model was validated against a series 
of historic maps (digitized by the British Geological Survey) and this demonstrated 
that it could accurately represent 117 years of historic cliff toe evolution, providing 
a firm basis on which to predict future erosion from now until the year 210017,18.  

Two sources of changes in future conditions were included in the simulations: 
 
• Changes in coastal management strategies, e.g., through modifying, 

moving or removing protective structures; 
• Climate change via two contrasting scenarios derived from Hulme et al.5 

and defined as follows:   
 

(i) a low scenario assuming that sea level rise occurs at an average rate of 
2 mm/year and the wind wave regime remains the same as present; 

(ii) a high scenario in which sea level rise occurs at an average rate of 10 
mm/year and wind speeds increase incrementally to reach a value 10% 
higher than present by 2100, with consequent effects on the wave 
regime. 

 
Data flows within the analysis are shown in Figure 12.2. The SCAPE model 

used data on geological composition and cliff strength, waves, tides and history of 
engineered interventions to calculate the influence of climate change and sea level 
rise on the shore profile. The cliff toe positions were then imported into the GIS, 
where they were geo-referenced, integrated with other spatial datasets and used to 
edit a baseline digital elevation model (DEM). The modified DEM, representing 
future cliff positions, combined with other contextual data was then passed to the 
visualization system for specialist graphical rendering. 

12.4  INTERFACE WITH GIS 

The SCAPE model provides as direct output, numeric predictions of the amount 
of cliff recession expected to occur for a particular sample site.  Expert analysis can 
infer rates of retreat from this data and, by comparing data from several sites, 
deduce the wider context such as hazard zones and infrastructure at risk.  For other 
potential users, however, the information needs further development to facilitate 
interpretation of its spatial and temporal content relative to clear visual reference 
points. Furthermore by importing the data into a GIS, the user potentially has more 
flexibility in deriving relevant information based upon their own particular context 
and requirements. 
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Coupling of the simulation model and GIS required transformation of the 
numerical model data from the sample locations into a more complete 
representation of the coastline, and then integration with other contextual 
information. An important data requirement was the present-day cliff-line, which 
can generally be obtained from topographic map data in vector format. 
Alternatively, by using a digital elevation model (DEM), the abrupt break of slope 
present at both the top and base of the cliff can be used to delineate the top and toe 
of the cliff in digital format. 

12.4.1  Interpolation from 1D to 2D 
Initial import of the cliff recession simulation data was achieved through a 

series of Avenue scripts in the ArcView® GIS which then allowed more detailed 
manipulation using the map algebra capability of Arc/Info� GRID. A spatial 
database containing the co-ordinates of each point, attributed with the relevant year 
from the SCAPE simulation, was produced by trigonometry using the recession 
distance along the profile line at 30° from north. This provides a series of geo-
referenced points indicating future cliff positions for the sample locations.  To 
obtain a more complete representation of the changing coastline, it was then 
necessary to interpolate this point data into a 2D feature. This was achieved by 
topologically linking together all points from a particular recession year and then 
importing the resulting nodes and segments as a single polyline (Figure 12.3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 12.3  Future cliff recession data derived from the SCAPE model and imported into the GIS.  The 
dotted line represents the SCAPE profile lines, the solid line a future 2100 scenario cliff position and the 
dashed line illustrates the diverge of a straight line segment from the actual cliff outline. 
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Production of a 2D representation of the changing coastline and integration of 
additional contextual information (e.g., land use data) in the GIS meant that it was 
now possible to visualize and calculate the area of land lost between a particular 
future year and the baseline year. This helped to make the simulation results more 
accessible to coastal managers. To facilitate areal calculations, a script was created 
to produce a polygon structure linking the two relevant polylines together at their 
end points (Figure 12.4).  This could then be used, for example, to calculate the 
area between the present-day and 2100 cliff-line projections and in combination 
with a land use dataset also made it possible to estimate the proportion of different 
land use classes that might be lost in the future (in the absence of proactive 
planning responses).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12.4  Polygons defining the area of land lost by cliff recession between a future reference year 
and the current position. The outline of the present position of the cliff is also shown where it differs 
from the straight line segment connecting SCAPE sample points. 

 
For low resolution analysis, linking points together directly via straight-line 

segments is certainly adequate, but user demands for high-resolution visualization 
implied that further refinement of this procedure was required in order to meet their 
expectations. Therefore the above methodology was modified in order that future 
cliff-line positions could also include additional local detail in the form of inlets 
and headlands between the 500 m spacing of SCAPE sample points, as these are 
otherwise excluded by a simple straight line segment (Figure 12.3).  
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This high-resolution refinement used the 2D representation of the present cliff-
line and projected it to a new position based upon linear interpolation of recession 
distances with respect to the simulation data from the two nearest SCAPE sample 
points (Figure 12.5).  Therefore, if an intermediate point C(xc,yc) was closer to one 
of the SCAPE points A (xa,ya)  than the other B (xb,yb), then the interpolated 
recession distance (RDc) was more similar to the modelled recession at A (RDa)  
than B (RDb).  This procedure can be represented by the following formula: 
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Following the same trigonometric procedure outlined previously, intermediate 

nodes between SCAPE sample points were transformed from their current to future 
positions using the interpolated recession distance along the 30°N profile line 
utilized by SCAPE.  Connecting together the new series of points provided the new 
recession line in more detailed form (Figure 12.5). 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 12.5  Linear interpolation of intervening points on the cliff between two SCAPE sample locations 
500 m apart (A and B). The hatched area represents the land lost using this method between the present 
cliff position and its future location. 

 
For some two km sections of the resulting cliff-line the full representation 

contained over a thousand individual nodes. Even for detailed visualization, many 
of these node points were superfluous and their presence substantially increased the 
calculation time to interpolate future cliff positions. For the purposes of the present 
study lines were therefore simplified by utilizing the modified version of the 
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Douglas-Peucker algorithm19 as employed by Arc/Info�. The amount of line 
generalization applied by this algorithm can be varied by adjusting the amount of 
tolerance employed to weed out insignificant points: experimentation suggested 
that setting the tolerance value to 5 m was adequate to include all the salient 
features of the cliff outline. 

If we zoom in to a local level, as high-resolution visualization encourages, then 
it can be seen that the end-result of the refined interpolation process was a future 
cliff outline more consistent with the present cliff outline (Figure 12.5).  However, 
it should be noted that in terms of the amount of land or sediment lost, then the 
differences in value between the simple and the refined interpolation methods was 
generally quite small and given the other uncertainties, virtually negligible. The 
main advantage of the refined procedure is that it produces a visually more 
appealing representation, because it includes small-scale irregularities in the 
coastline, and therefore appears more realistic. 

12.4.2  Extrapolation into 3D 
The development of virtual landscapes requires extrapolation of the recession 

data into 3D in order to provide the basis for the additional graphical detail. This 
necessitates integration of the model data with a DEM. Initially, this step in the 
analysis utilized conventional DEM products such as the Ordnance Survey Land-
Form PANORAMA® and PROFILE® datasets, but it became apparent that these 
could not provide an adequate baseline due to the level of accuracy required and 
also the rapid rate of cliff recession that has occurred since the date of survey. 
Problems were particularly evident where the removal of defense structures has 
triggered high recession rates as the cliff attempts to reach an equilibrium position 
with respect to the rest of the coast. 

Fortunately, recent technological advances in survey instrumentation meant that 
the research was able to acquire high-resolution LiDAR altimetry data (from the 
Environment Agency).  With a typical vertical ground error of ca. ±15 cm, LiDAR 
surveys have considerable potential in providing accurate and detailed 
representations of landscape features or morphology20,21.  Each two km tile 
consisted of data on a 2 m grid of horizontal resolution which had been post-
processed to remove objects such as houses and trees, and therefore provide values 
reflecting true ground elevation22.  Further anomalies such as water bodies that can 
absorb the LiDAR signal and return �no data� were corrected by interpolation based 
upon surrounding data values.  

Once the LiDAR DEM data had been assembled, the 2D outline of the 
simulated cliff base for 2100 was overlaid upon the reference DEM.  Using a series 
of map algebra and reclassification procedures in Arc/Info� GRID, the area of the 
DEM between the present and future cliff base was defined, and then edited in 
order to reduce the elevation to values representing the shore platform and beach. 
This data manipulation replicated erosion of the cliff in this zone down to the beach 
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or platform elevation. By consulting the full SCAPE simulation, elevation values 
for the evolving shore profile in the new DEM could be applied so that they 
remained consistent to the model. 

The method outlined above allows for extrapolation of the cliff base, but given 
the readily-erodible material present in the study area it was unrealistic to assume 
vertical cliffs. Generally, the zone between the cliff top and cliff base is fairly wide 
(up to 200 m in width), which reflects the relatively low slopes (30°-50°) present. 
The actual detail of the cliff slope was not considered important in the present 
study, although in fact the LiDAR survey defines its current form with a high 
degree of precision providing useful proxy information on cliff stability20. 
Predicting future slope evolution with any certainty was not really possible, 
however, due to the sporadic stochastic processes operating there; in any case, this 
information is merely supplemental for any risk assessment which essentially 
demarcates the hazard by the cliff top.  Therefore the morphology of the present-
day slope area was maintained into the future by isolating it, then applying an 
affine transformation to that area using the set of present and future SCAPE 
simulation points as source and destination projections respectively. Finally, the 
slope data was re-integrated into the zone between the future cliff base and cliff top 
using the grid stitching procedures available in the Mosaic and Merge functions of 
Arc/Info� GRID.  

12.5  VR VISUALIZATION 

The conventional 2D representation of the SCAPE simulation provided a 
straightforward means of displaying the raw simulation data, and may be most 
suitable for coastal managers who are familiar with the area of study.  Conversely, 
it may prove less helpful to those who have less experience of detailed maps or 
planning documents, such as members of the public.  The integration of DEM and 
simulation data (Section 12.4.2) introduced the possibility of extending 
visualization into 3D space, through the development of virtual landscapes. 
Potentially, this enhancement of the visual content not only increases the ability to 
perceive change, but through the VR technology promotes a greater level of 
interaction with the underlying knowledge base.  In this context, the study builds on 
previous research which has demonstrated how techniques for visualization of 
future coastal states may be developed, and how they may be of potential use in 
coastal decision-making9,23.  

The basis for the VR visualizations was to develop landscape content based 
upon large-scale vector land cover data (derived from the Ordnance Survey 
MasterMap® dataset) and the modified LiDAR DEMs.  A land cover classification 
was created by editing the MasterMap® data and then used to generate a series of 
textures that could be applied in the VR software. In addition to the present-day 
DEM, the SCAPE GIS interface provided the edited DEM that showed the 
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predicted future evolution of the cliff; the VR visualization concentrated on the 
DEMs for the year 2100.  Future land cover change coinciding with cliff recession 
was identified by using predictive scenarios based upon expert judgement on likely 
future conditions in the study area23.  Further work is currently extending these 
scenarios in order to explore a wider range of possible future socio-economic 
changes that may impact upon the landscape. 

Two approaches were used to create the visualizations: 
 
• World Construction Set (from 3D Nature24) enabled the creation of a 

series of static images illustrating temporal changes in cliff recession for 
specific sites of interest, with animations also being produced to view the 
resulting cliff evolution. 

• Interactive VR representations of the present and future coastlines were 
produced by importing the GIS data into real-time simulation software 
such as Terra Vista25 using the process outlined in Figure 12.6.    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12.6  The process used to create the interactive virtual reality visualizations. 

 
Once generated, the interactive visualizations can be explored via a series of 
different media, such as the following: 
 

• Standard PCs and desktop VR packages based upon plug-in software and 
browsers. 

• An Elumens VisionStation26, which involves a portable hemispherical 
screen and provides a more immersive visual experience for a single user. 

• A virtual reality laboratory, allowing a group-based immersive experience, 
such as that available at the University of East Anglia27 (Figure 12.7)    
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Figure 12.7  Viewing an interactive visualization in the UEA virtual reality laboratory27. 

 
Creating such visualizations therefore makes it possible to interact with the 

coastal information in a range of situations, from management or public meetings, 
to doorstep surveys, in order to elicit opinions on alternative coastal management 
strategies. Future scenarios of coastal erosion are generally presented together in 
order to communicate the principle that no definitive prediction of the future can be 
generated, and that the hazard is best demarcated by a zone of risk (e.g., Figure 
12.8).  Ongoing work is now developing this principle further, by extending the 
SCAPE simulation model via a probabilistic cliff-top retreat module, with the 
objective of quantifying the level of risk within this zone. 

12.6  DISCUSSION 

Interaction between the research team and decision-makers or the wider public 
has generated an interesting array of responses on the simulated virtual landscapes. 
Undoubtedly, the extra element of �realism� provided by the VR models has most 
appeal to non-experts when engaged in discussion regarding the complexities of 
future change. With regard to future coastal planning, and especially because of the 
uncertainty introduced by climate change, VR representations therefore potentially 
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provide participants with a distinctive �window� of insight into future trends23.  In 
this context, the more abstract visualization techniques often favored by specialists 
engaging in data exploration tend to be rejected, even amongst experienced coastal 
managers, in favor of those incorporating a high level of realism. One of the factors 
which has influenced this, and also acted to increase user expectations, is the 
diffusion of multimedia technologies into wider society. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12.8  Screen-shot of one of the future VR visualizations of the cliff environment. The DEM 
represents the predicted situation under the low climate change scenario and gray shading defines the 
cliff-top area between the low and high scenarios, therefore indicating the likely risk zone. 

 
Although we can successfully integrate temporal simulation and geo-spatial 

representations through a linked VR-GIS approach, the user-driven �demand� for 
realistic information can lead to a tension between the processes of model-based 
simulation and the resulting visualization. This schism arises because it is 
extremely difficult to produce the quality of data that is scientifically credible, yet 
also provide the realistic information that end-users believe they require. The 
general perception amongst many users is often that the more detail that exists 
within a visualization, then the more accurate and believable it is28. This is perhaps 
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reinforced by the increasing ability to generate detailed VR representations of the 
present landscape based upon high-resolution survey instruments such as LiDAR. 
However, to create the future visualizations in this study, at an equivalent level to 
the present-day, required the interpolation of significant information beyond the 
resolution of the SCAPE model; in effect, the model data has been interpolated 
from 1D to 3D.  This poses a severe challenge for science-based visualization 
because a contradiction emerges between simulation modelling, which essentially 
has to generalize the real-world in order to conceptualize and replicate events, and 
the visualization process which is increasingly judged by its realism.  One can 
argue that the visualization may become too good if it deceives the viewer 
concerning the quality of the underlying scientific knowledge that supports it. 
There is a risk, therefore, that VR visualizations, despite proving very popular with 
non-experts, potentially add new information that is not scientifically credible. At 
the very least, this extra information objectively represents only one credible 
interpolation of the model outputs, and there is a large set of other possible 
interpretations that remain unarticulated. 

For assessing and communicating future landscape change, we therefore need to 
recognize two distinct sources of uncertainty within visualizations: 

 
• The possibility of multiple states 
• Multiple representations of each state 

 
Concepts such as scenarios, which implicitly refer to uncertainty and are a common 
convention in the scientific world29, can partly acknowledge the incomplete level of 
information on the likely future landscape state.  However, it needs to be more 
strongly recognized that communication of both sources of uncertainty to the lay 
person remains a significant barrier; generally, communication media prefer crisp 
simple messages and uncertainty usually implies a more sustained or complicated 
level of information exchange.  

The scope provided by VR technology to engage a new and wider audience 
undoubtedly represents a powerful tool for the scientific and geo-information 
community. Nevertheless, the present study underscores the need for more 
transparency within the visualization process, together with the adoption of a series 
of common guidelines, and most of all, for research exploring the development of 
new interaction techniques30,31. As has been similarly argued with respect to 
maps32, and to GIS33,34, visualization does not provide a neutral or objective 
representation. Our work strongly implies the need for further research on 
visualization techniques in order that they can communicate uncertainty more 
effectively.  Significantly, the few visual communication techniques that at present 
include some element of uncertainty have tended not to quantify it, but rather to 
indicate a qualitative level of certainty:35,36 is this the most appropriate way to 
interface with key users, such as decision-makers?  The range of methods to be 
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evaluated includes the use of split screens to communicate alternative multiple 
scenarios, visual manipulations such as screen �flickering�, animation, fuzzy 
boundaries, and error contours on the landscape.  By analogue, animation has now 
become a common technological metaphor employed to communicate temporal 
change37,38.  Representing uncertainty therefore seems to be essentially a cognitive 
challenge rather than a technological impasse39. 

12.7  CONCLUSIONS 

Coupling a simulation model with GIS and VR software provided a means of 
generating realistic visualizations of the evolving coastal environment. This, in 
turn, has enabled an exploration of the role of these techniques within the decision-
making process. The response from users has been that the additional visual detail 
and realism that the VR process provides is valuable, and that they have an 
important role both for communicating risk and in the local planning process. 
Nevertheless, to achieve this level of interest, it was necessary to extrapolate data 
beyond that provided by the original simulation model, which some may argue 
distorts the scientific rationale behind the future predictions. In this context, we 
conclude that geographic information science (GISc) is entering the science-policy 
interface characterized as �post-normal� science by Funtowicz and Ravetz40.  
Clearly, this is an important position for GISc and one that emphasizes the need for 
further research on the quantification, representation and communication of 
uncertainty.  In particular, effective risk assessment for natural hazards, such as 
coastal erosion, intrinsically requires an awareness of this uncertainty, as a key 
element of strategic decision-making41. 
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CHAPTER 13 

Multiple Windows on Accessibility: An Evaluation of 
Campus Buildings by Mobility-Impaired and Able-

Bodied Participants Using PPGIS 
 

C. Castle and C. Jarvis 

 

 13.1  INTRODUCTION 

 The 2001 Briefing of the Disability Rights Commission (DRC) estimated that 
8.5 million people are disabled in the UK1, of whom over 1.8 million claimed 
benefits for mobility difficulties2.  The UK Government is committed to promoting 
rights and improving opportunities for disabled people, and argues that disabled 
people need to be brought into the mainstream of society in order to effect real 
change in their lives, and to change stereotypical attitudes entrenched in society.  
The implementation of the 1995 and 2005 Disability Discrimination Acts with their 
measures to end inequity, and the setting up of the DRC, are examples of steps 
being taken towards this objective3.   

One area of change that these political moves have brought has been a 
deliberate broadening of involvement within UK Universities, accompanied by 
monies from bodies such as the Higher Education Foundation for England 
(HEFCE) to implement urgent changes to campus environments4.  Historically, an 
exceptionally small percentage of those with disabilities would have survived the 
educational process to reach higher education; participation rates remain low, but 
are increasing5.  Nevertheless, recent papers reporting views of disabled students 
still point to continuing and frustrating problems in accessing their higher 
education5-7.  The physical accessibility of facilities to those with ambulatory 
difficulties, the subject of this chapter, is one such area.  

In their campus review, Shevlin et al.8, p21 sum up their respondents� comments 
on the subject of access and mobility with the conclusion that �Students expend 
enormous amounts of time and energy in negotiating many seemingly accessible 
buildings�.  This statement echoes themes common across several papers looking at 
UK university life for the mobility-disabled5-7.  Two important themes of particular 
relevance to this chapter can be drawn from the assertion by Shevlin et al.8  Firstly, 
and taking a highly pragmatic view, how can better accessibility be achieved within 
the immediate resource limits, whist continually increasing pressure for change; 
and secondly, how can we bridge the information gap between portraying buildings 
or routes as seemingly accessible, and reality? 
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The answer to this first question is clearly ongoing, with a requirement for 
structural and internal changes to UK campuses.  In the meantime, can information 
regarding the accessibility of buildings be better represented so less time and 
energy is wasted unnecessarily?  Detailed accessibility audits available via the 
Internet can provide some measure of information for potential and indeed current 
students at some Universities7.  However, these are not a practical solution for the 
student seeking to orientate themselves to a new campus or unfamiliar buildings on 
a day-to-day basis, where a map might be more suitable.  Earlier work by 
Vujakovic and Matthews9, for example, demonstrates the potential of city-wide 
accessibility maps, while one of Chard and Couch�s7 respondents notes with 
disappointment the removal of mobility-related symbolism on campus mapping.  
Many campus maps do contain accessibility symbols, but there is little in the 
cartographic literature regarding the most effective style, symbolism and scale of 
approach to accessibility mapping.  Moreover, the creation of accessibility maps 
has traditionally required a significant surveying investment9, placing the ability for 
construction and the power of content in the hands of delegated authority rather 
than empowered citizen or group. 

Secondly, and significantly, Shevlin et al.8 use the term �seemingly accessible� 
to describe campus buildings.  There may be pragmatic issues connected with the 
reliability of accessibility information produced by the able-bodied: planning rules 
or detailed pro-forma used in accessibility audits may be implemented accurately, 
yet their results miss important but individual facets of accessibility.  In the context 
of University life with its rich potential for social contact it seems that there is a 
strong possibility that the UK�s �needs assessment� approach to provision, and what 
might be hoped for in an individual�s normal development, might part company 
relatively easily.  Neither do planning rubrics necessarily reflect the requirements 
of individuals, in all their diversity; as Imrie10, p464 notes, there is �more that divides 
than unites disabled people�.  These points are echoed by many poignant responses 
across the wider socio-cultural literature.  For example, one of Imrie and Kumar�s11, 

p367 respondents comments about a building which frustrates him (from an access 
viewpoint), as it was identified as �fully accessible� by the City Council in 
Newcastle (a �fully accessible� city), �� Now, you can imagine that other buildings 
which don�t even match this quality are nowhere near accessible. But I think it�s 
the perception of what�s accessible and what isn�t�.  Certainly Vujakovic and 
Matthews9 identify significant differences in the mental maps of an area of 
Coventry constructed by able-bodied and disabled participants of their study, 
although they do not explore how different the maps of the two groups might be if 
they were asked to construct a map for the assistance of those with ambulatory 
difficulties.  They do however find significant differences in choice of symbolism, 
albeit from a very small sample.  Taken together, these varied sources suggest that 
accessibility information and maps may best be constructed by those who 
themselves understand the constraints of the subsequent users.  
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Many recent papers also highlight the moral imperative for partnership, 
particularly in a research context10,12.  Kitchin12, p25, following Oliver13, observes 
that research should be �both emancipatory (seeking positive societal change) & 
empowering (seeking positive individual change through participation)�.  
Moreover, such partnerships are important if the products are to gain credibility; 
another of Kitchin�s12, p34 respondents suggests that �it is important that disabled 
people undertake and present research because it makes more of an impact due to 
the fact that it is `straight from the horse�s mouth`�.  Whatever forms of 
information are produced on accessibility, �it is only disabled people who can know 
what it is like to be disabled and so only disabled people can truly interpret and 
present data from other disabled people�12, p26.  

Within this context, this chapter reports the findings of a pilot study exploring 
the potential of a Public Participation Geographical Information System (PPGIS) to 
build accessibility maps that draw on the local knowledge of campus respondents 
with ambulatory difficulties for their detailed content.  PPGIS have received much 
attention within the GIS research community, particularly during the mid-to-late 
1990s14-18.  Critically in the context of respondent comments within the disability 
literature, this particular study draws on other recent studies adopting a bottom-up 
approach to PPGIS, where community members are able to proactively provide 
information rather than be restricted to responding to information supplied to 
them19.  The approach taken here also follows that of Haklay and Harrison20 and 
Carver et al.16, who observe that PPGIS systems conducted via the Internet and 
World Wide Web (WWW) can increase public participation in planning and, by so 
doing, make such processes more democratic and locally relevant.  Harris and 
Weiner�s17 work in particular stemmed from growing concerns about the 
potentially disadvantageous social implications of GIS, and the need to use GIS to 
empower disadvantaged and marginalized groups instead21.  In the main, however, 
previous work with PPGIS has been levelled at community responses to planning 
applications, yet from recent respondents� comments within the broader disability 
literature PPGIS would seem an approach with high potential for accessibility 
mapping.  

In particular, this chapter reviews the development and results of a PPGIS for 
accessibility mapping developed for the central campus at the University of 
Leicester in the summer of 2003.  We investigate the ease by which the PPGIS 
framework was used and developed by campus participants, the perceived 
usefulness of the products and the potential level of empowerment that might be 
achieved by the approach.  As an important component of the study, we also asked 
a sample of able-bodied students to build accessibility maps within the same 
setting, based on their perceptions of requirements.  
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13.2  METHODOLOGY 

13.2.1  PPGIS: Technical Framework 
The primary software package used for this study was Questionmark��s 

Perception�22.  While alternative software such as ESRI�s ArcIMS® and 
Microsoft�s MapPoint® Web Service could potentially offer greater flexibility and 
resources for participants developing their own accessibility maps, we were keen to 
avoid major obstacles in using the system for those not familiar with GIS.  The 
Perception package offers an extensive range of question delivery options, 
particularly drag and drop questions, which were used to place symbols over a 
familiar cartographic base of the existing campus map.  Thus, the software offered 
both the ability to create the accessibility maps in a manner that was expected to be 
relatively easy for the non-expert user, while simultaneously delivering the 
remainder of the questions for each of the cartographic trials.  

The Perception mapping interface was embedded within an Internet site, which 
served a variety of functions.  Primarily designed to collect and display the 
empirical data, it also served to advertise and explain the purpose of the research.  
Additionally, the Web site provided a schedule of the project to keep participants 
informed of when surveys became available online.  Amongst other pages, a results 
archive provided the participants with the survey results and links to further 
reference material.  This approach enabled the PPGIS to work essentially as a self-
generating survey, with the potential for a cumulative rate of growth. 

13.2.2  PPGIS: Stages of Development 
The cartographic development of the PPGIS was divided into two trial stages, 

the symbolism trials and the mapping trials. 
The symbolism trials were designed principally to investigate which 

accessibility symbols should be included in the final maps.  Mindful of the 
cartographic findings of Fry23 and Vujakovic and Matthews9, and also the need to 
engage with participants at the early planning stages of the work, a secondary aim 
of this trial was to examine preferences regarding the symbols themselves.  A 
questionnaire was used for this process, rather than the preferred focus group 
approach, owing both to data protection issues and also the timing of the study in 
regard to students� examinations and summer leave.  Only participants with 
mobility difficulties were requested to complete the symbolism trial. 

The mapping trials allowed both participants with mobility difficulties and 
able-bodied participants to construct an individual accessibility map of the campus.  
These individual products were subsequently developed into community maps.  On 
the Internet site (available at http://www.casa.ucl.ac.uk/cjec/msc/index.htm), 
respondents could add predefined symbols describing accessibility levels to a 
familiar map of the central Leicester University campus (see screenshot in Figure 
13.1). The chosen symbols from the previous symbolism trial (decided by the 
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majority of votes received), could be �dragged and dropped� onto a detailed map of 
the buildings within Leicester campus.  Participants were required to 'click' on any, 
and as many of, the tiles which comprised the site map, for locations where they 
had knowledge of access to, and facilities within buildings for people with mobility 
difficulties.  The maps were split into tiles to decrease the download time, and to 
make adding symbols more manageable.  Questions (1-15) represented a different 
symbol within the cartographic trial, i.e., Q1 level access, Q2 steps, etc., but the 
actual symbols available for �drag and dropping� were solid blue boxes (just visible 
in the bottom-left corner of Figure 13.1), representing the symbol stated at the 
beginning of each question.   For Question 16 participants had to select 
accessibility classification from a pull down list which matched (as close as 
possible) the overall accessibility characteristics of each building the participant 
assessed within this tile.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 13.1  Example of the screen layout for the symbol mapping trial. 

The final classification maps (see example in Figure 13.2) were created by 
analyzing the results of Question 16, while the individual building accessibility 
symbol maps were produced from Questions 1-15, as shown in Figure 13.3.  
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Placement of the individual symbols was determined by producing simple density 
and contour maps for each symbol type. 
 
 
 
 
 

 

 

 

 

 

 

 

Figure 13.2  Partial view of accessibility classification maps and key produced by participants with 
mobility difficulties (left), and able-bodied participants (right).  Numerals within each building represent 
the number of participants who contributed to the classification of accessibility. 

 
 
 
 
 
 

 

 

 

 

 

 

 

Figure 13.3  Comparison of accessibility symbol maps produced by participants with mobility 
difficulties (left and top), able-bodied participants (right and bottom) for the George Porter and Fraser 
Noble buildings.  Classification of building accessibility uses the same shading as in Figure 13.2. 
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Respondents for both trials were recruited in several ways.  An email was 
posted to persons known to Leicester University�s AccessAbility Centre (AAC), 
and leaflets and posters were distributed around the campus.  While the Web site 
was available to all, the principal targets of the initial surveys were disabled people, 
carers, and their families/friends.  The study was open to those with disabilities of 
both a permanent and temporary nature, and the classification of disability was 
open to the respondents� interpretation.  We recognize that our focus on ambulant 
disability covers only a proportion of disabled people, and especially neglects 
people with visual impairments.  However, the visual nature of this work prevented 
people with a serious visual impairment from participating in this research.  

13.2.3  PPGIS Evaluation 
Participants� perceptions and attitude towards PPGIS, and their practical 

experience producing and using the accessibility maps, were reviewed by 
questionnaire, for reasons previously stated.  Freeform space was however 
incorporated within this format, with a prompt for participants to comment 
regarding any matters not explored by the set questions or the relevance, use or 
expression of the questions.  Similar to the symbolism trial, only participants with 
mobility difficulties completed this evaluation.  Before participants started the 
evaluation form, a brief outline of PPGIS was provided. 

Five issues were investigated within the evaluation, a list that reflects the 
context of the Leicester study (as a pilot for a wider town study), with an academic 
and computer literate populace: 

 
• The ease and efficiency of producing the accessibility maps using the GIS 

system, in contrast to respondents� perceived ease of cartographic trials by 
hand on paper; 

• Participants� general confidence in producing accessibility maps that 
accurately mirrored their intentions;  

• Respondents� overall experience with PPGIS during the study, and 
suggestions for improvement; 

• The value participants placed on the resultant accessibility maps; 
• Respondents� perceptions of PPGIS as a means of empowering 

disadvantaged and marginalized groups in campaigns for public access 
and planning regulations. 

13.3  RESULTS 

Sixteen participants (11 of whom were female) with ambulatory mobility 
difficulties contributed to the study, representing 40% of the eligible population 
with a registered mobility difficulty across the university.  The majority of these 
participants (13) were students under the age of 45, and all held a job or attended 
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lectures that required them to use multiple locations on the campus, on a daily 
basis.  Similar to the participants with mobility difficulties, the age profile of the 16 
able-bodied participants was positively skewed, with the majority (14) of 
participants under the age of 35, nine of whom were female.   

13.3.1  Symbolism Trial (Only Participants with Mobility Difficulties) 
The first nine symbols (level access, steps, parking, cash machine, restaurant 

access, access via ramp, accessible computer terminal, lift access and telephone 
access) were accepted by the majority of respondents with mobility difficulties 
(more than 13 in every case) as appropriate for inclusion within the accessibility 
maps.  Only a few respondents suggested that clearer and/or more appropriate 
symbols were available, but they were unable to indicate viable alternatives.  
However, one symbol that participants did not think would best represent the 
accessibility of a location (10 respondents), and should not be included in the 
accessibility symbol maps (11 respondents), was the minimum doorway width 
symbol.  From the choice of a unisex symbol for toilet facilities, one for each sex, 
or all three of these depending on the facilities available, 10 respondents elected for 
all three possibilities to remain available to them.  Within the open question area, 
additional symbols for difficult/double/heavy sets of doors (six respondents) and 
electronic doors (10 respondents) were requested and subsequently added to the 
final range. 

In response to the penultimate question, asking whether participants would like 
to indicate areas that were particularly inaccessible using symbols struck through 
with a red cross, 14 participants said no. 

The final question examined a possible solution if participants said that 
a/multiple symbol(s) offended them, or over emphasized their disability.  A 
selection of �abstract� and �conceptual� symbols designed by Fry23 were presented 
as alternatives to the pictorial versions.  Respondents unanimously voted to use the 
pictorial symbols and 13 felt that these did not emphasize a/their disability. 

13.3.2  Mapping Trial (All Participants) 
The mapping trials generated general accessibility classification maps by 

participants with mobility difficulties and those who were able-bodied (see Figure 
13.2, left and right respectively).  Information regarding the accessibility of 
buildings on the campus was submitted for 28 map tiles by participants with 
mobility difficulties and for 47 by able-bodied participants.  In total, over 95% of 
the spatial data created by the participants was used to create the final accessibility 
symbol maps (Figure 13.3).  All of the accessibility symbol maps for individual 
buildings and the general accessibility classification maps can be viewed at 
http://www.casa.ucl.ac.uk/cjec/msc/index.htm.   

Analysis of the building access classifications revealed several clear differences 
between the maps produced by the two groups of participants.  Table 13.1 lists the 
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results for individual buildings.  Able-bodied students perceived 17 buildings 
(53%) to have full/partial access to the majority of floors, but with limited facilities 
available within these buildings (Category 3 in Figure 13.2).  Another 12 buildings 
(38%) were considered fully accessible with many facilities available (Category 4). 

Table 13.1 Classifications of building accessibility by study participants 

Access Category by        
Participant Group  

 
Building Name Mobility 

Difficulties Able-Bodied  

Difference in  
Able-Bodied 
Participants� 
Perception   

Fraser Noble 2 3 More Accessible 
School of Education 1 1 3 More Accessible 
School of Education 2 2 3 More Accessible 
School of Education 3 2 3 More Accessible 
School of Education 4 2 3 More Accessible 
School of Social Work 1a N/A 3 N/A 
School of Social Work 2a  N/A 3 N/A 
Museum Studies 1a  N/A 3 N/A 
Museum Studies 2a  N/A 3 N/A 
Institute of Life Long Learning N/A 1 N/A 
Regent Road House 1a 1 N/A N/A 
Regent Road House 2a 1 N/A N/A 
Regent Road House 3a 1 N/A N/A 
Bennett 4 4 Same 
Bennett Link 4 4 Same 
Adrian 3 4 More Accessible 
Maurice Shock  3 N/A N/A 
Physics and Astronomy 4 4 Same 
Rattray 4 4 Same 
George Porter 2 4 More Accessible 
Charles Wilson 3 4 More Accessible 
Chemistry Research 1 N/A N/A 
Computer Centre 1 1 Same 
Attenborough Tower 4 4 Same 
Attenborough Seminar Block 2 3 More Accessible 
Percy Gee 3 3 Same 
College House 2 3 More Accessible 
Maths and Computer Science N/A 4 N/A 
Ken Edwards 4 4 Same 
Engineering 1b N/A 3 N/A 
Engineering 2b  N/A 3 N/A 
Engineering 3b  N/A 3 N/A 
Library 4 4 Same 
Law 3 3 Same 
Fielding Johnson 3 3 Same 
Astley Clarke 3 4 More Accessible 
Security Lodge N/A 2 N/A 

Note: N/A = Not assessed.  a Ordered from top on map.  b Ordered clockwise from top right. 
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Participants with mobility difficulties perceived the accessibility and facilities 
of the buildings rather differently.  Six buildings (21%) were considered to have no 
access or facilities available for people with mobility difficulties (Category 1).  A 
further eight buildings (29%) were considered to have access only to their ground 
floors (Category 2).  Of these buildings, six were classed as Category 3 by the able-
bodied participants, and one was rated as Category 4.  Seven buildings (25%) were 
classed as Category 3 by participants with mobility difficulties, but of the six also 
assessed by the able-bodied students only three were given the same classification 
and the other three were graded as Category 4.  Finally, another seven buildings 
(25%) were rated as Category 4 by the participants with mobility difficulties, all of 
which were assessed and given the same classification by the able-bodied 
participants. 

Overall, 22 of the 37 campus buildings were classified by both groups of 
participants.  In half of these cases (i.e., 11) the ratings from the two groups were 
the same and in the other half the buildings were perceived as more accessible by 
able-bodied respondents than those with mobility difficulties.  None of the 
buildings were regarded as less accessible by the able-bodied participants. 

Not only did able-bodied participants perceive campus buildings to be generally 
more accessible, but for the buildings that both groups assessed, able-bodied 
participants only contributed 77% of the accessibility symbols provided by those 
with mobility difficulties (excluding parking symbols).  In fact, although able-
bodied participants assessed 14% more buildings, they contributed 21% fewer 
symbols.  Figure 13.3 illustrates these two trends.  Able-bodied participants 
classified the George Porter building as being fully accessible with many facilities 
available for people with mobility difficulties.  However, they were unable to 
provide any indication of these facilities.  On the other hand, participants with 
mobility difficulties assessed the George Porter building as only having ground 
floor access, with limited facilities.  Similarly, the Fraser Noble building (an 
examination hall) was rated by able-bodied participants as fully/partially accessible 
with limited facilities while respondents with mobility difficulties classified it as 
ground floor access only, with limited facilities.  Several participants with mobility 
difficulties confirmed that their classification was a result of the building 
containing multiple steps and staircases to other floors, with no lift access.   Other 
examples of such differences were also recorded and can be found at  
http://www.casa.ucl.ac.uk/cjec/msc/leicester_uni_ppgis_able_bodied_access_maps.
htm (not navigable from the main Internet site). 

Copies of the final accessibility maps, and information regarding the project 
Web site, were sent to Leicester University�s AccessAbility Centre. 

13.3.3  PPGIS Evaluation (Only Participants with Mobility Difficulties) 
The majority of respondents perceived the PPGIS system an efficient means of 

submitting and representing their local knowledge.  They were comfortable with 
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the computer environment, and were pleased that the system allowed them to 
control their time on screen.  For example, one participant commented that �the 
ability to add information regarding individual facilities for small areas allowed, 
and ensured, that I kept on coming back to add information when it was convenient 
to me�.  Respondents were also largely confident of their ability to make 
submissions to the mapping system that were being captured correctly, although a 
number of small technical matters were highlighted for adjustment in future work.   

With respect to the advantages of the PPGIS approach, most participants agreed 
a priori that accessibility maps were a useful idea, and which would have been 
desirable when they first arrived at the university.  In particular, one respondent 
noted that �the University has produced a rudimentary accessibility map, but it only 
has some detail, it doesn�t indicate all of the facilities available in buildings like 
these maps�.  Of the 16 participants, six had actively used the final accessibly maps 
by the time they had completed the evaluation questionnaire.  Eighty five percent 
found the level of information contained within the maps to be excellent, while the 
remainder found it sufficient.  The general classification maps scored highly on 
reliability across the cohort, while those regarding symbolism were rated slightly 
lower.  Nevertheless, the latter were still marked as between excellent and 
sufficient by all but one respondent.  Fifteen of the 16 respondents found the 
Internet availability of the final maps to be advantageous. 

Importantly in regard to the objective of empowerment, 13 study participants 
thought that the accessibility maps would give them considerably more confidence, 
two slightly more confidence, and one about the same amount of confidence when 
navigating around the campus.  The level of confidence fell when respondents used 
the map to access unfamiliar buildings for the first time, with four and twelve 
participants stating that they had been given considerably more, and slightly more 
confidence (respectively) in their ability to move about the campus.  More 
generally, after this project 15 of the 16 respondents perceived the use of PPGIS as 
a means of producing future accessibility projects as valuable, and endorsed their 
questionnaires with comments that included �hopefully a national scheme will be 
developed, this would make visiting new places so much easier�, and �very 
promising for disabled people�.  The final conclusion of the respondents was 
almost unanimous that PPGIS had the potential to empower disadvantaged and 
marginalized groups, although the viability of the concept in practice was in 
slightly more doubt. 

13.4  DISCUSSION 

Although a number of technical adjustments were required to improve the 
PPGIS interface, the respondents were confident with its use and in submitting their 
contributions.  This was expected of the university cohort involved, since computer 
literacy is a central tenet of Leicester�s teaching and learning strategy, but could not 

© 2008 by Taylor & Francis Group, LLC



222                                                      GIS for environmental decision-making 

 

necessarily be anticipated in a wider city center context.  These issues will be 
explored further in a future Enfield Town study.  In cartographic terms, the outright 
rejection of Fry�s23 symbolism for accessibility supports the findings of Vujakovic 
and Matthews�9 smaller study.  The campus area for this investigation has broad 
paths with smooth pavements, dropped curbs, and only a few very steep slopes, so 
allowing a focus on building characteristics. This contrasts considerably with 
Vujakovic & Matthews�9 city study, in which the participants placed more 
emphasis on the external environment (cobbles, curbs, etc).  The Leicester 
respondents also demonstrated an interest in further pan and zoom facilities, raising 
interesting issues of scale and generalization that will require consideration in the 
follow-on Enfield study, where the population is more diverse and better 
representative of the UK as a whole.  Further research is also required to establish 
the best means of presenting PPGIS to those with visual impairment, an important 
sub-group of those with mobility difficulties that is not addressed in this study. 

From a practical perspective, the PPGIS approach to accessibility mapping 
allowed a body of local knowledge to be built up relatively rapidly, at low cost, in 
the participants� own time frame and independent of authority.  However, the 
relatively limited geographical context of this study, together with the low numbers 
of those with disability represented at the University, suggests that the further 
growth potential of this particular PPGIS is relatively limited within a short time 
scale.  Respondents enjoyed being able to continually assess accessibility 
throughout the study; incorporating information about new facilities they might 
encounter, or modifications to the campus.  Some further thought is required on the 
incorporation of rolling improvements to facilities with respect to building 
classifications, where the mapped information becomes out of date until it receives 
high numbers of corrective inputs.  Libraries, canteens and bars are also a critical 
part of intellectual and social life at university and Borland and James5, together 
with discussions in Leicester, highlight the important possibility of extending the 
coverage of mapping to frequented off-campus settings such as local pubs and 
cafes. 

While in many senses this PPGIS is, from a technical viewpoint, an example of 
what has been termed a community mapping system, we have nevertheless retained 
the PPGIS terminology for an important reason; the need for participation and 
partnership is a strong theme in recent disability research.  The PPGIS 
nomenclature echoes this parallel research more strongly.  Moreover the 
characteristics of the accessibility map sets produced by the two groups of 
contributors are significantly different.  This provides methodological triangulation 
to the body of individual comments on representations of disability, adding further 
weight to the need for partnership to achieve credible research and practical 
outcomes.  There has been little recent work on accessibility mapping and one of 
the respondents in this study hinted at their perception of standard mappings as 
incomplete or unrepresentative and therefore unusable.  This is despite a genuine 
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attempt to construct a useful cartographic product in the case of the Leicester 
campus, a situation potentially echoed elsewhere.  To cover ground in the detail 
achieved in this study, if organized in a standard fashion, would require resource 
intensive survey campaigns7,9; the PPGIS framework therefore offers an efficient 
means of achieving the required detail and reliability.  

Questions regarding the extent to which the PPGIS increased confidence in 
mobility for existing students suggest individual empowerment at some level, the 
nature of which could usefully be examined further through unstructured 
interviews.  This is important; the study aimed to address the concept of individual 
experience at University, not average experiences or community campaigning in 
isolation.  We acknowledge that respondents evaluating the PPGIS in favorable 
terms were also those who supplied the information it contained, yet the 
construction of information by the community for the community and the 
amalgamation of individual experience by building and across campus are notions 
central to the study.  Forty percent of the registered potential cohort at Leicester 
engaged with this research, suggesting an overall benefit to those for whom the 
research was directly applicable.  Respondent comments from previous studies12 
indicate that this is an outcome relatively rare in disability research, although much 
desired.  

With regard to the low representation of those with disabilities at University, we 
might also wonder whether the growth of reliable accessibility maps constructed by 
those with credence have the potential to encourage wider access.  One of 
Kitchin�s12, p34 respondents suggests for example that �it�s quite easy for you to see 
that I can�t get on the bus, I can�t get into 60% of the shops, I can�t get into most of 
the universities�.  It is clear from this study that many physical barriers remain 
across the Leicester campus, as others5,7.  However, if a PPGIS approach can add 
confidence to those already partly familiar with an environment, then there is also 
the possibility that the detailed information provided may also give assurance to 
those considering what is largely unknown territory.  While disability is an 
inherently individual experience10 it would be interesting to explore whether the 
participatory nature of the PPGIS serves to build a sense of connection. 

This chapter takes a largely pragmatic and passive approach from a political 
stance, looking at mitigating ambulatory disability on campus through 
disseminating information generated from the collective local knowledge of the 
community.  In this sense, the PPGIS research direction presented has yet to 
become emancipatory.  However, the collective information provides a strong 
evidence base when considering campaigns for change across the campus.  
Handley24 points out that a rights-, rather than needs-based approach to disability 
provision may be overly idealistic owing to the sheer individuality of need within 
contexts of limited resources.  This PPGIS offers individuals an independent means 
of defining physical barriers affecting their mobility and access requirements in the 
built environment, which may be presented as the collective priority for change.  
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The anonymous face of PPGIS will not however lever change on its own; it will 
need champions to shape the concept, spread the word on its value and to make 
political mileage with the broader community.  Further research will also be needed 
in regard to ensuring that the views represented are those of genuine respondents 
without excessive �people monitoring�.  

13.5  CONCLUSIONS 

Several interesting and distinct conclusions can be drawn from the results 
presented in this study.  In particular, the research demonstrates that Internet and 
questionnaire strategies can be successfully and effectively adapted to evaluate, 
revise and contribute to disability access mapping within a designated area.  
Moreover, clear differences were apparent between the accessibility maps produced 
by participants with mobility differences and those who were able-bodied.  In 
general, the able-bodied participants perceived the buildings within Leicester 
University campus to be more accessible, and to have more facilities available than 
those with mobility difficulties.  Half of the buildings assessed by both parties were 
evaluated as more accessible by able-bodied students and none of them were rated 
as less accessible.  In addition, able-bodied participants were only able to contribute 
77% of the accessibility symbols that participants with mobility difficulties 
provided.  These findings confirm the need for partnership when developing 
accessibility maps.  Importantly, the results also identify significant improvements 
in the confidence of individual users who have access to what they consider to be 
detailed, relevant and reliable products. These initial results suggest that 
accessibility mapping using PPGIS has the potential for empowerment. 

Although there have been, and continue to be, improvements in access to 
facilities for those with ambulant disabilities on campus, further enhancements are 
still required.  In addition to questions of resource, the results of this study suggest 
that the perceptions of able-bodied people concerning access requirements may be 
why some services retain inaccessible features.  While responses to individual 
�rights� are resource intensive, PPGIS offers a means by which individuals may 
state their own requirements for access in a manner that builds a collective priority 
for action and provides weight to requests for change.  In this emancipatory 
context, however, careful consideration must be applied, and further research 
undertaken, to prevent any constituent of a participating population being 
ostracized while ensuring the credibility of the knowledge sources. 
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CHAPTER 14 

Visualization Techniques to Support Planning of 
Renewable Energy Developments 

 
D. Miller, J. Morrice, A. Coleby and P. Messager 

 

 14.1  INTRODUCTION 

 The European Union (EU), through Directives, sets a context for much of the 
implementation of environmental policies in member states in Europe.  These are 
translated into national initiatives, and �landscape� is one topic that cuts across a 
number of policy boundaries.  Relevant �horizontal� measures at the European 
Community scale have included the Programme of Policy and Action in relation to 
Environment and Sustainable Development1 and the Sixth Environment Action 
Programme2.  Both of these have involved landscape protection and management as 
global means of ensuring that wider environmental goals are achieved. 

Public policy has also been influenced by government commitments to the 
Aarhus Declaration3 on public participation and access to environmental 
information.  Although the terms used by different organizations may vary between 
�engagement�, �involvement�, �consultation� and �awareness raising�, they all echo 
the aspirations of greater public participation in decision-making, as outlined under 
the Aarhus Declaration and also built into the European Landscape Convention4. 

There are a number of techniques that can be used to involve communities in 
direct decision-making.  These include �Planning For Real�, design days and 
Community Planning Weekends5.  Planning for Real has been used since the late 
1970s, giving local people a �voice� and professionals a clear idea of local people�s 
needs to bring about an improvement to their neighborhood or community6.  It has 
also been recognied that engagement need not be undertaken only when there is a 
dispute to be resolved, and that raising awareness and discussing topics with a wide 
audience can be undertaken over a period of time to develop a relationship between 
stakeholders in a geographic area, or associated with a particular theme7.  In 
Scotland, the Scottish Executive has published plans for increased community 
involvement in the planning process, with specific reference made to the potential 
of 3D modelling in �� engaging communities and assisting planners and 
Councillors to visualise and assess the visual impact of development proposals� 8, 
reflecting the importance of the prospective visual impacts of changes to public 
audiences and the potential of visual media for communication to different types of 
stakeholders.   
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With respect to the development of wind turbine sites, there has been a great 
deal of variation in the way that the visual impacts of such developments are 
assessed, which has led to the development of guidelines on recommended practice 
for agencies such as Scottish Natural Heritage9.  According to Lange and Bishop10, 
being able to visually represent the existing real world as well as potential 
alterations is essential for landscape planners to express and communicate their 
thinking to the wider public.  Nevertheless, although 3D models viewed on desktop 
computers and 3D immersive virtual reality (VR) are increasingly used, Piekarski 
and Thomas11 suggest that they lack the ability to provide the planner with a first 
person perspective.  More broadly, Appleton and Lovett12 and MacFarlane et al.13 
argue that there is a lack of research on audience perception and understanding of 
visualization tools, and that these issues require addressing if such approaches are 
to make significant contributions towards wider public involvement in 
environmental decision-making. 

This chapter describes the development of one protocol for the use of VR tools 
to engage members of the public in issues related to the design and layout of wind 
turbine developments.  The aim was to assess stakeholder feedback on the strengths 
and weaknesses of using VR tools in environmental decision-making.  To this end, 
a hypothetical model of a wind turbine development was developed for a site in 
north-east Scotland, in the vicinity of the town of Huntly.  The model was used in a 
VR facility (the �Virtual Landscape Theatre�, VLT) at an event in Huntly to explore 
the use of such tools in an environment where a real planning proposal was being 
considered, but not addressing that proposal specifically.  Interviews of participants 
were carried out to assess the extent to which such tools could be used in practice. 

14.2  METHODS 

14.2.1  Virtual Reality Environment 
The VLT was used as a medium for knowledge exchange between stakeholders 

in relation to the layout of a proposed wind turbine development.  The VLT 
comprises a curved screen (~ 6 m x 2.2 m high), 160º in curvature, that is portable 
and designed for use in local community venues.  It can host a maximum of 15 
people, and is equipped with a handset-based polling system to enable capture of 
audience opinion on the landscapes and changes shown.  Three high specification 
PCs are linked by a local area network, each one of which drives a 3DP X25i data 
projector, through which the geometry of the projected images is warped to fit the 
screen.  Calibration of the imagery produces a �seamless� display of the landscape 
model on the screen.   

Figure 14.1 shows the VLT from a view behind the control PC and navigator.  
The audience are being taken through a model of the landscape, along a road from 
which turbines are hidden from view in this image. 
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Figure 14.1  Virtual reality facility, showing screen and data projectors. 

14.2.2  Model Creation 

14.2.2.1  Landscape Model 
The prototype model was created in ERDAS IMAGINE VGIS14 software.  

Input data came from the Ordnance Survey 1:10,000 Digital Terrain Model 
(DTM)15, with ground textures obtained from color orthophotography (flown in 
2000 at a 0.25 m resolution) supplied by the Forestry Commission.  To this 
topographic background, two types of surface feature were added: �billboard� 
images (e.g., of trees) and full 3D models16.  The 3D models of specific features 
were obtained from libraries or created using suitable design packages (e.g., 
Creator17, 3D Studio18).  That for the wind turbine was based upon specifications of 
a Vestas V90 2MW and allowed the turbine blades to be shown as moving when 
the model was converted into the Openflight format for use in the VEGAPrime 
display environment19.  

14.2.2.2  Wind Turbine Siting 
The wind turbines were located on a hill where there was some previous interest 

in the development of a wind farm, but no proposal had been submitted.  This site 
was chosen on the basis that it was credible, technically feasible for development, 
but not that of a real proposal.  Such a site was used so that the opinions expressed 
and choices made related as much as possible to the model presented rather than 
any real proposal.  This distinction was also stressed to audiences in the 
introductions to the event. 
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14.2.3 Event Operation 
The assessment took place as part of a Landscape Research Week, the venue for 

which was the public hall in the town of Huntly, north-east Scotland.  In testing the 
role of VR tools, a number of variables could have been considered with respect to 
wind farm characteristics.  These included the number of turbines, their height, the 
spatial layout and factors such as color and design.  Evidence from wind farm 
developers and local authorities suggested that the factor which is most often 
changed during the period of consultation and planning is the number of turbines20.  
This factor was also identified by Bishop and Miller21 as that which had the most 
significant influence on viewer opinion concerning the perceived impact of a wind 
farm.  

The approach used in the literature on preference surveys suggested some form 
of conjoint analysis in which alternative images with different numbers of turbines 
were shown, possibly in different configurations.  However, to enable a more direct 
input to the process of selection, a procedure was devised which gave participants 
the opportunity to influence the size of the hypothetical wind farm by voting on the 
removal of turbines.  This provided: 
 

1. A means of identifying relationships between opinions expressed and the 
choice of turbines (if any) for removal; 

2. A mechanism for participant selection of turbine numbers; 
3. A method of assessing participant reactions to the functionality of the VR 

environment. 
 

Displays involved a presenter and a second person who navigated around the 
model.  The sequence of activities was as follows: 
 

1. Introductory slides to provide a context for the event 
2. An explanation of the theater and the presentation that was to follow 
3. A �walk-through� of the model area 
4. Introduction of the windfarm (containing seven turbines) to the model 
5. A �walk� to beside the windfarm 
6. Change in height of the viewer to that of the turbine hub 
7. A �fly-through�, away from the turbines towards a vantage point to the 

east 
8. A �fly-through� to a viewpoint on the agricultural land in the middle of the 

model, looking towards the windfarm 
9. Audience selection of viewpoints 
10. A change in the time of day and year 
11. Alterations in the viewing distance, illustrating the effects of mist and fog 
12. Changes in the number of turbines 

 

© 2008 by Taylor & Francis Group, LLC



Visualization to support wind energy planning                                                      231 

 

The last of these activities used the voting handsets in which participants could 
select the turbine that should be removed, if any.  The options provided were a 
number from 1 to 7 for the turbine identification and 8 for �none�.  In the results 
discussed here the rounds of voting took place during one afternoon with 52 
participants, all initially voting in small groups on the choice of one turbine which 
would reduce the numbers from seven to six, or leave the status quo.  Once the 
overall result of this round was known the selected turbine was removed from the 
visualization by the VR operator and the participants were asked to vote again on a 
reduction from six to five. When not involved in the voting, participants could visit 
other parts of the exhibition. This process continued until no turbines remained. 
Keywords and comments were recorded by participants to best describe the view 
after each round of voting.  Following the formal presentation, members of the 
audience were invited to try navigating through the landscape themselves, or to 
nominate a location from which they wished to see the wind farm.  Finally, 
feedback from the participants in the event was collected through further voting and 
semi-structured interviews.   

14.3  RESULTS 

14.3.1  Turbine Siting and Numbers 
Figure 14.2a shows a view of the wind farm with seven turbines and Figures 

14.2b-14.2h illustrate how this changed as the turbines were gradually removed.  
Table 14.1 summarizes the voting results and reveals that in no round was there a 
majority of participants in favor of a single course of action (e.g., removal of a 
particular turbine, or for no change), so the action taken was determined by the 
option selected by the greatest number of people. 

Another feature of the results was the diversity of choices, with the maximum 
level of agreement among participants occurring in the final round when 41.1% 
voted for the removal of Turbine 3 in Round 6.  The option of �no change� in the 
number of turbines attracted 10-20% of votes in the first five rounds and just over 
30% in the final one.  There were always a larger number of participants in favor of 
removing a particular turbine so the �no change� option was never the most popular 
one.  Some rounds in Table 14.1 have fewer than 52 total votes due to either a 
failure to use the handsets correctly, or a decision not to vote.   

Table 14.2 summarizes the keywords and comments made after each round of 
voting.  These suggest that most of the participants felt that the initial number of 
turbines proposed was too great, with negative impressions of the effect of such a 
development on the skyline.  A reduction of one or two turbines did not seem to 
assuage the nature of the concerns voiced (i.e., the number and the perceived level 
of intrusion).  The removal of an additional turbine (to leave four) resulted in a 
reduction of their density on the horizon and, due to the choice of turbine to 
remove, a lessening in the visual overlap of the rotating blades.   
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 (a)  (b) 

 (c)  (d) 

 (e)  (f) 

 (g)  (h) 

 
Figure 14.2  Results from the afternoon session, showing which turbines were left after the progressive 
removal of the wind turbines: (a) 7 turbines, (b) 6 turbines, (c) 5 turbines, (d) 4 turbines, (e) 3 turbines, 
(f) 2 turbines, (g) 1 turbine, (h) no turbines. 
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Table 14.1  Votes cast for either the removal of a particular turbine, or no change, in each round 

Turbine Number No Change 
Voting 
Round 

Number 
of 

Turbines 1 2 3 4 5 6 7 
Number 
of Votes 

% of 
Votes Total 

1 7 11 4 4 7 7 3 5 8 16.3 49 
2 6 0 8 5 14 10 4 4 6 11.7 51 
3 5 0 13 5 0 10 6 7 8 16.3 49 
4 4 0 0 10 0 16 6 11 9 17.3 52 
5 3 0 0 15 0 0 9 19 7 14.0 50 
6 2 0 0 21 0 0 14 0 16 31.4 51 

Note: The turbine identifier numbers above are based on map positions and do not correspond to a 
simple left to right sequence in Figure 14.2. 
 
 

Table 14.2  Examples of keywords or comments made after each round of voting 

Number of 
Turbines Keyword/Comment 

7 Too many, intrusive, spoils the view.  Stark on skyline. 
6 Six are much the same as seven.  Need to remove more to change view.  Could 

now rearrange the turbines.  Don't want wind turbines of any number. 
5 Start to see a change in view but only slightly, still too tall on the horizon. 
4 Four is a good number visually.  Less cluttered view.  Would developers really 

want to have so few turbines? 
3 Barely visible, could blend in.  Will birds be able to avoid them? 
2 Hardly noticeable and better for the view.  Are two on their own a realistic 

development? 
1 One is practically invisible, if turbines could be separated from the view like 

this who would notice them?  The massive white turbines nowadays would be 
more visible than that. 

 
 

The comments expressed following a reduction to three turbines suggest that 
the level of visual impact was now perceived as lower.  A separate impact factor 
(i.e., effects on bird populations) was also mentioned.  With the final two stages 
there was little negative comment on the number of turbines, but some questioning 
regarding the viability of such a proposal and one expression of skepticism 
regarding the visual impression being conveyed with the model. 
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14.3.2  Functionality of Media and Model 
Additional votes and semi-structured interviews were undertaken to obtain 

feedback on the experience of using the VLT.  Participants were asked to rate the 
effectiveness of the virtual environment on a scale from 1 (low) to 5 (high) with 
respect to different aspects of functionality and provide any comments they thought 
were relevant.  Table 14.3 summarizes the comments and effectiveness scores 
(from the sample of 52 people) for six functions. 
 

Table 14.3  Summary of comments and effectiveness scores regarding VLT functionality 
 

Functionality Keyword/Comment Mean Score Variance 
Selection of viewpoint 
by participant 

Can gain impression from 
different viewpoints. I like the 
test of view from my window.  
Not realistic from my 
viewpoint. 

3.90 0.56 

Movement through 
the model 

Feeling of movement. Would 
react differently in the real 
world. 

4.02 0.49 

Movement within the 
model 

Sense of turbine movement is 
calming.  Can speed of rotation 
vary? Only turbines are 
moving. Can noise be 
represented in the model? 

3.63 0.55 

Changing time of day 
and season  

Didn�t realize effects of sun. 
Too dark in December view.  
Running through the day in a 
minute was excellent. 

4.15 0.64 

Changing atmospheric 
conditions 

Big difference in number 
visible.  What about snow and 
rain?  Glad you don�t assume it 
is always clear and sunny. 

4.31 0.61 

Changing number of 
turbines 

Helpful to change layout as 
well as numbers.  Can we add 
turbines?  Surprising difference 
once 2 or 3 removed. 

4.25 0.43 

 
The rating of the ability to select viewpoints produced a mean score of 3.90.  

This was relatively low compared to most the other functions, although recorded 
comments implied that there was a desire to be able to select viewpoints.  Further 
feedback from the questionnaires suggested that this function provided a degree of 
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reassurance that the views were not pre-selected to give impressions of minimal 
visual impact.   

Participants commented that the VR experience was preferable to seeing 
landscape futures on a flat plan such as maps, and that movement �through� the 
model contributed directly to that experience, with a score of 4.02.  However, 
views were also expressed that navigation speeds which were �inappropriately 
high� to be credibly walking or driving would detract from the quality of the 
experience and reduce a realistic impression of the landscape. 

Movement within the model was the function which scored lowest amongst the 
respondents (3.63).  The importance of including moving turbine blades was 
highlighted in discussion, but the lack of movement in other elements (e.g., 
vehicles or animals) was also mentioned.  The comparatively low score may also 
reflect some other topics raised in discussion, including the variability in turbine 
blade rotation due to changes in wind speed and associated issues of noise and bird 
strikes.  None of these issues were represented in any way and this could have 
impacted upon expectations. 

The most dramatic changes in view came with alterations in atmospheric 
conditions (levels of fog) and in the time of day or season displayed.  Mean scores 
of 4.15 (time of day/year) and 4.31 (atmospheric conditions) suggest that a high 
value was attached to these aspects of functionality.  By dynamically changing the 
scene time of day or year (season), the effects could be emphasized and this may 
have reinforced the strength of responses, with several discussion points relating to 
the differences in forelit and backlit turbines.  Participants were generally surprised 
at how much these changes made a difference to visibility, with those that were 
ambivalent to the presence of turbines reacting most positively, whereas those who 
were against turbine construction doubted that they would disappear from view. 

Changing turbine numbers was the function which received the highest mean 
score (4.25) and the lowest variance (0.43).  Participants had a direct input into this 
activity, and so the score may reflect the effectiveness of those interactions.  The 
supporting remarks also suggest that this was the most valued function.  The 
principal criticism of the process adopted was a lack of voting on changes in layout 
or increasing the number of turbines.  These aspects of change are being explored 
in other ongoing surveys not reported here. 

14.4  DISCUSSION 

Feedback on the opportunity for direct input to the modification of the model of 
the hypothetical windfarm supports the expressed enthusiasm for being provided 
with an opportunity and mechanism.  It is recognized that there may have been an 
element of �fun� involved, and that the hypothetical task of selecting turbines for 
removal from the landscape might not have attracted the same level of critical 
consideration as a real windfarm proposal could have done.  However, the 
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procedure was shown to work, and feedback from local authority representatives 
indicated that discussions over real windfarm cases often focused on the removal of 
individual turbines.  The identification of such turbines was often the task of 
consultants to the developer or local authorities and, therefore, a means of gaining 
wider public input to the discussion appeared to be welcomed. 

As a tool for assessing change, the approach described appears to have been 
received positively.  Feedback from participants suggests that the opportunity for 
direct input to the discussion, and evidence of changes being made which could be 
attributed to that input, helped to enhance credibility.  Anecdotal evidence also 
indicated that transparency in the decision-making process led to support for the 
outcome, and recognized the rights of others to a say.  However, there were a 
number of limitations to the exercise, several of which were highlighted in the 
participant feedback.  These included: 
 

1. Layout may be as important as number of turbines; 
2. Layout and number of turbines are likely to be related (i.e., for efficient 

power production the spacing of turbines may vary with different 
numbers); 

3. The significance of �no change� could have been understated as people 
may have felt that they were �required� to remove a further turbine; 

4. No detailed questionnaire followed each round of voting when removing 
turbines.  As a consequence, the underlying reasons for participants 
identifying individual turbines were not examined and there could be an 
element of random choice in the results. 

 
In general, the capability to examine the landscape from a range of viewpoints 

and heights allows the viewer to achieve a better understanding of landscape scale 
and connectivity; an understanding that maps, photographic images, drawings and 
even the real experience may often fail to provide.  As Appleton et al.22, p154 note 
�Interactivity is the main advantage of the virtual worlds approach�this may be 
because it allows the user to find viewpoints which are meaningful to them and 
which they can relate to real life experience�.   

Participants were divided on the truth of the visualizations, with some feeling 
that the model was a good representation of their landscape, while others disagreed 
and argued that greater detail was required to show the effects of hedges, walls and 
existing pylons.  This latter observation was also occasionally repeated alongside 
that of doubting the transparency of the process of model development, and a 
possible attempt by a turbine developer to soften the impact of a future windfarm.   

The extent to which the level of realism impacts on perceptions and responses 
in such studies is unclear.  Daniel and Meitner23, in exploring the representational 
validity of landscape visualizations with varying levels of �graphical realism�, state 
that the appropriateness of the representation is vital in producing valid results.  
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They emphasize that inaccurate, poor or unrealistic representation could �produce 
perceptions, interpretations and/or value judgments that are not consistent with 
those that would be produced by actual encounters with the environments 
represented� 23, p70.  As a consequence, further empirical tests of the validity of 
responses obtained through visualization by comparison with those from real 
encounters could be a useful exercise to undertake. 

Improving the means of engagement with stakeholders in issues of landscape 
planning potentially raises the equity with which people can participate in decisions 
which have a direct affect upon their local environment and lifestyle24,25.  However, 
having identified the importance of engagement, and explored one approach 
towards enabling interactions, a number of significant issues remain, for example, 
including the extent of the effectiveness of the engagement.  Current research is 
being carried out on this topic at the Macaulay Institute in Scotland. 

14.5  CONCLUSIONS 

The virtual landscape theater appeared most effective in the role of engaging the 
public, providing a means of communicating environmental information and 
potential change in a comprehendible manner and thus enabling them to become 
involved in the decision-making process.  This supports previous experiences 
reported by Bell26, Orland et al.27 and Appleton and Lovett28.  Participation was 
limited to an extent due to the lack of freedom for users to apply different scenarios 
and view a range of options for future change; and implementing such a facility 
would have substantial time and cost implications. 

However, through observing participants, it became clear that not all were 
voting in time and hence their selection was not counted, and a few chose not to 
vote at all.  In the latter situation, the use of a more discursive approach through the 
virtual journey proved more effective, perhaps because it provided greater freedom 
to expand on answers and gave more time to consider each landscape, and this is an 
approach which merits further consideration.   

While small numbers of turbines may be acceptable in the landscape because 
they are perceived to be assimilated, larger numbers were often opposed because of 
their collective scale of imposition.  Thus, the use of visualization tools could also 
contribute to testing thresholds for the acceptability of wind turbines in the 
landscape. 
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CHAPTER 15 

The Social Implications of Developing a Web-GIS: 
Observations from Studies in Rural Bavaria, Germany 

 
S. Herrmann and S. Neumeier 

 

15.1  INTRODUCTION 

 Public Participation GIS (PPGIS) is now widely recognized as a potential 
means of empowering marginalized people and communities engaged in social 
change.  Proponents of PPGIS argue that the GIS technology allows communities 
to better understand and advocate their concerns, promote the geographic visions of 
previously unheard people and provide for greater influence on policy-making by 
enabling communities to use the same tools and data as policy-makers1-3. 
 In 2001 the government of Lower Bavaria and the Bavarian Ministry of 
Agriculture and Forestry funded a project to create a web-based GIS that would 
provide tourist information for visitors to the Bavarian Forest National Park Region 
(see location map in Figure 15.1).  Agriculture and forestry are the traditional 
pillars of the economy in this mountainous area, but tourism has also been an 
important component since the late 19th century4.  Nevertheless, the development 
of the region still lags behind the Bavarian average, and during recent years 
stagnation in the number of visitors had become noticeable.  The government 
agencies in Bavaria therefore funded the Technical University of Munich to create 
a Web-GIS in order to help support the regional tourism industry.  It was 
anticipated that the project would help stimulate regional economic growth and 
social well-being by transferring technical know-how, by better promoting regional 
attractions and by contributing to more tourist visits which, in turn, would expand 
the flow of money into the regional economy5.  
 During the research project it became apparent that while the technical aspects 
of similar PPGIS are often addressed within research papers, the social implications 
of the process involved in developing a PPGIS, as well as those initiated by system 
use, have been given less attention.  Given this situation, our aim in the study 
discussed in this chapter was to help bridge this gap in the PPGIS literature.  Since 
the tourism project only provided a perspective into the system development 
process, a similar operational Web-GIS (info-bgl) in Berchtesgaden (see Figure 
15.1) was also included in the study to help gain insights into the social 
implications of system use. 
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Figure 15.1  Location of the study area in Germany. 
 

15.2  DEVELOPMENT OF THE �WEB-GIS TOURISMUS TUM� 

15.2.1  Conceptual Approach 
Interviews with regional experts and an analysis of resources available online 

and in the literature allowed the specific requirements for the tourism Web-GIS to 
be defined.  Nearly all sources suggested that it should consist of two elements.  
Firstly, a simple information system that provides an introduction to the destination 
by explaining why the visitor should come there and what he/she can do.  Secondly, 
after interest in the destination has been awakened, specific information with a 
strong spatial context is needed (e.g., possible walking routes).  This suggested that 
a fusion of classical information system and GIS capabilities would be necessary. 
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15.2.2  Software 
Given the above requirements, the Web-GIS was created using ESRI�s Internet 

Map Server ArcIMS®, the ArcSDE® middleware and an Oracle® 8i. database.  
Since it is often the case that the general public object to using Internet services that 
require the download and installation of additional software components6 a thin 
client approach7 was adopted and the system development was carried out with the 
ArcIMS HTML client.  This meant that the end-user only needed a plain web 
browser capable of executing JavaScript to access GIS data and functions over the 
Internet.  Nevertheless, in order to adapt and enhance the basic Web-GIS software 
(graphical user interface, functionality) for use in a tourism application, extensive 
programming was necessary using HTML, JavaScript and Perl. 

15.2.3  Data Sources 
In addition to various raster maps (topographic and cadastral maps, digital 

orthorectified imagery) used as background layers, points of interest (POI) for 
tourists were obtained either by digitizing (mountain summits, public transport 
stops etc.) or by address geocoding (hotels, restaurants etc.).  At the start of the 
project in 2001 there was no suitable official geocoded database for properties in 
the Bavarian Forest National Park so an address table had to be generated out of 
different official datasets.  

To save time in future updating, an additional stand-alone interface was 
developed to allow owners of tourist facilities such as hotels and restaurants to edit 
their own descriptive data via the Internet.  Unfortunately, ESRI´s feature classes - 
when saved in a database via ArcSDE - only allowed the insertion of data with 
proprietary ESRI tools.  If the data were edited with other database tools, then 
ArcGIS did not handle the changes properly.  Although it complicated the database 
model, it was therefore decided to separate geometric and descriptive data by using 
two different database tables.  Subsequently, when defining the map service by 
generating an ArcXML-file, the two tables could be joined via a Query or Spatial-
query tag, so that ArcIMS handled them as one.  But as ArcIMS was not capable of 
handling the long data types that were used in order to save detailed descriptive or 
binary data for tourist POIs (e.g., pictures), a third table containing these long data 
types had to be introduced.  So, in the final database, there were three tables to 
represent each POI.   

Despite its complexity, this approach made attribute data handling totally 
autonomous from proprietary ESRI tools/formats and allowed the use of cheap and 
simple programs for attribute data manipulation.  It also resulted in lower costs for 
system maintenance and allowed POI details to be kept up-to-date by a pool of 
users rather than requiring all edits to be made through the system operator. In 
addition, the database structure readily provided for the expansion of the available 
thematic data as new tables could easily be added and activated for use by editing 
only a few items in the server map configuration file. 
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15.2.4  Web-GIS Functionality 
Alongside standard tools for zooming, buffering and querying, the developed Web-
GIS (Figure 15.2) was capable of delivering dynamic database records including 
location maps, pictures and links to existing booking and reservation systems.  This 
contrasted with ArcIMS�s standard tabular data return and plain HTML-hyperlink 
functionality on the client side.  Furthermore, it was possible to edit map 
annotations that could either be saved and reloaded in a future session or sent to 
other potential visitors for discussion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 15.2  A screenshot of the Web-GIS Tourismus TUM. 
 

Another key feature of the system was the incorporation of a routing engine 
(through co-operation with a company specializing in transport planning software).  
This routing engine could deliver the walking route to the nearest public 
transportation stop, the timetable of the corresponding means of transport, and the 
walking route from the closest stop to the final journey destination, using any 
marked departure and destination point on the map.  The routing engine was 
conceptualized in such a manner that it could be extended by incorporating other 
means of transport and route networks (e.g., bicycle and hiking trails) in a future 
upgrade of the system, provided that the necessary data are available and pre-
processed for GIS and routing use.  The Web-GIS is currently maintained on a 
server at the Technical University of Munich and awaits a decision on further 
funding for operational use. 
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15.3  METHODS AND THEORETICAL FRAMEWORK 

15.3.1  Research Methodology 
As stated previously, the main aim of the study was to examine the social 

implications of Web-GIS development and system use.  These issues were 
investigated through qualitative empirical social research methods.  Qualitative 
methods, in comparison to quantitative methods, allow more detailed insight into 
the object of investigation in a real-life setting.  They are especially suitable for 
exploratory surveys - such as the current study - where the conceptual design of the 
research methodology cannot build upon existing reference material8.  

The findings discussed in the remainder of the chapter are based upon 
information obtained during a period of three years (May 2001 - May 2004).  
Sources included a combination of research reports, two workshops, 15 interviews 
with regional politicians, tourism and nature conservation officials, direct 
participation in meetings and observation.  In addition, the attitudes of tourists 
towards web-based information systems were examined prior to the project within 
the scope of two diploma theses9,10. 

As noted earlier, we were not only interested in the social implications of 
developing a Web-GIS, but also in the operational use of such a system.  Since the 
tourism project only allowed us to gain insights in the development process, we 
decided to gather information about the implications of system use by analyzing 
another prototypical Web-GIS with similar aims.  This Web-GIS for Berchtesgaden 
(info-bgl) was put into operational use at the same time the Web-GIS Tourismus 
TUM was being developed and was based on similar technology.  In-depth 
interviews with selected regional stakeholders were used to explore the effects of 
this system. 

15.3.2  Actor-Network Theory 
The insights gained through the above methodology were subsequently 

considered through the perspective of Actor-Network Theory (ANT) in order to try 
to find an explanation for the observations.  ANT is a research paradigm that differs 
from most other approaches to the investigation of socio-technical relationships 
because it abolishes the subject-object distinction characteristic of �classical� 
sociological research11-13.  This means that in a socio-technical system, such as a 
GIS, people, organizations, regulations and even inanimate objects are seen as 
playing active roles and influencing each other.  As Harvey14, p30 states: 
�Technologies incorporate and merge different interests in bundled socio-technical 
relationships. In summary, the network model for actor network theories is that 
nodes are people, institutions, and artefacts; connections are agreements and 
exchanges�.  Similarly, Tatnall and Gilding15 describe ANT as being concerned 
with �studying the mechanics of power as this occurs through the construction and 
maintenance of networks made up of both human and non-human actors�. 
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An important benefit of ANT is that it does not view technology as either a 
mere product of social action or a deterministic influence on society.  Instead, 
agency is seen as multiple and distributed.   This facilitates insights into political 
aspects of the system implementation process16,17 and therefore helps to answer 
questions like �who influenced the project, how, and why?� and �what is the reason 
that it developed in this way?�18. 

In order to study and analyze these networks of actors, explain their outcomes 
and implications as well as subject-object relationships Latour19 suggests to �follow 
the actors� involved - through interviews and/or examination of documents 
produced by the actors, which means not only to examine what they do, but also 
investigate their motives and beliefs.  The insights generated from applying such an 
approach to the Baviarian Web-GIS examples are discussed at the end of the 
following section.  

15.4  OBSERVATIONS AND INTERPRETATION 

15.4.1  Actor Involvement 
The project was initiated by a small group of four experts from regional policy 

and science backgrounds.  Subsequently there was a steady increase in participants, 
with some 64 individual actors in the system development process.  These actors 
can be categorized into five main groups: state (Bavarian) politicians and officials 
(~5), regional politicians and officials (~27), scientists (~4), businesses and 
economic organizations (~14) and individual citizens or interest groups (~14).  
However, these numbers should not be interpreted too precisely since some actors 
represented multiple interests and certain organizations had multiple participants at 
meetings.  

Developing the Web-GIS therefore engaged a diverse group of actors, but 
towards the end of the project there was a noticeable drop in the number of 
individuals involved with a group from administrative backgrounds taking over the 
helm.  In the final stages, discussion about the Web-GIS was led by these actors 
within the scope of the Bavarian Parliament�s Commission on Economy, 
Infrastructure, and Traffic, and a special meeting at the government offices for 
Lower Bavaria.  This change was concurrent with a shift in the project from 
discussions about functionality, content, �look and feel� etc. of the Web-GIS itself 
towards issues with greater political implications such as future funding and system 
operation. 

Another feature of the whole development process was that it was not 
autonomous.  It was initiated by a small group of actors with a special interest in 
the project, who then encouraged other stakeholders to actively participate.  This 
meant that participation took place within a moderated framework and that the 
group that started the project maintained a supporting role throughout the process. 
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15.4.2  Motivation to Participate 
Many of the regional actors first became involved through an invitation from 

the system development team to participate in an initial workshop in autumn 2001.  
However, other actors heard about the project through word of mouth and 
effectively enrolled themselves in the system development process.  As the project 
progressed it became apparent that motives for participation were varied and 
included:  

  
• Enhanced regional development and promotion of tourism (state and 

regional politicians, tourists boards, businesses and economic 
development agencies) 

• An opportunity to research technical aspects of Web-GIS and the social 
implications of the system development process (scientists)  

• Ensuring that nature conservation interests were represented in the Web-
GIS and helping to secure a future for data resources whose use was under 
threat due to funding shortages (environmental NGOs) 

• An opportunity to promote existing traffic information systems (a local 
software business) 

• Increasing existing technical knowledge of Web-GIS (regional 
development association) 

 
In many cases, therefore, participants became involved in the Web-GIS project 

because they could see it as a means of also fostering their own particular interests 
in some way.  

15.4.3  Development of GIS Knowledge 
Soon after the project began in 2001 an initial workshop was held with the 

stakeholders to discuss the desired functionality of the Web-GIS.  However, the 
experience from this meeting was that although participants could articulate 
existing problems (e.g., inadequate promotion and lack of consistent standards) 
there was little awareness of what a Web-GIS could do and how it would differ 
from a standard regional Internet portal.  The decision was therefore made to go 
ahead with the development of a prototype Web-GIS and then present this to the 
different parties.  Such an approach certainly stimulated interest, to the extent that 
as the project advanced  more technical ideas and visions about GIS use were 
introduced (e.g., scope for integration with other GIS databases or PDA-based 
mobile GIS)  while tourism and economic development issues were less prominent. 

During the project there was a general augmentation of GIS awareness and 
know-how among the actors involved.  Initially, the GIS technology was something 
new for nearly all participants.  As the system developed, all participating actors 
gained a clear idea what a GIS is, what it can do, and how it could benefit their 
region by contributing to marketing.  Nevertheless, as questions in the interviews 
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revealed, the further social or political implications of GIS and its possible 
relevance for regional development aims were not generally recognized. 

15.4.4  Strengthening Regional Co-operation 
At the start of the project discussions tended to take place within small, 

dispersed groups of interested individuals and organizations.  Over time, there were 
more large meetings and workshops.  This resulted in a changing attitude among 
participants.  Initially, each community or interest group focused strongly on the 
benefits of the project for themselves, but gradually there was increasing 
recognition that only closer regional collaboration concerning tourism promotion 
and economic development would be successful.  One particular example of this 
was agreement at a workshop in spring 2003 to promote the region under the 
heading of �Bayerwald Counties� rather than more localised names.  The active 
participation of all six chief administrative officers of the so-called �Bayerwald-
Landkreise� from the 2003 workshop until the end of the project can be seen as a 
further indicator of this collaboration.  

15.4.5  Social Implications of System Use 
Interviews regarding the impacts of the info-bgl Web-GIS in Berchtesgaden 

suggested that it had been particularly important in helping to enhance the public 
transportation system and promoting the region as a car-free spa and tourist 
destination.  More specific examples of impacts included highlighting opportunities 
for new bus routes and a need for better coordination of the public transport 
timetables in Berchtesgaden and the neighboring Salzburger Land in Austria.  In 
addition, info-bgl had been used for purposes other than those originally planned 
(e.g., providing routing information for practice rescue exercises to an auxiliary fire 
brigade) and had stimulated interest in other possible GIS-based applications such 
as a tree register. 

15.4.6  Actor-Network Theory Interpretation 
From an ANT perspective the development of the Web-GIS Tourismus TUM 

can be characterized as the formation of a �network of aligned interests�.  In ANT 
vocabulary such a process can be viewed as involving stages of �problematization�, 
�interressement� and �delineation and coordination�16 as shown in Figure 15.3. 

 
• Problematization.  Initially there were only a few actors interested in 

bringing the Web-GIS into being.  These actors came almost exclusively 
from political or science backgrounds and saw the project as a means of 
also fostering their own particular interests.  Both sets of parties were also 
influenced by information about regional development objectives and the 
potential of GIS technology to contribute to such aims. 
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Figure 15.3 Stages in the development of the actor network for the Web-GIS Tourismus TUM. 
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• Interessement.  Once the decision to develop the Web-GIS had been made, 
the initial actors sought to convince other regional stakeholders to 
participate in the project.  One feature of this phase was lively discussion 
about regional development and Web-GIS issues.  This resulted in a 
focusing of objectives (strongly influenced by the initial partners) and the 
generation of new visions about regional development, GIS use etc.  

• Delineation and Coordination.  This phase was characterized by the 
formation of actor groups and the emergence of leading representatives 
from each subset.  A particularly interesting feature of this stage was that 
although the system development process had minimal top-down 
influence, existing administrative structures re-emerged as already 
established spokespersons of specific organized groups (e.g., chair of the 
regional tourist board, chief administrative officer of a rural district etc.) 
took over the leading roles.  This became especially obvious at the very 
end of the project.  At the suggestion of the initial project actors, issues 
concerning future work and the financing of system implementation were 
discussed in depth with the group representatives and in meetings at 
institutions such as the Bavarian Parliament.  Slightly ironically, therefore, 
decisions regarding the future of the PPGIS initiative were taken without 
direct public involvement. 

  
The formation of a network of aligned interests is explained by ANT as a 

process where one or more initial actors succeed in convincing other potential 
participants that joining will also benefit their interests.  Such an exertion of power 
and �enrollment� of other actors (i.e., regional stakeholders) was certainly a feature 
of the Web-GIS case study. 

ANT also views documents, technologies etc. as �actants� that are part of a 
network and capable of influencing other actors.  In this case, regional development 
plans, GIS and Web-GIS technology were all instances of such non-human actors.  
Discussion of development aims led to a recognition of the need for stronger 
regional collaboration.  Similarly, while the content of the Web-GIS was strongly 
influenced by the people involved in the system development process, the use of 
the GIS technology itself augmented the knowledge of the partners involved, 
increased their willingness to think about other regional IT applications and even 
promoted broader agendas (e.g., a greater use of public transportation).  This was 
apparent in both the development of the Web-GIS Tourismus TUM and, to a 
greater extent, in the impact of the operational info-bgl in Berchtesgaden.  The 
operational state of the latter enhanced the actant role of the Web-GIS which, in 
turn, contributed to other positive outcomes in terms of public services.   

According to ANT, action always takes place within networks of aligned 
interests.  All participating actors are simultaneously part of multiple different 
networks.  As a consequence, the outcome of one network of aligned interest can 
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possibly influence other networks as well.  This helps explain the �diffusion� of 
ideas, technologies, etc.  In the Web-GIS study, the increased GIS awareness and 
the voluntary involvement of some actors who were not invited to the initial 
workshop are examples of such diffusion. 

The above discussion suggests that the use of ANT concepts is indeed useful in 
explaining many of the observations made during the two case studies.  These 
include the general manner in which the network of interests developed (e.g., the 
emergence of actor subgroups) in the Tourismus TUM project and the impacts that 
occurred through use of the two Web-GIS services (e.g., on technical awareness 
and the use of public transportation) 

15.5  CONCLUSIONS 

The social implications identified by analyzing both system development and 
operational use suggest that a user-centered regional Web-GIS can contribute to: 

 
• Activating a certain degree of moderated public participation;  
• Building of regional networks of interest; 
• Strengthening regional coherence; 
• Stimulating discussions about overall regional development visions and 

strategies; 
• Developing a technology-friendly attitude, resulting in an increased 

willingness to use innovative technologies; 
• Fostering behavior that is in accordance with the aims underpinning a 

Web-GIS. 
 

Development of the Web-GIS Tourismus TUM took place in a form of 
moderated participation process activated by a core group of actors (i.e., those 
involved in system development).  This does not mean, however, that the process 
was a purely �top-down� one.  Instead, diverse regional actors voluntarily enrolled 
themselves in the process � forming the network of aligned interest � and actively 
influenced both the conceptual approach and operating concept of the Web-GIS.  
However, this �bottom-up� element became more marginalized as the project 
progressed.  Individually diverse actors became less influential as already 
established power structures re-emerged and resulted in a shift back to a more �top-
down� process in the final stage of the project. 

A related point concerns the nature of the actors that participated in the project.  
These were almost exclusively people already involved in regional development, 
nature conservation or other NGOs and so must be regarded as self-selected to 
some degree.  Such an outcome has been noted in many other participation 
processes2,20,21 and again raises the question of whether the development of the 
Web-GIS really contributed to an empowerment of regional stakeholders or just 
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cemented already established administrative and political �top-down� power 
structures. 

The observations and interpretation presented in this study suggest that the use 
of ANT concepts can provide insights into the interactions and implications 
associated with such a technical activity.  In particular, they highlight the effects 
that use of the Web-GIS had on other actors.  This, in turn, raises issues concerning 
the ethics of PPGIS projects22, particularly given the scope for misuse of such 
technology23.  At present, Web-GIS is still perceived as a mere tool by many spatial 
planners, GIS experts and administrators when it really needs to be more widely 
understood as a social technology. 
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