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Preface

The sentence “What I cannot create, I do not understand”, left on his blackboard by
Richard Feynman, echoes the formula “Verum ipsum factum” used by the Italian
philosopher Giambattista Vico to point to the guideline of his new science (Scienza
Nuova, 1725) in which man can truly know that which is produced and executed by
him. In fact, only in this way can he know the exact genesis of things in the world.
This message has been reiterated by the American biotechnologist and businessman
Craig Venter, one of the pioneers of the human genome decryption, who asserts:
“What I cannot build, I cannot understand”’. With this message, he leads us to the
extraordinary scientific adventures of the creation of an artificial cell. Venter and his
colleagues have been engaged in investigations into the production of a synthetic
cell, the simplest among the natural ones. Up to now, they have been able to
synthesize specific oligonucleotide molecules that can reproduce themselves after
being inserted into a suitable cell deprived of its natural genetic material.

The result represents a significant step in a research programme aimed at under-
standing and, in some respects, controlling the life processes. It includes several
research areas that encompass microbiology, physical chemistry and information
theory. The ongoing developments appear relevant, since they offer an engineering
approach to genetics through the perspective of creating life itself, thanks to the
significant results obtained in the control of some networks of chemical reactions
occurring in the cells and in the processes involved in cellular transmission of matter
and energy.

Actually, life should not be thought of only as a chemical event, but also as a
process involving information transmission, because the genome is a repository of
information gathered over time through evolution. Application of the above concepts
to microbiological growth is improving knowledge about the mechanisms that affect
the increase in complexity associated with evolutionary paths. Moreover, it suggests
analogies with the evolution of the technologies connected with the development of
our society. Finally, it suggests approaches for the management of energy trans-
formations occurring in large-scale activities.
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The aforementioned topics, as well as being characterized by scientific and
philosophical content, are inspiring ongoing research baptized as synthetic biology
and are giving impetus to the employment of bacterial cells as factories for the
conversion of renewable resources to chemical products, whose applications range
from pharmaceuticals to biofuels. In fact, the creation of new reaction pathways
constitutes the core of a new field called metabolic engineering, whose focus is the
activation of biological functions nonexistent in nature. On the whole, it represents a
new approach to industrial production activities coming out of the synergic combi-
nation of biology, chemistry, information theory and engineering.

Such topics at the edge of life will be explored, starting from a topical subject
from the discussions in which science and philosophy merge, that is, the connection
of life processes with the second law of thermodynamics, which, according to Sir
Arthur Eddington, “holds the supreme position among the laws of Nature”. Then, we
move on to the investigation into molecular mechanisms, whereby order is formed
out of chaos.

Milan, Italy Sergio Carra
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Chapter 1 ®)
Devils, Ratchets and Biomolecular Motors o

1.1 The Century of the Devils

Some students like to wear T-shirts decorated with eye-catching, although cryptic,
mathematical equations that disclose the existence of light radiations. This writing is
attributed to God through the implicit presence of the biblical “Fiat Lux”. Actually,
this is plagiarism, because the actual author was James Clerk Maxwell, a British
mathematician and physicist of the eighteenth century, well known for having
formulated a theoretical synthesis of electricity and magnetism.

A leading scientist in the landscape of the nineteenth century, he did not overlook
the opportunity to make some contributions to thermodynamics, the new scientific
achievement born as a result of the problems coming from the industrial revolution
then in progress, related to the performance of thermal machines. Energy being the
propensity to perform work, attention was focused on the transformation of the
thermal energy released by the combustion processes into the mechanical energy
capable of moving the afore-mentioned machines.

The birth of thermodynamics was officially coincident with the publication in
1823 of a book by the young Napoleonic officer Sadi Carnot, with the glowing title
“Reflections on the Motive Power of Fire”. Its most important achievement was
proof of the existence of a threshold at the transformation of heat into
mechanical work.

A few years later, in a significant publication of 1854, Rudolf Clausius, born in
Germany but, at that time, professor at ETH in Zurich, lent thermodynamics a new
degree of relevance that went beyond the study of the processes taking place in heat
engines, because it extended those processes to all transformations occurring in
nature, including those related to living organisms. The validity of the new formu-
lation lay in the identification of a physical quantity that he called entropy S, from the
ancient Greek words év (en) “in”, and tponn (tropé) “transformation”, meaning
‘upheaval’, which would later play an important role in scientific and philosophical
culture, even in regard to its mediatic aspects. Operatively, it is expressed by the ratio

© Springer Nature Switzerland AG 2018 1
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S = (energy/T) between the total energy of the system and the temperature. In
spontaneous processes, such as the transmission of heat between two bodies at
different temperatures or the expansion of a gas subject to a pressure difference,
entropy cannot decrease. This statement has been elevated to the role of the second
law of thermodynamics, leading to the extension of the principle of energy conser-
vation to include thermal energy, which has the privilege of occupying the top
position.

If the view is enlarged to the entire universe, it follows that its evolution proceeds
towards a final state of equilibrium, characterized by a uniform value of temperature.
Lord Kelvin (William Thomson), a British physicist and engineer who made such
important contributions to thermodynamics that the absolute temperature 7 came to
be denoted by his name, defined the occurrence as “thermal death”. Such a
disturbing teleology was also defined by Clausius as “disintegration”, thereby
opening a debate that is still active and involves many aspects of scientific and
philosophical culture.

Even science has sometimes been subject to the fascination human beings have
with supernatural abilities, the ability to solve complex problems that are unap-
proachable from a human capacity, by making use of the most orthodox determin-
ism, implying a necessary relation between causes and effects. In this context, Pierre-
Simon de Laplace, one of the leading French scientists in the period between the
eighteenth and nineteenth centuries, wrote a treatise on the system of the world in
which he offered a description of the movements of the planets of the solar system. It
is said that during the presentation of the book in the presence of the Emperor
Napoleon, the author replied to Napoleon’s observation that God was never men-
tioned by saying that it was an unnecessary hypothesis. The Emperor answered that,
nevertheless, it could explain several things.

In 1814, Laplace claimed that a being endowed with a monstrous intelligence
would be able accurately to foresee the future events of a physical system if informed
of the minute details of its initial state. This hypothetical character entered into the
culture with the nickname of the Laplace devil.

Maxwell’s attention was instead focused on the significance of the second law of
thermodynamics, through his study of systems whose behavior depends on random
events. For instance, the chaotic movements of the molecules present in a gas that
exchange energy through mutual collisions. Maxwell became involved in such a
problem at the request of one of his friends, Peter Guthrie Tait, that he make a
contribution to a book on Thermodynamics. In the answer, Maxwell evoked the
image of a being with extraordinary faculties, because it was able to violate the
second law of thermodynamics. Referring to a system formed by two containers
separated by a gate valve containing the molecules of a gas subject to thermal
agitation and at different temperatures, the being whose faculties are so sharpened
that it can follow every molecule in its course would be able do what is impossible to
us. In fact, it could be conceived as a device able to identify and separate fast (hot)
and slow (cold) molecules in order to set up a temperature or pressure gradient, thus
producing an asymmetrical configuration with a decrease of the entropy.
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Maxwell concluded that the validity of the second law of thermodynamics is not
absolute, but depends on our inability to follow the motion of individual molecules
and identify their speed.

The devil would be exorcised a century later by Leo Szilard, the Hungarian
physicist, who, together with FEinstein, wrote the famous letter to Roosevelt to
urge him in the promotion of research into nuclear energy. In a publication of
1929, Szilard showed that the acquisition of the information needed by the Maxwell
devil to operate the gate involves the creation of a quantity of entropy equal to that
generated in the mixing process of the molecules that were separated. Although the
analysis carried out by Szilard was not entirely correct, it became the starting point of
a wide variety of activity that would influence important aspects of scientific culture,
with fallout for the communications industry, physics, chemistry and, particularly,
biology.

1.2 The Unbearable Attractiveness of Irreversibility

The justification of the increase of entropy during natural transformations has always
been, indeed still is, a thorny problem. Such transformations are called irreversible,
because they can take place only in one direction, and once the final state is reached,
it is impossible to go back to the starting point without leaving a trace in the world
outside of the system. This peculiarity is associated with the existence of an “arrow
of time”, whose existence cannot be neglected in any attempts to give realistic
descriptions of natural phenomena, particularly when biology is involved, because
its objects are subject to lifecycles. Research into cells cannot neglect their progress
from birth, which results from the division of a mother cell, to reproduction, which
corresponds with the division that creates two new daughter cells.

The issue was addressed in its fundamental aspects by Ludwig Boltzmann, a
leading figure in nineteenth century physics for the innovative contributions he made
to thermodynamics and statistical mechanics. Significant is the following farsighted
sentence that emphasizes the relevance of entropy in the solution of problems
concerning biological processes:

The general struggle for existence of animate beings is not a struggle for raw materials—
these, for organisms, are air, water and soil, all abundantly available—nor for energy, which
exists in plenty in any body in the form of heat, but of a struggle for entropy, which becomes
available through the transition of energy from the hot sun to the cold earth.

He spent most of his life as a university professor at Graz in Austria. Despite
being esteemed, the last years of his life were marred by disagreement with the
philosophical-scientific establishment of the late nineteenth century, which cast
doubt on the atomic theory of matter. The harsh tone of the conflict threw him into
a state of depression that led to his suicide in 1906. A few years later, in 1913, the
French physicist Jean-Baptiste Perrin, in a book that experienced great success,
published the results of researches aimed at the interpretation of the behavior of
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dispersions of nanoscale particles in a liquid by using a theory published by Einstein
in 1905. His achievement at last sanctioned the existence of atoms, even though, in
the meantime, their essential role in the development of scientific activities had
already emerged.

Boltzmann was an admirer of Darwin, so much so that he aimed to describe the
evolution of physical systems, taking that of living organisms as a model. Aware of
the tools that mathematical physics offered him for undertaking the task, he started
by considering the simplest system of thermodynamics, that is, a gas formed by a
large number of molecules. In his most important publication of 1872, he described
its evolution through an approach that combined statistics, used for the description of
the distribution of velocities of the molecules compared to hard spheres, with the
dynamics of their collisions. A gas in which a pressure difference is present
undergoes an expansion, which leads it towards a final state of equilibrium at
which the pressure is uniform throughout the entire system. The impossibility of
describing the motions of each molecule implied the use of a distribution function,
which expresses the probability that a molecule occupies a given position in space
with a determined value of speed. For a gas that is not under equilibrium conditions,
such a function obviously depends on time. Technically, any further development
implies the solution of a complex equation bearing the name of Boltzmann, an
equation that is considered an icon of mathematical physics, although it has not yet
acquired the dignity of decorating the T-shirts of the students. For those who are
curious, its features are summarized in Box 1.1. Through its application, it can be
shown that the spontaneous expansion of the gas is accompanied by an increase of
entropy in agreement with the second law of thermodynamics, which was so
demonstrated starting from the fundamental laws of mechanics.

To turn off the enthusiasm on such an amazing outcome, it must be mentioned
that a corrosive criticism was raised by Josef Loschmidt, a German physical chemist,
who recalled that, in the Newtonian mechanics employed by Boltzmann to describe
the molecular collisions, time is reversible. In fact, the equations of motion are
symmetric: they remain unchanged if the sign of the variable time is changed.
Contrastingly, in thermodynamics, time is asymmetric, consistent with the monot-
onous increase of entropy, as well as the presence of the afore-mentioned time arrow.
The objection inspired embarrassment in the scientific community, by opening up a
discussion that has lasted to the present day.

A further in-depth analysis gave evidence that, paradoxically, the success of the
Boltzmann equation in predicting the perennial increase of entropy is due to an
approximation, called “molecular chaos”, which implies the absence of any corre-
lation between the motion of the molecules. Thus, the collisions are occurring at
random.

Actually, the descriptions of the transformations occurring in the microscopic
world depend on the scale of observation, which requires the subdivision of the
space into cells by following a subjective method in the choice of their size. The
specification of the level of detail to which the system is described, called coarse
graining, is also necessary if it involves the loss of the information required for
understanding the nature of the increase of entropy in irreversible processes. As a
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matter of fact, this finding is not surprising, because if we observe the filming of an
event that takes place at the molecular scale, it is impossible to determine the
direction of the macroscopic transformation of the overall gas.

To deepen this point, we can observe that, even in the context of classical physics,
the chances are subjective, because they reflect our degree of ignorance about the
details of the processes that we are observing. For instance, the introduction of the
concept of probability in the assessment of the flipping of a coin reflects our inability
to perform an accurate calculation by means of Newtonian mechanics of the
trajectory of the coin until its fall, and that for lack of information on the initial
data of the cast and on the environmental conditions. Knowledge of these is a
privilege of the Laplace devil.

The situation, however, is completely different in quantum mechanics, since the
probability of events comes from a genuine uncertainty about the behaviour of the
world, and therefore its use cannot be removed by acquiring more information on the
underlying phenomena. This awareness allows us to prove a more intriguing aspect
of thermodynamics, because it expresses, through the second law, a declaration of
impotence in our ability to transform all of the available heat in mechanical work.
Quantum mechanics, which includes the uncertainty principle according to which
the position and velocity of a particle cannot be simultaneously measured with
accuracy, confirms the presence of an inescapable uncertainty inherent to micro-
scopic phenomena. It has been shown that its violation would imply a violation of
the second law of thermodynamics. Beating the uncertainty limit requires the
extraction of extra information about the system, which requires doing more work
on what is allowed by its state of disorder.

Let us now take a look at microbiology. Most of the involved objects have
dimensions that lie at the boundaries of the scale at which quantum mechanics
dominates, raising some disturbing aspects due to uncommon events, such as
entanglement and tunneling. Why exclude the fact that they could play a significant
role in the interpretation of some phenomena that are at the basis of life? Unfortu-
nately, we can’t neglect Richard Feynman, the legendary theoretical physicist, who
said that nobody understands quantum mechanics. To address the problems involv-
ing nanoscale objects, it is therefore necessary to accept its mysteries and manage its
paradoxes.

Finally, it must be remembered that the Boltzmann equation has proved to have a
wide effectiveness in the description of the evolution of gases, pure and in mixture,
even those with relatively complex molecules. For that, it is currently applied to the
solution of technical problems such as those concerning the flow of fluids, or the
diffusion of gas mixtures in various situations that are of interest in engineering, thus
confirming that the hypothesis of molecular chaos is a good approximation, even if it
is unable to catch the elusive nature of irreversibility. This is the curious fate of a
theory that is successful in regard to that which concerns comparisons with exper-
imental data, but is also a source of vibrant discussions for its theoretical founda-
tions, in contrast to other theories that are accepted with enthusiasm, even if their
results in regard to experience remain uncertain.
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1.3 The Devil Is a Pawl

The energy of a gas of N molecules in equilibrium with the surrounding environment
fluctuates around a mean value E with deviations AE described by a Gaussian
function. It follows that

= ~ N2, (1.1)

Therefore, the size of the energy fluctuations are:

— Comparable with the mean energy of an individual particle if N is equal to one,
— Negligible in macroscopic samples with N on the order of the Avogadro number.

Because, in small systems, the thermal fluctuations can lead to observably large
deviations from their average behavior, it follows that they are not well described by
classical macroscopic thermodynamics. Accordingly, we wonder whether it is
possible to obtain mechanical work by exploiting the fluctuations of energy in a
gas. One way to address this problem is found in the first of the volumes collecting
the lectures of Richard Feynman, who, although famous for his contributions to
quantum electrodynamics, did not hesitate to turn his interest towards peculiar
issues. For instance, the one concerning the behaviour of a device, now called
“Feynman’s ratchet”, borrowed from a machine invented by the Polish scientist
Marian Smoluchowski in the wake of the Maxwell devil. The device, illustrated in
Fig. 1.1a, consists of a cylindrical axis set in rotation by the effect of molecular
collisions on blades grafted onto the axis. The rotation can take place in only one
direction thanks to the presence of a pawl, which acts on a toothed wheel mounted in
turn on the axis, thus transferring part of the energy randomly distributed in the
molecular movements to the mechanical energy required for the shaft’s rotation. In

(b)

Fig. 1.1 (a) A cylindrical axis is set in rotation by the effect of molecular collisions on blades
grafted onto the axis. The rotation can take place in only one direction thanks to the presence of a
pawl, which acts on a toothed wheel mounted, in turn, on the axis. (b) The machine devised by
Feynman in which two vanes at temperatures 7; and 7, are introduced to separate the part of the
shaft on which the blades are grafted from the one containing the toothed wheel with the pawl
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essence, the pawl would exercise the Maxwell devil’s functions. If this could work, it
would not violate the first law of thermodynamics, because the gas can be
maintained at constant temperature by a continuous feed of thermal energy, but it
would, however, violate the second law, because it would be drawing mechanical
energy from a gas of constant temperature.

Feynman then devised the machine in Fig. 1.1b, more complex than the previous
one, in which two vanes at temperatures 7, and 7, are introduced so as to separate
the part of the shaft upon which the blades are grafted from the one containing the
toothed wheel with the pawl. Then, he demonstrated that if the entire device is at the
same temperature, that is, 7; = T, the axis does not rotate continuously in one
direction, but will rather move randomly back and forth. Therefore, it does not
produce any useful work, because the pawl, being at the same temperature as the
overall system, will undergo random motion, “bouncing” up and down.

With different temperatures, and assuming an exponential distribution exp (—é&/
kpT) of the energies ¢ of the fluctuations, in agreement with the Boltzmann equation
(Box 1.1), when the gas is at equilibrium, work is obtained. As a final result, the
following expression of the efficiency 7, i.e., the relationship between the work and
the heat caught from the gas, is obtained:

_work_Tl—Tz
= hear T,

(1.2)

This finding is consistent with the analysis developed by Carnot in his book,
which has subsequently been confirmed by an in-depth analysis performed at the
microscopic scale. The preceding equation gives the higher value of the efficiency of
a thermal machine that cannot be overcome. In real situations, as shown by Tolman
and Fine, a term must be subtracted from the right hand side that accounts for the
energy dissipation due to the creation of entropy as a consequence of the collisions
between molecules, in accordance with the Boltzmann analysis summarized in Box
1.1, and at higher scale than that of the interactions between turbulent fluctuations.

In fact, the previous equation implies that the involved transformations take place
through a sequence of equilibrium states. Despite being an oxymoron, the approach
can be applied to the performance of approximate thermodynamic calculations if the
awareness of its limit is accounted for. In fact, the previous expression provides the
higher efficiency that can be obtained from a heat engine. Therefore, the following
sentences written by Sir Arthur Eddington can be supported by belief:

The law that entropy always increases, holds, I think, the supreme position among the laws
of Nature. If someone points out to you that your pet theory of the universe is in disagree-
ment with Maxwell’s equations—then so much the worse for Maxwell’s equations. If it is
found to be contradicted by observation—well, these experimentalists do bungle things
sometimes. But if your theory is found to be against the second law of thermodynamics, I can
give you no hope; there is nothing for it but to collapse in deepest humiliation.

To conclude, it is worthwhile to recall that in his seminal talk “There’s Plenty of
Room at the Bottom”, delivered in 1959, Richard Feynman offered a $1000 reward
to the first person able to construct a motor that would fit into a cube 0.04 cm a side,
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not counting the wires and power source. This reward was claimed within a year by
an engineer, William McClellan, who delivered to him a hard matter model of the
micro-engine. But when turned off, the motor did what could be expected: nothing.
In fact, the motor must be connected to a power supply to get any motion at all. But
what about tinier engines of molecular size?

1.4 Swimming in Molasses

In 1828, the Scot Robert Brown published a book in which he summarized the
observations conducted as to the behavior of particles present in the pollen of plants.
By profession, he was a botanist who traveled extensively, collecting pollen grain of
different kinds and with diameters of a few micrometers that, suspended in water and
observed with a microscope, were subject to continuous disordered movements. At
first glance, he thought he might be observing the “elementary molecules of organic
bodies” expressing the life force itself. In these motions, which were later baptized as
Brownian, it seemed that each particle had equal chances to move in any direction
and that its previous state had no bearing on the future. These results cast a new light
on the problem of the structure of matter that, throughout the nineteenth century, was
the center of great controversy, the most visible manifestation of which was
Boltzmann’s suicide. Desperately looking for a theory? Of course, but it was
formulated only 80 years later, when, in 1905, Albert Einstein provided an elegant
explanation of how small molecules of water can impart movements to particles big
enough to be observed under a microscope. In other words, the thermal energy
associated with the motions of the molecules present in the liquid is transferred
through the fluctuations to the motion of the particles, in apparent disagreement with
the second law of thermodynamics. It is interesting to remember that Einstein, when
developing this research, was not aware of the discovery of Robert Brown, because
his specific purpose was to highlight facts that might confirm the existence of atoms.
Then, his discussion stressed the fact that a suspended particle can be struck in
various directions by the combined effect of small bumps from the surrounding
smaller particles. All of that by taking into account that, as it was evidenced by Dean
Astunian, with particles of nanometric sizes in water the viscous forces predominate,
and therefore the motion is similar to that of a swimmer bathing in molasses.
Inspired by Brownian motion, in the first half of the last century, some mathe-
maticians began to consider the description of phenomena in which the need to give
a precise meaning to the presence of random movements was imperative. The main
proponent was Norbert Wiener, Professor at MIT and founder of a transdisciplinary
method for exploring the regulatory system known as cybernetics, with potential
fallout in various fields, including biology, as will be illustrated later. The general
approach, called stochastic from the Greek word for “haphazard”, is a mathematical
construct that models the real world through processes consisting of states that occur
randomly. Their peculiarities are the absence of memory and the continuity. Some-
thing new under the sun? Not at all, because the stochastic methods were introduced
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in the nineteenth century and one mathematician who engaged in the subject was the
afore-mentioned Pierre-Simon de Laplace, the repository of scientific determinism.
His interest probably emerged when he realized the impossibility of giving life to his
forward-looking demon.

Stochastic calculus includes an analysis of many natural processes involving
random fluctuations, whose description is supposed to model independent and
identically distributed shocks with zero mean. The standard approach of the sto-
chastic evolution was borrowed from an equation that had been formulated by the
physicist Paul Langevin in 1908 for the description of Brownian motion. A particle
that is jiggling about because it is bombarded on all sides by irregularly moving
water molecules should, of course, change its position with time. Because the
collisions are random, each step is not necessarily related to the previous one, and
thus the path is irregular, like the staggering walk of a drunken man coming out of a
wine bar. Nevertheless, we can ask how far it is likely to get from the starting point
after a given length of time.

A possible framework for the formulation of a mathematical model capable of
describing the motion of an individual particle of mass m relies on the deterministic
Newton equation, in which the product of the mass of the particle times its acceler-
ation is put as equal to the sum of the applied forces, which are, respectively, the
gravity and the viscous drag, due to some “effective forces” arising from its
interaction with the other particles. This could be a job for the Laplacian devil,
but, unfortunately, with the likelihood of obtaining a poor result, because the role of
the random forces due to thermal noise cannot be neglected. For a particle with
instantaneous velocity v, the equation describing its motion must be written as
follows:

d
mi = Foy — v + Fi, (1), (1.3)

where F,,; is the external force acting on the particle, pv is the viscous drag that is
assumed proportional to the velocity of the particle, and finally, F},(f) is the random
force that could be controlled by a Maxwellian devil. Except he does not exist.

One way to obtain a reliable solution is to take into account that the fluctuating
forces come from occasional impacts of the Brownian particle with the molecules of
the surrounding medium, so that the mean value of the involved energy can be put as
equal to zero. Moreover, it can be assumed that the interaction force involved in the
impacts varies in an extremely rapid way over time, so that it can be assumed that
two successive collisions are not correlated. Following this approach, the average
value of the square of the path x of a particle subject to Brownian motion can be
calculated by applying the above equation.

(P) = 2ij {t - %(1 - e_”’)]. (1.4)
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As an alternative to the previous approach, credited to Langevin, an equation due
to Adriaan Fokker and Max Plank is also employed by making use of a distribution
function of the particles subject to stochastic motions as if they were supermolecules.
From the formal point of view, it is similar to Boltzmann’s equation, except that the
term that reflects the molecular collisions is replaced by another one that accounts for
the correlation between fluctuations.

1.5 Down in the Bioworld

Motility is the hallmark of life, ranging from intracellular transport of macromole-
cules of about 10~ m (10 nm) in size to the flight of birds. Movement being one of
life’s central attributes, any motile element is compelled to generate the forces
needed for its displacement by converting some other form of energy into mechan-
ical energy. Among the wide spectrum of possibilities, let us focus attention on what
happens inside cells, which offer an impressive collection of molecular traffics. Also,
the cell is the best starting point to undertake an investigation into microbiological
systems, if attention is focused on the way in which special chemicals come together
to form the complex dynamic structures that can be recognized as life.

Cells are divided into two kinds, called prokaryotic and eukaryotic, respectively.
The former are bacteria and have independent life; they fulfill different, comple-
mentary physical and chemical functions, thus behaving as biological machines. The
latter are involved, as aggregates, in the formation of the tissues of living organisms.
Eukaryotic cells are more complex, thanks to the presence of an additional structure,
as their DNA is contained in a membrane-bound nucleus. Each of them resembles a
city immersed in water, with several compartments that have different functions, as
illustrated in Fig. 1.2. Briefly illustrated, the nucleus is the repository of genetic
information, particularly that which drives the protein synthesis that occurs in
membrane-bound organelles called ribosomes, which behave as complex molecular
machines. The obtained proteins are the main constituents of living organisms, by
virtue of their structural and functional properties. The mitochondria, contrastingly,
are tiny organelles that behave as powerhouses. There are almost 400 in every cell
and they generate almost all of the energy employed in the cell’s activities. Finally,
the Golgi apparatus is responsible for modifying and packaging proteins for delivery
to targeted destinations, similar to the post offices in our society.

As for machines produced by human technology, cells require constant renewal
of their constituents. This operation implies the selective transport of the needed
components from one side of the cell to the other. This occurrence generates traffic
that takes place through a network of connections similar to those present in a
modern metropolis. Inside the cellular liquid, called cytoplasm, a rich network of
cables and tubes is present that supports the structure of the cell. Moreover, it also
creates the connections between its different sectors by sustaining the carriage of
substances, nourishment, and organelles, according to a logistics that is the subject of
challenging investigations. The transportations are performed by means of ad hoc
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Fig. 1.2 A schematic description of prokaryote and eukaryote cells. Each of them resembles a city
immersed in water, with several compartments having different functions, as illustrated in the

figures. For details, see the text

Fig. 1.3 Three typical molecular motors: (a) myosin, (b) kinesin, (¢) cytoplasmic dyiein. The
motor domains or heads are at the bottom. (Vale RD. 2003. The molecular motor toolbox for
intracellular transport. Cell 112:467-80)

complex proteinic molecules, known as molecular motors, which are called, respec-
tively (Fig. 1.3):

(a) kinesin, molecular motor that moves on microtubules, responsible for moving
cargo.
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(b) myosin V, molecular motor that transports cargo; myosin II is responsible for
muscle contraction.
(c) cytoplasmic dynein, molecular motor that moves on microtubules.

Because of their nanoscale dimensions, on the order of 100 nm, they are subject to
fluctuations of energy, which are so strong that they generate disordered Brownian
motions. Nevertheless, they follow ordered paths along planned directions. This
finding has been obtained through sophisticated and delicate experiences by mea-
suring the displacement and the forces generated by the afore-mentioned protein
motors. Specifically, a kinesin has been attached to a small silica bead that has been
captured in the trap of a beam of photons coming from a laser. The photons together
create a pressure from which a force capable of keeping a small particle from
escaping the center of laser focus is created. These optical tweezers were used as a
probe for measuring the kinesin movement on the microtubule attached to a glass
surface.

What are the molecular mechanisms whereby such order might arise out of
chaos? This is an intriguing question, because it reflects the main feature of living
systems.

According to John Haldane (1892-1964), the distinguished British scientist
known for his innovative contributions to evolutionary biology, life is a mixture of
chemical processes, self-regulated thanks to the intervention of molecules that have
the ability to perform special functions. The best candidates are, of course, proteins,
it being unlikely that there are molecules with better properties anywhere in the
entire Universe. Proteins are polymers of aminoacids, molecules with two functions,
acid for the presence of a carboxylic group, and basic for the presence of an
ammonium group (Fig. 1.4a). The chain of the proteinic polymer is illustrated in
Fig. 1.4b, where the alternation between carbon and nitrogen atoms is highlighted. In
living organisms, a wide range of proteins is present, which can be distinguished by
the nature of the group R that replaces the hydrogen present in the formula of the
aminoacid reported in Fig. 1.4b. The proteins carry out various functions, but
attention will now be focused on those able to give a structure to the molecular
motors, including their movements. As a typical example, we will look at the kinesin
flowing along a microtubule that behaves as a rail. As it appears in Fig. 1.3, itis a
small vertical bundle of proteinic molecules weaved together, with the two “heads”
adhering to the bottom of the track, while two flexible filaments at the top connect it
to a vesicle that contains the dragged load. But from where does the kinesin draw the
energy required to move along the track and perform the work required to drive the
load?

The cells are home to unceasing transformations involving energy fluxes, so that
energy and life go hand in hand. The currency, or fuel, is the adenosine triphosphate,
or ATP, a molecule (Fig. 1.5) having three phosphate groups linked end to end in a
chain that, through reaction with water, produces one molecule of adenosine diphos-
phate, or ADP, plus one of phosphoric acid, P;, and releases the energy that is
employed in cellular activities as follows:
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Fig. 1.4 (a) Chemical formula of a typical amino acid molecule. (b) Chain of a proteinic polymer
in which the alternation between carbon and nitrogen atoms is illustrated. In a cell, the proteins carry
out various functions, but here, attention is focused on its action as a rail of a molecular motor
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Fig. 1.5 Molecular structure of adenosine triphosphate (ATP) and adenosine diphosphate (ADP).
The arrow indicates the hydrolysis reaction of ATP with water to give ADP plus phosphoric acid by
releasing free energy

ATP + H,0 — ADP + P; + energy (8.01 kcal/mole).

Splitting away from the terminal phosphate group, the molecule releases a large
amount of energy that is used to power most of the biological work, including that
performed by kinesin and the other molecular motors. It is supplied in chemical
form, because it can be involved in the breaking and forming of chemical bonds. The
kinesin heads have pockets that house some ATPs, which, when set free, react with
water through the previous reaction by releasing the energy that allows its



14 1 Devils, Ratchets and Biomolecular Motors

Fig. 1.6 Steps involved in the detachment and re-adhesion of kinesin on a microtubule. (1) The
rear head, ADP-bound, weakly interacts with the microtubule. (2) ATP, binding to the front head,
pulls its head forward. (3) The unbound head releases ADP and rebinds the microtubule ahead of its
partner head. (4) The front head, red, is oriented backward, so that an ATP binding to this head is
inhibited until the rear head hydrolyzes the ATP and releases it from the microtubule. (Merve Yusra
et al., Cell Reports 10, 1967-1973, March 31, 2015 a2015)

movements. As shown in Fig. 1.6, it is able to facilitate the detachment of an end
from the surface and its re-adhesion at a different location. Actually, all of the forces
associated with a chemical act are short-range and nearly disappear at distances
smaller than one nanometer, while one step of displacement in a motor protein
usually extends to a few nanometers. Therefore, different principles are operative in
molecular motors and follow their detachment from a microtubule. In fact, the
breaking of a bond increases the kinesin’s freedom, so that they become subject to
the energy fluctuations of the surrounding fluid. The interaction of the kinesin with
the microtubule can be expressed through a potential that has a periodic behavior
along the path, according to the variation of the local composition of the microtubule
surface. Therefore, the movement of the kinesin involves overcoming a succession
of potential energy barriers, which, in a first approximation, can be equated to the
teeth of a saw, while presenting an asymmetric behaviour, as is schematically
illustrated in Fig. 1.7. A kinesin bounded with both heads behaves as if it were
trapped in an hole of the potential energy, while if it is freed by the rupture of the
bond, it acquires freedom and can move with equal probability in both directions as a
consequence of the random bumps due to chaotic movements coming from the
surrounding molecules. To describe its behavior, it is convenient to assume that it is
controlled by a switch managed from the potential energy, as it appears in the afore-
mentioned figure. When the pinning potential is turned off, a particle trapped at “0”
begins to diffuse symmetrically because of thermal noise. Then, it begins to execute
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Fig. 1.7 Simple model of a Brownian ratchet through which a particle is subjected to a directed
diffusion process on a surface. This is a consequence of the asymmetry of the potential, because the
particle is more trapped at +L, to the right, than at —L. The loose motion of the coupled particle takes
place thanks to the breakdown of an ATP molecule with the release of an ADP molecule. The
particle, detached from the track, can freely diffuse, so that when it is reattached, displacement
occurs. The process does not violate the second law of thermodynamics, because energy is supplied
to the ratchet through the breakdown of the ATP molecule. (Ping Xie, Int J Biol Sci 2010; 6(7):665-
674. doi:10.7150/ijbs.6.665)

a Brownian motion. When the potential is turned on, the particle is again trapped in
one of the wells. Because of the asymmetry of the potential, it is more likely, at short
times, that the particle is trapped at +L to the right than at —L, allowing for a
net-directed motion. Thus, the mechanical movement is due to the energy of the
chaotic motion of the liquid coupled with a chemical reaction occurring between the
motor and the microtubule. The role of chemistry is to facilitate the choice of the
fluctuations in one of the two directions, providing the energy required to drive the
diffusional motion of the macromolecule without the intervention of the active force
produced by the hydrolysis reaction. For this reason, the saw potential behaves as a
“Feynman ratchet”. In conclusion, Brown was right in assuming that the movements
he observed were the ‘life force’, because most of the behaviour upon which life
depends is driven by stochastic molecular motions. The preceding analysis has been
focused on kinesin, but can be extended to the different moving motors present in
living systems, as illustrated by Vologoskii ad Kolomeisky. The energy stored in
chemical bonds is employed to generate directed forces for an amazing variety of
tasks, but operates on the same principle: to trap Brownian fluctuations. In such a
frame, two extreme types of motion can be distinguished: the former with the motor
weakly coupled to the reference path, while in the latter, it is mainly subject to the
effect of random collisions that drag it into the molecular storm. The theoretical
analysis of their behaviour, pursued with the afore-mentioned approaches based on
the Langmuir or Fokker-Planck equations, gives support to the previous description.

But what about the depletion of ATP molecules? They are rigenerated by means
of the energy stored in particular molecules, such as the carbohydrates (C¢H;,0¢)
produced through photosynthesis, which catches the energy of the electromagnetic
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radiations generously sent to us by the sun. The process take place through a
complex set of chemical reactions occurring in small molecular machines called
mitochondria, where the carbohydrate molecules are transformed into carbon diox-
ide and water through the release of the energy employed to restore the ATP. Their
role and their relevance will be illustrated in detail in Chap. 4. The term metabolism,
derived from the Greek petaforn (mutation), indicates a set of chemical trans-
formations, such as the previous ones, including the concomitant energy effects and
their associated physical phenomena, that occur in the cells to ensure the preserva-
tion and renewal of the living matter. The overall cell metabolism occurs through a
complex network of chemical reactions catalyzed by enzymes controlled by genes. It
can be compared to a chemical engine that supports the cellular functions by
converting raw materials into energy and into the molecules required to build
biological structures.

Box 1.1 The Boltzmann Equation
A simplified form of the celebrated Boltzmann equation appears as follows:

8fé\;, 1) _ / (Fofy = fof1) 1 — va)o(w)dva,

where f(v,) is the distribution function that specifies the probability that at
time ¢, a molecule has a velocity v, 1 and 2 are the indexes of given molecules,
and /' is the probability function after a collision.

The left hand side expresses the variation of the distribution function with
respect to time, while the right hand side expresses the influence of molecular
collisions.

o(w) is the scattering cross-section, which, in turn, depends on the relative
scattering angle o and can be evaluated through a detailed analysis of the
collision between the two molecules, a job that fits the Laplace devil.

At equilibrium, f} | = ff», and thus the right-hand side of the equation is
equal to zero. Under such a condition, the probability that a molecule has a
value equal to € is proportional to exp(—e/kgT).
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Chapter 2 ®)
Entropy and Information s

2.1 Back to Thermodynamics

The greatest American scientist of the period between the late nineteenth and early
twentieth century was Willard Gibbs (1839-1903). Born in New Haven, Connect-
icut, he belonged to an old Yankee family that, since the seventeenth century, had
produced distinguished clergymen and academics. After earning a Ph.D. at Yale, he
traveled through Europe, attending lectures at different qualified Universities. Back
home, in 1871, he was appointed chair of Mathematical Physics at Yale, the first
such appointment in the United States. His research interest was focused on the
extension of thermodynamics to chemical systems in which different phases (gas,
liquid, and solid) are present. From such an effort, he wrote a monograph entitled
“On the Equilibrium of Heterogeneous Substances”, which begins with a quotation
from Rudolf Clausius: “The energy of the world is constant. The entropy of the world
tends towards maximum.” Hereafter, Gibbs, rigorously and ingeniously, applied
thermodynamics to the interpretation of certain chemical phenomena previously
considered a collection of isolated facts and observations. The approach started
from the definition of system, chosen as a portion of the Universe, whose behaviour
can be characterized by a set of variables. Within this framework, Gibbs became
concerned with “their private lives”, which he addressed by setting forth the criteria
of “their equilibrium and stability”.

In thermodynamic equilibrium, there are no flows of energy and matter within a
system and no composition change occurs. In Newtonian mechanics, energy is
introduced as the property of moving masses, but in the nineteenth century, it
became a unifying principle in the construction of the new sciences, including
electromagnetism, thermodynamics and quantitative chemistry. In the following, it
is advisable to express the energy of a thermodynamic system by means of a function
H, called enthalpy, which is the sum of the kinetic and the interaction energies of the
particles present in it, plus the product PV of the pressure, P, and volume, V, of the
system itself. So, in the isobaric processes, the change of enthalpy is equal to the heat
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transferred plus the work done in a change of volume at constant pressure. In fact, a
force applied to an object determines its displacement, performing a mechanical
work, W, given by the rule “force times distance”. We already encountered, in the
preceding chapter, the intriguing examples of the mechanical work performed by
nanomotors on tubulines or by myosin in muscular movements. Hereafter, we will
introduce other kinds of work present in living systems.

Let us start with a reversible process, which proceeds through a succession of
equilibrium or near-equilibrium states, so that if it is reversed, it yields the starting
material as it was before the transformation. The change of the thermal content of the
system is determined by the fast motions of the microscopic atomic variables, which
leads to an increase in the internal energy of the system without creating macro-
scopic work. Its variation, according to Clausius, is expressed by the product of the
absolute temperature times the increase of entropy and, not being available to make
work W, is called useless energy. Of course, it must be subtracted from the work that
could be performed by the system as a result of a change of its total energy,
expressed by the enthalpy. What remains is called free energy, because it can be
used by the system to perform work through the slow variation of the macroscopic
variables. The free energy G (from Gibbs, of course, as it was later baptized), is then
defined as follows:

available or free energy (G) = total energy (H)—unavailable or useless energy (TS).

At the molecular level, the useless energy mainly contributes to the kinetic energy
of the molecules and to their vibrational and rotational motions. The free energy can
instead affect the behaviour of the atomic and molecular electrons through the
breaking up and formation of intramolecular bonds, as well as increasing the number
of available electronic states. The formation of new bonds can promote molecular
organization by facilitating the formation of different types of molecule that con-
tribute to the diversification of the system. For instance, a molecule can transform
itself into some other isomers, having the same atoms, thanks to the exchange of free
energy that allows for the formation of new structures with different contents of
energy and entropy.

As has been argued by Rob Phillips and S.R. Quake in an article devoted to The
biological Frontier of Physics, published in Physics Today, in 2006, at the charac-
teristic distance at which molecular machines operate, the typical values of the
different energies converge. It follows that, at the nanoscale, a particular situation
is present concerning the conversion of the different forms of energy, which can be
elastic, mechanical, electrostatic, chemical, and thermal. From their comparison, it
appears that at characteristic lengths comprised of between 10~'* and 10™° m, they
have roughly the same values. This finding provides evidence for the possibility that
molecules, and particularly biomolecules, can spontaneously convert their energies
into several possible forms. In order to evaluate the exchanges of free energy
involved in molecular transformations, Gibbs introduced the concept of “chemical
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potential”’, which was considered the Northwest passage, because it provided the
link between thermodynamics and chemistry, as illustrated in Box 2.1. Its extension
to biological macromolecules, in principle, is not different from that of any type of
molecule, but the presence of higher complexity increases the underlying difficulties,
because it exhibits a hierarchy of self-assembling structures ranging in size from
proteins to membranes and cells. In a simplified approach, we can compare the cells
to systems open to the exchange of energy, matter and information with the external
environment. Inside, different events are occurring, including macromolecular
movements, as with kinesin, chemical transformations, as in a metabolic network
of chemical reactions, diffusional processes, and others. The energy source is
Adenosine Tri-phosphate (ATP), which, as mentioned, is the fuel for most biological
transformations, because it is the vehicle of free energy that, in living organisms,
supplies the work for different activities. The transfer of free energy occurs through
the familiar reaction of hydrolysis of ATP mentioned in Chap. 1. In living organ-
isms, ATP is the vehicle used to supply the work, thanks to the magic effectiveness
of free energy in changing the characteristics of a system by exploiting the available
useful work in its various expressions:

Electric: transporting electric charges in tissues (ions) and nerves (electrons).
Chemical: synthesis and biosynthesis of chemical compounds.

Osmotic: active transport of molecules through membranes.

Superficial: increasing the surface of a system.

All of the listed forms of work are present in cells, which are very effective in
taking advantage of their potential and interconvertibility. It is quite important then
to deepen the mechanisms by which such energy release participates in the processes
that take place at the microscopic level, such as the transfers of matter between fixed
sites or the production of particular molecules through networks of chemical reac-
tions. In the previous chapter, the transport of macromolecules within cells was
discussed, while other processes will be considered with the intention of highlighting
the way in which their occurrence contributes to favoring the emergence of order out
of chaos.

2.2 The Statistical Character of Entropy

The statistical approach to thermodynamics is one of the theoretical pillars in the
interpretation of the physicochemical world, including its extensions to biological
systems. It was born in the second half of the eighteen century out of the efforts of
Maxwell and, particularly, of Boltzmann, through the deepening of the insight into
the relationship between the entropy of a system and the probability of its state. At
present, it is commonly used in the description of the thermodynamic behaviour of
large systems, by taking advantage of the knowledge of the atomic and molecular
structures, and it is also applied, with some care, outside equilibrium by dealing with
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the description of irreversible processes such as flows of fluids and heat transfer
driven by imbalances present in the system.

In 1901, Gibbs published a book of extraordinary compactness and elegance
entitled “Elementary Principles in Statistical Mechanics, Developed with Special
Reference to the Rational Foundation of Thermodynamics”, in which he offered a
new, powerful approach to the subject, introduced in a generalized and ingenious
fashion. The approach was applied by means of classical mechanics, and the basic
framework still stands, despite the modifications introduced by quantum mechanics,
because the energy of a system can only assume a series of discrete values ¢;, each
corresponding to one of its states. Let us consider a system in contact with a thermal
reservoir at temperature 7, which, at equilibrium, is equal to that of the system.

In this framework, the entropy is assumed to be a property of a collection, or
ensemble, called canonical, of systems, each possessing the same volume, chemical
composition and temperature as the system itself. If n, is the number of ensemble
members in the r-th state with energy &,, then their distribution among all possible
states is given by f, = n,/Zn,. Then, it can be shown that, consistent with a constant
value of internal energy, entropy assumes a maximum equilibrium value if

e*E,/kBT e*&‘,/kBT

S=—kgy f,Inf,  being f= ST~ 7 (2.1)

Z, is called the partition function and depends on the temperature and the structure
of the molecules, as well as the parameters that characterize their vibrational and
rotational motions. kg is called the Boltzmann constant, and its value is given in the
Table of the physical constants. Moreover, any property Y of the system can be
evaluated as the mean value of the statistical ensemble:

<Y >=) Vf,. (2.2)

The preceding equations are at the summit of statistical thermodynamics.
Climbing down, the behaviour of matter can be evaluated starting from molecular
properties, whereas at the top, the concept of thermal equilibrium can be deepened.
For the simplest system, constituted by an ensemble of non-interacting point mass
molecules, € is the number of their possible distributions among the system states.
Because all have the same probability, it follows that f, = f = 1/Q. Then,

S =ksInQ. (2.3)

In other words, the more states that are available, the higher the entropy will
be. The previous equation was proposed by Max Planck, following the insight of
Boltzmann. For this reason, it is engraved on Boltzmann’s tombstone in the central
cemetery in Vienna.
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Is there a basis for any teleology in the second law of thermodynamics? Not really;
any “designed” feature in the Universe must increase entropy, as stated by Clausius.
The only reliable teleology is the forecast by Lord Kelvin concerning thermal death.
Luckily, that is faraway! But what about the possibility that the features of natural
transformations, at least locally, could trigger order and organization? At the limit,
according to somebody, life itself? Thermodynamics is the science of change, but
most of the situations considered up to now refer to reversible transformations
occurring through a succession of artificially forced equilibrium states. Actually,
the occurrence of a transformation implies the presence of a finite difference in
temperature, pressure or chemical potential, which are the driving forces. At the final
state of a transformation, in a system with constant internal energy, their values must
be uniform everywhere, consistent with the maximum value of the entropy.
Irrespective of the end point, the interest is towards the characteristics of the trans-
formations, specifically in regard to their rates and eventually the rate of production
of entropy. These problems were faced in 1930 in the USA by the Norwegian-born
scientist Lars Onsager (Nobel prize in physics), by focusing attention on the case of
small deviations from equilibrium, so that simple linear mathematical relationships
could be adopted for expressing the rates of the irreversible processes.

Let us consider a system subject to a transformation attributed to a couple of
forces X; and X>, due, respectively, to the presence of differences in the temperature
and in the concentration of a chemical component, with respect to the equilibrium
values. Their influences on the rate of the process occurring are respectively
expressed as a function of the temperature gradient and of the concentrations of
the chemical components through a physical quantity called chemical potential,
whose formal definition is reported in Box 2.1. Two coupled processes with flows
J; (energy over time) and J, (moles of component i over time) occur, whose rates are
expressed as follows:

Ji=LinXy + LioXo (2.4)
Jo = L X1 + Lo Xo. '

The coefficients L;; and L,, are proportionality constants, linearly relating each
specific flow to its force, while L, and L,; are cross-coefficients whose values
depend on the extent of the coupling between the two processes, thus reflecting the
way in which the force of one process affects the flow of the other. Close to
equilibrium, a principle called microscopic reversibility is introduced by establishing
that

Lis = L. (2.5)

Onsager postulated that this symmetry condition could be applied with confi-
dence to situations that were not very far from equilibrium, as was experimentally
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checked for that which concerns the diffusional and heat transfer processes in diluted
gases and condensed systems. The approach is generalized to systems of many
coupled processes by means of a set of linear equations similar to the previous one:

Jj=> LiXk (2.6)

where, for the cross-coefficients, the afore-mentioned symmetry rule is still
applied. The extension of the approach to biology looks reasonable, because it
captures a characteristic property of living systems of coupling energetically efficient
processes. Nevertheless, the problem of how far from the local equilibrium it can be
applied to living systems remains open. In 1950, the Nobel laureate Ilya Prigogine,
Russian-born but living in Brussels, together with Paul Glandsdorff, attempted to
extend the linear approach of Onsager to the more interesting, non-linear regime, by
stressing the role of chemical reactions whose rates customarily are given by
non-linear algebraic expressions with respect to the concentrations of the chemical
components involved.

In order to illustrate the outcomes of the investigation, let us focus attention on a
system open to the exchange of matter and heat with the environment that can be
compared to a well-mixed chemical reactor that maintains a mixture of reacting
compounds far from equilibrium. In a first approximation, it can be adopted to
describe the behaviour of a biological cell. By assuming a constant temperature,
the analysis is focused on the material transformations occurring inside the system.
The model equations are formulated through the material balance of each compo-
nent, by accounting for the contributions resulting from their exchange with the
environment and their disappearance or formation as a consequence of the chemical
reactions. For each of them, the following conservation equation must be applied:

Variation time = sum of the inlets and outputs
+ variation due to chemical reactions.

So, for component /, it can be written as follows:

dci(t)
dt

=3 ®,,C“" + R,(T, C}), (2.7)

ext

where the left-hand side expresses the rate of change of the concentration C; of
component i expressed in moles per unit volume, while the two terms at the right-
hand side express the contributions to such a variation due, respectively, to the
exchange with the environment associated with the fluid fluxes ®,,, and the variation
of component i per unit time and volume due to chemical reactions. In other words,
the preceding equation expresses the way in which the derivative of the concentra-
tion of component i depends on the rates of the reactions in which it is involved,
without being affected by diffusional processes thanks to the imposed stirring. R;
potentially depends on the concentrations of all of the components present, but
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practically, only a few are involved. On the whole, by applying Eq. (2.7) to each
component, a system of ordinary differential equations (ODEs) is obtained whose
integration yields the evolution in time of the different concentrations.

The most interesting cases are the ones in which non-linearities are present in the
mathematical expressions of the rates R;. In fact, linear systems have been the
stronghold of science for about 300 years, while non-linear systems, related to
complex situations, frequently with unexpected results, have been neglected, mostly
because of the difficulties of solving the inherent equations. Particularly, if the
non-linearities are due to the presence in chemical systems of autocatalytic pro-
cesses, occurring when one product of a reaction increases the rate of transformation
of its own products, a rich variety of patterns describing the evolution of the
concentrations, as a function of space and time, emerges (see for instance the book
of Grégoire Nicolis). Thus, the ingredients required for the creation of complexity
turn out to be at our fingertips. Most natural phenomena evolve smoothly, rather than
by abrupt changes, and therefore, it is reasonable to model them by neglecting their
variation over time, at least for a limited period of time. Such a stationary situation is
called ‘steady state’ if it is assumed that the actual values of temperature and
concentrations will no longer change in the future. Accordingly, the derivatives on
the left-hand side of the balance equations are put as equal to zero, so that a system of
algebraic equations is obtained whose solution yields the concentrations of the
reactants under steady conditions. That is, in a situation in which all of the involved
variables, such as species concentrations, temperature and fluid flow, do not depend
on time in spite of the ongoing processes, because, notwithstanding the presence of a
fluid flow through the entire system, there is no accumulation of mass or energy. The
afore-mentioned algebraic equations being non-linear, different solutions are
obtained, each corresponding to different set of values of the reactants’ concentra-
tions. After having discarded the physically unreliable solutions, we have to make a
choice between the residual solutions. The more obvious approach is to look for their
instability, so that after a perturbation due to a fluctuation, they are subjected to a
transition towards another state of the system, while stable solutions recover the
original state instead. This problem has been approached by Prigogine and Glandorff
on thermodynamical grounds, in an attempt to identify a quantity that has the same
pivotal role of entropy for the equilibrium states. Following a heuristic
approach suggested from the symmetry rule (2.5) of linear thermodynamics, they
proposed that the stability corresponds to a minimum rate of entropy production.
Equipped with this criterion, they explored the role of the external medium, which
manifests itself through the values of a suitable control parameter A, typically, the
fluid flow rate or the temperature, whose value determines the state of the system.

The analysis of typical systems reveals the behaviour of a steady state versus A
illustrated in Fig. 2.1. At a critical point, with A = A, the state becomes unstable and
changes sharply, because a bifurcation starts. In other words, the steady state splits
into two branches corresponding to a choice between two possible states of the
systems. This interesting outcome is enriched by the subsequent intervention of
further bifurcations that offers an interpretation of the evolution towards an increas-
ingly higher level of complexity. This occurrence, which develops at a significant
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Fig. 2.1 A typical 1.0
bifurcation diagram. As the
control parameter A is
increased, a state loses its
stability and two new
branches emerge at A > A;.
These branches, in turn, lose
their stability at a secondary
bifurcation point A = A,, and
SO on

distance from equilibrium, corresponds to the formation of structures whose com-
plexity has opened up many expectations in investigations into the self-organization
of chemically reacting systems. In conclusion, the thermodynamic approach seemed
to provide evidence that there would be no need for new natural laws in the
description of the self-organization processes occurring in nature. Complex struc-
tures can appear far from equilibrium beyond the limit of stability.

Actually, a lot of work has been done on non-equilibrium steady states, so that,
regrettably, in the second half of the previous century, some concerns about the
relative stability of the states of a system far from equilibrium appeared. In parti-
cular, Rolf Landauer, a German-American physicist who made important contribu-
tions to different areas of the thermodynamics of information processing, has shown
that the principle of minimum entropy production can only be expected to apply for
steady states that are not far from equilibrium. Therefore, without specifying the
exact domain of its validity, it cannot be considered a universal principle, and thus
cannot be applied to state selection out of equilibrium. In this analysis, Landauer’s
work was reminisc