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Introduction

Reasons for Writing This Book

The published literature on the economic appraisal of healthcare acquired infection 
(HAI) is described by phrases such as:

“With so many virtues of the cost-benefit approach identified, it is perhaps puzzling why 
greater use of economic appraisal has not been made in the area of infection control” [1]

“Clinicians should partner with economists and policy analysts to expand and improve the 
economic evidence available” [2]

“the quality of economic evaluations should be increased to inform decision makers and 
clinicians” [3]

“The economics of preventing hospital-acquired infections is most often described in general 
terms. The underlying concepts and mechanisms are rarely made explicit but should be 
understood for research and policy-making” [4]

The aim of this book is to describe how economics should be used to inform decision-
making about infection control. Our motivation stems from the previous quotes 
which show economics is being used within the infection control community, but 
not to its full potential. Our expectation is that you do not have any formal training 
in economic analyses.

Economic analyses have been used for many decades to argue for increased 
funding for hospital infection-control. In 1957, Clarke [5] investigated bed wastage 
in British hospitals due to Staphylococcus aureus in patient’s wounds. She 
 concluded ….

“the average length of stay in hospital of patients whose wounds were infected with Staph. 
aureus was found to be 5 days longer than the average length of stay of patients whose 
wounds were not so infected”

These are powerful data. The prevention of a case of HAI will free up valuable bed 
days for alternative uses and so save costs. These savings may compensate the 
additional expense of an extra infection control program or they may not. There is 
no doubt, however, that by preventing infection, patients sidestep an event that will 
affect their quality of life and may even lead to their death. Preventing infections 
not only changes costs but generates health benefits.

N. Graves et al. Economics and Preventing Healthcare Acquired Infection. 1
DOI: 10.1007/978-0-387-72651-9_1, © Springer Science + Business Media, LLC 2009



2 Introduction

There are three mutually exclusive outcomes that follow a decision to implement 
an infection control program:

Economics can reveal the best combination of infection control programs while 
paying attention to alternate ways of spending scarce healthcare dollars. The arguments 
are relatively simple to make in theory, but implementing economic analyses to 
change the way a hospital is organized is a challenging task. Demonstrating the 
economic arguments for good infection control is not trivial and depends on good 
theory, evidence and supporting data, and some analytic grunt.

The authors of the Study on the Efficacy of Nosocomial Infection Control. 
(SENIC) project conducted in the 1970s made a positive start. They showed that a 
good infection control infrastructure that comprised one infection control nurse for 
every 250 beds, a trained hospital epidemiologist, and feedback of surgical wound 
infection rates to surgeons had the potential to reduce rates by one third. SENIC 
also showed that infections imposed economic costs maybe as great as $4.5 billion 
annually [6] for US hospitals. The economic arguments for good infection control 
were starting to emerge, but important parts of the jigsaw needed to make compel-
ling arguments were missing.

Outcome 1. Costly infections are prevented and the cost savings more than 
offset the costs of achieving them, overall costs decrease. Furthermore, health 
outcomes improve for patients. This “win win” is rare in today’s stressed 
healthcare environment. Infection control offers the opportunity to save costs 
while improving health outcomes and no one can argue against that.

Outcome 2. Costly infections are prevented and the savings do not compen-
sate the costs of obtaining them, overall costs increase. Health outcomes 
improve for patients. Costs are incurred but health benefits are achieved. The 
value for money of infection control must be compared with other ways of 
using health care dollars to generate health benefits. Choosing more infection 
control is better value than some other use of scarce resources, and it should 
be adopted.

Outcome 3. This is the same as Outcome 2 but infection control is worse 
value for money than some other alternative, and it might not be adopted. 
Infection control is not immune from diminishing returns that affect virtually 
all quality improvement activity. There is almost certainly a point where addi-
tional infection control is wasteful and the resources could be used more pro-
ductively toward some other health goal.
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Since this time, infection control communities have struggled to develop and 
communicate the complete economic arguments to policy makers. Reviews of the 
literature have shown that most studies in the area of economics and HAI describe 
the costs of HAI only [2, 3]. The infection control community has been served 
well by these types of studies. Costing studies have placed HAI onto the radar-
scope of politicians, policy makers, and the press, especially with the rise  
of MRSA. The range of economic outcomes relevant to infection control is illus-
trated in Panel 1.

Showing that a disease is costly is not sufficient to complete the economic argu-
ment for its prevention [7]. There are four reasons. First, the health benefits that 
arise from preventing infections are relevant to decision making and must be meas-
ured and valued. Costing studies reveal little about the health benefits of prevention 
programs. Second, preventing cases of HAI is a costly activity itself and these costs 
are important to decision makers. The adoption of surveillance programs, education 
programs, and the use of novel devices such as antimicrobial coated central venous 
catheters are all costly. Studies of the costs of the disease tell us nothing about the 
costs of preventing the disease. Third, it is unusual to eradicate a disease and this is 
true of many types of HAI. Costing studies measure the burden arising from the 
aggregate of all cases of HAI, yet some proportion of these cases can never be 
avoided. Costing studies tell us nothing about which infections can be prevented 
and which are inevitable, we therefore do not know exactly which costs will be 
saved. Fourth, different costs behave in different ways with prevention. Many of 
the expenditures made for healthcare will not change with lower infection rates in the 
short term. Costing studies tell us nothing about which costs are fixed and which 
vary with prevention programs.

Costing studies dominate the infection control literature but are not that useful. 
A major motivation for writing this book is to describe a framework and method for 
generating more informative data about the economics of infection control. It is not 
surprising that good economic analyses have taken a backseat with infection con-
trol practitioners and hospital epidemiologists. They are not trained in economic 
analyses, and the core competencies of a hospital epidemiologist – epidemiology 
and statistics – are required but not sufficient for the economic analyses. Infection 
control professionals have faced other challenges including the continued rise of 
resistant microorganisms, increased levels of morbidity among hospital patients, 
larger workloads for clinical staff, and constant pressure on hospital productivity. 
Finding the time to undertake high quality economic analyses of their activities is 
surely difficult.

Other groups in the healthcare community have, however, used economics to 
argue for a bigger slice of the pie. For example, population screening for and the 
treatment of cancer and HIV, and the use of experimental therapies for cardio-
vascular diseases have all been the subject of high quality cost-benefit and cost-
effectiveness studies. These studies have been published in good journals including 
the New England Journal of Medicine, the Lancet and the Journal of the American 
Medical Association. Government, regulatory agencies, and others who hold the 
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purse strings for health budgets have been cajoled into funding novel programs 
based on economic arguments. This is the direction infection control must take. The 
infection control community must engage with the best research groups, win grants 
from competitive national funding bodies, publish in good journals and build their 
research and policy making profile. There is nothing to be gained from circulating 
the same types of studies, round the same communities, using, by and large, the 
same research methods, year after year. Infection control must compete with other 
clinical groups and building strong economic arguments is a good strategy.

The demand for healthcare will continue to rise and spending cannot keep pace. 
The US economy already devotes one sixth of gross domestic product to health care 
and many other countries around one tenth. This pressure from cost increases will 
force the process of choosing the health programs to be funded, and those not to be 
funded, to become explicit. Professionals working in the area of infection control, 
which can be relatively cheap and may even save costs, must be ready to justify 
investment in this area. The methods for making good economic arguments, such 
as cost-effectiveness analyses, should be part of the infection control professional’s 
toolkit, and this book should be a useful guide.

Audiences for the Book

The audiences for this book are infection control professionals and others interested 
in adopting infection control programs. The book will serve researchers, practition-
ers, policymakers, and course tutors. We aim to engage with a clinical audience 
with little or no training in economics and also hope this book is useful for those 
who have some experience of health services research, cost-effectiveness, and eco-
nomic evaluation in health care. We do assume the reader has some knowledge of 
epidemiology and medical statistics. We propose to take the reader to a basic level 
of competence in multiple areas but do not claim to be the definitive guide to any 
single issue. There are specialist research groups with expertise in key areas such 
as modeling the dynamic nature of disease transmission and the effectiveness of 
control strategies, predicting the emergence and resource consequences of resistant 
microorganisms, estimating the complex relationship between HAI and excess 
length of stay and excess mortality, modeling the effectiveness of infection control 
programs by synthesizing existing evidence; and modeling risk factors for HAI. 
Our goal is to stimulate a broad interest in economic analyses, provide a logical 
framework for thinking about investment decisions and encourage activity among 
groups who wish to develop research in this area.

The organization of hospital care has many stakeholders with conflicting incen-
tives. The costs and benefits of preventing HAI are voluminous and diffuse. If there 
were one central cost center that accounted for all the costs and benefits of HAI, 
then policy making would be easier. Instead, risks are spread across many agents, 
such as patients, clinicians and the payers of healthcare, and costs range from the 
minor to the catastrophic. The clever analyst will identify the largest costs and cost 



6 Introduction

savings and health benefits and measure and value them accurately using transpar-
ent and rigorous methods. They will then structure the information so the true 
economic gains from preventing more cases of HAI are unambiguous and the argu-
ments for prevention programs compelling. The natural place for this to happen is 
in the hospital departments and university research centers inhabited by those who 
are able to reduce risks of HAI among the hospital population. We hope to lay the 
foundations for a method for the economic appraisal of HAI. This will reduce the 
obstacles to high quality research by describing the purpose of economics and 
health economics and then build knowledge and confidence among readers to 
develop their own economic analyses.

There are few competitors for this book. Others have published journals articles 
and book chapters on how to conduct economic analyses for HAI [1, 4, 8–13] but 
these are constrained to 3,000 words, and this topic is a big one. The authors have 
to skim across the surface of the topic, or, provide a detailed examination of one 
part of it. There is duplication among these manuscripts with different definitions 
and interpretations muddying the waters. We plan to remedy these shortcomings by 
starting at the beginning, using standard terms and definitions and working through 
the material in a logical order. Readers will build their knowledge as they progress 
through the chapters so the material in Chap. 1 will be useful for understanding the 
ideas presented in Chap. 2 and so on. We use examples and hypothetical data and 
encourage readers to have a pen, paper, and calculator handy to verify results. This 
will reinforce understanding.

Organization of the Book

The book is organized into ten chapters. Some readers may be able to dip in and 
out, using certain chapters to inform certain tasks, but we recommend the reader 
starts at the beginning and moves forward. The first three chapters can be thought 
of as a chunk. Together, they set the scene for the rest of the book and lay down 
some foundations by defining concepts and ways of thinking.

Chapter 1. Economics: The discipline is defined and the objectives of economics 
explained. Six building blocks of economic theory are reviewed and discussed with 
nontechnical examples. The six building blocks we review are scarcity, opportunity 
cost, efficiency, competitive markets, market failure and economic appraisal.  
On first reading, infection control professionals might wonder why they need 
to learn this material. We believe good economic analyses should rest on strong 
foundations.

Chapter 2. Health Economics: The subdiscipline of health economics is 
described in this chapter. The work health economists’ undertake the parts of health 
economics likely to be of greatest use for infection control and different approaches 
to the practice of health economics are described. There are two schools of thought 
for the part of health economics that will be used extensively in this book, and the 
differences are fleshed out. We make the decision to jump on board with one school 

10.1007/_Int
10.1007/_Int
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and use this throughout the rest of the book. By the end of the chapter we are ready 
to start using the techniques of economic appraisal such as cost-effectiveness analy-
sis and cost-utility analysis.

Chapter 3. Economic Appraisal - A General Description: We describe in general 
terms what an economic appraisal looks like and the information required for its 
successful completion. We consider how the results of an economic appraisal should 
be used and give examples of correct and incorrect interpretations of the findings.

Chapters 4 and 5 sit together and act as a bridge from the first part of the book 
which is quite theoretical to the latter chapters which are much more applied.

Chapter 4. Economic Appraisal - The Nuts and Bolts: We pick up the pace a little 
and ask readers to follow the construction of an economic model. We consider how 
to structure the problem, add data, evaluate the data, and think about uncertainty 
and its implications for decision making. We finish with a review of the character-
istics of a good quality economic appraisal.

Chapter 5. Changes Arising from the Adoption of Infection Control Programs: 
The different types of costs that change with infection control, and how they change 
are described in this chapter. Costs increase because infection control programs 
take up resources that need to be funded, but they also save costs because infec-
tions, which are themselves costly to deal with, are avoided. Health benefits also 
increase as infections – that harm patients – are prevented. The methods for meas-
uring the number of infections that might be prevented by some infection control 
program are also described.

Chapters 6–9 are about how to gather the information required to make the eco-
nomic arguments for infection control.

Chapter 6. The costs of Healthcare Acquired Infection:  This chapter is about the 
best way to measure the costs of HAI. The different way that dollar valuations are 
attached to resources are described, and this requires some comparison of “cost-
accounting” and “economics” methods. The competing epidemiological methods 
for attributing costs to infection are also reviewed is some detail. We make some 
recommendations about the best way to estimate the costs of HAI.

Chapter 7. The Costs of Infection Control Programs: The measurement and 
interpretation of the costs of implementing infection control programs are consid-
ered in this chapter. Two case studies are presented. We use data in both tabular and 
graphical form to show how costs might be estimated and then interpreted.

Chapter 8. Preventing HAI and the Health Benefits that Result: This chapter is 
about the health benefits that arise from preventing cases of infection. Both the 
quality of life gains (avoided ill health) and the quantity of life gains (avoided 
death) are covered. The methods for describing and then valuing the health benefits 
from preventing infections are described. To make the complete economic argu-
ment, the health benefits that arise from preventing HAI are just as important as any 
change to cost outcomes from prevention.

Chapter 9. Dissecting a Published Economic Appraisal: In this chapter, a pub-
lished economic evaluation of using antimicrobial catheters to reduce the risks of 
catheter-related bloodstream infection is dissected. So far we have used lots of 
hypothetical examples and convenient case studies to make our points. In this 

10.1007/_Int
10.1007/_Int
10.1007/_Int
10.1007/_Int
10.1007/_Int
10.1007/_Int
10.1007/_Int
10.1007/_Int
10.1007/_Int
10.1007/_Int
10.1007/_Int


8 Introduction

chapter, the gloves come off, and we talk you though a real economic appraisal – 
warts and all – to illustrate that conducting this type of research is possible but at 
times complex and involved. Chapter 9 is a biggie and we recommend two sittings, 
with a walk round the block in between, to reduce the chance of indigestion.

Chapter 10. Role of Economics in the Infection Control Environment:  The final 
chapter is an exposition of how economics can be used at the coal face of infec-
tion control. Some important challenges faced by infection control professionals 
are analyzed using the material that has been developed in the previous chapters. 
We draw our conclusions, tie the ideas together, and provide a summary of the 
whole book.

We hope you enjoy reading this book and that it allows you to look at infection 
control from a different perspective. We cannot hope to turn you into health econo-
mist. If that is your goal you should enroll in a masters or PhD health economics 
program. That would be a wonderful contribution as there are few people with 
health economics working in this field. If we can stimulate your thinking and spark 
an interest in the use of economic analyses to improve infection control arrange-
ments then we have done our job.
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Chapter 1
Economics

Preview

• The aim of this chapter is to introduce the reader to economics.
• The discipline of economics is defined and the objectives explained.
• Six building blocks of economic theory are reviewed.
• We believe that a good economic analysis of infection control should rest on 

strong foundations.

1.1 A Broad View of Economics

An economic system – big or small – must select and then structure its activities. 
It might be a national economy or a medium size hospital, but three key questions 
are the same:

  (i) What should be done?
  (ii) How should it be done?
(iii) Who will enjoy the benefits of the chosen activities?

Economics is concerned with answering these questions.
A national economy such as the United States or the United Kingdom is the sum 

of its resources, which fall in two groups, capital and labor. Capital resources 
include land, fossil fuels, buildings, computers, heavy machinery, brand names and 
reputation. Labor is the time individuals spend working, whether waiting on tables, 
cleaning or clerical work, or in more structured professions such as accountancy, 
architecture, or medicine. How capital and labor resources are used define an 
economy. This is important because resources are finite, yet there are many different 
ways to use them. Getting it wrong and making bad choices about how to use scarce 
resources can lead to great hardship and poverty. Successful economies, where 
resources have been allocated with some efficiency, deliver a good standard of 
living for the majority of the population.

A medium size hospital is also the sum of its resources. It comprises capital 
resources, from diesel generators to surgical robots, and many different types of 
labor, from cooks to cardiologists. Those who manage hospitals have to think long 

N. Graves et al., Economics and Preventing Healthcare Acquired Infection, 9
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and hard about how they use resources because like those of national economies, 
resources are finite and can be used in many different ways. Making bad choices 
about how to allocate a hospital’s resources between competing activities can cause 
worse health outcomes for patients.

We have decided that cracking nuts is a useful activity that we wish to devote 
scarce resources to. We have a budget of $20 (our scarce resources) that can be used 
to acquire a ‘hammer’ or a ‘nut cracker’ in order to complete the task (See Figure 1). 
Using our scarce resources to buy the nut cracker provides more benefits than if we 
had chosen the hammer. Making good choices about how to allocate scarce 
resources is central to economics. The best decision is one that maximizes benefit 
from the resources available. As long as you understand this, you are starting to 
think like an economist.

Economists work with politicians, business people, lawyers, and academics to 
allocate resources that make-up an economic system, to obtain the best value or 
benefits for society. The aim of economics is to make the maximum number of 
people as happy as possible, given finite resources. To achieve this requires careful 
consideration of those three key questions:

 (i) What should be done?
 (ii) How should it be done?
(iii) Who will enjoy the benefits of the chosen activities?

Fig. 1 Two ways to crack a nut, one better than the other
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Economics is used in two ways. “Positive Economics” explains what actually happens 
in society. It answers “what is” type questions, such as, “What is the effect of 
allocating scarce resources in order to host the Olympic Games?,” “Normative 
Economics,” on the other hand, is used to identify what should happen. It answers 
questions about “what ought to be,” such as whether the Olympic Games should be 
hosted. Is it more valuable to society than some other use of scarce resources, such 
as poverty relief or improved access to healthcare? Normative questions stimulate 
debate because they require value judgments to be made. Positive decisions are less 
contentious because they are based on facts. Both forms of economics are concerned 
with the study of how resources are allocated within an economic system. This book 
is concerned with how resources are used for the purpose of infection control. 
This implies that both positive and normative questions will be addressed. We need 
to gather facts about what infection-control might cost and what benefits it may 
provide, yet we also need to make judgments on how valuable those outcomes are 
compared with other ways of using scarce healthcare resources. This book is a 
mixture of positive and normative economics.

Some economic concepts that will be useful throughout this book are described 
in the next section. These are Scarcity, Opportunity Cost, Efficiency, Competitive 
Markets, Market Failure, and Economic Appraisal. Our objectives are to define 
these terms using nontechnical language, bring them together like building blocks 
and encourage you to think like an economist. Economics is useful if you want to 
show why something should change. This book is about preventing healthcare-
acquired-infections and we aim to provide readers with enough economics to 
make rational and well constructed arguments about why something should 
change with the current allocation of infection-control resources. You can make 
your economic arguments to a middle manager in your hospital or the chief 
executive, local or regional health planners, or state or national politicians. 
The principles and arguments remain the same and are quite simple. You may 
wish to argue for more resources to be devoted to infection-control and away 
from some other activity, or for existing infection-control resources to be used in 
another way. We offer you a set of tools and a way of thinking that can improve 
how decisions are made and, ultimately, how scarce resources are used for infec-
tion control.

1.2 The Building Blocks of Economics

1.2.1 The Concept of Scarcity

Scarcity is at the core of economics. Not all of societies’ objectives can be achieved 
with the available resources. Although it might be desirable to improve education 
and healthcare services, this would require cuts to some other part of the economy, 
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such as law enforcement or road maintenance. Every household might like to have 
a new car and three foreign holidays a year, but this might require cuts to mortgage 
payments or retirement savings. Scarcity arises because humans have a voracious 
desire to be successful. Some want material goods, big houses, and sports cars; 
others desire recognition in the community and want to help others; while some 
may just desire a simple but comfortable life in the countryside. However, the capital 
and labor resources required to make all these things happen are finite.

Hadley Cantril [14] collected some data that illustrate the range of human wants. 
The people interviewed lived in India or the United States, and here are some 
extracts:

India – 35-year-old man, illiterate, agricultural laborer.

“I want a son and a piece of land… I would like to construct a house of my own and have 
a cow for milk and ghee. I would also like to buy some better clothing for my wife. If I could 
do this then I would be happy.”

India – 45-year-old housewife.

“I should like to have a water tap and a water supply in my house. It would also be nice 
to have electricity. My husband’s wages must be increased if our children are to get an 
education and our daughter is to be married.”

United States – 34-year-old laboratory technician.

“I would like a reasonable enough income to maintain a house, have a new car, have a 
boat, and send my four children to private schools.”

United States – 28-year-old Lawyer.

“Materially speaking, I would like to provide my family with an income to allow them to 
live well - to have the proper recreation, to go camping, to have music and dancing lessons 
for the children, and to have family trips. I wish we could belong to a country club and do 
more entertaining.”

These individuals all strive for more. They reveal material and social aspirations for 
themselves and their families (i.e., a cow, tap water, a boat, or dancing lessons); the 
difference is that some have more resources than others and so prefer different 
things. Most Americans take running water, electricity, and a house for granted, yet 
these extracts reveal that this is not the case in India. The argument we make is that 
humans always want more of something, regardless of the circumstances.

John Maynard Keynes is the father of macroeconomics and made a prediction in the 
1930s. He suggested increases in wealth would lead to a situation where individuals 
would have all their needs (demands) met and so would cease to strive for more of 
anything, instead devoting further energies to “noneconomic purposes” [15]. The exam-
ples of Imelda Marcos and her enthusiasm for shoes and Jay Leno and his passion for 
motoring, suggest otherwise. Human wants will never be fully satisfied, and because 
resources are finite, choices will always have to be made about how they are used.

The more productively resources are used the more goods and services are available. 
The result is that citizens of some countries have more material possessions than 
others. The American and Indian economies are both rich in resources, yet the 
American economy extracts more value from available resources when compared 
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with the Indian economy. This difference will diminish if the Indian economy con-
tinues to grow rapidly. Decisions are made everyday in both countries about what 
can and what cannot be done with scarce resources, and this is because of scarcity. 
Scarcity is the core of economics.

Paul Samuelson wrote this definition of economics [16],

“economics is the study of how men and society end up choosing, with or without the use 
of money, to employ scarce productive resources that could have alternative uses, to pro-
duce various commodities and distribute them for consumption, now and in the future, 
among various groups in society”

He goes on to describe the three challenges for any economy.
Challenge One: What commodities shall be produced and in what quantities?
Challenge Two: How should they be produced?
Challenge Three: Who will enjoy the benefits of the commodities?
The process of answering these questions will give rise to an allocation of resources. 
It is important to answer these questions as appropriately as possible. Because of 
scarcity, when a choice is made, an opportunity to do something else is lost and this 
is called an opportunity cost.

1.2.2 The Concept of Opportunity Cost

We cannot do everything we want (think about scarcity), and a decision to use 
resources in one way causes a loss elsewhere in the economy. The loss arises 
because resources are no longer available for an alternative use. If a hospital man-
ager decides to screen every new admission for methicillin-resistant Staphylococcus 
aureus (MRSA), then some resources would be used up. These include labor 
resources, such as the time of doctors, nurses, microbiologists, and infection-
control professionals, and capital resources, such as isolation beds, gowns, gloves, 

Jay Leno is a car enthusiast with an impressive collection of modern and
vintage vehicles. The collection is always growing, even though he can only
drive one at a time.  

In 1986 Imelda Marcos and her husband fled the Philippines after a
revolution against a corrupt regime. She left behind mink coats, 508
gowns, 888 handbags and 1060 pairs of shoes.
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microbiology equipment, and other consumables. Without the screening program, 
these resources could have been used to treat 500 new patients. The benefits from 
treating these extra patients represent the opportunity costs of the MRSA screen-
ing program. How these opportunity costs are valued depend on the perspective of 
the analyst. The hospital manager would look at the financial revenues foregone 
from not admitting the 500 new patients. A public health professional might esti-
mate the years of life saved from diagnosing and treating the symptoms of the 500 
patients. These two estimates are mutually exclusive. We cannot count the lost 
financial revenues to the hospital and the years of life lost, that would be double-
counting. We could attempt to attach a dollar figure to the years of life lost and 
represent dollar estimates of opportunity costs this way. Economists tend to think 
about broader social objectives when making suggestions about how resources 
should be used and would therefore prefer the second approach to estimating 
opportunity costs.

There are situations where the opportunity cost of a decision is zero, or close 
to it. If there were no new patients waiting to be admitted to the hospital, staff 
were protected by long-term employment contracts and so could not be released, 
and if there was a stock of consumables that had to be used before an imminent 
expiry date, then the opportunity costs of the MRSA screening program would be 
zero. The reason is that the resources could not be used in another way and so no 
benefits have been foregone by deciding to screen for MRSA. If there were no 
patients waiting to be admitted but the resources could be turned into cash by 
firing staff and selling the consumables to another hospital, then the cash gener-
ated would represent the opportunity cost of the MRSA screening program.

The United States administration of the early 1960s made a decision to send man 
to the moon and return him safely to the earth. This project used billions of dollars 
worth of scarce resources and was built on the vision of Werner Von Braun, an active 
member of the “Society for Spaceship Travel” in 1930s Germany. An economist would 
ask what else could have been done with the resources. On the brink of the launch of 
Apollo 11, powered by the Saturn rocket illustrated in Fig. 2, Reverend Ralph 
Abernathy led a march of the Poor People’s Campaign to Cape Canaveral to make 
exactly this point. He spoke with Thomas Paine, the NASA administrator at the time, 
and suggested the opportunity costs of the Apollo program were great, highlighting 
the poverty and suffering in American society. He argued poverty and suffering could 
be reduced with a reallocation of resources away from space exploration and toward 
interventions that reduce the causes and consequences of poverty. Whether Reverend 
Abernathy had a good economic argument depends on the value of the Apollo pro-
gram relative to a poverty alleviation program or any other competing uses of scarce 
resources.

Some made-up data that describe the benefits of the Space program and the 
competing alternative ways of using scarce resources are included in Table 1.

Interpreting these data is quite simple. We choose the alternative that provides 
the greatest net benefit. Because we are constrained by scarcity, we only have 
enough resources to implement one program, and all programs use the same 
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Fig. 2 The Saturn rocket used for the space program that put man on the moon

amount of resources. The decision to choose one program implies a loss, as we 
have rejected the others. The value of this loss is the opportunity cost. The deci-
sion to choose the space program implies a loss of benefits from poverty alleviation 
and these are valued at $120 billion. This is the opportunity cost of the space pro-
gram. As the decision to pursue the Space program provides benefits worth $150 
billion then we are better off by $30 billion.
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The complete decision is summarized like this:

Poverty Alleviation: Benefits of $120 bn less opportunity costs of $150 
bn = negative $30bn

Tax cuts for the wealthy: Benefits of $60 bn less opportunity costs of $150 
bn = negative $90bn

Space program: Benefits of $150 bn less opportunity costs of $120 bn = positive 
$30bn

The space program delivers positive net benefits of $30 billion and the other two 
options necessarily incur net losses. Take a little time to make sure you understand 
this. This conclusion leads to a simple decision-rule that requires only those activities 
that provide the maximum difference between benefit and cost to be chosen, given 
scarce resources. This is equivalent to making decisions that maximize net benefit. 
We prefer to allocate scarce resources to programs that maximize net benefit 
because all members of society can be made better off. Those who enjoy the 
economic benefits can cover all the costs, and there is enough left over to compensate 
everyone else. If we choose a program that leads to losses, then there is no way 
to finance the program without leaving some people worse off. If this rule is 
applied to all possible decisions in society, then the maximum amount of benefit 
will be generated.

Table 1 An example of opportunity cost

Options Description of the economic benefits Dollar valuation of economic benefitsa

Space Program Scientific advances $150 billion
Commercial spin offs
Cold war supremacy
Extending frontiers

Poverty 
Alleviation

Improved health $120 billion
Reduced crime
Better workers
Increased tax revenue

Tax cuts for the 
wealthy

Increased savings $60 billion
Increased spending
Increased luxury car sales
Increased overseas travel

a We assume that estimating the dollar values for economic benefits is easy. In reality, it is difficult 
and requires normative judgments to be made. Economists and policy makers argue long and hard 
about how to value things that are not traded in competitive markets (i.e., easy to acquire from 
shops or other suppliers), and these debates have shaped how economic analyses are structured 
and undertaken
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Now consider an example from the hospital setting. The management board has 
resources available to implement one of three programs: MRSA screening, the 
purchase of a surgical robot, or an upgrade to the hospital information technology 
(IT) system. Data on the benefits of these programs are summarized in Table 2.

The application of the decision rule suggests net benefits of the “MRSA screen-
ing” program are $100,000 less $60,000 opportunity costs = positive $40,000 and 
so choosing one of the other alternatives will lead to net losses (i.e., the robot has 
$60,000 benefit less $100,000 opportunity costs which equals losses of $40,000, 
and the IT system has $48,000 benefit less $100,000 opportunity costs which 
equals losses of $52,000). Opportunity costs have been calculated by identifying 
the value of the benefits foregone with each decision. With this information we 
would always choose MRSA screening. The surgeon and users of the IT system 
who have incurred a loss will have to be placated, but decisions are made on behalf 
of the whole community. The adoption of the space program and the MRSA 
screening program enhance efficiency by the allocation of scarce resources.

1.2.3 The Concept of Efficiency

Economics is about scarcity, opportunity cost, and using resources such that bene-
fits to society are maximized. Improvements in an economic system need to be 
measured, be it a whole country or a single hospital, and for this we use a yardstick 
called economic efficiency. Economists are nearly always interested in improving 
economic efficiency. Economic efficiency is about choosing the optimal use (i.e., 
allocation) of scarce resources. An economic system is said to be economically 
efficient when scarce resources are used to produce the maximum amount of goods 
and services that individuals want. Two conditions must be met before economic 
efficiency can be achieved. These are “allocative” and “productive” efficiency. The 
concepts are illustrated by Fig. 3.

Table 2 An example of opportunity cost relevant to infection control

Competing decisions
Description of the  
economic benefits

Dollar valuation  
of economic benefitsa

MRSA screening Reduced rate of infection $100,000
Shorter length of stay
Reduced mortality

Surgical robot Better surgical outcomes $60,000
Shorter procedure duration
Reduced mortality

Upgrade to the hospital IT system Improved user interface $48,000
More accurate billing
Link to primary care records

a Valuing the economic benefits from healthcare is also difficult. Lives may be at risk and so the 
consequences of decisions are potentially devastating to those involved. The methods for valuing a 
human life are important for health economics and these are described at the end of this chapter
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Allocative Efficiency 

Producers produce the right goods
and services  

‘doing the right things’ 

Productive Efficiency 

Producers are producing at minimum
cost  

‘doing things right’

Economic Efficiency 

Resources are allocated so they are used to produce the maximum amount of goods
and services that people want 

Fig. 3 Three types of efficiency

Allocative efficiency is when producers choose to produce the right goods and 
services, they are “doing the right things.” We used hypothetical data to show that the 
Space Program and MRSA screening were the right things to do. Productive efficiency 
is when producers make these goods at minimum cost; they are “doing things right.” 
Those who organized the Space program and the MRSA screening must pursue these 
activities at minimum costs and waste nothing. For example, MRSA screening could 
be done at a routine preadmission clinic, or a separate consultation could be organized 
and a dedicated MRSA nurse employed to perform the swabs. The former is likely to 
be more productively efficient (cheaper) than the latter.

Vilfredo Pareto was a well known philosopher and economist who died in 1923. 
His interpretation of economic efficiency was an allocation of resources where no 
individual can be made better off without another being made worse off, from any 
further reallocation. A balance has been reached where scarce resources are being 
used to produce the maximum amount of goods and services that people want. 
To achieve this outcome, decisions like those to adopt the space or MRSA screening 
programs would have to be made until no further gains were possible from scarce 
resources. The winners from the space program would have received net benefits 
worth $30 billion and according to Vilfredo Pareto, they must compensate every-
body else. The $30 billion profit is the reason we chose the “Space program” in the 
first place. The other programs would have left us worse off. The winners from the 
MRSA screening program enjoyed benefits worth $40,000, and they would have to 
compensate everyone else who missed out. Again, the $40,000 profit is why we 
chose MRSA screening.



1.2 The Building Blocks of Economics 19

Making these compensations in reality is difficult and so economists suggest the 
compensations do not actually have to happen, but instead only the possibility for 
compensation has to exist. This rule, known as the Kaldor-Hicks criterion, is not 
perfect, but it does add flexibility to decision making and oils the cogs of economic 
efficiency. The rule allows decisions to be made where some individuals are winners 
and others are losers; furthermore, the winners do not actually have to compensate 
the losers, they just have to be able to make the compensations.

There are two mechanisms in an economy that influence resource allocation 
under scarcity. The first is the use of “Competitive Markets” and the second is the 
use of “Economic Appraisal.” Because these two mechanisms inform resource 
allocation, they impact on efficiency. The workings of the market and the process 
of economic appraisal are the subjects for the remaining sections of this 
chapter.

1.2.4 The Concept of Competitive Markets

A market can be used to allocate scarce resources and so address the three key questions 
for an economic system. Markets encourage infinite cost-benefit calculations 
amongst all those who participate, just the same as were done to choose the space 
program and the MRSA screening programs. A market is a physical or virtual 
environment where producers and consumers interact. A fruit and vegetable market 
held in the local park every Saturday morning is an example of a physical market, 
and the global market for iron ore is a virtual market as you do not have to be physically 
present to participate. The role of a market is to allow producers and consumers to 
exchange goods and services. It is driven by the rule of maximizing net benefits and 
has the desirable outcome of allocating scarce resources efficiently. Consumers 
demand goods and services in a market, and every consumer knows exactly how 
valuable the items are. Producers learn about what consumers want (i.e., demand), 
and then meet those demands by allocating scarce resources to productive processes. 
Consumers are “sovereigns” as they ultimately decide how producers use scarce 
resources. The market is an environment that disciplines producers into making 
things that enhance economic efficiency. A producer who allocates scarce resources 
to manufacturing goods and services that consumers do not value the most will be 
fail in the market.

The Sinclair C5 illustrated here suffered the wrath of the market. Although some 
might say this product was ahead of its time, the consumers of 1985 were not 
impressed with this plastic, battery-powered single-seater. A journalist who tested 
this vehicle concluded:

“I would not want to drive a C5 in any traffic at all. My head was on a level with the top 
of a juggernaut’s tyres, the exhaust fumes blasted into my face. Even with the minuscule 
front and rear lights on, I could not feel confident that a lorry driver so high above the 
ground would see me. Small wonder that one of the accessories listed in the C5 brochure 
is a high and bright-red reflecting mast.”
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Only 12,000 were produced and very few were demanded by consumers. The C5 
was a commercial disaster. Consumers exerted their sovereignty, signaled that the 
C5 was not going to increase economic efficiency and ensured no more resources 
were allocated to its production.
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In contrast, consumers loved the Volkswagen Beetle. Demand was strong for 
this cheap, reliable, and quirky car from 1938 to 2003, when production in Mexico 
finally ended. The less popular but more beautiful VW Karmann Ghia was a 
success too. Consumers sent signals to producers about what to make and how to 
make it. This allocation of resources (away from C5s and toward Volkswagens) was 
made by the “invisible hand” of the market [17].

Adam Smith first used this phrase – the invisible hand – in 1776 to argue that the 
goods and services of most benefit to society will, naturally, also be those that are 
most attractive for producers. The force behind the invisible hand is the price system, 
which is at the heart of a competitive market. The data included in Fig. 4 demon-
strate how the price system works. If the price of a physical item or service is $5, 
then consumers in the market only demand one item. They seek alternate ways of 
obtaining benefits from their scarce resources in other markets. Yet, at $5, producers 
want to make five units because the price is high and they can make good money. 
This market is out of balance as there is a surplus of four unsold items. Consumers 
are busy spending their money in other markets where they get better value for 
money.

When the price is only $1, consumers want five items because they are now 
represent good value for money, yet producers only want to produce one item 
because of the small profit at the low price. The market is again out of balance, and 
there is a shortage of four items. Producers are busy using their resources to 
produce goods and services that can be sold in more profitable markets. Because of 
this shortage, consumers now bid against each other for the item and the price rises. 
This will stimulate producers to allocate resources toward production, as they see 
profits at higher prices. When the price reaches $3, both parties are satisfied and the 
market has reached a balance. The price tells consumers how to spend their money, 
and the producers follow this lead by making what the consumers want in exactly 
the way they want it. If every consumer is allowed to choose what they buy and 
producers are allowed to choose what to produce, then the market will find the 
balance. This is an allocation of resources that produces the maximum amount of 
goods and services that individuals want and represents a state of economic 
efficiency.

Fig. 4 How the price system works
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Joseph E. Stiglitz [18] summarizes these ideas:

“If there is some commodity or service that individuals value but that is not currently 
being produced, then they will be willing to pay something for it. Entrepreneurs, in their 
search for profits, are always looking for such opportunities. If the value of a certain com-
modity to a consumer exceeds the cost of production, there is a potential for profit, and 
an entrepreneur will produce that commodity. Similarly, if there is a cheaper way of 
producing a commodity than that which is presently employed, an entrepreneur who 
discovers this cheaper method will be able to undercut competing firms and make a profit. 
The search for profits on the part of entrepreneurs is thus a search for more efficient ways 
of production and for new commodities that better serve the needs of consumers.” 
(pp. 56–57)

Perfectly competitive markets seem a very smart way to allocate scarce resources. 
Economic efficiency is achieved, net benefits maximized in society and scarce 
resources are used efficiently. The first two questions of economics, (i) what 
should be done and (ii) how should it be done, have been addressed. The third 
question, (iii) who will enjoy the benefits of the activities, is also addressed 
because consumers express their preferences for certain goods and services in 
markets.

In a perfect world, the initial distribution of wealth is fair with an extra dollar 
of benefit valued equally by any member of society, for example, a poor 
American living in rural Kansas would value another dollar exactly the same as 
would the chief executive of a large company building fuel tanks for the Saturn 
rocket. In the real world (the not-perfect world), the wealthy place a lower value 
on an extra dollar than the poor, and this poses problems when we use efficiency 
as a criterion for making decisions and deciding how resources are allocated. 
Some economists believe that economic efficiency and questions of how wealth 
is distributed should be dealt with separately, the former by economists and the 
latter by politicians. Politicians control the mechanisms for redistributing 
income, which are taxes, subsidies, and government ownership of certain indus-
tries. For our purposes, we make the simplistic assumption that government 
policy will lead to a fair distribution of wealth and so focus on economic 
efficiency.

If resource allocation is so easy using competitive markets, why is economics 
still practiced so widely? The answer is that markets do not always work and often 
fail to find an efficient allocation of resources. The causes of market failure are the 
next topic.

1.2.5 The Concept of Market Failure

A market will fail to find an efficient allocation of scarce resources for a number of 
reasons: market power, external costs and benefits, and the nature of certain goods 
and services.
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Market Power:It is very important that no-one gains control of the market. Perfect 
competition relies on having many consumers and producers in the market. This ensures 
that every individual consumer and producer is a negligible part of the market and 
so has no power over how the market functions. If there are many small producers, 
it is hard for them to collude and increase the price above the natural market price. 
Producers must accept the market price. If there are many consumers then it is 
difficult for them to organize themselves to manipulate the price downwards. Also, 
every product traded must be identical in every way (i.e., homogenous). The rule 
of perfect competition encourages producers to compete on price alone and so 
minimize costs. Any deviation from perfect competition is likely to lead to an 
inefficient allocation of resources.

External costs and benefits:The supply of some goods and services in a market 
cause costs or benefits that impact on others and these are called externalities. 
The owners of a chemical plant who pollute the local water supply impose costs on 
others and the use of antibiotics may impose costs on others by causing resistant 
organisms to develop. These are both negative externalities. The converse are 
positive external benefits such as the occurrence of herd immunity arising from a 
vaccination program or the provision of a work-based keep fit program that encourages 
individuals to ride or walk to work and so parking becomes easier for those who 
have to drive. The presence of good and bad externalities will fool the market 
into an inefficient allocation of scarce resources.

The nature of some goods and services:Some goods and services are “public 
goods,” which cannot be traded in perfectly competitive markets. Public goods are 
those that jointly benefit many people, yet it is difficult to exclude individuals from. 
An example is national defense. If scarce resources are allocated to defending a coun-
try, then the entire population is protected. It is impossible to select protection for some 
individuals and exclude others. For this reason, it is difficult to find out how individuals 
value the benefits of defense and without this information perfectly competitive mar-
kets cannot function. There are also goods and services that are not public goods that 
consumers still find difficult to value. For markets to work properly, consumers and 
producers must understand the quality, attributes, and prices in the market, so they 
know what they should buy to make themselves happy. Poor information may lead to 
mistakes and a failure to choose an efficient mix of goods and services. Information 
deficits can be remedied using an expert agent who has good knowledge of the prod-
uct. An honest and hard working car mechanic will fulfill this role. This agency rela-
tionship can be problematic as the agent can induce the consumer to demand more of 
a good than they might have wanted if they had had perfect information. A dishonest 
car mechanic might convince you to refit a brake system that in reality will be perfectly 
safe for another 5,000 miles. This would not be an efficient outcome as you will have 
incurred positive cost and zero benefit.

Healthcare, including infection control, falls foul of most of these requirements 
[13]. It is very unlikely that we can use markets to allocate scarce healthcare 
resources efficiently; healthcare is an unusual good. For a start, no consumer actu-
ally wants healthcare, few people enjoy visiting hospital and being jabbed, poked, 
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or chopped up. Lance Armstrong is a cancer survivor who has won the Tour de 
France many times. He made the following description of what it is like to demand 
healthcare:

“One thing they don’t tell you about hospitals is how they violate you. It is like your body 
is no longer your own, it belongs to the nurses and doctors, and they are free to prod you 
and force things into your veins and various openings. The catheter was the worst; it ran 
up my leg into my groin, and having it put in and taken out again was agonizing. In a way, 
the small, normal procedures, were the most awful part of illness. At least for the brain 
surgery I’d been knocked out, but for everything else, I was fully awake, and there were 
bruises and scabs and needle marks all over me, in the backs of my hands, my arms, my 
groin. When I was awake the nurses ate me alive” [134].

Consumers are unlikely to value the process of healthcare, but they do value the 
end product, improved health, and what that allows them to achieve in life, yet 
scarce resources are used to produce healthcare. There is a difference between 
health and healthcare, and the demand for healthcare services is derived from a 
demand for health. This is not a good start if we want to use perfectly competitive 
markets to decide how scarce resources are used in healthcare.

There are further problems. Producers often have market power in healthcare. 
Doctors tend to restrict entry to the medical profession by limiting the places avail-
able in medical schools and any healthcare professional must obtain the appropriate 
experience, qualifications, certifications, and licenses – for good reasons – before 
they enter the market. This means that consumers cannot always pick and choose 
who they purchase their goods and services from and healthcare producers often 
enjoy a monopoly; this is the opposite of perfect competition. Healthcare is not 
homogenous, everyone is slightly different and so producers can discriminate 
between consumers, robbing them of their collective bargaining power. With 
monopoly producers and many different products in the market, prices will tend to 
be higher than a competitive market would allow and this is not efficient. Healthcare 
markets are characterized by positive and negative externalities leading to further 
inefficiency in resource allocation and parts of health care are public goods, such as 
effective antibiotics. If we left the supply of antibiotics to the competitive market (as 
has happened in parts of south-east Asia), then the negative externality of antibiotic 
resistance would be ignored by the market, and this results is a poor allocation of 
resources. Consumers also lack information in health care markets. They will not 
know when they need healthcare, and after they get sick they will not know what’s 
wrong with them, how to treat it, or whether they will prefer an aggressive treatment 
or some other approach. Instead, they rely on doctors and other healthcare profes-
sionals to express their demand for healthcare via an agency relationship. The advent 
of Health Maintenance Organizations (HMOs) in the United States offers more bar-
gaining power over doctors on behalf of consumers, but the situation is still a long 
way from the perfect market.

It is unlikely that economic efficiency will be achieved via perfectly competitive 
markets in healthcare. Without the invisible hand to guide resource allocation, the costs 
and benefits of different decisions, and so the opportunity costs, must be measured 
manually. The process by which the costs and benefits of different uses of scarce 
healthcare resources is measured is called economic appraisal.
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1.2.6 The Concept of Economic Appraisal

Economic appraisal is the manual collection of the information that competitive 
markets provide so effortlessly. We have seen that perfectly competitive markets 
gather all this information with apparent ease. Tim Harford, author of the 
Undercover Economist [19], describes the perfect market as:

“a giant supercomputer network. With amazing processing power and sensors in every 
part of the economy – reaching even inside our brains to read our desires – the market is 
constantly reoptimising production and allocating the results perfectly”

Economic appraisal is what must happen when the supercomputer keeps crashing 
because of market failure. In the case of healthcare, the market will not work, and 
so the hard calculations about costs, benefits, and what is efficient to produce have 
to be made manually with a slide-rule and abacus. Economic appraisal is, therefore, 
used to help decision makers allocate scarce resources between competing alternatives 
when market mechanisms fail. This chapter began with two examples of economic 
appraisal. The evaluation of the costs and benefits of the “space program” vs. two 
other alternatives, and the evaluation of the costs and benefits of an “MRSA screen-
ing program” vs. two alternatives provided information about how resources might 
be allocated to improve efficiency.

One of the hardest parts of economic appraisal is to value the economic benefits 
of one activity over another. The competitive market requires consumers to reveal 
their valuations of the benefits of various goods and services relative to all other 
choices. When markets do not work, benefits have to be valued manually, and this 
is difficult. Attaching an economic value to improvements in health status and the 
avoidance of premature death is a real challenge and one that health economists 
have struggled with. A number of methods are used.

1. The Human Capital Approach: the projected future earnings of the individual 
are assumed to represent the economic value of life.

2. Socially Implied Valuations: the costs of public sector decisions that are designed 
to improve safety, such as road safety campaigns, imply the value of a human life.

3. Contingent Valuation: the value of healthcare programs are elicited from individuals 
who are asked to reveal the maximum they would be willing to pay to access some 
service or the minimum they would be willing to accept as a compensation for 
being denied access to a service.

4. Choice Experiments (or Conjoint Analysis): Individuals are asked to value a number 
of characteristics (or attributes) of the healthcare program such as waiting time, type 
of treatment, and type of staff who provided care. The valuations of these compo-
nents can be used to identify the preference of valuation of a health program.

The “Contingent Valuation” and “Choice Experiment” methods are closest to how 
a market would find consumer valuations for goods and services, but these are still 
difficult to implement and have been criticized [20]. If the value of the benefits of 
healthcare can be accurately measured, then we are in a position to make some 
judgments about improving economic efficiency from reallocating resources in an 
economy, when markets will not do the job for us.
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1.3 Conclusions

Making good choices over how scarce resources are allocated is important. Good 
choices provide more benefit to society than bad choices. Efficient resource alloca-
tion will maximize benefits, and governments should try to make sure all individuals 
get a fair slice of the wealth generated. Competitive markets allocate resources effi-
ciently. When markets go wrong, as they do for health care, then decisions about how 
to allocate resources have to be made manually. The best way to inform those deci-
sions is to conduct an economic appraisal. Economic appraisal is an important part of 
the health economists’ toolkit and one that infection-control practitioners can readily 
exploit in order to move scarce resources toward infection control, or reorganize how 
existing infection-control resources are used. The infection-control practitioner can 
use economics to improve efficiency in health care resource allocation.



Chapter 2
Health Economics

Preview
l The origins of health economics and the work health economists do are described.
l The parts of health economics that are useful to infection control professionals 

are highlighted.
l A particular interpretation of health economics that makes decision-making 

easier is described.

2.1 Origins and Content of Health Economics

Health economics has grown out of mainstream economics. Its birthday was in 
1963, when Kenneth Arrow published a paper on how perfectly competitive mar-
kets and public sector agencies (i.e., nonmarket forces) shape the provision and 
distribution of health care services [21]. Arrows’ seminal paper starts with a discus-
sion of why perfectly competitive markets are useful for helping to organize an 
economic system and then suggests why healthcare is a special case that cannot be 
left to the market. He notes problems with information will cause market failure, 
misallocate resources, and so fail to promote economic efficiency in the healthcare 
sector. We discussed these and other problems toward the end of Chap. 1 and sug-
gested that government (i.e., a nonmarket force) might step in to help things along. 
The manual process of economic appraisal of healthcare decisions can benefit the 
economy and society in place of poorly functioning competitive markets.

Health economics is the application of the discipline of economics to the topic 
of health and health care. An influential health economists, Alan Williams, 
became involved in this subdiscipline in the early 1970s. He subsequently wrote 
an expanded definition of health economics in 1987 [22] that included eight top-
ics, which are summarized in Fig. 5. This is known as the plumbing diagram.

The plumbing diagram illustrates that health economics embraces a number of 
topics, that many of these are interrelated, and that health economists collaborate 
with other professions (e.g., doctors, politicians, and administrators) and academics 
(e.g., epidemiologists, statisticians, and bench scientists) [23].

N. Graves et al., Economics and Preventing Healthcare Acquired Infection, 27
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Fig. 5 Alan Williams’ description of health economics

What is health? What is its value?
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What influences health? (other
than healthcare)
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consumption patterns; income
etc.
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B

Demand for healthcare
Influences of A+B on health care
seeking behaviour; barriers to access
(price, time, psychological, formal);
agency relationship; need

C

Supply of healthcare
Costs of production; alternative
production techniques; input
substitution; markets for inputs
(manpower, equipment, drugs etc.);
remuneration methods & incentives.

D

Micro-economic
evaluation at treatment
level
Cost-effectiveness and
cost-benefit analysis of
alternative ways of
delivering care (e.g.
choice of mode, place,
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phases (detection,
diagnosis, treatment,
after care, etc)

E Market
equilibrium

Money prices;
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waiting lists &
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rationing; systems
as equilibrating
mechanisms and
their differential
effects.

Evaluation at whole system level
Equity & allocative efficiency criteria
brought to bar on E+F; inter-regional &
international comparison of performance.

G

Planning budgeting and monitoring
mechanisms
Evaluation of effectiveness of
instruments avaialable for optimising
the system, including the interplay of
budgeting; manpower allocations;
norms; regulation etc. and the incentive
structures they generate.

H

F

Box A is about factors other than healthcare interventions that influence health. 
Lifestyle choices like smoking and obesity are important determinants of health, as 
are education, poverty, ethnicity, and the physical environment. There are powerful 
arguments to be made about changing some of these factors – such as poverty and 
education – and so reducing the need for invasive and expensive health care serv-
ices later in life. An example is using economics to inform policy on the regulation 
of tobacco advertising.

Box B is about measuring and valuing health outcomes. The RAND insurance 
experiment spawned the now widely used SF-36 health survey [24] that describes 
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both physical and mental health and provides a quantitative score of health outcome 
across multiple dimensions of health. John Brazier and colleagues are health econo-
mists and devised a method for revaluing SF-36 data into a single health-related 
quality of life score between zero and 1, where zero is dead and 1 represents good 
health [25, 26]. The outcome measure might seem crude, but it is very useful for 
weighting the quality of additional years of life arising from some healthcare inter-
vention. The “quality adjusted life year” (QALY) is the result and is used in health 
economics to describe the benefits of healthcare interventions in terms of how 
much health gain is produced by a decision to allocate resources to a certain health 
program. We describe and use the QALY later in this book. Infection control that 
prevents HAI will cause improved quality of life and may even reduce risk of death 
and so extend life.

Box C is about the demand for health care. This is related to the determinants of 
health and how health is measured and valued (i.e., Boxes A and B), since an indi-
vidual’s demand for health care depends on their state of health and how they value 
improvements in their state of health. The amount of health care any individual 
demands will also be governed by the price of health care, including nonfinancial 
costs over and above any professional fees and treatment costs, such as the loss of 
time it takes to access health care, and psychological factors such as fear of diagno-
sis and potential poor prognosis. Also, individuals have to use agents (e.g., doctors, 
health authorities, insurance companies) to demand healthcare, and these agency 
relationships add further complexity to the demand for healthcare. A nice case study 
is to imagine whether a patient newly admitted to hospital is able to adequately 
express their demand for infection control. It is unlikely they will be aware of the 
latest CDC guidelines or relevant research about risk and infection. For example, 
few patients would know there is increased risk of catheter colonization if a central 
line is inserted into the femoral vein rather than the subclavian [27]. The informa-
tion deficit suffered by the patient illustrates the need for agents to act on their 
behalf when planning infection control services.

Box D is about the supply of healthcare and the resources used for the produc-
tion of healthcare. Health economists might investigate why doctors earn 20 or 30 
times more than highly skilled nurses in some health systems, explore how capital 
equipment, such as surgical robots, might substitute or complement human sur-
geons, and how drug companies might be coerced into lowering prices for life sav-
ing therapies. Infection control is one production process used in healthcare. 
Analyzing the resources used for infection control and how costs change with the 
scale and scope of infection-control activities falls under this heading.

Box E is about the microevaluation of healthcare programs, and this is another 
term for “economic appraisal” that was discussed at the end of Chap. 1 and the begin-
ning of this chapter. The activity requires the assessment of the costs and the benefits 
of alternate ways of using scarce health care resources. It can be used to provide infor-
mation that would have emerged from perfect markets, if these  markets could be used 
to allocate scarce resource efficiently, which of course they cannot. The endpoint of 
an economic appraisal is some recommendation about whether a decision to use 
health care resources in one way over another is likely to improve efficiency within 
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the healthcare sector. Given what we know about scarcity and the need to choose 
between competing uses of healthcare resources, microevaluation/economic appraisal 
is potentially powerful. If one healthcare intervention (e.g., MRSA screening) is 
shown to be better value for money than another (e.g., a surgical robot), and we know 
we cannot afford to do both, economic appraisal can be used to inform the decision 
about choosing between them. The microevaluation of healthcare programs is the 
most visible activity undertaken by those working with health economics because it 
can inform decision making directly. Many evaluation studies are undertaken each 
year, and they are often published in good quality medical journals such as JAMA and 
the New England Journal of Medicine. The methods are often used by noneconomist 
researchers. Many health care professionals such as doctors and nurses perform and 
publish economic evaluations. These microevaluations inform both the demand and 
supply sides of the health care industry. We spend a good amount of this book discuss-
ing how economic appraisal can be used for infection control.

Box F is about balancing the demand for health care with the supply of health 
care. One objective might be to find an efficient allocation of resources (remember 
economic efficiency from Chap. 1). The role of microevaluation (Box E) on the 
demand side (Box C) and the supply side (Box D) in finding an efficient outcome for 
the health care sector is consolidated by Box F.

Box G is about evaluating the entire health care system in terms of efficiency, 
equity, and cost containment. Crude international comparisons are often made on 
variables such as proportion of GDP devoted to health care production and life 
expectancy. For example, we know that US spends more than anyone else on health 
care but the Japanese live the longest.

Box H is about the assessment of policies that are used to regulate a health care 
system such as taxes and subsidies and other forms of intervention.

Health economics is a broad topic that can be complex, yet it is often intuitive 
and easy to interpret. To meet the aims of this book, we need to identify the parts 
of health economics that are most useful for the infection-control professional.

2.2  The Parts of Health Economics Most Useful  
for Infection-Control

An infection-control professional – like everybody else – will always face problems 
of scarcity, that is, wants always exceed means. You may want to implement any 
number of programs that will directly reduce risk of infection (i.e., use of antimicrobial 
catheters) or indirectly reduce risks of infection (i.e., staff awareness and education 
for hand washing), yet you do not have a sufficient budget or enough resources to 
do everything. You must choose what to do with your scarce resources (i.e., your 
staff and cash budgets). You should aim to be efficient and get the greatest benefit 
from your scarce resources. Exactly this question was the subject of a symposium at 
the Interscience Conference on Antimicrobial Agents and Chemotherapy meeting in 
San Francisco in 2006, and these were the topics of the symposium:
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l Robert Sheretz spoke about “The Most Cost-Effective Way to Spend $100,000 
in Infection Control: Investment in Personnel and Education”

l Craig Coopersmith spoke about “The Most Cost-Effective Way to Spend 
$100,000 in Infection Control: Investment in Infrastructure and Technology”

l Jacques Schrenzel spoke about “The Most Cost-Effective Way to Spend 
$100,000 in Infection Control: Investment in Microbiology”

l Sanjay Saint asked the question, “Is Infection Control Cost-Effective?”

In the absence of market mechanisms to allocate resources for infection control 
activities, economic appraisal can be used. You may wish to allocate more resources 
to infection-control and away from some other activity in the hospital such as out-
patient services or cardiology services. You may want to reallocate your existing 
resources to some other use, such as away from staff education and toward prospec-
tive surveillance. You will improve your chances of achieving a reallocation if you 
make the economics clear for decision makers, and for this purpose, economic 
appraisal is useful.

There are many examples of how economic appraisal has been used to inform 
decisions about how to allocate scarce resources. One famous example of a micro-
evaluation of a healthcare program (see Box E) was published in 1975 by Neuhauser 
and Lewicki [28]. They illustrated that testing a stool sample six-times to diagnose 
colorectal cancer would cost an extra $47 million per case detected. The first five 
tests were much cheaper per case detected. If a decision were made to allocate 
resources to six-times testing of stool samples then there would be a few, very grateful 
patients whose cancer was diagnosed early and cured. The relevant question is what 
else has been foregone from the millions of dollars allocated to the true positive 
diagnoses found from the sixth test? Think back to the discussion of opportunity costs 
in Chap. 1? It is likely that many more lives could have been saved by allocating 
resources to other competing activities such as expanding vaccination programs, 
funding drug and alcohol education in schools, and HIV prevention programs.

The economics of a proposal made by a group Duke University cell biologists is 
another interesting case [29]. They found the incidence of pressure ulcers among 
hospitalized patients had been reduced but not eliminated despite the use of air-
fluidized beds and other specialty devices. They argued that in the future, high risk 
patients may be sent to space clinics to recuperate in zero gravity for extended 
periods. Although an appealing solution for a cell biologist, it makes little sense to 
an economist. We know space travel with existing technology is expensive (see Fig. 2 
in Chap. 1), and so the opportunity costs of this decision would be enormous. 
The resources tied up by providing therapy in the Earth’s orbit could be used more 
productively in other parts of the terrestrial health care system.

Economic appraisal is potentially useful in the healthcare sector as a method 
of promoting efficiency in resource allocation. To undertake an economic 
appraisal, we need to use techniques from some of the other boxes in Williams’ 
plumbing diagram. For instance, we will need to know how to estimate the costs 
of HAIs and the costs of infection control programs. This will use Box D, which 
is about how healthcare is produced. We will also need to know how to measure 
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and value health outcomes, this will use Box B. We also need to think about the 
microevaluation at treatment level, the subject of Box E. A number of other 
disciplines must be involved: clinical expertise is required and we will have to 
use some epidemiology and statistics. The process of economic appraisal is 
genuinely multidisciplinary. Although health economics is about more that just 
economic appraisal (Box E), for now we focus on these techniques. They are 
powerful and potentially useful for infection control professionals. We describe 
the different approaches to economic appraisal next.

2.3 Competing Approaches to Economic Appraisal

There are two broad schools of thought about economic appraisal in healthcare and 
these compete head to head. Competent users of economics should be aware of the 
differences. The distinctions are often glossed over in papers that discuss the appli-
cation of economic evaluation for healthcare. First is the welfarist approach that 
only includes cost-benefit analysis (CBA). Second are extra-welfarist approaches 
that include cost-effectiveness analysis (CEA) and a special form of CEA, cost-
utility analysis (CUA). One type of economic appraisal, cost-minimization analysis 
(CMA), is not useful for decision making in healthcare [30]. A failure to discrimi-
nate between welfarism and extra-welfarism could lead to mistakes in the choice of 
the method used, a failure to apply the method properly and a failure to correctly 
interpret and report findings. The different methods and the two schools of thought 
are summarized in Fig. 6.

The advocates for either approach measure the costs and benefits of competing 
healthcare interventions to make decisions that promote efficiency. However, 
despite the apparent similarities, irreconcilable differences exist.

Fig. 6 Welfaist and extra-welfarist approaches to economic appraisal

1. Welfarist Approaches

Economists debate which approach is better. 

Cost Benefits Analysis 
Cost Effectiveness Analysis  

Cost Utility Analysis 

2. Extra-Welfarist Approaches 
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2.3.1 Welfarism

Welfarists believe that the benefits of a health care intervention should be valued 
by individual consumers in the same way that any other goods and services are 
valued. This implies that a consumer will choose the types of healthcare, alongside 
other goods and services that provide the maximum personal benefit. Individuals 
are thought to be the best judges of what makes them happy. Welfarists focus on 
human behavior. If a welfarist sat down on a Sunday evening and planned their 
weekly shop (i.e., their allocation of resources), it might read something like this:

Things I will buy this week (given scarce resources)

l Dozen Apples, five oranges, and two kiwi fruit
l Cheese balls (packet of 12)
l Dog food
l Calcium supplements to reduce bone loss and risk of fracture in the future
l New socks
l Diet and exercise program to mitigate risk of cardiovascular event
l Beastie Boys album
l Visit path lab for MRSA swab prior to visiting sick relative in ICU
l Cinema tickets
l Repair sole on work shoes

Things I will do without this week (given scarce resources)

l Olive oil (5 L)
l Have test for prostate cancer
l Replace the bald tire on the car
l Visit dentist

This way of thinking arises from the notion of competitive markets, the price 
mechanism, and the invisible hand, which were all discussed in Chap. 1. Welfarists 
assume people can find out what healthcare they want and are able to reveal their 
individual valuation of the benefits of healthcare relative to all other uses of scarce 
resources. The result is that they choose to consume just the right mix of goods and 
services to maximize their utility or happiness. We can summarize this argument by 
a review of the data in Table 3.

The cost of the items are presented in the second column, the dollar valuations 
of the benefits of consuming these items are presented in the third column and the 
net benefits, the benefit less the cost (or the profit consumers enjoy), in the fourth. 
We have sorted these items by the size of the net benefit, so those items consumers 
value highest are at the top of the list. To be efficient and so gain the most from our 
scarce resources, we maximize the sum of the net benefits. If our income is $250 
per week, then we work down the list until all our income is allocated between the 
items. The $250 is exhausted after we have consumed items 1–10, as follows:

$ 75 + $ 25 + $ 10 + $ 50 + $ 12 + $ 10 + $ 15 + $ 10 + $ 5 + $ 38 = $ 250
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Net benefit is also maximized:

$ 25 + $ 10 + $ 5 + $ 5 + $ 5 + $ 3 + $ 4 + $ 4 + $ 3 + $ 3 = $ 67.

Any reallocation of our resources to include items 11–14 will reduce the total of 
net benefits and so lead to a less efficient outcome. The reason is that the net benefit 
of items shaded in gray is less than the minimum net benefit of any of the items not 
shaded. You can confirm this by substituting any of items 11–14 for any items 1–10 
(but remember you have only got $250 to play with). If we took number 2 (calcium 
+ Vitamin D) and number 9 (Cheese balls) out of our list and replaced them with 
number 11 (Olive Oil), then we have still spent $250 but have reduced out net ben-
efits to $56, and we have achieved less from the same resources. The efficient 
outcome is to buy items 1–10 and none of items 11–14.

We know that markets fail in health care and so the information summarized in 
Table 3, which would have arisen so easily in a perfectly competitive market, must 
be collected manually via economic appraisal. To use economic appraisal, we 
therefore need a method to identify the costs and benefits of all the available pro-
grams. Without this information, it is difficult to find an efficient allocation of 
scarce resources. Welfarists believe this information can be provided via one form 
of economic appraisal called cost-benefit analysis. Those who conduct cost-bene-
fit analyses for healthcare decisions try to understand the consumer’s preference 
(i.e., dollar valuation) for health care, just as would have been revealed in a com-
petitive market for sneakers, food, or clothing. This preference is expressed by a 
dollar valuation of the benefits of healthcare (i.e., the third column in Table 3.). 
We made a comment in Chap. 1 that valuing the benefits of health care in dollar 

Table 3 The cost, benefit and net benefit of possible consumption alternatives

Items that we have valuedw Cost Benefita

Net 
benefit

 1. New diet/exercise program to mitigate risk of cardiovascular event $75 $100 $25
 2. Begin a course of calcium + vitamin to reduce bone loss and 

risk of fracture
$25 $35 $10

 3. Beastie Boys new album $10 $15 $5
 4. Visit path lab for MRSA swab prior to visiting sick relative in 

ICU
$50 $55 $5

 5. Dog food $12 $17 $5
 6. New socks $10 $16 $3
 7. Cinema tickets $15 $19 $4
 8. Dozen apples, five oranges, and two kiwi fruit $10 $14 $4
 9. Cheese balls (packet of 12) $5 $8 $3
10. Repair sole on work shoes $38 $41 $3
11. Olive oil (5 L) $30 $32 $2
12. Replace the bald tire on the car $80 $82 $2
13. Visit dentist $250 $251 $1
14. Have test for prostate cancer $500 $501 $1
aBenefit is the personal utility gained by consumers and is expressed in terms of their willingness 
to pay for benefits, relative to all other alternatives
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terms is  difficult and briefly described the methods at the end of the chapter. 
Health economists tend to use “contingent valuation” and “choice experiments” to 
find monetary values for health care programs, but these methods are not widely 
used and have been criticized [20].

An alternative to welfarism is extra-welfarism, and those who believe this 
approach is best, advocate the use of two different types of economic appraisal for 
the purpose of allocating resources, cost-effectiveness, and cost-utility analyses.

2.3.2 Extra-Welfarism

Extra-welfarists debate the assumption that individual consumers of health care 
should aim to maximize their personal satisfaction, as they would if consuming 
sneakers, food, or clothing. Extra-welfarists believe resources should be allocated 
to pursue the social objectives set by the social decision maker. In a health care 
context, the primary objective of the social decision maker is to maximize the 
total health of the population. The difference between welfarism and extra-
welfarism is that one believes in maximizing personal satisfaction (i.e., happiness 
or utility) and that this can be expressed in dollar terms, to allow cost-benefit 
analysis, and the other believes in maximizing health, with all its dimensions such 
length of life, pain, mobility, anxiety, usual activities, and ability to self-care. 
The idea of individual consumer sovereignty and the competitive market is down-
played by the extra-welfarists. Extra-welfarism takes a paternalistic approach, 
tasking government, and other external groups to make recommendations about 
what healthcare people need, how it should be produced and who gets it. Decision 
making about how scarce resources are used is taken away from individuals and 
handed over to government or quasi-government agencies who try to maximize 
health from scarce resources. The justification is that the decision maker.

“occupies his position by virtue of a socially approved political process. He has been 
entrusted with the task of making choices on behalf of the general public, and this trust 
implies that he will formulate objectives for the society.” [31]

The tools of extra-welfarism are cost-effectiveness analysis and cost-utility 
analysis. The analyst will measure the costs of competing healthcare interven-
tions in monetary units and measure the benefits in terms of changes to health 
outcomes, not dollar values. An analyst undertaking a cost-effectiveness analysis 
will characterize health benefits in natural units of health outcome such as life 
years gained, pain free days, or nosocomial infections prevented. A cost-utility 
analysis is a special type of cost-effectiveness analysis with health benefits meas-
ured by quality adjusted life years (QALYs). See Panel 2 for an introduction to 
QALYs. This measure of benefit is quite different from the monetary valuation 
sought by welfarists and allows decision makers to maximize health from scarce 
resources.

For the purposes of this book, we choose to be extra-welfarists and so think 
about maximizing health benefits as measured by QALYs.
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2.4  Advantages and Disadvantages of Each Type of Economic 
Appraisal

The welfarist method of cost-benefit analysis is attractive because it is designed to 
measure what matters to individuals. It accounts for the preferences of individuals for 
health alongside all the other things they might consume with scarce resources such 
as cheese balls, dog food, and socks. Because of the compensation principle described 
in Chap. 1, where the winners from a decision do not actually have to compensate the 

A QALY is derived by measuring the increased duration of life from an 
intervention and then adjusting the extra years by quality weights. 
These weights take values between zero (dead) and 1 (good health).

A patient without treatment faces certain death. Luckily for them, they 
receive a treatment that extends their life by seven years. Over the 
course of the seven years their quality of their life however will reduce.

 during years 1 to 3 the value of the health state they occupy is 0.8
 during years 4 and 5 the value is 0.5
 during years 6 and 7 the value is 0.4

The total QALYs gained from the treatment is:  
0.8 + 0.8 + 0.8 + 0.5 + 0.5 + 0.4 + 0.4 = 4.2 QALYs.

Had they been in good health, they would have enjoyed 7 QALYs.

The treatment generates health benefits valued at 4.2 QALYs.

Year 1 

0.8 

Year 2 

0.8 

Year 3 

0.8 

Year 4 

0.5 

Year 5 

0.5 
Year 6 

0.4 
Year 8 

Year 7 

0.4 

zero = dead

1 = good health

time 

Total QALY = 4.2

Panel 2 The quality adjusted life year (QALY)
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losers from a decision, a conceptually simple approach to  maximizing benefits from 
scarce resources emerges. Cost-benefit analysis, however, requires individuals to 
attach a monetary valuation to benefits (see the data in Table 3) and this throws up 
two problems. One, the wealthy individuals are likely to be willing to pay more for 
health than the poor, so they may bias resource allocating decisions. Two, it is awk-
ward to ask people to attach a monetary value to health outcomes and gathering the 
data summarized in Table 3 is a difficult process.

The extra-welfarist methods of CEA and CUA inform the narrower goal of 
maximizing health outcomes (e.g., measured by QALYs if CUA is chosen) from a 
fixed pot of resources, such as an annual budget for healthcare expenditures. The 
power is placed with a notional healthcare decision maker. This method is per-
ceived to be easier to implement than CBA, but does suffer from some criticism, 
see Coast [32] and Donaldson [33]. A major criticism is that the “decision maker” 
may not be clearly identified. In reality, decisions are made at many levels and 
many time points by many different people each with varying objectives that may 
or may not represents societies objectives. Indeed the Coast paper, published in the 
BMJ [32] stimulated a lively debate between the welfarists and the extra-welfarists, 
which can be found on the BMJ Website for those who are interested in a good 
academic debate.

For the rest of this book, we are going to be extra-welfarists and aim to get the 
most health benefit from scarce resources to improve efficiency in the health care 
system. We believe this is closest to the situation faced by those who decide what 
to do with scarce healthcare resources that may be made available for infection 
control. It also sidesteps the need for difficult valuations of the benefits of infection 
control and because infection impacts on both quality and quantity of life, we think 
the QALY is a suitable outcome measure.

2.5 Conclusions

Health economics is multidisciplinary and broad in scope. The most useful part of 
health economics for infection control practitioners is economic appraisal. This 
allows the value for money of competing ways of using scarce health care resources 
to be assessed. There are two approaches to economic appraisal, welfarist and extra 
welfarist, and we discussed why we prefer the latter. We choose to describe the 
costs of health care programs in dollar terms and the benefits in either natural units 
of output, such as infections prevented or quality adjusted life years (QALYs). 
Cost-utility analyses – that use QALYs – is the more useful approach to economic 
appraisal as it allows many different types of health care programs to be compared 
using a common measure. Cost-utility analysis should be used to evaluate infection 
control programs. 



Chapter 3
Economic Appraisal: A General Framework

Preview

l	 The general idea of economic appraisal is described.
l	 The results that emerge are reviewed.
l	 Advice is provided on how they should be interpreted for decision-making.

3.1 What an Economic Appraisal Looks Like

Economic appraisal is about measuring and valuing the costs and benefits that arise 
from a decision to change something. The theme for this book is how costs and 
health benefits change when changes are made to infection-control practices. We are 
interested in whether making changes to current infection control arrangements will 
improve efficiency or not. For this application we will be extra-welfarists and use 
cost-utility and cost-effectiveness analysis to address questions about efficiency.

For any economic appraisal we must define where to start the analysis. This 
provides a baseline or reference to which costs and health effects can be compared, 
after changes to infection-control practice have been implemented. The start point 
might be called “Existing Practice” and describes the current situation. Resources 
are then reallocated to a “New Program.” Costs will change and health benefits will 
change as well. Decision-makers are interested in the change to both sets of 
economic outcomes. All possible changes to costs and health benefits are illustrated 
in Fig. 7 and this is called the cost-effectiveness plane.

The vertical axis is used to describe the Costs and the horizontal axis the Health 
Benefits. If a new program causes costs to decrease and health benefits to increase, 
then decision makers enjoy a “win, win” and they occupy a point in Quadrant II. 
Relative to existing practice costs are saved and health outcomes improve. Decision 
makers should always adopt programs like this: it would be unethical not to. 
A decision not to adopt a program that occupies Quadrant II causes unnecessary 
costs and simultaneously harms patients. Look at the position of Existing practice 
compared to any point in Quadrant II. The “New Program” can be thought of as 

N. Graves et al., Economics and Preventing Healthcare Acquired Infection, 39
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“dominating” existing practice by both measures of cost and effect. It might be that 
infection-control programs are like this. Infections can be very expensive and 
preventing them can be quite cheap. Infection control may pay for itself (i.e., saves 
cost) and also generate health benefits because infections are avoided. If this were 
true then infection-control would occupy a point in the quadrant marked II.

If the “New Program” causes costs to rise and health benefits to decrease, then 
decision makers suffer a “lose, lose” because costs have been incurred while harming 
people; this is described by any point in Quadrant III. The decision to adopt an 
unsafe drug therapy is an example. If the therapy led to serious adverse events that 
decreased overall the quality or quantity of life for users, the health benefits would 
be reduced from a decision to use the drug. Costs would also have been increased 
as scarce resources would have been used up to develop and distribute the product. 
With this situation “Existing Practice” is said to dominate the “New Program” by 
cost and effect and these programs should never be implemented. Decision makers 
have a relatively easy time when the “New Program” ends up in either quadrants II 
or III and so either ”dominates” or is “dominated.”

Decision makers face a harder task when the “New Program” causes increased 
cost and health benefit, that is, the “New Program” lands on a point in Quadrant I, 
or, when the “New Program” saves cost and reduces health benefits and so lands on 
a point in Quadrant IV. Under these scenarios the decision maker must balance the 
change in cost with the change in benefit and then make a judgment about whether 

Fig. 7 The cost-effectiveness plane
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the “New Program” is good value for money or not. A “New Program” that 
increases cost and health benefit is shown in Fig. 8; this is an enlargement of 
Quadrant I in Fig. 7. Programs that occupy a point in Quadrant IV are problematic 
because although they save costs they also reduce health benefits. It is likely to be 
difficult for policy makers to remove a program, once in place, if it can be shown 
to provide health benefits. More on this can be found in these two papers [34, 35].

The change in costs by adopting the “New Program” over “Existing Practice” is 
marked by DC on the vertical axis. The letter C stands for “cost” and the triangle is 
the uppercase of the fourth letter in the Greek alphabet and is called “Delta” and 
means the difference between two numbers. The two numbers are costs at “Existing 
Practice” and costs after the “New Program” has been implemented. The change 
in cost or “Delta cost” or DC is summarized like this

 ( ) ( ).C C NP C EPD = -  

If the costs of existing practice (EP) were $5,000 and the costs of the “New Program” 
(NP) were $7,500, then “delta cost” or DC would be $7,500 minus $5,000 and this 
equals $2,500.

Changes to health benefits are assessed the same way. Delta effect or DE is 
summarized like this

 ( ) ( ).E E NP E EPD = -  

Fig. 8 Quadrant I of the cost-effectiveness plane with new program
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If the number of infections prevented with existing practice (EP) was 50 and the 
number of infections prevented with the “New Program” (NP) was 100, then “delta 
effect” or DE would be 100 minus 50 and this equals 50 extra infections 
prevented.

These two pieces of information can be used by decision makers to assess 
whether the intervention represents good value for money. The cost per unit of 
health benefit obtained (i.e., cost per infection prevented) can be calculated by 
dividing the change in costs DC by the change in health benefits DE which is $2,500 
divided by 50 and this equals $50 per infection prevented. This is summarized in 
this complicated looking – but easy – formula below:

( ) ( ) $7,500 $5,000 $2,500
$50 / HAI avoided.

( ) ( ) 100 50 50

- D -
= = = =

- D -
C NP C EP C

E NP E EP E

If the “New Program” is adopted then $50 is paid for each infection prevented. 
The slope of the line that joins “Existing Practice” to the “New Program” drawn in 
Fig. 9 summarizes an increase of $50 on the vertical axis for an increase of one 
infection avoided on the horizontal axis.

If more accurate data are collected and the true health benefits of the “New 
Program” are found to be only be 70 infections prevented, marked by point marked 
“A,” then the gradient on the line is steeper and the cost per infection prevented is 
increased. This is shown by substituting 70 for 100 in this equation

Fig. 9 Quadrant I of the cost-effectiveness plane with new program and alternate data
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( ) ( ) $7,500 $5,000 $2,500
$125 / HAI avoided.

( ) ( ) 70 50 20

- D -
= = = =

- D -
C NP C EP C

E NP E EP E

In this case, decision makers pay $125 per one infection avoided. With the axes this 
way round, the shallower the gradient on the lines the lower the cost per infection 
avoided. The values of $50 and $125 per infection avoided are called “Incremental 
Cost-Effectiveness Ratios” (ICER). This term will be used throughout this book.

For this example ICERs have been calculated using dollar costs and the natural 
units of “infections avoided” and so this is a cost-effectiveness analysis. ICERs can 
also be calculated using QALYs as the measure of health gain and this would be a 
cost-utility analysis. We move on to cost-utility analysis in the next section, extend 
the example to consider more than one program and learn about the importance of 
thinking incrementally.

3.2 Incremental Analysis

Decisions based on economic appraisal must be considered in terms of incremental 
changes. This is particularly relevant when more than one infection control program 
is under consideration. Infection control professionals will often have to decide 
whether to remain with “Existing Practice” or choose one of many alternate pro-
grams. There are many ways of reducing risk of infection and our task is to choose 
the programs that are efficient. Some hypothetical data are included in Table 4 and 
Fig. 10 that describe the cost outcomes and health benefits (measured in QALYs) 
of “Existing Practice” and four competing infection control programs.

As before, the start of the analysis is “Existing Practice” which describes existing 
infection control arrangements. Decision makers face four further options. Program 
A can be discarded immediately because it is dominated by both cost and effect, 
that is, it causes higher costs and lower health benefits than Existing Practice and 
Programs B or D. Program B is superior to Program A because it is not dominated 
by any other program, however, the cost per unit of health benefit obtained (i.e., the 
ICER) is higher than for Program D.

Confirm this by examining the gradient of the line between “Existing Practice” 
and “Program B” and between “Existing Practice” and “Program D”. The gradient 
is shallower for “Program D” and so the ICER is lower which means the cost per 

Table 4 Cost and QALY outcomes

Costs QALYs

Existing Practice $20,000 10
Program A $210,000 2
Program B $80,000 20
Program C $300,000 175
Program D $145,000 150
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unit of health benefit is cheaper making “Program D” efficient (i.e., cost-effective) 
compared to Program B. If there was insufficient funding available to pursue 
“Program D” then “Program B” would still be discarded. Rather than choosing B 
over D, it would be better (i.e., more efficient) to choose some blend of “Existing 
Practice” and “Program D.” This implies that some proportion of the population 
would receive “Program D” and the remainder would receive “Existing Practice.” If 
we want to invest more scarce resources into infection control beyond those required 
for “Program D,” then the only alternative is Program C.

The decision can be boiled down to choosing between “Existing Practice,” 
“Program D”, and “Program C.” These are all potentially efficient decisions, with 
Programs A and B representing inefficient decisions which are discarded. 
Incremental analysis now becomes critical. When choosing between the three 
potentially efficient decisions it is the change to costs and health benefits that must 
be analyzed. The data in Table 4 illustrate the incremental changes to costs and 
health benefits between the three potentially efficient programs.

A decision to implement Program D must be compared to Existing Practice and 
we see a change in costs (i.e., DC) of $125,000 and a change in QALYs of 140 
(i.e., DE). The ratio of these two numbers is $893 (i.e., $125,000/140) and this is the 
incremental cost-effectiveness ratio for Program D. This is the correct number for 
decision making. It follows that the ICER for Program C is the ratio of the change in 
costs and change in QALYs as compared to Program D and this is $155,000 divided 
by 25 and this is $6,200 per QALY gained. Again this is the correct number for 
decision making. So we can summarize the analysis with these logical statements:

l	 Existing Practice and Programs B, D, and C are all better than Program A
l	 Existing Practice, Program D, and Program C are all potentially efficient

Fig. 10 Cost and QALY outcomes of five competing decisions
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l	 A decision to choose Program C implies we are willing to pay $893 per 
QALY

l	 A decision to choose Program D implies we are willing to pay $6200 per 
QALY

The final step in choosing between Existing practice, Program C, and Program D 
requires us to make a normative judgment (i.e., a judgment on the value of something) 
about whether $893 or $6,200 represent good value for money as compared to alterna-
tive uses of scarce resources. This will depend on the maximum willingness to pay 
for health benefits (QALYs) by decision-makers. This maximum willingness to pay is 
called a ceiling ratio. If the relevant ceiling ratio was $8,000 per QALY then Program 
C would be implemented, if, however, it was $1,000 then Program C would be 
rejected and Program D would be selected. Finding appropriate values for ceiling ratios 
is considered in Sect. 3.3.

Often a gross error is made analyzing these types of data and the error appears 
in published papers. The problem is that “average” and not “incremental changes” 
are calculated. Average cost-effectiveness ratios assume each program is compared 
to…nothing at all. Look at the data in Table 5.

The interpretation of these numbers, with the average ratios in column four, is 
that we currently have no infection-control at all, and this is unlikely, there is nor-
mally basic infection-control in hospitals. Furthermore we assume that each inter-
vention exists in isolation and so there is no point in making comparisons between 
them, again this is not a sensible way to analyze the information for decision mak-
ing. We draw the average ratio for each option in Fig. 11.

The numbers that emerge from the average analysis contradict the ICERs 
discussed previously and will mislead decision makers. They suggest, for example, 
the cost per QALY of Program C is $1,714 when the ICER, the correct estimate for 
decision making, is actually $6,200. Torgerson and Spencer [36] make a clear dis-
tinction between incremental and average analyses and if you would like to rerun this 
point you might read their paper.

Table 5 Cost and QALY outcomes with misleading average ratios

Costs QALYs Average ratios (costs/QALYs)

Existing Practice $20,000 5 $4,000
Program A $210,000 14 $15,000
Program B $80,000 20 $4,000
Program C $300,000 175 $1,714
Program D $145,000 150 $967

An easy way to think about the incremental changes and the decision-making is 
to imagine that you have made a decision to buy a new car. The new car will cost 
$40,000 and that is a sufficient rate of return as compared to alternative ways of 
using your scarce resources. Now think about optional extras: alloy wheels are 
$2,000, air conditioning is $500 and the matching luggage set is $5,000. The decision 
about the optional extras will involve you comparing the change in costs (DC) with 
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the change in benefits (DE) for each optional extra. It might be you judge the ratio 
of cost to return sufficient to justify the wheels and air conditioning but the ratio of 
cost to return for the luggage is an inefficient use of resources. You have been thinking 
incrementally and this is how things are done for economic analyses.

Whether we think the extra $893 per QALY from program D or $6,200 per 
QALY from Program C represents good value for money depends on the other ways 
of using the money in the healthcare sector and the total amount of money available. 
If other interventions provide cheaper QALYs (i.e., better value for money), then 
they might be chosen first. Decision makers often choose a maximum threshold 
willingness to pay for QALYs, to allow them to make decisions. This “ceiling ratio” 
is the topic for the next section.

3.3 Ceiling Ratios and Choosing Healthcare Programs

Finding an appropriate ceiling ratio or maximum willingness to pay for health 
benefits is easy in theory but in practice has proved difficult. The theory states that 
all health programs competing for the scarce pot of resources are ranked by their 
ICER. Those that produce the best ICERs, the best value for money, are selected 
first and decision makers work their way down the list until the available resources 
are exhausted. Health Programs that fall below the line and so have an ICER that is 
too expensive are not provided. This mechanism will maximize health benefits for 
a given budget and this is efficient. Milton Weinstein uses a book chapter to explain 
these arguments in detail [37].
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Fig. 11 Average cost-effectiveness ratios for five decisions: these are misleading
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A group of researchers at the Health Economics Research Centre at Oxford 
University set up a database of all cost-effectiveness studies published between 
1997 and 2003 that reported cost per QALY gained and ranked them based on value 
for money: they found 199 separate studies. At the bargain basement end of the list 
was the use of Calcium + vitamin D compared to no treatment for women aged 70 
with established osteoporosis [38]. This was found to save costs and generate health 
benefits. This was a “win, win” for decision makers and would land in Quadrant II 
of the cost-effectiveness plane. The use of cognitive behavioral therapy compared 
to treatment as usual for depression and anxiety among patients having experienced 
at least one episode of major unipolar depression was found to cost £2,111 per 
QALY [39]. Decision makers should adopt this program as it represents excellent 
value for money. The use of Docetaxel over Vinorelbine to treat advanced breast 
cancer among women requiring chemotherapeutic treatment for anthracycline-resistant 
advanced cancer is not such a clear cut decision because each QALY costs £18,591 
[40]. There may be other ways of using resources that are more efficient (i.e., a 
lower cost per QALY gained). Decision makers should run a mile from using 
silicone adjustable gastric banding instead of gastric bypass for morbid obesity 
among patients diagnosed as morbidly obese (BMI > 40) with serious comorbid 
disease, in whom previous nonsurgical interventions failed. The cost per QALY for 
this decision was £303,566 [41]. There are definitely better ways of spending 
money for health care than choosing this option. Primary prevention of diabetes, for 
example, is likely to generate more QALYs per dollar spent.

An infection-control professional should be interested in finding out where various 
infection-control programs rank on such a list. Generating this type of list for an 
entire health system requires a huge volume of research and data to be synthesized. 
A group from the Harvard Center for Risk Analysis did make an attempt to rank 
healthcare interventions by ICER. They found 228 cost-utility analyses that 
reported ICERs for 647 health programs. Ten per cent of these were located in 
Quadrant II on the cost-effectiveness plane. Sixty four were dominated by other 
interventions, that is, there were cheaper and most effective alternative programs 
available. They found that 69% of the programs had ICERs of $50,000 or less and 
78% had ICERS of $78,000 or less. In practice, choosing the appropriate cut off for 
programs, or finding a ceiling ratio for real world decision-making is difficult.

Alan Garber and Charles Phelps wrote a paper about economic appraisal in 
healthcare [42] arguing

“most practitioners of CE analysis (economic appraisal) discard interventions with CE 
values (i.e., ICERs) at the top range ……, and conclude that interventions in the realm of 
$50,000 (or so) per QALY are “OK” but that more expensive technologies become more 
and more “out of bounds”; the $50,000 criterion is arbitrary and owes more to being a 
round number than to a well-formulated justification for a specific dollar value.”

They went on to highlight an argument made by Phelps and Mushlin [43] some 
years earlier that stated

“this leaves unresolved, or course, why interventions with relatively low marginal CE ratios 
(ICERs) are not expanded in scope at the expense of more costly interventions, a shift of 
medical resources that would surely increase health absolutely”
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Infection-control is quite cheap and may even be cost saving, and will definitely 
deliver health benefits (QALYs). Even if infection control is not cost saving it might 
be that many programs have good (i.e., low) ICERs and so represents the type of 
program Phelps and Mushlin describe.

The cost per QALY and ICER arguments reviewed in this chapter are potentially 
powerful tools for infection-control professionals who wish to reallocate resources 
within current infection-control or increase the gross level of resources available at 
the expense of other areas of healthcare spending. Of course this will incur an 
opportunity cost elsewhere in the system, but if any reallocation can be shown to 
improve efficiency then a rational case for adoption exists.

One criticism of this approach to reallocating resources is that the studies from 
which ICERs emerge vary in quality and use inconsistent methods, assumptions, 
data, and analytic techniques. Much has been written about how to perform good 
quality economic appraisal [44–46]. We review some issues relevant to conducting 
economic appraisal in Chap. 4.

3.4 Conclusions

Economic appraisal is a summary of how costs and health benefits change with a 
decision to reallocate resources toward a new healthcare program. It is important to 
think about incremental changes and not just average changes. If costs fall and 
health benefits increase the decision is easy, but most of the time costs and health 
benefits increase together. When this happens, decision-makers need to choose a 
maximum willingness to pay for health benefits. This will help them discriminate 
between programs that are likely to improve efficiency and those that are not.

10.1007/_3


Chapter 4
Economic Appraisal: The Nuts and Bolts

Preview
l A method for economic appraisal is described.
l The different steps in the process are reviewed.
l Some aspects of a good quality study are discussed.

4.1 Using a Clinical Trial vs. a Modeling Study

Published economic appraisals fall into two groups: economic appraisal alongside 
clinical trials and economic appraisal by modeling study.

4.1.1 Economic Appraisal Alongside Clinical Trials

Economic appraisals are often conducted alongside clinical trials, randomized or 
not. Some consider economic appraisal alongside a randomized controlled trial to 
be the gold standard. This comes from an epidemiological view that randomizing 
patients between a control and intervention is likely to produce the best evidence 
about the cost-effectiveness of a health care program. This argument falters when 
we consider the complexity of an economic appraisal. To conduct a high quality 
appraisal, the analyst will need estimates of how effective a health program might 
be in preventing or curing disease, and these data should indeed be generated from 
an RCT. However, information is also required on other parameters that will affect 
costs and benefits. These might include understanding the risk of other events some 
of which are unlikely to occur with the time period of the trial. Examples are the 
use of health services in the future or long-term health outcomes, including mortal-
ity. Bacterial endocarditis may cause chronic and long-term health problems that 
persist beyond the end of a clinical trial designed to measure the effectiveness of a 
program that reduces the risk of blood stream infection. These health problems may 

N. Graves et al., Economics and Preventing Healthcare Acquired Infection, 49
DOI: 10.1007/978-0-387-72651-9_5, © Springer Science + Business Media, LLC 2009



50 4 Economic Appraisal: The Nuts and Bolts

be very costly to treat and may reduce the quality and quantity of life for the 
patients affected. There may also be rare events among the entire population of 
patients that are unlikely to be observed during a clinical trial that includes a sample 
of patients. Crnich and Maki [47] make this point by suggesting that an RCT would 
need between 8,000 and 17,000 patients in each arm to show whether an antimicro-
bial coated central venous catheter reduced patient mortality. A decision maker is 
likely to require data on the performance of multiple competing health programs if 
they are to make a good decision that considers the costs and benefits of all relevant 
alternatives. It is unlikely that one RCT could be designed to accommodate more 
than two or three competing treatments, otherwise it would be too expensive, time 
consuming, and may cause ethical concerns. The evidence for some of the pro-
grams relevant to the decision maker may already be available, and it would be 
wasteful to reproduce this evidence in a new clinical trial. There are many reasons 
why an RCT might not be the best way to generate cost-effectiveness data for deci-
sion making. In contrast to economic appraisal conducted alongside clinical trials 
are model-based evaluations.

4.1.2 Economic Appraisal by Modeling Study

Those who choose to conduct an economic appraisal by using a modeling study 
synthesize evidence from a range of sources and combine all the information in 
a coherent decision-analytic process. The advantages of model-based appraisals 
is that events can be included that are not observed within a clinical trial (i.e., 
long-term cost and mortality outcomes or rare events) and programs that have not 
or cannot be directly compared in a clinical trial can be evaluated side by side in 
one coherent framework. This allows the consideration of all relevant competing 
infection-control interventions and not just a single novel strategy when com-
pared with existing practice. Also, model-based appraisals are more generalizable 
and can be used to evaluate the cost-effectiveness of an intervention in a  particular 
patient group, or in a “real-life” context often not represented by single  clinical 
trials.

A good example of the modeling approach is a study published by Lindsay 
Frazier in JAMA [48] on the economics of choosing between different health pro-
grams for population-based colorectal cancer screening. Twenty one competing 
screening programs were compared with a do nothing alternative with long-term 
cost and mortality outcomes included in the estimation of costs and benefits. It 
would have been impossible to conduct this study as a prospective clinical trial. The 
results of their analyses are presented in Fig. 12, on the cost-effectiveness plane. 
They marked costs on the horizontal axis and benefits on the vertical axis and so all 
strategies that are dominated (i.e., more costly and less effective) are south-east of 
the efficient strategies. The axes are the opposite way round to all the examples 
presented so far. All efficient strategies are joined by the solid line.
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These results can be interpreted in exactly the same way as we have done before. 
The efficient strategies (and ICERs) are:

Sig 1 at age 55 yrs. = ICER of $1200 per LYG
Sig 2 at age 55 yrs. = ICER of $11,000 per LYG
Sig 1 every 10 yrs. = ICER of $15,800 per LYG
Sig 2 every 10 yrs. = ICER of $16,100 per LYG
UFOBT + SIG2 every 10 yrs. = ICER of $21,200 per LYG
UFOBT + SIG2 every 5 yrs. = ICER of $51,200 per LYG
RFOBT + SIG2 every 5 yrs. = ICER of $92,900 per LYG

Notes:
LYG = Life Year Gained
Sig 1 = sigmoidoscopy followed by colonoscopy if high risk poly diagnosed
Sig 2 =  sigmoidoscopy followed by colonoscopy if high or low risk poly 

diagnosed
UFOBT = unrehydrated faecal occult blood test
RFOBT = rehydrated faecal occult blood test

An interpretation of these findings are that these strategies are productively effi-
cient, that is they are the cheapest way of obtaining health benefits (we are “doing 
things right”) and the other strategies, that do not touch the line in Fig. 12, are not 
productively efficient. The next question of choosing to provide the correct goods 
and services addresses questions of allocative efficiency or, “doing the right things.” 
This depends on how much we are prepared to pay for a unit of health benefit (you 
might like to review the material in Chap. 1 on efficiency to remind yourself of the 
difference between productive and allocative efficiency). If society is willing to pay 
$20,000 per life year gained, then we choose Sig2 every 10 years. The next most 
effective program, UFOBT + SIG2 every 10 yrs, is too costly. It is inefficient as we 
believe these scarce resources can be used in a better way elsewhere in the economy. 
If, however, decision-makers are willing to pay $51,201 per LYG, then we choose 
the more effective UFOBT + SIG2 every 5 years.

4.2 Building a Model

Decision analytic models have been viewed with suspicion by some parts of the 
medical and academic community, in part due to the opaque nature of the meth-
ods and lack of clarity in how they were reported. The editors of the New 
England Journal of Medicine suggested the methods were “discretionary” [49], 
and argued this research tool could be misused by those who might profit from 
the adoption of a particular technology or intervention. There are now guidelines 
for how models should be developed and evaluated [46, 50, 51], and they must 
survive peer review if they are to be published in scientific journals. Regulatory 
agencies such as the National Institute for Clinical Excellence in the UK send 

10.1007/_4
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models for detailed dissection and review by independent academics. Modeling 
studies are now published regularly in the best medical journals, see for example 
Frazier et al. [12] in JAMA, Golan et al. [13] in the Annals of Internal Medicine, 
Ades et al. [14] in the BMJ and Mann et al. [15] in the New England Journal of 
Medicine. Models are a vehicle for bringing together many different types of 
information that will help us decide whether resources should be put into a pro-
gram or not.

Decision analytic models should be as simple as possible, to reduce the question 
in hand to its essentials, and they should be transparent, such that other investiga-
tors can build the model and test it with new data for a different setting or patient 
group. To develop a high quality decision model, we suggest a collaborative 
approach to include health care professionals with the relevant clinical experience, 
epidemiologists, statisticians, and either health economists or decision modellers. 
There are five objectives for a good decision model proposed by one of the leading 
contributors to economic appraisal in health care, Michael Drummond (p. 278 in 
[50]). We review the objectives next.

4.2.1 Objective One: Define the Structure of the Model

A structure that reflects the possible prognoses of the patients should be drawn. For 
the sake of example, we draw the possible outcomes for patients at risk of infection 
following total hip replacement in Fig. 13.

In this model, patients either develop an infection or they do not. If they develop 
an infection, they receive treatment to which they might respond. If they respond 
the infection is cleared. If they do not, then the primary prosthesis is removed and 
the infection is treated aggressively for 3–6 months to ensure eradication of the 
organism. Once confirmed, the hip revision procedure is performed with antibiotic 
cover and the revision prosthesis inserted. The end point for patients, no matter 

Fig. 13 The possible outcomes for patients at risk of infection following hip replacement
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which of these clinical pathways they find themselves on, is that they will either 
live or die. This model considers the entire lifetime of patients and because hips are 
replaced at around 70 years of life, the model will have to describe events that 
project 10–20 years into the future.

This simple structure will be used to evaluate the cost-effectiveness of a novel 
infection-control program, the additional use of antibiotic cement during hip 
replacement, and compare this to an existing infection-control alternative, which is 
not to use the antibiotic cement. The cost and health benefit outcomes for those who 
receive the novel program are compared with those who do not. The decision model 
must reflect both alternatives, and this is illustrated in Fig. 14. Note that the top and 
bottom halves have an identical structure.

The square at the left side of the model is called a decision node. This is where 
a choice is made between the two alternatives, after careful consideration of the 
events that occur to the right. There are circles, which we call  “probabilities,” and 
triangles, which we call “payoffs,” also included in the model structure.

Probabilities: The circles are called probability or chance nodes and represent 
events that will occur with some probability or chance. For example, a patient in the 
“Existing Program” may or may not get an infection and this probability is summarized 
by the circle marked with an A in Fig. 14. It is important that the probabilities for 
each chance node add up to 1. If the probability a patient gets an infection at point 
A is 0.1, then the probability they do not is 1 minus 0.1 and this equals 0.9. A model 
will need data for every probability node that describe the chance of the event 
happening.

Existing Program

Decide?

Program 1 (antibiotic cement)

No Infection

Infection cleared with first treatment

Infection not cleared and hip is revised

Infection

Live

Die

Live

Die

Live

Die

NoInfection

Infection cleared with first treatment

Infection not cleared and hip is revised

Infection

Live

Die

Live

Die

Live

Die

Top Half

Bottom Half

A

Fig. 14 A choice between two competing infection control alternatives (no data)
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Payoffs: The triangles represent the final outcomes for patients that have traveled 
down any particular path. A patient in Program 1 without infection who lives will 
have different outcomes to a patient in Program 1, who gets an infection, has their hip 
revised, and then dies. For economic appraisal, the cost outcomes and the health 
benefit outcomes are estimated. Costs are measured by the money valuations of the 
resources used up for the patient that follows a given path to a triangle. The health 
benefits can be measured in common natural units, such as number of infections for 
traditional CEA, or health benefits can be expressed as QALYs for a CUA. Once the 
structure has been defined, we need data to describe the probabilities of all the chance 
events happening (circles) and then values for the various final outcomes (triangles).

4.2.2  Objective Two: Find the Evidence Required  
to Make the Decision

Evidence for the probabilities: The chance of the events to the right of the square deci-
sion node happening will be based on existing evidence, either from the published 
literature or from routine data. For example, surveillance data can be used to identify 
the risk of infection with existing infection-control programs. If the probability of 
infection under the existing program is 7%, then the probability of no infection is 
100% less 7% = 93%. This evidence is marked on the model illustrated in Fig. 15  
(see A in Fig. 15). This chance node sums to 1 (0.93 + 0.07).

Note the chance of infection is lower (only 6%) with the novel infection-control 
program (see B in Fig. 15). The novel program is effective and reduces risk of 

Fig. 15 A choice between two competing infection control alternatives (data included)
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 infection. The information on effectiveness may have been synthesized from a single 
RCT or from a metaanalysis of many studies. The probability that people will die 
(2%) is the same for the no infection pathways and the pathway for patients who 
have the infection cleared with the first treatment. The evidence for this can be 
obtained from mortality statistics, which are collected routinely and widely available 
for health care systems. The problematic patients who do not respond to treatment 
face a revision of the hip, and because this is a risky procedure, they face a greater 
chance of dying (20%). The evidence for this can be accessed from orthopedic 
 registers of outcomes, which are collected by surgeons.

Evidence for the payoffs: Evidence is also needed to describe the cost and ben-
efit consequences of all pathways. These are summarized at the triangles, which 
are called terminal nodes. Each triangle summarizes the cost and QALY outcomes 
for the pathway that traces right to left, back to the square decision node. You can 
see the first triangle marked <1> indicates the costs and QALYs of the survivors, 
who do not get an infection and were treated under the novel infection-control 
program. They incurred costs of $10,000 and enjoyed 20 quality adjusted life 
years (QALYs) after discharge from hospital. In contrast, the patients who end up 
at <6> (i.e., they died following a revision of the hip after receiving the novel 
infection-control program) incurred costs of $81,000 and contribute 0 quality 
adjusted life years (QALYs). At this stage, we refrain from discussing how to 
measure the costs of infection and the costs of infection control, instead these 
issues are dealt with in Chaps. 6 and 7, respectively. We also refrain from discuss-
ing how to measure QALYs, this is covered in Chap. 8. For now just accept the 
data reported for <1> to <12> in Fig. 15 are accurate and describe the cost and 
QALY outcomes arising from each path in the tree.

4.2.3 Objective Three: Evaluate the Model that has been Designed

The process of model evaluation will translate the evidence selected into estimates 
of the cost and benefit of the program. These can be used to inform decision-
making. The model has been built using an appropriate structure, and the evidence 
required to make the decision has been identified and included. The next step is to 
calculate or evaluate the model. This process is based on the expected outcomes of 
each competing decision at the decision node. The existing infection-control pro-
gram and the novel program will generate expected costs and expected benefits. By 
starting at the terminal nodes (triangles) and then moving right to left, toward the 
square decision node, combining the outcome with the probability of that outcome, 
the expected value of costs and benefits at the square decision node are calculated. 
The process is illustrated with a simple example, illustrated in Panel 3, and then the 
data included in the example drawn in Fig. 15 are evaluated.

Now the method has been shown, we return to the example with the data drawn 
in Fig. 15. The cost and benefit outcomes are evaluated using exactly the same way 

10.1007/_4
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and the results illustrated in Fig. 16. You might want to check them yourself. The 
results of this decision analytic model are summarized in Table 6.

The change to cost, ∆C, is $2,332.5 and the change to benefits ∆E is 0.019 
QALYs, this is an ICER of $122,763.16 per QALY. These data, therefore, occupy 
a point in Quadrant I of the cost-effectiveness plane in Fig. 17.

Panel 3 An illustration of how to evaluate a decision model

The expected cost of the ‘New Program’ is calculated by the sum of the 
actual costs of each outcome multiplied by the probability of that outcome. 

 The expected cost is ($1500*10% = $150) + ($2500*5% = $125) + 
($1000*85% = $850) = $150 + $125 + $850 = $1,125. 

 The expected benefit is (20*10% = 2) + (10*5% = 0.5) + (30*85% = 
25.5) = 2 + 0.5 + 25.5 = 28 QALYs. 

The expected cost of the ‘Existing Program’ is calculated in the same way. 

 The expected cost of the ‘Existing Program’ is ($1500*20% = $300) 
+ ($2500*10% = $250) + ($1000*70% = $700) = $300 + $250 + 
$700 = $1250. 

 The expected benefit is (20*20% = 4) + (10*10% = 1) + (30*70% = 
21) = 4 + 1 + 21 = 26 QALYs. 

The New Program provides 28 QALYs at a cost outcome of $1,125 vs. 
the Existing Program that provides 26 QALYs at a cost of $1,250. 
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Strategy Cost Incr cost (∆C) Eff Incr eff (∆E) Incr C/E (ICER)

Existing Program $8,777.5 19.47 QALY
Program 4 $10,520 $1,742.5 19.52 QALY 0.0494 QALY $35,273.28
Program 2 $11,017 $497 19.50 QALY −0.0209 QALY (Dominated)
Program 1 $11,110 $590 19.49 QALY −0.0304 QALY (Dominated)
Program 3 $14,376.5 $3,856.5 19.47 QALY −0.0475 QALY (Dominated)
Program 5 $18,240 $7,720 19.52 QALY 0.0076 QALY $1,015,789.47

Table 7 Costs and QALYs of existing vs. five novel infection control programs

It is unlikely that this program would be adopted at $122,763.16 per QALY as 
this is likely to exceed the decision makers maximum willingness to pay for health 
benefits. There may be other, more cost-effective, ways of buying QALYs with 
infection control. Consider four additional programs that compete directly with the 
antibiotic cement (Program 1) and the existing program. We extend the model to 
include these and present the results in Table 7. For clarity, the programs are listed 
in order of increasing cost.
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Fig. 17 Costs and QALYs of existing vs. novel infection control

Costs ∆ C QALYs ∆ E

Existing Infection-control Program $8,778 19.47
Novel Infection-control Program (Program 1) $11,110 $2,332,5 19.49 0.019

Table 6 Costs and QALYs of existing vs. novel infection control
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The cost and benefit outcomes as well as the incremental changes to cost and 
benefits are described, and these data are plotted in Fig. 18.

Program 1 is dominated by Program 4, which is better value for money. The 
same applies to Programs 2 and 3. Only the Existing Program, Program 4 and 
Program 5 are potentially efficient. If $35,273.28 per QALY that arises from 
Program 4 is below the threshold ceiling ratio for efficient decision making, 
then it should be chosen, and if this is too high then we should remain with the 
Existing Program. It is unlikely that decision makers would choose to spend the 
extra $7,720 for the additional 0.0076 QALYs implied by program 5; this 
means we spend $1,015,789.47 per QALY and is not a good use of scarce 
resources.

4.2.4 Objective Four: Account for Heterogeneity and Uncertainty

The results derived from an evaluation represent the best estimate of the cost-
effectiveness of our competing interventions. However, it is important to recognize 
that decision modeling, just like decision making, is influenced by uncertainties in 
the information available. Briggs [52] identifies key sources of uncertainties, the 
first being generalizability of the results. Generalizability is about the contexts 
within which the results of a model may be valid. It requires consideration of 
heterogeneity in clinical contexts and patient groups. Heterogeneity arises natu-
rally, for instance assumptions made about mortality and the effectiveness of the 

Fig. 18 Costs and QALYs of existing vs. five novel infection control programs – graphed
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infection-control programs may be quite different for different age groups and data 
can be collected to reflect this. Decision analytic models can, therefore, be cus-
tomized and adapted to describe different populations and even different settings 
such as tertiary referral hospitals or country/district hospitals, which may have 
different underlying rates of HAI and different types of patient. Adept modelers 
will be able to evaluate heterogeneous groups in one modeling framework. An 
example is an evaluation of Protein C for treatment of severe sepsis, which was 
shown to be cost-effective for patients with an APACHE score ³25 but not for 
patients with an APACHE score <25 [53].

Other sources of uncertainty arise from the structure of the evaluation and the 
methods used in the evaluation. Many assumptions and decisions are made in struc-
turing and constructing the model. If important events are omitted or if the order of 
events is not appropriate then some uncertainty will be carried forward to the 
conclusions. Similarly the choice of timeframe or perspective to be used for the 
evaluation will influence the results. These types of uncertainty are best considered 
by using standard economic approaches to construct the model and conducting a 
small number of alternate analyses, which look at the impact that changes to key 
assumptions in the model have on results.

The final type of uncertainty arises from the data used to describe the parameters 
in the model. These values are taken from epidemiological studies, which will have 
used samples of patients to derive their estimates. Use of a sample introduces 
 uncertainty into the estimate, which is summarized by the confidence interval or 
standard error presented with the point estimate. Some pieces of data used in the 
model may have very narrow confidence intervals indicating that the estimate is quite 
precise and there is little uncertainty, while others may have wide confidence intervals 
indicating high levels of uncertainty in the data. It is important to capture this param-
eter uncertainty in the model. Traditionally, the effect of parameter uncertainty on 
model conclusions has been tested by choosing high and low values for parameters 
(i.e., the best and worst cases), substituting these values in the model and observing 
whether our conclusions change. This method, called one-way sensitivity analysis 
and will not characterize all parameter uncertainty as the conclusions depend on vari-
ability in several parameters, not just one at a time. A multiway sensitivity analysis, 
with more than one parameter varied at a time, is useful but the number of combina-
tions escalates with the number of parameters included. The best method for explor-
ing parameter uncertainty is called probabilistic sensitivity analysis. This uses the 
information from the confidence intervals provided with the original data to fit prob-
ability distributions to each model parameter. In this way, each parameter is described 
in terms of a likely range of values it may take rather than discrete high, middle, and 
low numbers. Different types of parameter are likely to have different probable ranges 
for the estimate. For example, estimates of length of stay will not fall below zero. An 
evaluation is run, say 1,000 times, using random or “Monte Carlo” resamples drawn 
for each parameter from the range of likely values specified by the distribution. This 
provides 1,000 estimates of the ICER, which when plotted on the cost-effectiveness 
plane forms a cloud of points (i.e., ICERs). The advantage is that all parameter uncer-
tainty has been carried forward to model results and can be used to give extra 
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 information to decision makers about how confident they can be in the conclusions 
of the model. This is the same principle as providing confidence intervals with an 
estimate of relative risk. These data in Fig. 19 show the results of a probabilistic sen-
sitivity analysis of a single program compared with existing practice.

There are 1,000 separate estimates of the ICER represented by 1,000 points. 
The scatter arises from uncertainty in model parameters. These results are quite 
easy to interpret. There is a very small chance that this program will lead to 
health (i.e., QALY) losses as only seven points (count them) describe negative 
QALY outcomes, so the chance this program reduces QALYs is 7/1000 = 0.7%, 
the converse is that there is a 99.3% chance the QALY benefits are positive. 
There is no chance this program is cost saving, based on the input data used, as 
all points describe positive costs. To evaluate these data, we simply draw a 
straight line through the plane that describes a constant ceiling ratio. Here, we 
draw lines for $10,000 and $20,000 per QALY. The number of points that fall 
below these lines, divided by the total number of point (i.e., 1,000) represents 
the probability the intervention is cost-effective for each ceiling ratio. With a 
maximum willingness to pay for a QALYs of $10,000, we see only nine points 
below the ceiling ratio, so the probability the program is cost effective is 9/1000 
= 0.9% and the probability that existing practice is cost effective is 100% minus 
0.9% = 99.1%. The balance of probability suggests the best decision is to remain 
with existing practice. If we value health benefits at $20,000 then there are 820 
points below the line, so now the probability the intervention is cost-effective is 
82%, and the chances are that the best decision would be to adopt the new pro-
gram. These are good examples of analysts using probabilistic sensitivity analysis 
to assess the cost-effectiveness of infection control programs [54–56].

Fig. 19 The results of a probabilistic sensitivity analysis
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Without counting all the points, it is difficult to say what probability an inter-
vention has of being cost-effective. If more than one intervention is being com-
pared the plots can become confusing to interpret particularly if the clouds of 
points overlap. The results of a probabilistic sensitivity analysis are often rear-
ranged and presented in the form of a cost-effectiveness acceptability curve 
(CEAC) rather than a scatter. Figure 20 shows a CEAC for an evaluation compar-
ing two alternative strategies to reduce the risk of surgical site infection to a base-
line scenario where neither intervention is available. The first strategy is 
administration of prophylactic antibiotics, the second provision of a quit smoking 
program to patients 30 days prior to surgery. A CEAC is a graphical way of show-
ing the probability that an intervention is cost-effective relative to its comparator(s). 
The horizontal axis measures the ceiling ratio (or the decision makers’ willing-
ness-to-pay for health benefits) and the vertical axis measures the probability, 
given the ceiling ratio, that the intervention is cost-effective. If decision makers are 
willing to pay only $2,000/QALY, then the probability that the administration of 
prophylactic antibiotics is cost-effective is 40% (Point A), the probability the quit 
smoking program is cost-effective is 0%, and the probability that standard practice 
is cost-effective is 60% (Point B). However, if decision makers are willing to pay 
$10,000 per QALY then the probability that prophylactic antibiotics are cost-
effective increases to 91% (Point C), the probability that the quit smoking program 
is cost-effective rises to 8% (Point D), and the probability that standard practice is 
cost-effective falls to 1%. Note that the probabilities across the three options 

Fig. 20 The results of a probabilistic sensitivity analysis presented as a cost-effectiveness accept-
ability curve
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always sum to one. For decision makers, a summary of this analysis would be that 
if QALYs are valued at <$2,500 standard practice is the most likely to be the opti-
mal choice, if QALYs are valued at >$2,500 then prophylactic antibiotics are most 
likely to be optimal and across the range of ceiling ratios considered here the quit 
smoking program is unlikely to be cost-effective.

Probabilistic sensitivity analysis is a powerful tool and can be used to find out 
whether we should do more studies in the future to reduce uncertainty in the deci-
sion at hand, if you want to read more about this topic have a look at Drummond 
[50] and Briggs [52].

4.2.5 Objective Five: Value Future Research

The presence of large amounts of uncertainty may result in decision makers choos-
ing not to make a decision. Uncertainty can be reduced by collecting more data and 
so improving the decision. How much value there is in collecting more information 
on any given parameter depends on how influential the parameter is within the 
model and how much new information we would gain from the new data. Take the 
example, the use of silver-alloy catheters for the prevention of urinary tract  infection 
in adult patients. Within this model, we might be very unsure about the mortality 
that is attributable to the infection and the effectiveness of these catheters in reduc-
ing risk of infection. Our estimate of attributable mortality comes from one obser-
vational study conducted in elderly patients. The design and conduct of a high 
quality prospective study that improves understanding of attributable mortality in a 
more general population would reduce uncertainty and make the decision easier. In 
contrast, if the estimate of how much catheters reduce risk of infection is derived 
from a metaanalysis of 25 good quality trials. Diverting research monies to another 
trial that will likely confirm the existing knowledge adds little additional information 
about the intervention, does little to reduce uncertainty, and is therefore of low 
value. Karl Claxton [57, 58] has written some good papers on this subject.

4.3 Important Features of an Economic Appraisal

A good quality economic appraisal will demonstrate a number of characteristics. 
Some of the major ones are described in this section.

Include all relevant options: It is important to make sure that all relevant options 
are included in the model; otherwise, we cannot make a good decision. If a program 
has already been shown to be most costly and less effective than something else 
then it can be excluded, but if we are not sure about this, then it should be consid-
ered in the model. The argument that we do not have good data about a program is 
not a good one. By excluding a relevant program, we are making a positive decision 
not to choose that program. The decision has not gone away just because we choose 



4.3 Important Features of an Economic Appraisal 65

to ignore a program we know little about. The program should be included in a 
model with uncertainties appropriately described. The effect of these uncertainties 
can be carried forward and we can assess the value of collecting further data to 
reduce them. This framework is useful even when there is limited information 
available to inform a decision because it makes what it is that is not known about 
the decision explicit, rather than ignoring it just because there is no information.

Use the best available evidence: We must use the best evidence available to 
inform the decision model. If there are 12 studies that purport to measure the same 
parameter, such as the risk of mortality among patients with infection, then the 
merits of each study should be considered. Some of the studies may be poorly 
designed, and there may be threats to the validity of the conclusions. Others may 
be conducted in populations that are quite different from the one we are attempting 
to describe. There may only be a few studies that are useful and inform the decision 
at hand. Halton and Graves [59] made this point when they reviewed published 
models of the cost-effectiveness of interventions that reduce catheter-related BSI 
among ICU patients. They found that there was little critical appraisal of the quality 
of evidence used to inform model parameters. The answer is for analysts to use a 
systematic approach to select evidence. Nicola Cooper and her colleagues [60] 
reviewed the sources and the quality of the evidence used for decision models 
developed between 1997 and 2003 for a UK-based health technology assessment 
program. They modified and then applied a quality appraisal tool called the 
“Potential Hierarchies of Data Sources” developed by Doug Coyle [61]. Their con-
clusions were that decision models are informed by evidence from diverse sources 
and that this evidence should be quality assessed if policy agencies (i.e., the deci-
sion maker) are to make good decisions.

Consider final endpoints: It is important to consider final endpoints such as 
mortality or QALY outcomes. A cost-effectiveness model that only estimates the 
cost per infection avoided is useful, but not that useful. It can only tell us whether 
one program is productively efficient compared with others, at preventing infec-
tions. It will show the least cost method of preventing an infection. If we were 
comparing a program to reduce risk of urinary tract infection among maternity 
patients with the risk of bloodstream infection among the critically ill patients, it is 
clear that the benefits of preventing each type of infection are different. By translat-
ing the benefits of avoided infections into QALY gains, we can make a meaningful 
comparison. This also has the advantage of allowing comparisons with other parts 
of the health care sector such as cancer treatments and cardio vascular treatments, 
for example. Measuring outcomes in natural units, which are not QALYs (or life 
years gained), only informs productive efficiency and not allocative or economic 
efficiency.

Model the correct time period: The appropriate time period should be described 
by the model. If relevant costs and benefits are likely to accrue 3–6 months after 
discharge from hospital, then these must be captured. A model that stops when the 
patient leaves the hospital may omit outcomes that could change the conclusions. A 
new program to reduce risks of surgical site infection that does not describe patient 
outcomes after discharge may miss important events such as postdischarge infection, 
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additional morbidity, and cost. Similarly, there is a long-term risk of mortality asso-
ciated with bloodstream infection, and this should be described by the model. This 
is one of the key advantages of the modeling approach when compared with con-
ducting cost-effectiveness alongside a clinical trial discussed at the start of this 
chapter.

Discount future costs and benefits: If costs and benefits occur in the future then 
these should be adjusted or discounted to a present value (i.e., today’s value). The 
reason is that we prefer to have benefits now, rather than in the future, and would 
rather avoid paying costs now, when compared to in the future. Buying a house is 
a good example. We want all the benefits of the house now, and wish to delay pay-
ing the costs, and that is why we borrow money to finance our house. The alterna-
tive would be to live in a tent for 20 years while we save up the price of a house, 
when all the money is saved we buy it.

For health care decision making, we prefer health benefits now. If given a choice 
between discovering a cure for cancer today or in five years of time, the former 
would always be preferred. For this reason, we should deflate the value of health 
benefits that arise in the future to today’s values. Similarly, we prefer to avoid pay-
ing for health care now, and so costs that arise in the future should be reduced in 
value, for a decision that is made today. There are examples of using discounting in 
the upcoming chapters, in particular Chap. 8.

4.4 Conclusions

In the context of infection control, modeling studies are likely to be more useful 
than adding an economic appraisal to a clinical trial of some new intervention. 
Modeling studies are certainly a multidisciplinary activity. Those who undertake 
them should choose an appropriate model structure, find the evidence required to 
inform the model and then evaluate the model appropriately. They should also be 
aware of heterogeneity and uncertainty and preferably use probabilistic sensitivity 
analyses as a means of exploring this uncertainty. They may also want to consider 
the value of collecting additional data in the future to improve the decision they are 
evaluating. Modeling is potentially powerful but studies should be of high quality 
and be carefully designed and executed.
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Chapter 5
Changes Arising from the Adoption of Infection 
Control Programs

Preview
l The types of costs that arise from infection control programs are described and 

illustrated.
l The benefits that arise from infection control programs are described and 

illustrated.
l Some methods to measure the clinical effectiveness of infection control inter-

ventions are described.

5.1 Overview of the Major Changes

A new infection control program will lead to a different set of cost outcomes and 
will prevent infections among hospital patients. Some examples of summary cost 
outcomes, and how they were used to inform decision making were described in 
the previous chapter. Take for example the data in Table 7 in Chap. 4. We saw that 
for existing practice the costs were $8,777.5 but when Program 4 was adopted these 
increased to $10,520. These summary cost outcomes arise from two opposing 
forces. The resources used to implement and maintain a program must be measured 
and valued, and the cost savings that accrue from preventing cases of HAI should 
also be included. Also, and most important, is that infections are prevented, leading 
to an increase in health benefits. The example of Program 4 vs. Existing practice 
(Table 7 in Chap. 4) shows health benefits increasing from 19.47 to 19.52 QALYs. 
We use QALYs to measure health benefits because we take an extra welfarist view 
of economics (see Chap. 2). The health benefits arise from preventing infection 
among patients.

These changes all happen roughly at the same time, after the decision to imple-
ment infection control is taken. They are described next and then each of them is 
dealt with separately in their own chapter. Chapter 6 is about how to measure the 
costs of HAI, Chap. 7 is about how to measure the cost of implementing infection 
control, and Chap. 8 is about how to value the health benefits of preventing infec-
tions with QALYs.
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The information in Fig. 21, which represents the cost-effectiveness plane 
described in Chaps. 3 and 4, shows one force pushing costs upward and the other 
pushing costs downwards. The increase in costs from developing, implementing, 
and maintaining the infection control program is $500,000. The cost savings that 
arise from avoided cases of HAI are valued at $800,000. The summary (or final) 
cost outcome (i.e., ∆C) from the “New Program” is a cost saving of $300,000, 
which is marked by the vertical double headed dashed arrow. Health benefits have 
also increased by ∆E because infections have been prevented, and these are marked 
with the horizontal double headed dashed arrow. Note that the cost savings accrue 
only because infections are prevented.

Under this scenario, the cost savings more than compensate the positive costs of 
the program and the decision maker is faced with the easy job of recommending the 
adoption of the program. This decision occupies Quadrant II of the cost-effectiveness 

Fig. 21 How costs might change with more infection control (decrease overall)

Health Benefits

Costs

+ 

– 

Existing
Practice

+

Quadrant I

Maybe implement these

programs

Increased
Expenditures of
$500,000 required to
implement the
program

Quadrant II

Always implement these

programs

Cost savings of
$800,000 due to
avoided cases of

infection

The new program
leads to cost decreases
$300,000

DC

DE

10.1007/_5
10.1007/_5


5.1 Overview of the Major Changes 69

plane (i.e., always implement the program) and is like Outcome 1 discussed in the 
Introduction to this book. Infection control is said to dominate existing practice 
because it leads to improved cost outcomes and improved health outcomes.

An alternate scenario is illustrated with Fig. 22 where the cost savings from 
infection-control do not compensate the cost increases. Implementing this program 
increases costs by $250,000 but leads to cost savings of only $100,000. The overall 
change in costs is positive $150,000 but health benefits are enjoyed as infections 
are prevented. A point in Quadrant I is reached and the adoption of this program 
might or might not be efficient (i.e., it could be the same as Outcome 2 or 3, 
described in the Introduction chapter). This depends on the ceiling ratio, or maxi-
mum willingness to pay for health benefits, used by decision makers and this was 
discussed in Chap. 3.

The methods used to measure the costs of HAI and so the potential cost savings 
from infection control are the subject of the next chapter, Chap. 6. The methods 
used to measure the costs of implementing infection control programs are the 
subject of Chap. 7. The methods used to value the health benefits that arise from 
preventing infections – the horizontal double headed dashed arrow – are the sub-
ject of Chap. 8. Before we embark on these three chapters, we have to think about 
how to measure the effectiveness of infection control programs, and this is the 
subject of the next section.

Health Benefits

Costs

DC

+ 

Existing
Practice

+

Quadrant I

Maybe implement these
programs

Cost savings of
$100,000 due to
avoided cases of

infection
The new
program leads to
cost increases of
$150,000

Increased
Expenditures of
$250,000 required to
implement the
program

DE

Fig. 22 How costs might change with more infection control (increase overall)
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5.2 Changes to the Number of Infections

At the heart of infection control is whether or not the program is effective. An effec-
tive program will prevent infections and deliver health benefits (∆E) and so move 
into the space to the right of the vertical axes drawn in Figs. 21 and 22. Some meth-
ods to measure whether an infection control program works, and if it does, how 
well it works, are described in the remainder of this chapter.

5.2.1 Epidemiological Studies

There is evidence to suggest that risks of infection will change with different 
clinical practices and interventions. Stefan Harbarth and colleagues [62] under-
took a systematic review of 30 epidemiological studies of multimodal interven-
tion studies and concluded that rates of healthcare acquired infections could be 
reduced by between 10% and 70% depending on setting, study design, baseline 
infection rates, and type of infection. Overall they suggest 20% of all healthcare 
acquired infections could be prevented by making changes to infection control 
practices. Implicit in this conclusion is that the there exists a true causal effect 
between an infection control intervention and the outcome. That is, we believe 
patients are protected from infections because of the application of infection-
control and not for other reasons.

Epidemiological studies to measure this causal effect vary by how successfully 
bias, confounding, and other threats to validity are managed. The gold standard is 
a randomized controlled trial (RCT); however, these are expensive, time consum-
ing, and often cause ethical problems. It is not acceptable to withhold an effective 
intervention from a patient who would benefit. Many infection control programs 
are not patient specific and benefit a group of patients, for instance a staff education 
program to improve compliance to hand hygiene and so randomizing individual 
patients is not possible. A solution is to randomize groups or clusters of patients but 
this design requires a complex study, which will take time to design, fund, and 
implement. This problem compounds when a rapid response, say, to an outbreak, is 
required. For these reasons, RCTs are often not practical. Instead, quasi-experimental 
designs that are either prospective or retrospective are used. They do not use 
randomization but still aim to find evidence for a true causal relationship between 
an intervention and the outcome.

Harris and colleagues [63] published a review of the use and interpretation of 
quasi-experimental designs for infectious diseases research. They highlight some 
of the problems of using quasi-experimental designs in infectious diseases and 
point out that some designs are better than others. Eight different types of study 
were organised in two categories: first are quasi-experimental study designs that 
do not use control groups, and second are quasi-experimental designs that use 
control groups and pretests. They identify a hierarchy among study designs with 
those in the second category found to be superior to those in the first. It may be 
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the case that you need to design an epidemiological study, experimental or other, 
to find out whether expanding infection control is effective or not and for this we 
recommend you assemble the right mix of researchers and clinically trained 
individuals.

5.2.2 Synthesizing Existing Evidence

An alternative to setting up your own prospective study is to use existing research 
findings that describe the effectiveness of a given infection control strategy. A tra-
ditional literature review uses informal or subjective methods to select and then 
interpret evidence. The results are normally presented as a narrative and findings 
are summarized in tables. These types of review are commonly found at the start of 
PhD theses, grant applications, and journal articles. They demonstrate that the 
author has a good grasp of the literature and understands the topic in hand. They 
provide an individual interpretation a particular health issue or program. A system-
atic review is quite different. The authors follow a predefined protocol and their 
objective is to provide the definitive synthesis of the current data. A review must be 
reproducible by others who would follow research methods that have been written 
down in a protocol. The Cochrane Collaboration (http://www.cochrane.org/) man-
ages a large number of systematic reviews on a wide range of health topics. Two 
relevant Cochrane reviews are described in Panel 4.

The Cochrane Collaboration published a handbook that provides guidance for 
those wishing to conduct their own systematic review [66]. There are seven steps 
for completing a review:

Step 1. Formulate the problem: The question needs to be relevant and interesting and 
authors should clarify which patient populations they wish to gather information 
about, the interventions to be compared, and the outcome measures to be reported.

Step 2. Locate and select epidemiological studies: The primary source of 
evidence will be electronic databases, such as the United States National Library of 
Medicine. Standardized medical subject headings should be used (see www.nlm.
nih.gov/mesh/) to search with and the combinations of search terms reported so that 
other can reproduce the search. It is important for the search to be specific enough 
(i.e., it should return a manageable number of studies, a search that finds 5,000 
articles is not useful) and sensitive enough (i.e., it must locate all known important 
papers). In addition to interrogating electronic databases, other search strategies can be 
used such as internet searching, consultation with key researchers and professional 
associations for unpublished data, and manual searches of conference proceedings 
and journals indexes. Studies should be selected based on predefined inclusion and 
exclusion criteria such as time frame (e.g., 1995–2007) age groups (e.g., adults 
only), key diagnoses and interventions (e.g., catheter-related blood stream infection). 
Often a review of the abstract is sufficient to determine whether a study should be 
included. A good practice is that two reviewers assess every study independently 
and then compare notes afterwards and decide which are eligible. Notes should also 
be kept on why studies are included or excluded.

http://www.cochrane.org/
http://www.nlm.nih.gov/mesh/
http://www.nlm.nih.gov/mesh/
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Panel 4 Two examples of published systemic reviews

A systematic review - isolation measures for infants with candida

Mohan, Eddama and Weisman [64] undertook a systematic review of 
patient isolation measures for infants with Candida colonization or infec-
tion. The objective was to determine the effect of patient isolation meas-
ures for infants with Candida colonization or infection as an adjunct to 
routine infection control measures on the transmission of Candida to 
other infants in the neonatal unit.
The authors concluded:

 there is no evidence to either support or refute the use of patient 
isolation measures (single room isolation or cohorting) in neonates 
with Candida colonization or infection.

 despite the evidence for transmission of Candida by direct or indi-
rect contact and evidence of cross-infection by health care work-
ers, no standard policy of patient isolation measures beyond 
routine infection control measures exists in the neonatal unit. 

 there is an urgent need to research the role of patient isolation meas-
ures for preventing transmission of Candida in the neonatal unit.

A systematic review – prophylaxis for ceserean delivery

Smaill & Hofmeyr [65] undertook a systematic review of antibiotic prophylaxis 
for ceserean section. The objective was to assess the effects of prophylactic 
antibiotic treatment on infectious complications in women undergoing cesar-
ean delivery. The authors included 81 trials in their review and found:

 the use of prophylactic antibiotics in women undergoing cesarean 
section substantially reduced the incidence of episodes of fever, 
endometritis, wound infection, urinary tract infection and serious 
infection after cesarean section. 

 the reduction in the risk of endometritis with antibiotics was sub-
stantial and similar for elective, non-elective and then all patients.

 wound infections were also reduced: for elective cesarean section, 
for non-elective cesarean section and for all patients.

 the reduction of endometritis by two thirds to three quarters and a 
decrease in wound infections justifies a policy of recommending 
prophylactic antibiotics to women undergoing elective or non-
elective cesarean section.

Step 3. Assess the quality of each study: Once the list of eligible studies is 
decided they can be assessed for quality. At this stage, it is sometimes useful to 
blind the studies by removing all citation details. Reviewers sometimes use checklists 
to help decide whether epidemiological studies have minor or serious flaws. Some 
examples are the “Effective Public Health Practice Project – Quality Assessment 
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Tool for Quantitative Studies” available from Faculty of Applied Health Sciences, 
University of Waterloo, (http://www.ahs.uwaterloo.ca/~manske/Presentations/
UNB%20workshop/QADictionary2003.pdf), and the Scottish Intercollegiate 
Guidelines Network tool (http://www.sign.ac.uk/methodology/checklists.html). 
It is important to have epidemiological expertise available for this step, as some 
studies may be excluded from the review based on the quality of the epidemiological 
methods reported. In some cases, it is necessary to clarify facts with the authors of 
the studies with an e-mail or phone call.

Step 4. Collecting data: The information you need to collect from the studies 
should be predefined and data collection forms checked with pilot studies. Two 
independent reviewers should collect data from each study and then compare the 
results. Differences should be resolved by returning to the articles or contacting the 
original authors of the study.

Step 5. Analyze and presenting results: A systematic review will sometimes find 
different studies that have been designed to measure the same outcome. The results 
from a collection of studies can be combined to provide a quantitative summary of 
all the data using a process called meta-analysis. This is appropriate when there are 
no obvious differences between the studies and outcomes are measured in similar 
ways. A meta-analysis will show the combined estimate of effect for a number of 
studies, it will show how precise the effect is and so capture uncertainty around the 
mean effect, and it allows an opportunity to describe heterogeneity and bias. Effect 
size and precision are displayed with a Forest plot. An example is presented from 
Ramritu [67] and colleagues in Fig. 23.

The objective was to compare the effectiveness of chlorhexidine/silver sulfadiazine-
impregnated central venous catheters vs. nonimpregnated catheters for preventing 
catheter-related blood stream infection. Each study is represented by a black square, 
the bigger the square the more weight that study has on the summary estimate, and 
a horizontal line that marks the 95% confidence intervals. Note the bigger squares 
have shorter horizontal lines. The pooled or summary estimate is shown as a diamond. 
These data in Fig. 23 show the risk of catheter-related blood stream infection is 
reduced by 44% if chlorhexidine/silver sulfadiazine-impregnated central venous 
catheters are used compared with nonimpregnated catheters. Because the 95% 
confidence interval does not cross 1, the result is statistically significant.

Step 6. Interpret results: Authors should be very clear about what they have 
found. They should consider uncertainty in their findings that might arise from say 
excluding some studies (e.g., those published before 2000 or those conducted in 
small hospitals), publication bias, or concerns about the quality of some studies. 
Whether the findings are useful is also important. The review might have filled a 
major gap in the evidence base or the evidence synthesized might have just con-
firmed existing beliefs. There might also be other useful data that were not pri-
mary outcomes but were still collected, such as costs, the frequency of adverse 
events, and what baseline practice is for each study.

Step 7. Improve and update reviews: A review is an ongoing responsibility and 
the authors are required to update the review to capture new evidence as it become 
available.

http://www.ahs.uwaterloo.ca/~manske/Presentations/UNB%20workshop/QADictionary2003.pdf
http://www.ahs.uwaterloo.ca/~manske/Presentations/UNB%20workshop/QADictionary2003.pdf
http://www.sign.ac.uk/methodology/checklists.html
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Each step of the systematic review process is carefully described and documented 
so that others can reproduce the results in different settings or in future time periods. 
The results of a systematic review should be less biased and valid compared with 
other approaches to summarizing scientific evidence. Cynthia Multrow [68], who 
edited the Cochrane handbook, suggests:

“Systematic literature reviews including meta-analyses are invaluable scientific activities. 
The rationale for such reviews is well established. Health care providers, researchers, and 
policy makers are inundated with unmanageable amounts of information; they need 
systematic reviews to efficiently integrate existing information and provide data for rational 
decision making.”

An advantage of systematic reviews and meta-analysis are that existing data 
can be exploited, and prospective data collection via potentially expensive epi-
demiological studies avoided. A careful and systematic approach can reduce bias 
when compared with nonsystematic approaches. They can provide reliable infor-
mation for decision making by demonstrating whether some intervention is 
effective. They are not a trivial undertaking exercise and anyone considering 
undertaking a systematic review should assemble a team with specialist skills in 
epidemiology and biostatistics and consider clearing their diary for 6–8 months. 
They should also consult an academic librarian. Even after completion, the 
results may still be inconclusive, the evidence found may have been poor quality, 
and so was screened out of the review and decision-makers will only be made 
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Fig. 23 Forest plot of the effectiveness chlorhexidine/silver sulfadiazine-impregnated central venous 
catheters vs. nonimpregnated catheters for preventing catheter related blood stream infection
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aware of what they do not know. Matthias Egger and his colleagues published a 
series of papers in the Education section of the BMJ that covers many important 
aspects of systematic reviews and meta-analyses [69–74].

Making estimates of the number of infections prevented by infection control is 
incredibly useful but not sufficient to complete the economic argument for prevention. 
Both the cost implications of preventing infections and the value of the health 
benefits from preventing infections need to be quantified. These tasks are the subject 
of the next three chapters.

5.3 Conclusions

Infection control will change cost outcomes. Some costs, such as those incurred 
designing, implementing, and monitoring infection control programs will increase. 
Others such as the costs of treating the cases of infection will be saved and so will 
lead to cost reductions. To some extent these two opposing forces cancel each other 
out. Infection control can lead to an overall increase or decrease in cost outcomes. 
Infection control will also prevent cases of HAI. Prospective epidemiological studies 
can be designed to measure how effective a given program might be, but these are major 
undertakings and must be designed carefully to avoid biased results. An alternative way 
to investigate whether infection control is effective is to synthesize the published 
literature using a systematic review method and the pooling of results in meta-analysis. 
This is a potentially powerful tool but can be time consuming and complex.



Chapter 6
Measuring the Cost of Healthcare Acquired 
Infections

Preview
l We discuss why estimates of the costs of HAI are made.
l The differences between the accountancy and economics approaches to costing 

are illustrated.
l The relevance of the different approaches for economic appraisal is 

discussed.
l The different epidemiological methods available to investigate associations 

between HAI and cost outcomes are reviewed.

6.1 Why Data on the Cost of HAI are Useful

Data on the costs generated by HAI are useful for two purposes. The first is to 
highlight the size of the problem. An estimate of how much these infections 
cost a healthcare system can make politicians and decision-makers sit up and 
take notice. The second use for cost data is to update our understanding of how 
costs will change with the adoption of extra infection control, thereby providing 
some  positive economic insight for allocating resources to preventing 
infection.

As discussed in Chap. 5, the costs of HAI are an important part of the overall 
change to costs (

▵
DC) that will arise with the adoption of additional infection control 

interventions. Consideration of DC alongside the change in health benefits (DE) 
forms the basis for economic appraisal. This framework can be used to allocate 
resources within an infection control budget to get the best value for money. It can 
also be used to support arguments for additional infection control. Costs must be 
estimated appropriately to make valid economic arguments. This highlights the 
importance of collecting good cost data.

N. Graves et al., Economics and Preventing Healthcare Acquired Infection, 77
DOI: 10.1007/978-0-387-72651-9_7, © Springer Science + Business Media, LLC 2009
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6.2 Defining and Measuring Costs of HAI

Cost data can be presented and interpreted in a number of ways. If costs are not 
handled properly when considering the (economic) question of allocating resources 
to infection control, then erroneous conclusions will result. To understand the cost 
of HAI, a distinction must be made between the two quite separate disciplines of 
cost accountancy and economics. The current literature on the costs of HAI tends 
to view cost through the eyes of a cost accountant, and these estimates are not use-
ful for economic appraisal. The best estimates can only emerge using an econo-
mist’s interpretation.

Before embarking on a comparison of the two approaches to measuring costs the 
differences between a fixed and variable cost are defined in Panel 5. It is important 
to understand these differences.

6.2.1 The Cost Accountant’s Method

An accountant who works for a hospital is responsible for planning, monitoring, 
and reporting expenditures in a given period, normally a 12-month budgeting cycle. 
They aim to keep the organization financially solvent and recover all expenditures 
by charging the payers for healthcare for the treatments and services supplied. This 
is the same regardless of whether the payer is the government, an insurance com-
pany, or the patient. This process is relatively straightforward for fluids, pharma-
ceuticals, drains, and other consumable items used by patients. These items can be 
counted, the purchase price is easy to obtain, and their use can be recorded. Variable 
costs might be counted up, item by item, and added to a patient’s bill. Expenditures 
on salaries or hospital overheads (i.e., fixed costs) cannot be billed to patients in 
this way. This is because fixed costs are often used jointly in production. There is 
not one doctor for one patient or one heating system for one patient. Fixed costs are 
often used by many patients over the course of one 12-month budget cycle. The 
accountant records expenditure on these items and finds some measure of usage 
that can be subsequently attributed to patients for the purpose of cost recovery. 
Some units of usage are bed days, physician consultations, and number of radio-
logical investigations. They then calculate a cost per unit, which is used for patient 
billing purposes.

For example, the total overhead costs of running the hospital such as mainte-
nance, heating, lighting, insurance, cleaning, and IT systems might be calculated 
and then allocated evenly across the total number of bed days supplied in a year to 
give a cost per bed day. The longer patients stay in hospital the more of the over-
head they pay. The expenditures associated with an MRI scanner will be allocated 
on a cost per scan basis across all the patients who have an MRI scan. This makes 
sense as the people who enjoy the benefits of the expenditure pay for it. Bills are 
produced for each patient according to the treatments and services that have been 
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Panel 5 The difference between fixed and variable cost

Fixed costs
Expenditures that cannot be 
escaped within the 12 month 
time frame are fixed costs to 
the decision maker. 

Examples: 

o A doctor is employed on a 
two year contract. Infection 
rates fall and so they are 
less busy. The costs of 
employing the doctor can-
not be changed as they 
are protected by their 
employment contract.

o A new IT system is installed 
in the hospital and will be 
used for 7 years before it 
is replaced. Infection rates 
fall but the costs of IT can-
not be changed.

o A new ward was built to 
deal with patients that 
have long lengths of stay. 
Infection rates fall and 
there are fewer patients 
with long stays and so the 
new ward is not busy. The 
costs of the building can-
not be escaped. The costs 
of heating, lighting, clean-
ing and maintenance still 
have to be met.

Variable costs
Expenditures that can be 
escaped within the 12 month 
time frame are variable costs to 
the decision maker. 

Examples: 

o Dressings and syringes 
are ordered by the clinical 
nurse manager every 
week based on how busy 
the hospital has been. 
Infection rates fall, the 
size of the order is reduced 
and so costs are saved.

o Agency nurses and doctors 
are paid an hourly rate based 
on occupancy and how sick 
the patients are. Infection 
rates fall, the number of 
agency staff hours is reduced 
and costs are saved. 

o An MRSA outbreak means 
that patients have to be 
isolated in single rooms. 
Some of these patients are 
moved into a neighbouring 
hospital with spare single 
rooms. The receiving hos-
pital is paid $3000 for every 
bed day used. MRSA out-
breaks are reduced and 
these costs are saved.

Time Frame
The period of time relevant to the decision about adopting infection 
control must be known. Infection control is normally funded from a 12 
month budget. A decision maker will be interested in the additional 
infection control they can implement given this budget. We seek to 
understand which costs can and cannot change within the decision 
makers 12 month time frame.
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provided. By following these methods, accountants will recover all expenditures, 
and the organization remains financially viable. The data in Table 8 illustrate an 
example of the cost-accountants method of allocating expenditure. The total annual 
expenditure for this hospital is $5M. The hospital manager makes expenditures of 
$500,000 per annum for the doctor’s salaries, and these are allocated across the 
total number of consultations supplied in this time frame (i.e., 1,000, see Table 8). 
Therefore, the expenditure to be recovered from each consultation with a doctor is 
$500 (i.e., $500,000 divided by 1,000). The expenditures for nursing staff are 
$1.5M, and these are to be recovered based on 15,000 units of nursing workload, 
which are recorded on the wards throughout the year. The $1.5M expenditures 
made for overheads are spread across the 2,000 bed days supplied and so on. This 
process makes patients (or those who pay for them) accountable for the costs of 
their care. The mechanism of allocating these costs to the 30 patients treated at the 
hospital in this 12-month period, based on this method, is illustrated in Table 9.

Patient 1 required 18 consultations with a doctor. The expenditure that has to be 
recovered to ensure the hospital remains financially viable per consultation is $500 
(see Table 8). This gives an allocated cost of $9,000 for this cost item for Patient 1. 
They also use 300 workload units of nurse time and the allocated cost per unit is 
$100, giving a cost of $3,000 for this cost item. This process of allocating costs by 
some surrogate measure of usage continues (i.e., 40 bed days, 35 radiology tests, 
and 20 path tests) until we get to consumables, which are not allocated but simply 
counted for each patient. The market price of consumables is then attached. The 
total of the costs are calculated in the final column of Table 9. The total costs for 
patient 1 is $106,499.

Using these data, we can calculate average costs per patient. It may be tempting 
to use these figures to estimate the cost of HAI. Look back at Table 9, Patients 1–20  
did not get an infection during their stay. The total cost of treating these patients 
was $2,375,009 giving an average cost per patient of $118,750 (i.e., $2,375,009 
divided by 20). Patients 21–30 did acquire an infection. The total cost of treating 

Expenditures 
made by hospital Allocation unit

Total of allocation 
unit

Cost per allocation 
unit

Doctorsa $500,000 Consultations 1,000 $500
Nursesa $1,500,000 Units of nursing 

workload
15,000 $100

General over-
headsa

$1,500,000 Bed days 2,000 $750

Radiologya $250,000 # investigations 1,000 $250
Pathologya $750,000 # tests 2,000 $375
Consumablesb $500,000 N/A N/A N/A
Total $5,000,000

Table 8 Expenditures for a 12 month budgetary cycle and measures for allocating expenditures

aFixed costs
bVariable costs are based on what the individual patient uses
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these patients was $2,624,991 giving an average cost per patient of $262,499  
(i.e., $2,624,991 divided by 10). They used more resources during their stay and 
their costs are greater.

A naïve and misleading interpretation of these data is to compare the average 
cost per infected patient ($118,750) and the average cost per uninfected patient 
($262,499) and attribute the difference ($262,499 less $118,750 = $143,749) to the 
infection. This, multiplied by the ten cases of infection observed at the hospital, 
gives an estimate of the cost of HAI to this hospital of $1,437,486. These data are 
not suitable for economic appraisal or informing decision making for infection 
control. Accounting data cannot be used in this way to make economic arguments. 
The purpose of cost accounting data is to keep the hospital financially viable.

The implication is that $1,437,486 could be saved annually by eradicating HAI. To 
understand why this number is misleading, we must think like an economist. 
Accountants and hospital administrators use allocation methods, quite appropriately, to 
recover expenditure. However, the main reason the cost of infection is measured is to 
argue for additional infection control programs. This represents a reallocation of scarce 
resources toward infection control, which is an economics question (see Chap. 1).

The accountancy approach ignores the costs of increased investment which will 
be required for additional infection control (the cost of implementing infection 
control programs is discussed in Chap. 7, and is an important consideration in this 
decision). The accountancy approach also fails to consider what costs actually 
change with fewer infections. Whether costs actually change with rates of infection 
depend on whether they are fixed or variable in the time frame within which deci-
sions are made. As previously stated, it is very important to understand the differ-
ence between fixed and variable costs. The economists approach to looking at the 
cost of infection takes into account both these points when exploring how costs will 
change with a decision to increase infection control.

6.2.2 The Economist’s Method

An economist does a cost analysis and finds that, during the next 12 months, few 
costs can be saved if rates of infection are reduced. The reason is that none of the 
employment contracts with the staff can be broken and the administrators are unwill-
ing to shut down any part of the hospital. The only costs that will change with more 
infection control are savings from the consumable items (i.e., variable costs) that 
would have been required to treat the consequences of infection. They find that doc-
tors and nurses will be less busy, fewer radiology and pathology investigations will 
be required, and beds will be empty because the length of stay has reduced for some 
patients. The main comment is that few cash expenditures are saved. Within the 12 
months time frame relevant to the decision about increasing infection control, all 
costs are fixed, except consumables that are variable. The economist suggests that 
the capacity made available by infection control – the time of the doctors and nurses 
and the capacity to do pathology and radiology tests and the bed days – are valuable 
and should be redeployed for another use. This argument is made using a series of 
diagrams illustrated in Figs. 24–26.

10.1007/_6
10.1007/_6
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Figure 24 shows that prior to the implementation of an infection control pro-
gram, 30 patients (numbered 1–30) are treated for an annual expenditure of $5 
million. The oval boundary shows the capacity of the hospital; it is currently run-
ning at full capacity as there is no space to admit any new patients. Patients 21–30 
get an infection and have longer stays than the other patients, who remain free of 
infection. That is why the infected patients take up almost half of the capacity of 
the hospital. Ninety percent of the $5M of expenditure are fixed costs that must be 
paid regardless of the number of patients treated, and this can be worked out from 
the data in Table 8.

Figure 25 shows what happens after a decision is made to implement an infection 
control program. Risks are reduced and only three patients get an infection (number 
21–23). Patients 24–30 have been protected from an infection they would have 
acquired without the extra infection control program. The cost of implementing the 
infection control program is $500,000, and so the total costs of running the hospital 
rise to $5.5M. The only expenditures saved are the consumables not used to treat 
the infections among patients 24–30 and so costs fall from $171,510 to $71,510, a 
cash saving of $100,000. This results in 30 patients being treated for $5.4M ($5.5M 
less the cash saving of $100,000). Patients 24–30 now have a shorter stay in hospital 
and there is some spare capacity in the form of empty beds and staffs are less busy 
than before. The spare capacity is marked by the brick pattern in Fig. 25.

The hospital administrators redeploy the spare capacity toward treating five 
additional patients illustrated by Fig. 26. Patients 31–35 are new admissions, 
which are only possible because of the infection control program. This causes 
variable costs to raise by $10,000 per patient but the payers of healthcare fund an 
additional $150,000 per patient for their treatments. Overall expenditures have 
increased from $5.4M to $5.45 million because of the new admissions but they 
attract additional revenues of $750,000, which offset total costs to a figure of 
$4.7M. The final change to cost outcomes (∆C) is $5M less $4.7M = negative 
$300,000. Or in other words the hospital saves $300,000. These data are plotted in 
Fig. 21 (Chap. 5).

6.2.3  Differences Between the Cost Accounting  
and Economics Methods

The interpretation of the accountancy data in Table 9 suggest the cost of infection 
was $1,437,486. The conclusion is misleading because it is based on an assumption 
that all costs are variable (i.e., that fixed expenditures can be avoided when infec-
tions are prevented). The cost and effectiveness of any proposed infection control 
strategy is also ignored. The economist estimated that cost savings of $300,000 
would actually be achieved by the hospital. This estimate takes into account that 
many costs are fixed within the time period for decision making, the program is 
itself costly, and not every case of infection can be prevented. Even though many 
costs are fixed, resources can be redeployed to other valuable activities such as 

10.1007/_6
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making new admissions. Evidence from the literature supports the economist’s 
approach. Roberts et al. [75] found that 84% and Plowman et al. [76] found that 
89% of the costs of hospital care are fixed in the short term.

An important part of describing how costs change with more infection control 
is therefore the number of bed days released. The example illustrated by the 
economist’s method (Sect. 6.2.2) shows why this is the case. Because most of the 
costs of running a hospital are fixed, it is the value of the capacity released by 
infection control that is important. A journal article by Graves provides an oppor-
tunity to consider these ideas again [4]. We would strongly recommend against 
using accounting data to estimate the costs of infection. They are not designed for 
the purpose of making economic arguments and will lead to poor decision 
making.

A good study of the economic costs of infection, therefore, requires that multiple 
pieces of data are collected. The points below are a summary of the data a cost 
analyst requires:

l They must understand the time frame within which decisions are to be made 
about infection control. Most budgets in a hospital cover a period of 12 months. 
After that time the budget may be renegotiated.

l They must understand the contractual obligations to expenditures made by the 
hospital for this period. The costs that are fixed and variable in the time frame 
for decision making must be known.

l They need data on how effective the program is at reducing rates of infection, so they 
can predict the number of infections that will be avoided if the decision is made.

l They must estimate the costs of implementing the program because infection 
control is a costly activity.

l The variable costs associated with treating the consequences of infection and the 
extra length of stay associated with treating the consequences of infection must 
also be known.

6.3 Estimating the Increase in Length of Stay due to HAI

The arguments made in this chapter show how important it is to identify the extra 
length of stay – and other cost outcomes such as variable costs – that arise from 
infection. This has been the subject of many hundreds of research papers since 
the 1950s. Studies have been conducted in over 30 countries [77] and a range of 
epidemiological methods have been used. The methods used to attribute length of 
stay and other cost outcomes to HAI are considered next.

There are many reasons why patients stay in hospital longer than might be 
expected given their primary diagnosis. The incidence of infection is a likely can-
didate but other intrinsic and external factors certainly contribute. To understand the 
cost of infection, the analyst must know the independent effect of HAI on length of 
stay, and this implies the effects of other factors have been taken into account. To 
illustrate this point, we show some information collected from patients admitted to 
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two hospitals in Australia [78]. Data were collected on length of stay outcomes and 
factors that impact on length of stay, for 4,357 hospitalized patients. These data are 
summarized into four groups: the 4,230 patients who did not acquire an infection; 
the 27 patients who acquired a lower respiratory tract infection (LRTI); the 59 
patients with a healthcare acquired urinary tract infection (UTI); and 41 patients 
with an “other” site of infection of which the majority where skin infections. Mean 
values for selected variables in this set of data are presented in Table 10.

Length of stay in hospital is much lower for patients who did not have an infection 
(mean = 4.8 days) compared with those who did (mean = 15.19 for LRTI, 14.86 for 
UTI and 15.49 for other). Variable costs (i.e., the costs of consumable items) were 
also much lower for those without infection. There is evidence in Table 10 that 
patients may have stayed longer and incurred greater variable cost regardless of 
whether they had an infection or not. For example, patients with infection were on 
average older, fewer were discharged to their home, or classified as “self caring 
prior to admission.” These facts might indicate they were less healthy prior to the 
admission and so more likely to have an extended stay. Those with infection 
suffered more adverse events during the admission such as falls and pressure ulcers. 
These events, regardless of infection, might explain longer stays in hospital. 
Comorbidities such as heart failure and diabetes were more frequent among those 
with infection and may extend length of stay independent of the effect of infection. 
These data show there are many reasons why those with an infection might have 

Variables
No HAI  
(n = 4,260)

LRTI  
(n = 27)

UTI  
(n = 59)

Other  
(n = 41)

Cost and mortality outcomes
Length of hospital stay (days) 4.8 15.19 14.86 15.49
Variable costs – total ($) 121.77 1097 176.93 1142.61
Died in hospital 2% 22% 14% 17%
Patient characteristics
Age on admission (years) 57 67 72 65
Self caring prior to admission 71% 54% 39% 59%
Discharged Home 95% 70% 75% 71%
Adverse events during admission
Fall 1% 7% 10% 5%
Cardiac arrest 2% 22% 14% 17%
Pressure ulcer 3% 26% 14% 15%
Faecally incontinent 5% 30% 29% 22%
Anaemic 38% 93% 71% 71%
Comorbidities
Chronic obstructive pulmonary disease 11% 26% 20% 12%
Congestive heart failure 6% 15% 14% 10%
Diabetes 16% 33% 34% 17%
Ever had a stroke 7% 11% 20% 20%
Hypertension 35% 44% 51% 41%

Table 10 Mean values for selected variable collected from 4,425 patients
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stayed in hospital longer than those without, regardless of the infection. The 
relationship between infection and length of stay is likely to be explained by other 
factors.

Examples of crude comparisons between those with HAI and those without can 
be found in the literature. An inexperienced analyst might deduct the mean length 
of stay for patients with LRTI (15.19 days) from the mean length of stay for those 
without HAI (4.8 days) and conclude the extra stay due to infection is 10.39 days. 
These estimates have no value for decision making because other factors likely to 
affect length of stay have not been controlled. The bias is positive and 10.39 is an 
overestimate of the effect of HAI on length of stay. Research methods are available 
to estimate the independent effects of infection on cost outcomes. These fall in one 
of two categories depending on whether attempts are made to control for confound-
ing within the “design of the study” or whether “statistical modeling techniques” 
are employed.

6.3.1 Design Approaches

Concurrent attribution studies:These studies rely on experts to review data on the 
patient’s admission with the goal of identifying by how much HAI prolonged stay 
in hospital and increased the use of other health care resources. These judgments 
are typically made by physicians or nurse infection control experts and sometimes 
hospital epidemiologists are involved. Critics of this method argue the results are 
unreliable and that different observers or the same observer, in different time peri-
ods, will not make consistent estimates [79]. Some believe these studies are likely 
to underestimate the costs of HAI as the surveyor judges extra cost conservatively 
[80, 81]. To make the method rigorous, Wakefield et al. [82] proposed the “stand-
ardized case review protocol.” This required trained staff to follow carefully pre-
pared protocols. They assessed each day of the patient’s hospital stay according to 
whether it was:

l Attributable to the reason for admission
l Jointly attributable to the reason for admission and the HAI
l Attributable to the HAI alone

The approach was tested by Gertman and Restuccia [83] and Rishpon et al., [84] 
who found high levels of interviewer agreement. The conclusion was that estimates 
depend on the quality of the data included in the patient’s records.

Comparative attribution studies: These vary by the sophistication of their design. 
Unmatched (crude) comparisons have been discussed and the results are not useful. 
An improvement is to collect some data on a cohort of hospitalized patients, either 
prospectively or retrospectively, and then identify those who suffered from a HAI. 
Patients not exposed to HAI are then matched to the patients who are exposed to 
HAI using factors thought likely to extend length of stay and cost. The idea is that 
exposed and unexposed patients are similar in terms of their risk factors, except for 
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the presence of infection. The difference in the cost outcomes is then attributed to 
infection. These are often mistakenly called case-control studies, and a better 
description is a matched cohort study [85].

A crude or unmatched comparison between the groups would overstate the extra 
length of stay because the unexposed and exposed groups will differ for risk factors 
for increased length of stay. This is sometimes known as “bias from omitted variables.” 
To counter this problem, the analyst can use matching to make the exposed patients as 
similar as possible to the unexposed controls. For each patient identified as exposed 
(with HAI) within the cohort, one, two or sometimes more unexposed patients are 
identified, which carry the same risk factors for length of stay. For example, patients 
may be matched on age, primary diagnosis, and/or APACHE II score. The effect of 
these risk factors on length of stay is now the same for both the exposed and unexposed 
patients. Any differences in length of stay can no longer be due to these risk factors. 
This gives a clearer picture of the relationship between HAI and length of stay.

Matching variables must be chosen carefully. An important limitation is that no 
estimate can be made of how much each matching variable contributes to length of 
stay. There is no way of seeing the variables that are important. Therefore, there 
should be good existing evidence that the matching variables chosen represent true 
confounders between the relationship between HAI and length of stay. Residual 
bias will still be present in the estimate as not all confounders will be known or 
used for matching.

Another important problem with this method is that unexposed controls become 
harder to find as the number of matching variables increases. The result is that 
exposed patients, for whom no match can be found, are excluded from the study, 
and this induces another problem called “selection bias.” Exposed patients are 
selected out of the study, because they cannot be matched with an unexposed con-
trol. Analysts, therefore, face the tradeoff illustrated in Fig. 27. Given the size of 
most data sets in this field of research, the maximum number of matching variables 
that can be used before selection bias becomes a problem is around 5–8. This jour-
nal articles shows the problems of matching studies for HAI and length of stay [86]. 
Both the design approaches, concurrent attribution, and matching studies have 
some problems.

6.3.2 Statistical Approaches

There are advantages to using statistical approaches to assess the relationship 
between infection and extra length of stay. Data on a cohort of hospitalized patients 
are used and instead of matching, and so attempting to control for differences 
between patients who are exposed and unexposed to HAI at the design stage, dif-
ferences are controlled at the statistical analysis stage. The practice of building and 
evaluating statistical models can become complex but the basic idea is quite simple. 
Katz [87] provides a nice introduction to multivariable statistical analysis; he 
defines the basic approach as follows….
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“Multivariable analysis is a statistical tool for determining the unique contributions of 
various factors to a single event or outcome. For example, numerous factors are associated 
with the development of coronary heart disease, including smoking, obesity, sedentary 
lifestyle, diabetes, elevated cholesterol level, and hypertension. These factors are called 
risk factors, independent variables, or explanatory variables. Multivariable analysis 
allows us to determine the independent contribution of each of these risk factors to the 
development of coronary heart disease (called the outcome, the dependent variable, or the 
response variable).”

To interpret this definition for the example of HAI we see that “length of stay” 
is the outcome variable and the presence of HAI is one of the independent or 
explanatory factors associated with this outcome. A statistical model is illustrated 
in Fig. 28.

The dependent variable is the length of stay observed among the patients in the 
data set. The analyst believes this varies with age, comorbid conditions, whether or 
not they suffered an adverse event, had surgery, or most, important, whether they 
acquired an infection. These data in Table 10 support this theory. The residual error 
is a term included in these models to account for other variation in length of stay, not 
described by the independent variables measured. Models like this are designed to 
predict the independent effect of the explanatory factors on the outcome. The effects 
of the other explanatory factors have been controlled by the statistical procedure.

The advantages of this method are that all patients can be included in the sta-
tistical model and this completely avoids the problem of selection bias illustrated 
by Fig. 27. There is the opportunity to include a comprehensive set of explanatory 
terms on the right hand side of the model. Remember, matched cohort studies 
were restricted to 5–8 matching variables; otherwise, exposed cases were selected 
out. Statistical models can include many more variables, but variables should 
only be included if there is a good understanding of why they will explain cost 
outcomes like length of stay. Building statistical models gets round the problems 
of matching studies and can be regarded as a more appropriate research tool for 
addressing the problem of estimating extra length of stay.

There are challenges that users of statistical models must overcome. First is that 
the outcome variable, length of stay, is generally nonnormally distributed. An 
important prerequisite of multivariable statistical models is that the outcome vari-
able follows a normal distribution. An example of a normal distribution is illus-
trated in Fig. 29. This shows that the average and most likely value for lengths of 
hospital stay among a cohort is approximately 5 days, and that the chances of hav-
ing a longer or shorter stay are quite similar.

Unfortunately, length of stay data does not look like this. The information 
included in Fig. 30 is closer to how length of stay data are distributed.

This shows that most patients have a stay around 5 or 6 days but some patients 
stay for a long time, in this example up to 50 days. This problem of skewed data 
pose problems for analysts using statistical models, but a competent statistician will 
overcome them.

The second challenge is that, while long stays are quite rare, the longer the 
stay the higher the chance of infection. There are more likely to be patients with 
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Fig. 30 An example of skewed data
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infection lurking somewhere in that long tail of the distribution. They may have 
hospital stays of 20, 30, or 40 days. This violates another prerequisite of statisti-
cal analyses that the independent variables or the explanatory variables on the 
right hand side of the model should be truly independent. In this case, we see that 
while HAI is likely to predict length of stay, length of stay is also likely to predict 
HAI, and so HAI is no longer an independent variable [88]. It is said to be 
“endogenously determined” and this violates another of the prerequisites for 
statistical models.

A solution to this issue is to account for the timing of events and so each day of 
the patients stay is classified as an infected day or noninfected day. More complex 
statistical methods, which are beyond the scope of this book, are used to account 
for the timing of the infection [89]. Incorporating the time of the onset of infection 
is potentially valuable if the objective is to estimate by how much the infection 
prolonged stay [89, 90]. Stefan Harbarth and Matt Samore discuss these problems 
in more detail [85].

A third challenge is more practical in nature. HAI are, in comparison to many 
diseases, relatively rare events. Any dataset on which extensive modeling is to be 
carried out must be large. The resources required to obtain large datasets can be 
prohibitive, particularly if prospective data collection is to be carried out. Use of 
routine data from either a single source or multiple databases can still be resource 
intensive as it is unlikely to be clean and may require substantial work to ensure the 
quality and integrity of the data. These reasons help explain why there are fewer 
examples of this method of estimating the excess length of stay and cost, when 
compared with matching studies, in the published literature.

Rather than expect you to undertake complex statistical analyses, this section 
will allow you to be more critical of published papers that report excess length of 
stay and cost due to HAI. We remain with costs in the next chapter and consider 
some of issues faced by those who aim to measure the costs of implementing infec-
tion control programmes.

6.4 Conclusions

The likely cost savings from preventing infections is the subject of this chapter. The 
costs imposed by HAI should be understood and the data interpreted correctly. In 
particular, we warn against using cost-accounting methods to measure economic 
costs. Cost accountancy is used to keep a hospital financially solvent and not inform 
decision making about infection control. Using cost accounting data will lead to 
poor economic decision making. Economic principles should be used to measure 
costs. The process of attributing cost, in particular excess length of stay to HAI, is 
quite difficult. We prefer statistical models to find associations between infection 
and cost outcomes rather than matching exposed patients with unexposed controls.



Chapter 7
Measuring the Cost of Implementing Infection 
Control Programs

Preview
l The costs of implementing infection control programs are described with case 

studies.
l We consider the methods used to estimate the cost of infection control programs.
l The different ways that cost data can be interpreted for decision making are 

reviewed.

7.1 Estimating the Costs of Infection Control Programs

The costs of infection control are embedded in many departments of a hospital. 
Denis Spelman suggests [91].

“In the 21st century, the specialty of infection control requires a breadth of expertise that 
no sole practitioner can possess. A multidisciplinary team is needed, including infection 
control practitioners, a hospital epidemiologist, biostatistician, infectious diseases physi-
cian and microbiologist, as well as access to a molecular biology laboratory.”

Most hospitals have a committee that oversees infection control and makes 
policy. This will comprise senior managers, physicians, microbiologists, and other 
infection control professionals. Their time is valuable and so a cost is incurred 
whenever they engage in activities related to the infection control committee. There 
might be routine surveillance programs in place that are staffed by ward nurses, 
who do surveillance in addition to their patient care duties. Again, their time is 
valuable, and the time spent on surveillance program cannot be put toward other 
activities. The task of running infection-control education programs is a major one, 
with new nursing and medical staff requiring induction to the institution’s infection 
control procedures. The routine diagnostics and laboratory work required for infec-
tion control is also costly. A response to an outbreak of MRSA or any other resistant 
organism may involve a burst of activities that include a wide range of staff, from 
cleaning staff to laboratory workers to press officers who keep the media updated. 
Again, the time that these individuals dedicate to responding to the  outbreak cannot 
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be used to undertake any of their other duties and thus represents the opportunity 
cost of infection control.

The above shows that describing the total costs of an existing infection control 
infrastructure is a major task. The dedicated infection control practitioners are the 
visible face of infection control and the costs of employing and maintaining this 
service can be readily assessed. Describing the costs of providing an entire infec-
tion control infrastructure, however, is quite difficult.

Fortunately, we are interested only in the costs that change as a consequence of 
a decision to adopt some novel or additional infection control practice. In other 
words, what extra costs might be incurred because of a program? The costs of 
additional infection control programs are represented by upward pointing the 
arrows in Figs. 21 and 22 (Chap. 5).

7.2 Two Case Studies for Estimating the Cost of Infection Control

Economic analyses are about assessing whether some change to how resources are 
allocated is a good decision or not. This is why we only focus on the changes to 
cost that arise from some change to existing infection control arrangements. The 
simplest type of change to infection control might be the introduction of a new 
technological device. As a case study, the costs of adopting antimicrobial coated 
central venous catheters to replace standard catheters for all admissions to ICU are 
described. As a second case study, we look at the costs of introducing a more com-
plex infection control program. The costs of implementing a multicomponent cath-
eter care education program are described.

7.2.1 A Case Study of the Costs of Adopting Antimicrobial Catheters

An important prerequisite to describing the cost of an intervention is that the inter-
vention is clearly defined. In this case, the proposal is to use antimicrobial coated 
central venous catheters instead of a standard catheter for all ICU admissions over 
the next 12 months. The planned change in the physical resources used should then 
be identified. Existing practice might be that 1,500 patients a year use a mean of 
1.4 catheters per patient, this implies that (1,500 × 1.4) = 2,100 standard catheters 
are to be replaced by an equal number of antimicrobial catheters. The cost of imple-
menting the changes should be assessed.

A first analysis shows standard catheters cost $20 each and the antimicrobial 
catheters cost $45 each, so costs will change by ($45 less $20) = $25 × 2,100 
CVCs = $52,500 for the new program.

A meeting with the manufacturers reveals a better price of $40 per antimicrobial 
catheter is available if the decision maker commits to purchasing all 2,100. At the 
time this seems sensible, as costs are saved. At this price the change in costs is ($40 
less $20) = $20 × 2,100 CVCs = $42,000. Understanding the agreement reached 
with the suplier of antimicrobial catheters is important for estimating the economic 
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costs of the program. The cost analyst needs to know whether the antimicrobial 
catheters are a variable cost (i.e., they can be escaped) or a fixed cost (i.e., the hos-
pital is committed to the expenditures). The implications of this are worth thinking 
about and one that we explore in this case study.

In this case, at $40 per catheter, the costs of the antimicrobial catheters are fixed 
for a period of 12 months. A review of the contract with the supplier by the hospital 
lawyer confirms this. We are committed to paying the entire contract value of 
(2,100 × $40) = $84,000. A decision not to honor the contract will lead to litigation 
and unplanned additional costs.

After six months of the contract term, a new director of microbiology is 
appointed and she worries about antimicrobial resistance and decides to revert back 
to standard catheters. There are 1,050 antimicrobial catheters to be paid for in the 
stock room of the ICU. The colleagues of the new microbiologists who work in 
neighboring hospitals share her view about resistance, and so the antimicrobial 
catheters are worthless in local markets. A business manager searches for a buyer 
and find a hospital in another part of the country prepared to pay $10 per catheter 
for the unused antimicrobial catheters, but the shipping costs must be incurred by 
the selling hospital. The changes to costs that arise from the new program are sum-
marized in Table 11.

Table 11 The change to costs from a decision to use antimicrobial catheters
Resource used Cost outcome Dollar value Comments

Initial purchase of 
 antimicrobial catheters

Increase $84,000 2,100 antimicrobial catheters are 
purchased.

Standard catheters Saving $21,000 1,050 standard catheters are not 
purchased because antimicrobial 
catheters are used instead for 6 
months, prior to the appointment 
of the new microbiologist.

Lawyer’s fees for  
review of contract for 
antimicrobial catheters

Increase $10,000 Lawyers always win.

Costs of finding buyer  
for antimicrobial  
catheters

Increase $2,000 The business manager has to hire 
an assistant for 2 weeks to cover 
their other duties while they find 
a buyer.

Resale of antimicrobial 
 catheters

Saving $10,500 The hospital in the other state is 
willing to pay only $10 per 
catheter.

Shipping costs Increase $1500 Medical transport service used.
Antimicrobial  

resistance
Saving Unknown The change in policy, back to stand-

ard catheters, may well have 
prevented resistance to antimi-
crobials in the future. The value 
of the cost savings are not known 
but were certainly an important 
factor for this program.

Total costs $66,000
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The real economic cost of the decision to implement the novel infection control 
strategy is approximately $66,000 and not $42,000 as originally thought. Many of 
these costs could not have been predicted before the decision was made, but the life 
is uncertain and decision makers have to deal with this fact.

The lessons from this case study are:

l The time frame for decision making is important. This decision was made for a 
12-month period and this had implications for the costs. Had the decision been 
reviewed month by month, then the cost outcomes would have been different.

l The contractual obligations to make expenditures are also important and define 
whether the costs are fixed (inescapable in the time frame of the decision) or 
variable (escapable).

l A better price was obtained by agreeing to sacrifice flexibility in the contract. 
Had $45 per catheter been agreed then the requirement to buy all 2,100 catheters 
would have been avoided. The costs would have been variable within the 12 
month time frame, and the decision maker could have walked away from the 
antimicrobial catheters when the new director made their decision.

l We live in an uncertain world, and things can change quite unexpectedly.

Estimating the costs of this relatively straightforward infection control strategy 
was quite complicated. Next we consider how to estimate the cost of a more complex 
infection control program.

7.2.2 A Case Study of the Costs of a Staff Education Program

The new director of microbiology does not like antimicrobial catheters; there is not 
enough information on how their adoption will increase pressure for antimicrobial 
resistance in the future. She has achieved reductions in infection rates in other hos-
pitals by using education and performance feedback strategies for ICU staff and 
chooses to implement a similar program. It will be based around education and 
adopting optimal catheter insertion and management practices. The intervention 
will be tested for 12 months and comprises the following:

l 2 days education for all ICU staff to cover theoretical and practice aspects of 
preventing catheter-related blood stream infections.

l A switch to chlorhexidine as the preferred skin antisepsis prior to catheter 
insertion.

l Monitoring to ensure the subclavian insertion site is used where possible and 
that catheters are removed as soon as clinically possible.

l Performance feedback on these measures will be provided to the ICU staff by 
infection control professionals.

The resources to be used for this intervention are summarized in Table 12, 
alongside a description of the contractual obligation for the cost, the price to be paid 
for the resources, and total costs.
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Resource Number of units Cost per unit Total Contractual obligation

External company 
to provide 
infection con-
trol traininga

1 training  
program

$10,000 $10,000 To complete 2 days training per 
week for an 8-week period. 
This is sufficient to train all 
ICU staff.

Agency nursing 160 h $75 $12,000 They are remunerated for each 
hour they work in the ICU. 
The role is to provide cover 
while the regular ICU per-
sonnel attend the education 
program.

Locum  
 physicians

40 h $400 $16,000

Alternate skin 
disinfection 
solution

3 batches of 50 
bottles

$1,500 $4,500 These are purchased in batches 
of 50 bottles, three times 
a year.

New infection  
control nursea

1 day/week  
for 12 months

$10,000 $10,000 The new infection control nurse 
and program administrator 
are offered job security for 
12 months.

Admin. supporta 0.1 full time  
equivalent

$5,000 $5,000

Total $57,500

Table 12 Resources to be used for education and performance feedback program

The total costs of the program are $57,500. Some of the costs are variable and 
can be escaped immediately such as the agency nursing and the locum doctors. The 
costs of the second and third batches of skin disinfection solution can also be 
avoided. The remaining costs are fixed and cannot be avoided within the 12 month 
time frame. We have followed the same steps as before to estimate these costs:

1. Define the novel program or intervention
2. Identify the change in resources from the new program
3. Identify the price of the extra resources
4. Analyze the contractual obligations to the expenditures (i.e., define fixed and 

variable costs)

7.3 Analyzing Costs, Inputs, and Outputs

The costs described in Table 12 can be thought of as the ingredients or inputs to a 
new process (i.e., the new infection control program). These inputs are combined 
together to produce something tangible and valuable (i.e., infections avoided). To 
understand better the costs of achieving these benefits, it is useful to consider the 
relationship between inputs and outputs, and how these unfold over the lifetime of 
the program. The purpose is to see when costs are incurred and how they relate to 
benefits produced. The data in Fig. 31 illustrate the inputs and the dollar cost 
incurred, the timing and frequency of these costs, and how they relate to the bene-
fits of the program, the infections prevented.

aThese expenditures are fixed for the 12-month duration of the program
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Most of the costs are incurred in week 1 when the contracts are agreed with the 
company providing the infection control training, the first batch of skin disinfection 
solution is purchased, and the infection control nurse and administration officer 
sign contracts. Fees for the agency nurses and locum doctors are incurred in week 
one, and then for the next seven weeks. After week eight, very little cost is incurred, 
only the batches of skin disinfectant solution at week 16 and then again at week 36. 
An accountant might plot these costs in terms of when the expenditures are actually 
made, and so the costs of the infection control nurse and administrator might appear 
to be spread evenly over the 52 weeks, but we are economists and are interested in 
what will happen if something changes. If the program was cancelled at week 4, 
then all the fixed costs (see Table 12) would have been incurred and are inescapa-
ble. Whether we could recoup any of these costs by trading the resources in second 
hand markets is another question, and one we would only seek to answer if the 
program was actually cancelled. For this case study, we will assume that the pro-
gram runs its entire 12 month course.

The numbers plotted on the graph in Fig. 31 show that the program will prevent 
2 infections per week after the run in period up to week 6. This continues over the 
12 months of the program. This estimate of 2 infections per week emerged from a 
careful review of the epidemiological literature (see Chap. 5 on measuring the 
effectiveness of infection control).

The cumulative infections prevented by the new program are plotted on Fig. 32 
as the thin dashed line. Figure 32 also shows the costs of the program, reported 
in two different ways: cumulative total costs (thick solid line) and average costs 
(thick dashed line). If you wish to recreate these graphs yourself, the data used to 
plot Fig. 31 and 32 are included in an appendix.

Plotting cumulative costs is useful as we can see when expenditures occur. These 
data show that a cost of $30,000 is incurred in week 1. Costs accumulate rapidly 
until week 8 when they are $54,500 and remain fairly stable for the remainder of the 
program. They do step up again twice, once at week 16 and again at week 36. 
Because we have retained information on the timing of these costs, we can use this 
data to calculate the incremental costs for the program. As we shall see, incremental 
costs are far more useful for making decisions than average costs.

7.3.1 Incremental Costs

Incremental costs are the amount that costs change for a given change in output. An 
example is the change in costs arising for another 20 infections prevented. Marginal 
cost is the change in cost for a one unit change in output, the change in cost from 
preventing one more infection. Using the data from Fig. 32, we can measure the 
incremental costs of this infection control program.

Week 6 is when the first two infections are prevented. At this time point costs of 
$47,500 have been incurred. The incremental cost of preventing these first two 
infections is therefore $47,500. The incremental cost of preventing the next two 

10.1007/_7
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infections is $3,500 (i.e., total costs have increased from $47,500 to $51,000 
between week 6 and 7). The incremental cost of preventing the next two is $3,500 
($54,500 less $51,000). After this point, costs only increase another $3,000 in total, 
and a further 88 infections are prevented. The upfront investments are clearly paying 
off as the program gathers momentum. The bulk of the cost is incurred preventing 
the first few infections, after that, further costs increases are minimal yet many 
infections are prevented.

7.3.2 Average Costs

The average cost per infection prevented is total cost divided by total infections 
prevented, at any given point in time. The average cost per infection prevented at 
week 6 is $47,500 divided by the two infections prevented = $23,750. The average 
costs data included in Fig. 32 show a steep decline for average cost as the program 
rolls out. This is because the fixed costs incurred early in the program are being 
spread across an increasing number of infections prevented. At week 33, the average 
cost per infection prevented is $1,000 ($56,000 divided by 56 infections prevented) 
and by the end of the program the average cost per infection prevented is $612. 
Estimates of cost – based on average cost – are always a function of the denominator, 
in this case the number of infections prevented. If this program was continued for 
another 2 years with only minimal changes to total costs then average cost might 
be driven very low, say less than $100 per infection prevented.

7.3.3 Cost Data and Decision Making

You may be wondering why we are picking costs apart in such a painstaking way. 
The answer is that cost estimates like these are often used for decision making to 
answer questions such as whether the program is an efficient investment of 
resources or whether it should be implemented in a new hospital. Average costs are 
often reported in papers and other publications, and then misinterpreted. As we 
have shown, average costs are determined by how long the program has been 
running, or put another way the scale of the program. If we were to publish these 
data, we might state that the cost per infection prevented was $612. This is true, but 
conditional on the fact that the program was run for a whole year and was successful 
over that year. If the program was abandoned at week 8, then $54,500 would be 
been spent and only 6 infections prevented, at an average cost of $9,083 per infection. 
Quite different conclusions would be drawn by decision makers about this program, 
based on these two estimates.

Further problems will arise when simple “back of the envelope” calculations are 
made about the changes to total costs (∆C) from this infection control program. If 
some other literature showed a case of infection increased cost by $5,000, an advo-
cate for infection control might be tempted to make the argument that savings of 
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$5,000 less $612 = $4,388 per infection could be achieved via the implementation 
of this program.

Using estimates generated in one setting, to make decisions about implementing 
this program in another is potentially misleading. First, it assumes that the estimate 
of $5,000 per infection is accurate. As we discussed in Chap. 6, estimating the cost 
of infection is not straightforward. Second, it assumes that the new hospital will 
follow exactly the same processes as the original program, and encounter exactly 
the same prices, market conditions, and negotiate the same contracts. Third, it 
assumes that the program will work on the same scale of inputs and outputs. In a 
setting where infection rates are much lower the absolute number of infections that 
will be prevented will also be lower; if this is true the program may cost the same 
to implement but the returns will be less.

Costing is not always straightforward. An average cost is an accessible but poten-
tially misleading statistic. For the reasons already discussed, marginal costs, which 
give an indication of the relative timing of the inputs and outputs of the program, are 
preferred. The characteristics of every novel infection control program are going to 
be different, and these should be considered for all costing exercises. Poor costing 
methods will lead to erroneous conclusions, and if these are plotted on the cost-
effectiveness plane and used for decision making, then poor decisions will result.

7.4 Capital Costs

The costs of capital items are often important for infection control. We finish this chap-
ter with some notes for dealing with capital costs. Some infection control programs 
require a capital investment, and by this we mean a physical asset that will have some 
specialized purpose and will last for some time into the future. Examples might be the 
installation of a computer system that monitors hand washing activity among health-
care workers or the refurbishment of training rooms for the purposes of infection 
control education. The economist would be interested in looking at the obligation to the 
capital asset and how valuable it might be in some alternative use. If the hand washing 
monitoring system were leased for a short period of time, say 6 months, then we remain 
flexible in the decision as we can walk away from further expenditures after 6 months. 
Alternatively, we can commit for a five-year term and are obliged to incur costs for that 
period. The price will almost certainly drop if we make a long-term commitment. In 
this case, the stakes are high because the asset is highly specialized and has minimal 
value in alternative use. If we commit for 5 years, then decide the system is not worth-
while then there is nothing else we can do with it, and we still have to incur the costs. 
These costs are known as sunk costs, and are less desirable than resources that are fixed 
costs, which may have value in some other use. The decision to refurbish rooms for 
infection control education is less risky. Although we cannot avoid the expenditures, 
the asset can be redeployed for other purposes that have a value. If we decide we no 
longer wish to use it for the original purpose, then we have the potential to generate a 
revenue stream (and so offset our costs) by renting the space to other divisions in the 
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hospital or even the open market. This asset is less specialized and so should have a 
value in alternative uses. It might be considered a fixed rather than a sunk cost.

These issues aside a practical approach to costing capital outlays involves two 
steps. The first is to consider the opportunity costs of the money tied up in the 
project. If we spend $100,000 on the hand washing system, then we have lost the 
opportunity of using that money in some other way, the interest rate charged by the 
bank is a reasonable proxy of the value of the costs. So if the bank pays 5% annu-
ally on savings, then the opportunity cost of the capital investment of $100,000 is 
$5,000 per year. The second cost is that the asset may lose value of over time. 
Accountants tend to write off the capital cost (i.e., depreciate) gradually over the 
lifetime of the asset. This is an accounting nicety that allows for prudent and careful 
financial planning and ensures the organization remains financially viable. The 
economist is more likely to consider: (i) the obligations for making expenditures, 
(ii) the ability to redeploy the asset for some other use that has a value. In most 
costing studies, the accountancy approach to depreciation is adequate but the eco-
nomics of really large capital projects should be considered carefully.

7.5 Conclusions

The cost of implementing infection control should be thought through carefully. 
It contributes an important part of the change to total costs estimate (∆C) that are 
used for decision making. Costing is not always straightforward and many factors 
are important. Attention should be paid to the time frame within which the infection 
control decision is made, whether costs can be escaped or not (i.e., whether they are 
fixed or can vary and indeed whether they are sunk) and how total costs, average 
costs, and incremental or marginal costs change over time.



Chapter 8
Preventing HAI and the Health Benefits  
that Result

Preview
l We define quality adjusted life years (QALYs) and show how they are 

calculated.
l A method to estimate the total number of QALYs gained from preventing infec-

tions is demonstrated.
l The information required to estimate QALYs is described.
l The methods for finding this information are reviewed.

8.1 Health Benefits

Changes to health benefits must be measured to assess the economics of a decision 
to expand infection-control. These health benefits make up the lower part of the 
incremental cost-effectiveness ratio (ICER) and are represented by DE. This was 
discussed first in Chap. 3 and Figs. 21 and 22 in Chap. 5 show where health benefit 
fit in the economic framework (look for the double headed solid horizontal arrow 
in the figures). The benefits of healthcare programs (DE) are measured in terms of 
quality adjusted life years (QALYs) gained for the extra-welfarist approach to eco-
nomic appraisal used for this book (see Chap. 2). Reference is made to QALYs in 
Chaps. 2–4. We have yet to describe the methods to estimate QALYs in any detail.  
The goals for this chapter are to define QALYs, explain how they are measured, and 
review the ways of obtaining the data to estimate them.

8.2 What QALYs are and How they are Estimated

QALYs are a quantitative measure of the health gain (or health benefit) from compet-
ing programs available to healthcare decision-makers. They are composed of the 
duration that patients spend in a given state of health, that is, how many years they 
are alive in this condition, and the quality of life that they enjoy in this health state. 
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The quality of life for different health states is represented by some value between 
zero (i.e., dead) and 1 (i.e., healthy), and this value is called a utility score. Patients 
who benefit from an intervention that prevents mortality obviously represent a gain 
in life years. Patients who benefit from an intervention that moves them from a lesser 
health state to an improved health state for some period of time have enjoyed a gain 
in health. QALYs are designed to measure both these types of gain in one metric.

Graves et al. [9] present an example of how QALYs can be used to describe the 
gain in health from preventing surgical site infections following total hip replace-
ment, and we examine the three scenarios they describe:

Scenario one – Patient with no infection. The patient never has infection related 
complications.
Scenario Two – Patient with a non-fatal infection. The patient has an infection that is 
non-fatal and they survive.
Scenario Three – Patient with a fatal infection. The patient gets an infection that causes, 
or interacts with other factors to cause their death.

For their example, they assume all patients receive a new hip at the same time. 
The health benefits that accumulate under the three scenarios are presented in terms 
of QALYs. To calculate these benefits, the value of the health state and the amount 
of time spent in that health state must be known for each scenario. Some data to 
describe this are included in Table 13.

All patients receive a new hip in January 2008.

Scenario one – Patient with no infection. Having received their new hip, the patient 
recuperates during the first quarter of that year, during which time they occupy a health 
state which is valued at 0.5. Remember that this number is the utility score for the health 
state and takes a value in the range including zero and 1. A utility score of 0.5 implies that 
a patient in this recuperation health state enjoys around half the quality of life enjoyed by 
a completely healthy individual. By April 2008, the patient’s quality of life has improved 
and their health state or utility is valued at 0.9. They now only feel moderate discomfort 
from the new hip. They remain in this health state until the end of 2015. By the start of 
2016 the patient is elderly and frail and their health deteriorates; the value of their quality 
of life is now only 0.6. They die in early 2017.
 We can summarise both the life expectancy and quality of life for this patient using the 
QALY method. Since the new hip this patient has lived for nine years, but these years must 
be weighted for quality/utility in order to calculate the total number of QALYs associated 
with this scenario. The health state occupied for the 3 months (i.e., 0.25 years) after their 
surgery was valued at 0.5 and so (0.25*0.5) = 0.125 QALYs were accrued. The next 0.75 
years (i.e, April to end of December 2008) were spent in a health state valued at 0.9 and so 
(0.75*0.9) = 0.675 QALYs were accrued. Between 2009 and 2015 (i.e., 7 years) their 
health state was valued at 0.9 and so (7*0.9) = 6.3 QALYs were accrued. In 2016 their 
health state was valued at 0.6 and so (1* 0.6) = 0.6 QALYs were accrued. Over the nine 
years of life this patient accrued a total of (0.125 + 0.675 + 6.3 + 0.6) = 7.7 QALYs.

Scenario Two – Patient with a non-fatal infection. The patient acquires an infection but 
makes a full recovery. This patient is very sick between January to March 2008 and they 
occupy a health state with a utility weight of 0.3. Between April and June 2008 things 
continue to go wrong and the patient acquires a secondary blood stream infection. During 
this time they occupy a health state valued at 0.2. By July 2008, the patient has made a full 
recovery and so from this point onwards, follows the same profile of health outcomes as 
the patient in the “Patient with no infection” scenario. The number of QALYs under this 
scenario can be estimated from the data in Table 13 by following the same method as the 
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previous example. The total QALY gain for the nine years following hip replacement is 
(0.25*0.3) + (0.25*0.2) + (0.5*0.9) + (7*0.9) + (1* 0.6) = 7.475.

Scenario Three – Patient with a fatal infection. In this scenario, the patient acquires an 
infection and dies as a result. This patient follows the same profile for the first two quarters 
of the previous scenario but then dies as a consequence of the infection. The total QALYs 
gained are (0.25*0.3) + (0.25*0.2) = 0.125.

These data are graphed in Fig. 33. The utility score (i.e., value of the health state) 
is marked on the vertical axis and time is marked on the horizontal axis. The areas 
under the lines for each scenario approximate the total number of QALYs accumu-
lated. Both infection scenarios result in fewer QALYs than the no infection sce-
nario. Infections, therefore, result in a loss of health benefits as measured by 
QALYs. Effective infection control will avoid these infections, thereby gaining 
health benefits and this is what makes up DE.

The quantity of health benefits, measured in QALYs, for an individual patient that 
arise from preventing a “nonfatal infection” is indicated by the area marked with an 
“A.” This represents the difference between the number of QALYS generated under 
scenario one minus the number generated under the scenario two (7.7 – 7.475 = 
0.225). The size of the health benefits that arise from preventing a “fatal infection” 
is indicated by the areas marked “A + B” and again represent the difference between 
the QALYs generated in scenario one and scenario three (7.7 – 0.125 = 7.575).

Infection control programs are rarely designed for just a single patient. This method 
can be used to describe a cohort of patients using average utility scores. Consider a 
cohort of 10,000 patients who have a new hip. There will be a baseline risk of infection 
among the cohort under existing practice and a reduction of risk if a decision were 
made to expand infection-control. The baseline infection rate is 3%. The case fatality 
proportion among those with infection, due to infection, is 10%. If a decision were 
made to expand infection-control, then the infection rate is reduced to 2.2%. The 
proportion of these patients who die as a result of infection remains at 10%.

To analyse the health benefits achieved from an expanded infection control pro-
gram, we first predict the number of infections we would expect to observe under 
existing practice. We then predict the number we would expect to see under then 
the expanded infection-control alternative. The differences between the two pro-
grams are 80, fewer infections of which 8 are fatal and are presented in Table 14.

Table 14 The number of uninfected and infected patients for existing practices vs. an expanded 
infection-control alternative

Patients with  
no infection (a)

Total  
infections (b) Fatal (c) Nonfatal (d)

Existing practice 9,700 300 (or 3%  
of cohort)

30 (10% of total 
infected)

270 (90% of total 
infected))

Expanded infection 
control

9,780 220 (or 2.2%  
of cohort)

22 (10% of total 
infected)

198 (90% of total 
infected)

Difference 80 −80 −8 −72

Notes: total patients in cohort = 10,000 = (a) + (b); (b) = (c) + (d)
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Rather than calculating QALYs for an individual patient, we calculate the 
QALYs accumulated by our entire cohort under existing practice and then for the 
expanded program. The difference represents the health benefits of the expanded 
infection control program (in QALYs) for the entire cohort. To calculate the QALY 
outcomes for the whole cohort under each type of infection control, we multiply the 
individual QALY outcomes for each scenario (Table 13) by the number of individu-
als in the cohort who experience each scenario (Table 14). The QALY outcomes for 
existing infection control practices are:

l  Uninfected (9,700 × 7.7 QALYs) = 74,690 QALYs
l  Fatal Infections (30 × 0.0125 QALYs) = 3.75 QALYs
l  Nonfatal Infections (270 × 7.475 QALYs) = 2,018.25 QALYs

The QALY outcomes for the expanded infection control program are:

l  Uninfected (9,780 × 7.7 QALYs) = 75,306
l  Fatal Infections (22 × 0.0125 QALYs) = 2.75
l  Nonfatal Infections (198 × 7.475 QALYs) = 1,480.05

The results are summarized in Table 15.

Table 15 The health benefits of the expanded infection control program in QALYs

QALYs

Total QALYS
Patients with no 
infection Fatal infections

Nonfatal  
infections

Existing practices 74,690 3.75 2,018.25 76,712
Expanded infection 

control
75,306 2.75 1,480.05 76,788.80

Differences 616 −1.00 −538.20 76.80

The overall change in health benefits (i.e., DE) from a decision to adopt the 
expanded program is the difference in total QALYs achieved relative to the QALYs 
that would be accumulated under existing practice. You can see in Table 15 that 
under the expanded program the now larger uninfected group contributes more 
QALYs to the total (i.e., 616 more QALYs), and the now smaller infected groups 
contribute fewer QALYs to the total (i.e., the sum of −1 and −538.2). The total 
change in QALYs or DE that results from the new expanded infection control pro-
gram is a gain of 76.80 QALYs.

The QALY outcomes for the entire cohort under “Existing Practices” and the 
“Expanded Infection Control” alternative are expressed over time in Table 16. 
Because these QALY benefits accrue over time then they must be discounted to a 
net present value. After rounding up, we see the difference in QALY outcomes is 
77 undiscounted QALYs but when a discount rate of 3% is used to adjust for our 
time preference for benefits, the value of the QALY benefits falls to 70. See Panel 
6 for a description of how to discount future benefits and costs.
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Multiple pieces of information are required to estimate the health benefits of an 
infection control program with QALYs. First, we need to know how effective inter-
ventions might be in reducing risks, and methods for synthesizing this information 
were described in Chapter 5. Second, we need to know the effect of HAI on the 
risks of death. Third, we need to know about the nature of the health states occupied 
by individuals with any HAI, the time spent in those health states and the methods 

Panel 6 Discounting future benefits (and costs)
Discounting is easy. If a is the value to be discounted, b is the annual 
discount rate, and c is the number of years in the future that the benefit is 
incurred then the discounted value can be calculated using this formula,

(1 )+ c

a

b

For example, our starting year is 2008 and we wish to discount the 
5,982 QALYs gained from existing practices that arise in 2016. We sim-
ply substitute the 5,982 for a, 3% (i.e., 0.03) for b and 8 (years into the 
future) for c,

8

5,982
4,722.25QALYs

(1 0.03)
=

+

Both costs and benefits that arise in future time periods should be discounted.

Table 16 The QALY outcomes for the cohort under “Existing Practices” and the “Expanded 
Infection Control” alternative over time (discounted values in brackets)

Time Existing practices
Expanded infection  
control Difference

Jan-Mar 2008 1,235.00 (1,235.00) 1,239.00 (1,239.00) 4.00 (4.00)
Apr-Jun 2008 2,197.50 (2,197.50) 2,211.50 (2,211.50) 14.00 (14.00)
Jul-Sept 2008 2,243.25 (2,243.25) 2,245.05 (2,245.05) 1.80 (1.80)
Oct-Dec 2008 2,243.25 (2,243.25) 2,245.05 (2,245.05) 1.80 (1.80)
2009 8,973.00 (8,711.65) 8,980.20 (8,718.64) 7.20 (6.99)
2010 8,973.00 (8,457.91) 8,980.20 (8,464.70) 7.20 (6.79)
2011 8,973.00 (8,211.57) 8,980.20 (8,218.16) 7.20 (6.59)
2012 8,973.00 (7,972.39) 8,980.20 (7,978.79) 7.20 (6.40)
2013 8,973.00 (7,740.19) 8,980.20 (7,746.40) 7.20 (6.21)
2014 8,973.00 (7,514.75) 8,980.20 (7,520.78) 7.20 (6.03)
2015 8,973.00 (7,295.87) 8,980.20 (7,301.72) 7.20 (5.85)
2016 5,982.00 (4,722.25) 5,986.80 (4,726.04) 4.80 (3.79)
Total QALYs 76,712.00 (68,545.57) 76,788.80 (68,615.82) 77 (70)



116 8 Preventing HAI and the Health Benefits that Result

for finding utility scores to describe the value of the health states. These last two 
items – mortality risk and finding then valuing relevant health states – are the sub-
ject of the next section.

8.3 Information Required to Estimate QALYs

8.3.1 The Risk of Death due to Infection

The mortality that results as a consequence of HAI is a key parameter in any deci-
sion model about infection control. The data in Fig. 33 show that health benefits – 
measured in QALY gains – from preventing a “fatal” infection are great. It  follows 
that if many lives are saved from infection control, then the number of QALYs 
gained from a decision to choose that infection control program will be great.

Consider a novel infection control program that causes costs to change by 
$500,000 (i.e., DC) and health benefits to change by 50 QALYs (i.e., DE). The 
ICER is $10,000 per QALY, and this represents good value for money to decision 
makers. The program will likely be adopted. Say the 50 QALYs arose from a mod-
eling study that used some dubious estimate of the relationship between infection 
and death and a more careful subsequent analysis revealed that many patients 
would have died anyway and the infection merely hastened their demise. The 
revised number of QALYs gained might be only 5. The ICER is now $100,000 per 
QALY and decision makers would likely choose some other use of their scarce 
resources.

Our point is that the mortality attributable to (i.e., caused by) infection should 
be estimated as accurately as possible. It is rare that infection will unambiguously 
end someone life, like a gun shot wound or car crash. More often infection will 
interact with other factors, such as age and comorbid conditions, to hasten death. 
Infection control can, therefore, be thought of as averting a death, or, just slowing 
progress toward an inevitable death. This distinction is important and good epide-
miological methods are required to disentangle the independent effect of infection 
on mortality risk.

Because the impact of HAI on patient mortality is such a key question, there 
is a substantial amount of literature available on this topic. An informed reader 
will interpret this information carefully. There are many similarities between the 
processes of attributing extra length of stay to HAI and attributing risk of death 
to HAI. Studies that try to quantify the magnitude of either of these outcomes are 
vulnerable to biases. The review in Sect. 6.3 of the different study designs used 
to estimate by how long infection extends stay in hospital is also relevant to this 
question about whether infection impacts on death risk.

Many estimates of the mortality attributable to HAI come from small, poorly 
designed studies. Despite this, some general trends emerge from the literature. The 
larger and more rigorous studies, which control for multiple risk factors as part of 

10.1007/_8
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the analysis, produce smaller estimates of the mortality attributable to HAI when 
compared with the crude comparisons. Any study attempting to provide convincing 
estimates of attributable mortality needs to consider controlling for the effects of 
patient mix, risk factors, and length of stay. Estimates of the mortality resulting 
from ventilator associated pneumonia and bloodstream infection are generally 
higher than estimates produced for surgical site or urinary tract infection. Precise 
definitions of the HAI under investigation are important as broad categories may 
hide differing risks. Catheter-related bloodstream infections are thought to have a 
smaller effect on the risk of mortality than primary bloodstream infections and a 
deep tissue surgical site infection will have a greater attributable mortality than a 
superficial infection.

The diversity of estimates makes quantifying how each type of HAI affects 
patient risk of dying difficult. Some data suggests that the impact of certain types 
of HAI is negligible [92]. Others studies provide convincing evidence that HAI 
contributes heavily to risk of dying [93–95]. Part of the problem is simply down to 
numbers. In comparison to the number of deaths from cardiovascular diseases, the 
number of patients who die with a HAI is relatively small. This makes it difficult 
to recruit enough individuals into a study to disentangle this complex relationship 
between infection and mortality risk [47]. When selecting evidence on which to 
base a decision, the tools for assessing study quality described in Sect. 5.2.2 can be 
helpful in identifying which estimates are robust.

8.3.2  The Nature of the Health States and the Methods  
for Finding Utility Scores that Describe Them

HAI causes pain and discomfort to patients. It can be relatively short-lived, like a 
simple urinary tract infection, or it can be prolonged and serious such as an infec-
tion of a new hip prostheses. Some infections can lead to long-term quality of life 
losses such as blood stream infections that cause multiple organ failure. If QALYs 
are used to measure the health benefits of preventing HAI, then in all cases it is 
important to estimate the value of the relevant health states. There are two steps to 
achieving this. The first is to describe the health state and the second is to assign a 
value between zero and one, with zero equal to the worst possible health state (or 
dead) and one equal feeling good.

8.3.2.1 Description of Health State

Each HAI-related health state could be described individually. For example, a uri-
nary tract infection could be described as a “painful, uncomfortable, burning sensa-
tion, always wanting to pass urine but unable to do so,” a superficial surgical site 
infection could be described as “tenderness around the wound and pain when the 

10.1007/_8
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inflamed area is touched.” As there are so many different types of HAI with different 
causes and manifestations, it would be very time consuming and costly to describe 
each one. To avoid this, analysts use generic questionnaires that ask about multiple 
attributes of health and can be used to define a wide range of possible health conditions. 
Brazier et al. provide a good review of these tools and their usefulness for economic 
evaluation [96].

One generic tool that is used for economic evaluation is the EQ-5D. This instru-
ment can be used to value a wide range of health conditions. It is called a multiat-
tribute utility scale because it provides a single score (i.e., a utility score on a scale 
between zero and one) based on participant responses to questions about five 
dimensions of their health. The five dimensions are:

l Mobility
l Self-care
l Usual activities
l Pain/discomfort
l Anxiety/depression.

Each has three levels of response:

l No problems = 1
l Some/moderate problems = 2
l Extreme problems = 3.

The EQ-5D is illustrated in Fig. 34.
By combining the level of response (i.e., 1, 2, or 3) for each dimension of health, 

a unique health state is defined. An individual who chooses level 1 for all dimen-
sions of health (i.e., 11111) will be in a good health state with no major problems. 
In contrast, someone who chooses level 3 for all dimensions of health (i.e., 33333) 
will be in the worst health state. The SF-36 specifies 243 individual health states 
including 11111 and 33333. It only takes about 90 seconds to complete and can be 
administered as a postal survey or over the phone. The respondent is usually a 
participant who has the health condition for which the utility score is being derived, 
but it can also be completed by an informed third party, who answers on behalf of 
a participant who may be incapacitated. The Website for the EQ-5D is http://www.
euroqol.org/. There exist other tools designed to achieve the same outcome such as 
the AQoL and the SF-6D. John Braziers and colleagues review provides a thorough 
overview of them all [96].

8.3.2.2 Valuation of the Health State

There are three popular approaches to valuing health states, regardless of whether 
they are described individually or defined using a generic multiattribute utility scale 
such as the EQ-5D. A classic paper on this was authored by George Torrance [97], 
and the examples included in this chapter emerge from this work. The three 
approaches are:

http://www.euroqol.org/.
http://www.euroqol.org/.
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first, marking a point on a ‘Visual Analogue Scale’
second, answering ‘Standard Gamble’ questions
third, answering ‘Time Trade Off’ questions.

All three approaches have the same objective of valuing a predefined health 
state. Which of these three competing approaches is best is debated by health 
economists.

A visual analogue scale is often represented as a ruler or thermometer with equal 
intervals marked and defined end points, one of which is the worst outcome and the 
other the best. All health states lie somewhere between the extremes. The EQ-5Q 
includes a VAS (see Fig. 34) that can be used by researchers to value health states. 
Participants are asked to find a point on the scale between zero and 100, for the 
health state described. This process is easy for the subjects as they are not required 
to choose between health states when they make a valuation, they simply mark the 
line. The remaining two methods of “Time Trade Off” and “Standard Gamble” 
require subjects to make a choice.

The Standard Gamble method asks the participant to choose between two compet-
ing alternatives. We assume they currently occupy the health state – that we define as 
i – to be valued. Alternative 1 is to remain in health state i for t years, and then die. 
Alternative 2 represents a gamble on some hypothetical treatment that if they accept, 
will either return the participant to the best imaginable health state for t years, or 
cause them to die immediately. Participants are presented with the probability of win-
ning the gamble (between 0 and 1) and being returned to perfect health. The level of 
probability at which they accept the gamble (Alternative 2) over the certainty of t 
years in the current health state (Alternative 1) is the valuation of the health state.

A participant who switches from Alternative 1 to Alternative 2, when the prob-
ability of winning the gamble (i.e., best imaginable health state) is 0.7, values state 
i at 0.7. The process is illustrated in Fig. 35.

Fig. 35 Standard gamble approach to valuing health benefits

Respondent must decide
between Alternative 1
and Alternative 2.  

Alternative 2

Death 

Alternative 1

Probability (p) 

Remain in chronic state i for t years  

Best health state imaginable for t years then death  

Probability (1-p) 

The Time Trade Off method also asks the subject to choose between two alterna-
tives. Alternative 1 is for the individual to spend the rest of their life in the health state 
to be valued, say t years. Alternative 2 is to spend some time less than t years, say x 
years, in the best imaginable health state they then die. The time in state x is then varied 
until the individual cannot choose between the two alternatives. At this point, the value 
of the health state is x/t. For example, if the subject will accept five years of good health 
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as compensation for ten years in the health state to be valued, the worse health state, 
then the valuation is 5/10 = 0.5. This is illustrated graphically in Fig. 36.

In practice, researchers prefer the choice-based methods of time trade off and 
standard gamble. Visual Analogue Scales are easier to use but do not force the 
subjects to choose between health states. Because choice is central to economics, 
some argue that visual analogue scales are less sound than time trade off or standard 
gamble questions [96].

If health states are described individually (e.g., our description of a urinary tract 
infection), then one of these valuation methods must be used to assign a utility weight 
to that health state. If, however, the EQ-5D is used to survey people with UTI, then 
generic valuations made by other research groups for the health states comprised by 
the EQ-5D can be used. A number of research groups have undertaken valuation 
exercises to assign a utility weight to each of these 243 predefined health states 
described by the EQ-5D. The complete value sets for the 243 health states that were 
produced by each of the research groups are available from the developers of the 
EQ-5D. This can simplify the process considerably. For example, we administer the 
EQ-5D to patients with a urinary tract infection. Hypothetically, they return scores on 
this instrument of 11221, indicating no problems with mobility, self care, and anxiety/
depression but moderate pain/discomfort and disruption to usual activities. We can 
now look up the health state of 11221 in the value set from the United States, which 
gives us a utility weight for urinary tract infection. The value sets available are sum-
marized in Table 17: as you can see they are estimated for different countries. 
Researchers prefer to use value sets produced in a country with characteristics most 
similar to their own context. This is because norms around tolerance to pain or the 
effect or loss of functional ability may vary across settings.

An alternative to using multiattribute tools such as the EQ-5D is to map data 
collected using the generic health surveys, SF-36 and SF-12, onto preference-based 
utility scores. The process by which SF-36 and SF-12 data are revalued using pref-
erence elicitation methods are described by Brazier and colleagues [25, 26]. They 

Fig. 36 The time trade off method for valuing health states

Value of health state under
consideration is 5/10 = 0.5

t = 10 yearsx = 5 years

Best imaginable = 1

Worst imaginable = 0

Alternative 2 

Alternative 1 
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developed the SF-6D tool, which provides preference-based valuations for both 
standard SF-36 and SF-12 data. The SF-6D is copyrighted but the only requirement 
is that users register their projects with the research team.

8.4 Conclusions

The health benefits that arise from investing in more infection control are just as 
important as the changes to cost outcomes. Without understanding health benefits, 
economic appraisal cannot be done. They are measured by changes to quality and 
quantity of life: these are captured with quality adjusted life years, QALYs. To 
calculate the difference in QALYs from some infection control program, it is 
important to quantify risks of infection under different infection control programs 
and the risk of death due to HAI. We also need to understand the nature of the 
health states occupied by individuals, the time spent in those health states, and the 
methods for finding utility scores that value the health states.

Table 17 Value sets produced as part of the EuroQol Group enterprise

Country
Number of subjects that took 
part in the valuation exercise Valuation method

Belgium 548 Visual Analogue Scales
Denmark 1,179 Visual Analogue Scales
Denmark 1,332 Time Trade Off
Europe 6,870 Visual Analogue Scales
Finland 928 Visual Analogue Scales
Germany 339 Visual Analogue Scales
Germany 339 Time Trade Off
Japan 543 Time Trade Off
New Zealand 919 Visual Analogue Scales
Netherlands 298 Time Trade Off
Slovenia 370 Visual Analogue Scales
Spain 294 Visual Analogue Scales
Spain 975 Time Trade Off
UK 3,395 Visual Analogue Scales
UK 3,395 Time Trade Off
US 3,773 Time Trade Off
Zimbabwe 2,384 Time Trade Off
Source: EuroQol group (http://www.euroqol.org/)

http://www.euroqol.org/


Chapter 9
Dissecting a Published Economic Appraisal

Preview 
l The processes undertaken for a real economic appraisal of an infection control 

alternative is described and the complexities of the tasks are revealed.
l Each task is documented so the reader can see what was done, where the task 

was difficult, and what caveats were built in.
l	 A description of how the findings might be used to inform decision making is 

also included.
l Most of this book has used hypothetical examples to convey ideas and theory. This 

chapter is a description of a real decision problem for the infection control 
community.

9.1 Economic Evaluation in the Infection Control Literature

The rationale for an economic model has been covered in earlier chapters of this 
book. The concepts used to construct and evaluate a decision model were 
discussed in Chaps. 3 and 4. The types of data on costs and health outcomes that 
are required to inform an evaluation were covered in Chaps. 6–8. The information 
in these chapters provides a grounding in the methodological steps involved in 
economic evaluation and you may like to refer back to them while reading this 
chapter. The concepts introduced in previous chapters should not be used as a 
black and white checklist against which models are held up to pass or fail. They 
should be viewed as a set of tools to be used by those undertaking an evaluation.

The processes of undertaking a real evaluation may be more complex than these 
appear on paper. The time and resources required to complete the evaluation are 
likely to be scarce. Each evaluation will present different challenges. Some evalua-
tions will have more data available or more complex disease processes than others. 
Sometimes good data may have already been collected and for other evaluations 
some prospective data collection may be required.

In this chapter, we show how we evaluated the economics of using 
 antimicrobial-coated central venous (A-CVC) catheters to prevent catheter-related 
bloodstream infection. This real-world application shows the complexity of the processes 
and the collaborations required to produce a rigorous study. We do not attempt to 
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prescribe a one-size fits-all recipe for conducting an evaluation, but aim to point out 
some of the issues faced by those developing models and raise awareness of possible 
approaches to dealing with them. This chapter will be useful for those both critiquing 
evaluations and constructing their own economic decision models.

9.2  Case Study of a Decision to Adopt Antimicrobial Central 
Venous Catheters

Central venous catheters coated or impregnated with antimicrobial agents have 
been available since the early 1990s. These catheters have been the subject of clini-
cal trials in a variety of patient populations. A number of systematic reviews of this 
evidence have been undertaken which indicate that they are effective at reducing 
the rate of catheter-related bloodstream infection in intensive care unit and general 
ward patients [98–101].

The cost is roughly three times that of uncoated catheters. Given the number of 
devices used for patient care, a decision to switch to antimicrobial-coated devices 
would represent a significant change to costs. If the catheters are effective there will 
be cost-savings by avoiding infections. A decision to adopt this technology requires 
consideration of the changes to health outcomes and economic costs. This point is 
made in the 2002 Centers for Disease Control and Prevention Guidelines for the 
Prevention of Intravascular Catheter-Related Infections [102]:

“The decision to use chlorhexidine/silver sulfadiazine or minocycline/rifampin impregnated 
catheters should be based on the need to enhance prevention of CR-BSI after standard pro-
cedures have been implemented (e.g., educating personnel, using maximal sterile barrier 
precautions, and using 2% chlorhexidine skin antisepsis) and then balanced against the 
concern for emergence of resistant pathogens and the cost of implementing this strategy.”

The best way to approach an economic evaluation of this technology is via a deci-
sion analytic model (see our discussion in Sect. 4.1). The main reason is that several 
different types of A-CVC are commercially available and each varies in terms of 
price and effectiveness. There is no trial that compares all types of A-CVC directly 
yet the decision maker is interested in comparing the costs and health benefits of all 
types, side by side. This can only be achieved with a decision model. Many of the 
A-CVC trials were not powered to detect a difference in rates of CR-BSI and instead 
used the surrogate outcome of catheter colonization. Even fewer were large enough 
to report other important outcomes such as mortality attributable to infection. A 
model-based evaluation allows evidence from diverse sources (i.e., from outside the 
clinical trials) to be included for these important parameters.

9.3 Structuring the Evaluation

An expert panel of infection control practitioners, infectious disease clinicians, and 
ICU physicians was convened. Their role was to review the scope of the research, 
the assumptions, and the design of the evaluation. A primary task was to find the 

10.1007/_9
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clinical scenario, patient population, timeframe, and interventions to be studied. Our 
panel worked within the healthcare system of Queensland, Australia and were inter-
ested in the efficiency  of a decision to adopt these catheters within the public health 
system. The group recommended evaluating whether A-CVCs should be used rou-
tinely within the adult intensive care unit (ICU) setting. The rationale was that this 
was a controlled environment, good data existed on ICU activities, and outcomes 
and patients in ICU experience a higher rate of complications than other wards.

The main outcome was the incremental cost per quality-adjusted life year 
gained. All costs and QALY benefits that occurred in future years were discounted 
at a rate of 3% in line with recommendations [103, 104].

The structure of the model emerged from discussions with the panel of experts. 
Relevant events and likely patient prognoses were identified and these are described 
in Table 18 Each event was incorporated because it has clinical or economic impor-
tance. The events of CR-BSI and mortality represent important outcomes in terms 
of health and economic costs. Some clinical events, that would not affect the eco-
nomic appraisal, such colonization of the catheter and adverse reactions to the 
A-CVCs, were discussed but excluded from the model. Adding them would 
increase complexity and not provide insights to the economic decision.

The remaining events were organized in the model displayed in Fig. 37.
Each outcome needed to be defined. Death is unambiguous but for others, such 

as catheter-related bloodstream infection, there are multiple definitions. The 
Centers for Disease Control and Prevention clinical definition of CR-BSI was used. 
This was chosen over a surveillance definition because its use was more common 
in the literature from which we would be sourcing many of the data.

The interventions chosen for comparison were the A-CVCs commercially 
 available in the Australian setting:

•	 Minocycline	and	rifampicin	coated	(MR)
•	 Silver,	platinum	and	carbon	impregnated	(SPC)
•	 Chlorhexidine	and	silver	sulfadiazine	internally	&	externally	coated	(CH/SSD	

int/ext)
•	 Chlorhexidine	and	silver	sulfadiazine	externally	coated	(CH/SSD	ext)

These four catheter types are compared to one another and a baseline comparator, an 
uncoated catheter. All would be assumed to be polyurethane, triple-lumen, and available 
in standard dimensions. The decision to be evaluated is illustrated in Fig. 38. Remind 
yourself of what the square node, first discussed in Chap. 4, represents.

Table 18 Events that reflect the prognoses of an ICU patient in the decision model

Event Included?

Catheterization All patients assumed catheterized
Colonization No
Catheter-related bloodstream infection Yes
Adverse reaction to A-CVC No
Catheter removal Yes
Discharged alive Yes
Mortality Yes

10.1007/_9
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9.4 Evidence Required for the Evaluation

Many data items are required to inform this decision model. Estimates are needed 
of costs, disease rates, utility weights, and mortality risk. The best way to measure 
effectiveness is by a randomized controlled trial; however, data for some of the 
other estimates might be of higher quality and usefulness if sourced from individual 
databases, registries, and government bodies. The goal is to find the best data for 
the job at hand. The data required to inform the parameters for this model can be 
broken down into several main types:

•	 Epidemiological	parameters
•	 Effectiveness	of	the	A-CVCs
•	 Cost	outcomes
•	 Health	outcomes

The data used for the evaluation are given in Table 19. Some of the advantages and 
disadvantages of each data source are included.

We did not have sufficient resources to collect primary data to inform model 
parameters. Instead published estimates were used for most parameters. The excep-
tion was costs of consumable items used as a result of infection. This information 
came from within the Australian public healthcare system. One challenge was that 
there were multiple estimates for parameters in the model. In each instance, we 

Table 19 Estimates used to parameterize the A-CVC model

Parameters
Baseline 
estimate Source Notes on data source

Infection-related events
Probability of CR-BSI 2.5% Database Representative, required 

 confidentiality agreement
RR Mortality (CR-BSI) 1.41 [105] Most rigorous and accurate studies 

identified but still quality low, 
process of identification complex

Extra days in ICU 2.4 days [106]
Extra days on hospital ward 7.5 days [106]

Effectiveness A-CVCs (RR infection)
SPC 0.54 [100] Data are available for all types of A-
CH/SSD	(ext) 0.66 CVC in this review
CH/SSD	(int/ext) 0.70
MR 0.39

Baseline probabilities of mortality
ICU mortality 7.7% [107] Easy to source, representative
Hospital	mortality 3.4% [108] Representative of decision context, 

study type (linkage) prone to 
error and bias

Annual mortality 
postdischarge

Year 1 5% [108]
Years 2-3 2.7%
Years 4-5 2.8%
Years 6–10 3.7%
Years 11–15 4.2%

Underlying annual 
mortality

45–64 years 0.4% [109] Easy to access but takes time to 
request data, representative of 
decision context

65–84 years 3.0%
85+ years 14.0%

(continued)
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used the highest quality data available. To help judge the quality of the evidence, 
we used the “quality of evidence hierarchy” for economic analyses [60] combined 
with	Braithwaite	et	al.	[114]	evidence	valuation	hierarchy	and	Harris	et	al.	[115]	
review of quasiexperimental study designs. This made the process of choosing the 
data for the model transparent and resulted in the best information being used.

9.4.1 Epidemiological Parameters

Information on the population of catheterized patients was retrieved from publicly avail-
able data contributed by 46 public tertiary referral ICUs to the Australia New Zealand 
Intensive Care Society [107]. This helped us generalize the results to a national context. 
The	ICU	cohort	had	a	mean	age	of	60.7	years	(SD	=	17.2),	mean	APACHE	II	score	16	
(SD = 8) and 55% were emergency admissions. We assumed that half of this population 
would receive a CVC during their stay in ICU [116] and that these individuals would not 
differ in any systematic manner from those who did not require catheterization.

Rates of CR-BSI, using uncoated catheters, were calculated from routine surveillance 
data collected from 21 medium-to-large public hospitals in Queensland, Australia [117]. In 
the absence of a national surveillance system, data from a regional system was thought to 
be adequate. We were reassured that the estimates were quite similar to those found from 
other regional surveillance systems in Australia [118]. The data reported from this surveil-
lance system were available as the number of infections per 1,000 catheters placed.

9.4.2 Effectiveness of Antimicrobial CVCs

A key parameter was the effectiveness of the different types of A-CVC. All had 
been the subject of randomized controlled trials. The results of the systematic 
review and meta-analysis that summarized evidence for the effectiveness of all 

Table 19 (continued)

Parameters
Baseline 
estimate Source Notes on data source

Utilities
Utility ICU 0.66 [110] Easy to source, elicitation methods 

poor, not representative
Utilities population 

norms
50–59 years 0.80 [111] Representative of decision context, 

elicitation tool not tested in other 
settings therefore comparability 
reduced

60–69 years 0.79
70–79 years 0.75
80+ years 0.66

Costs, 2006 AUD
ICU bed day $3,021 [112] Easy to source, may not truly repre-

sent opportunity costsHospital	bed	day $843 [113]
Diagnostics CR-BSI $102 Database Representative of decision context, 

required confidentiality agreement, 
may not translate across settings
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four commercially available types of A-CVC [100] were used. This meta-analysis 
showed how effective the A-CVCs were relative to uncoated catheters in terms of 
risk ratios. The relative risk of CR-BSI, given use of each catheter type, was then 
applied to the baseline risk of infection observed for uncoated catheters.

9.4.3 Costs

Information on the costs were organized into those items for which a price could be 
directly observed (i.e., something akin to a market price; you could return to Chap. 
1 to read about markets and the price system), and, items for which the opportunity 
cost had to be imputed. Costs will not transfer easily between settings as market 
prices for healthcare resources will vary (e.g., the cost of employing a nurse in the 
US may be quite different from the cost of employing a nurse in Thailand) and the 
valuations of opportunity costs, such as a bed day released depend on the structure 
of the healthcare system. We therefore sought estimates from the literature which 
related specifically to the Australian public health system.

The directly observed costs included consumable items such as diagnostic tests, 
antibiotics to treat infection and of course the catheters. These are variable costs. The 
use of these resources was measured and cost values attached using the purchasing 
records and contracts held in the hospital or healthcare system databases. Costs for each 
of the antimicrobial-coated catheters were sourced from purchasing agreements within 
the health system. This reflects that when negotiating large contracts the price per unit 
may change (see Sect. 7.2.1). Where contracts did not exist, the local representative for 
the company responsible for distribution of the catheter was contacted for an estimated 
supply price based on the volume and duration of an anticipated contract.

The other main cost parameter was the bed days lost to infection. These account 
for most of the fixed costs of running a hospital. Because they are fixed expenditures 
for them will not change, regardless of rates of infection. The bed days can, however, 
be used in another way and so have some opportunity cost. The first step to measuring 
this opportunity cost is to gather information on the number of extra days of hospitali-
zation in both the ICU and general ward, which result from infection. Multiple esti-
mates for this parameter were found in the literature; our search retrieved 19 articles. 
Each was assessed using Braithwaite and colleagues tool that was designed to judge 
the quality of evidence used for decision analytic modeling [114]. As several useful 
estimates were available, preference was given to the study with the greatest similar-
ity in healthcare setting and patient mix to that used in the evaluation [106].

The second step was to assign an economic value to a bed day. The value for an 
ICU bed day came from a detailed costing study conducted within an Australian 
ICU [119] and the value for a general bed day came from data on government 
spending for Australian public hospital services [113]. These estimates were 
derived from a cost accounting process and are likely to reflect the average cost (see 
Chap. 6 again). The preferred alternative would be to elicit the decision-makers’ 
willingness to pay for the marginal bed day, but this was beyond the scope of our 

10.1007/_9
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resources. This would be a nice study to do. Nevertheless we believed the estimates 
would approximate the marginal value of a bed day, and, alternate values were 
explored by sensitivity analyses.

Some cost estimates referred to an earlier time period. In order to account for 
inflation we updated these costs to 2006 prices using the Bureau of Labor Statistics 
Consumer Price Index (http://www.bls.gov/cpi), which provides inflation ratios for 
costs. This process is discussed in Panel 7.

Panel 7 Updating costs to 2006 prices

An intervention which cost $5,000 to implement five years ago will cost 
more to implement today as the prices of the resources and staff salaries 
will have risen. This is due to inflation. So it would be incorrect to use the 
estimate of $5,000 directly in your evaluation. To get around this problem 
we can update costs to reflect current prices using inflation ratios. 

The Bureau of Labor Statistics 
Consumer Price Index provides 
data on how much a fixed quantity 
of medical care costs each year 
relative to what it cost in 1982-4 and 
presents this in units called index 
points.  The 1982-84 baseline is set 
at 100 index points. The index points 
required each year for the period 
1990 – 2006 are shown in the table. 
You can see that 336.2 index points 
are needed in 2006 to access the 
same bundle of medical care.

We can calculate the inflation ratio 
for each earlier year relative to the 
current year (here 2006) by divid-
ing the index points in the current 
year by those from the earlier 
year. From here the process of 
updating costs is straightforward. 

Our estimate of the value of an ICU 
bed day came from a study con-
ducted in 2003 that estimated the 
cost to be $2,670. To update this to 
2006 values we simply multiply the 
estimate by the appropriate infla-
tion ratio:  $2,670  x  1.131606  =   $3,021 in 2006 prices

Year Index 
points

Inflation 
ratio

1990 162.8 2.065111
1991 177 1.899435
1992 190.1 1.768543
1993 201.4 1.669315
1994 211 1.593365
1995 220.5 1.524717
1996 228.2 1.473269
1997 234.6 1.433078
1998 242.1 1.388682
1999 250.6 1.34158
2000 260.8 1.28911
2001 272.8 1.232405
2002 285.6 1.177171
2003 297.1 1.131606
2004 310.1 1.084166
2005 323.2 1.040223
2006 336.2 1

http://www.bls.gov/cpi
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9.4.4 Health Outcomes

Infection rates and the quality-adjusted life years for each catheter type were 
tracked by the model. Infection rates are calculated within the model by applying 
the reduction in risk of CR-BSI achieved by each A-CVC to the baseline rate of 
infection. QALYs are comprised of data on patient’s life expectancy and the utility 
of the health states which they occupy while alive. The different methods available 
to estimate these weights are the subject of Chap. 8.

To calculate the life expectancy of patients, a baseline estimate of mortality for 
this population was produced. Risk of ICU mortality came from the Australian and 
New Zealand Intensive Care Society (ANZICS) national database that was also 
used to define our patient population [107]. Annual mortality rates for 15 years 
post-ICU discharge were taken from a data linkage study [108] that followed over 
10,000 Australian ICU patients. It was the largest study available with the lengthiest 
follow up period. Subsequent life expectancy was based on Australian Institute of 
Health	and	Welfare	published	age-specific	mortality	rates	[109].

We identified and selected information on the attributable mortality by reviewing 
the quality of each study. This excess risk of death was then applied to patients within 
the model who developed CR-BSI [105]. After discussion with our panel of experts 
we assumed no elevated risk of mortality following infection post-discharge.

In order to calculate QALYs, we assigned preference-based utility weights to the 
time that patients spent in the ICU and for 6 months post-discharge. This information 
was available from the published literature. Fourteen studies reported utility 
weights for the ICU patients. Values were used from the study [110] with partici-
pant demographics similar to our cohort and which used an instrument (i.e., the 
EQ-5D) shown to predict weights similar to the Australian Quality of Life (AQoL) 
instrument that was used to derive the population quality of life norms [120]. Life 
expectancy for those surviving beyond the first 6 months post-ICU was adjusted 
using AQoL utility [111].

Originally we thought to assign a utility weight specifically to those patients 
who	developed	a	CR-BSI.	However,	on	researching	this	parameter	it	became	clear	
that no estimates were currently available in the literature specifically for this health 
state. Previous evaluations of sepsis [121] had used utility weights for acute respiratory 
distress syndrome on the basis that this condition was of comparable disease severity. 
Discussion with our expert panel indicated they believed this to add unnecessary 
uncertainty to the model. Therefore, we decided to be conservative in our evaluation 
and no further decrement was attributed to CR-BSI.

9.5 Evaluating the Decision

Having	 developed	 our	 model	 using	 an	 appropriate	 structure	 and	 identified	 and	
incorporated the evidence we were in a position to evaluate the decision. The 
expected costs and health benefits from choosing each type of A-CVC are sum-
marized in Table 20.
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All the A-CVCs are cost saving relative to the use of uncoated catheters. They 
achieve greater health benefits and generate cost-savings within the healthcare sys-
tem. This represents a “win win” for decision makers. This outcome is described in 
the “Introduction” chapter and by Fig. 21 in Chap. 5. A graphical representation of 
our result is plotted on the cost-effectiveness plane in Fig. 39. The MR catheters 
represent the optimal choice. The full version of this paper is published in Critical 
Care	Medicine	(2009:13;2)	by	Kate	Halton	and	colleagues.

9.6 Handling Uncertainty in the Decision

All decisions are made in the presence of uncertainty. Failure to recognize the presence 
of uncertainty, and explore the impact it may have, can at best reduce the relevance of 
an evaluation, and at worst render it useless for real-world decision making. We have 
explored this issue in a journal article about the decision to adopt A-CVCs [59].

The robustness or stability of this decision in the face of uncertainty is impor-
tant. Testing the model with uncertainties can build confidence in the conclusions 

Table 20 Costs and QALYs of uncoated vs. antimicrobial CVCs

Incremental 
costs (AUD  
$, 2006)

Incremental infections 
(rate per 1,000 catheter 
days)

Incremental 
QALYs ICER

Uncoated – – – Dominated
CH/SSD	(ext) −97,603 −1.89 0.65 Dominated
CH/SSD	(int/ext) −54,935 −1.67 0.57 Dominated
SPC −125,929 −2.57 0.88 Dominated
MR −138,102 −3.42 1.17 Cost-saving

Fig. 39 Cost and QALYs of uncoated vs. antimicrobial CVCs, graphed
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drawn from the model. If a decision is stable despite the uncertainty, strong conclu-
sions can be drawn about the cost-effectiveness of the intervention. If a decision is 
unstable to uncertainty this provides valuable information to the decision maker 
about where uncertainty is concentrated.

An exploration of the effect of uncertainty – like any statistical analysis – should 
have a clear plan. The sources of uncertainty in the decision to adopt the use of 
A-CVCs included parameter uncertainty, data quality, model structure, and the 
generalizability of the evaluation. We discuss each of these and consider how we 
might explore the impact of this uncertainty on our conclusions.

9.6.1 Parameter Uncertainty

Parameter uncertainty is derived from random error in the estimates used to inform 
model parameters. Evaluations must make some attempt to capture the information 
provided by the confidence intervals and standard errors rather than just point esti-
mates. Probabilistic sensitivity analysis and cost-effectiveness acceptability curves, 
introduced in Chap. 4, achieve this. All parameters in this model were characterized 
as probability distributions except costs which were assumed known in this decision-
making context. The model was run 10,000 times drawing different values for each 
parameter from within the bounds of their respective confidence intervals.

The results of the probabilistic sensitivity analysis are shown by the cost-effec-
tiveness acceptability curve in Fig. 40. The decision is considered over a range of 

Fig. 40 Results of the probabilistic sensitivity analysis presented as a cost-effectiveness accept-
ability curve
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ceiling ratio thresholds for QALYs between 0 and $50,000 (see Sect. 3.3 for a dis-
cussion of ceiling ratios). The data in Fig. 40 show the probability that one type of 
catheter is cost-effective, for a range of ceiling ratios. The decision is therefore 
dependent on the decision-makers’ willingness to pay for QALYs. The catheter 
type with the highest probability of being cost-effective over almost the entire range 
of thresholds ($3,800–$50,000) is the MR catheter (i.e., the thin black line). Below 
a ceiling ratio of $3,800 per QALY, the SPC catheter is preferred.

There is a lot of uncertainty introduced by the data to this decision. Even at a high 
willingness to pay threshold of $40,000 per QALY, there is a 39% chance that the MR 
catheter is cost-effective and a 34% chance that the best decision is an SPC catheter. 
A decision maker might feel uncomfortable choosing based on this result. The best 
way to help the decision maker is to collect additional data that allows key parameters 
to be estimated with improved accuracy. This will make the process of choosing less 
uncertain.

This analysis does, however, rule out the other catheter types. At no point across 
the whole range of willingness to pay thresholds do either the standard catheters 
(thick	black	line)	or	the	CH/SSD	catheter	types	(the	black	and	gray	dashed	lines)	
become the optimal decision. Even taking uncertainty in the underlying data into 
account,	the	evidence	suggests	that	standard	and	CH/SSD	catheters	are	unlikely	to	
be cost-effective compared to the other catheter types.

9.6.2 Data Quality

Everyone has heard of the phrase “garbage in, garbage out” and historically this has 
proved a challenge for many decision models as at best it affects the credibility of 
results and at worst produces misleading conclusions. In this evaluation, we looked 
at the source of the data included in the model and ranked each piece according to 
whether it was high, medium, or low quality. We used a tool developed for 
decision-analytic models to help judge the quality of each data source [60].

To explore the impact of data quality on our results a series of sensitivity analyses 
were done. The parameters based on medium- or low-quality evidence were reappraised 
by the expert panel. The utility estimates for ICU patients and the values per bed day 
in the ICU and the general ward came under scrutiny. The conclusion was not sensitive 
to different values for ICU patient utility. The conclusion was, however, sensitive to 
the economic value placed on a bed day in the ICU or general ward. This is consistent 
with the decision being driven by economic costs rather than health benefits. When 
a higher value was given for bed days the MR catheter remained the best choice. 
At lower values the silver, platinum, and carbon catheter was preferred. If bed days 
were assumed to have zero economic value, then uncoated catheters were optimal. 
A healthcare system with no waiting lists for hospital would attach a zero or very 
low value to bed days released by infection control.

This analysis shows that if the extra bed day released by preventing cases of 
infection can be used to treat more patients, thereby increasing revenue for the 
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hospital, these bed days have a high economic value (i.e., opportunity cost); and the 
MR catheters are optimal (for a full discussion of this point, see this paper [4]). If 
on the other hand there is no waiting list for the ICU and no demand for extra bed 
days, then they hold zero economic value. Under these conditions the uncoated 
catheter is the best option. Although this scenario is unlikely as most countries have 
some kind of waiting list for their healthcare services, the provision of this informa-
tion to the decision maker enables them to judge for themselves which scenario best 
represents conditions within their own healthcare system.

9.6.3 Generalizability

Factors such as the healthcare context, patient mix, and perspective of the evalua-
tion need to be taken into account. In this evaluation, we made the assumption that 
the results of this evaluation would be valid across all public ICUs within Australian 
teaching hospitals due to the use of national databases and involvement with 
experts from a broad range of institutes and backgrounds.

The provision of this information enables the reader to judge where the similari-
ties and dissimilarities between the setting of the evaluation and their own context lie. 
A factor which may hinder this transparent reporting is the word limit given by 
journals which restricts the volume of information that may be presented. This is 
not a problem unique to economic analyses and many journals now give authors the 
opportunity to publish appendixes containing technical information with the online 
version of their article.

9.7 Interpreting the Results for Decision Making

In this setting, and given a willingness to pay for QALYs of $40,000, we conclude 
that MR catheters are the most likely to be cost-effective when compared to the 
other catheter types on the market. At low willingness to pay thresholds for health 
benefits the SPC catheters are the most likely to be cost-effective. While it may be 
difficult to choose between the two types, they clearly dominate the use of standard 
and	 CH/SSD	 catheters	 across	 the	 range	 of	 willingness	 to	 pay	 threshold	
considered.

This conclusion is sensitive to the value placed on both ICU and hospital bed 
days. When low economic value is placed on bed days the SPC catheters become 
the cost-effective option even at high willingness to pay thresholds. The uncertainty 
in the underlying data both in terms of its precision (parameter uncertainty) and 
quality therefore makes choosing between the SPC and MR catheters difficult. 
Despite this uncertainty though there is a clear indication that either of these is 
preferred	over	the	standard	and	CH/SSD	catheters.

It is important to recognize other weaknesses in the evaluation that may under-
mine its usefulness for decision makers and discuss these in relation to the results 
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of the evaluation. This example, of the decision to use A-CVCs, did not consider 
the potential for the MR antibiotic catheters to contribute toward increases in anti-
biotic resistant organisms. This element of the decision was not included due to a 
lack	of	data.	However,	this	is	a	real	consideration	for	clinicians.

Some of the practicalities of undertaking an economic evaluation for an infec-
tion control intervention have been discussed in this chapter. Before embarking on 
your own you should think about whether you need an economic evaluation. Some 
decisions will be clear cut that common sense will prevail. Switching from brand 
name to generic antibiotics is an example. Also, make sure evaluations do not 
already exist? If they do, you should undertake a careful critique of the work to 
identify whether you can apply the results directly to your situation.

9.8 Conclusions

The last decade has witnessed an increase in the amount of economic evidence 
available in the infection control literatures. This information is valuable to a 
number of different stakeholders within the healthcare system but it is important 
that only rigorous and well-conducted evidence is used for decision making. Poorly 
executed evaluations or ones that do not address relevant questions are not useful 
for decision-making.



Chapter 10
Economic Facts and the Infection Control 
Environment

Preview
l The rapidly changing infection control environment is described.
l The implications for hospitals and infection control professionals are reviewed.
l Some economic facts are presented and interpreted for infection control profes-

sionals working in this new environment.
l A frame work for good regulation of infection control is presented.

10.1 The Changing Infection Control Environment

The infection control environment is changing and a key driver is the rise of patient 
safety. Patient safety is important. Hospital patients are vulnerable to poor practices 
among hospital workers that may change their risk of suffering a healthcare 
acquired infection, or some other adverse event. An event as simple as a doctor not 
washing his hands prior to an examination may cause the transmission of microor-
ganisms that colonizes the patient, leading to an infection or even contributing to 
their death. The epidemiology of infections among patients is reported by govern-
ment-funded surveillance systems and calls are made to implement programs that 
reduce risk.

The preventable nature of these events has lead to the development of a 
National Patient Safety Foundation (http://www.npsf.org/au/) to reduce rates. 
Research into preventive strategies in this area has expanded rapidly. A search 
on the National Center for Biotechnology Information database (http://www.
ncbi.nlm.nih.gov/sites/entrez) for “patient safety” found almost 6,000 published 
articles. A scientific journal, The Journal of Patient Safety, is dedicated to 
improving patient care and minimizing harm. The methods used to evaluate the 
efficiency of adopting programs to reduce risks are a major part of this book.

The payers of health care have traditionally been held responsible for meeting 
the costs of dealing with infections and other adverse events. If a patient in a US 
hospital gets an infection that prolongs their stay by 5 days and increases variable 
costs by $4,000, most of the cost would be funded to the hospital by the Centers for 
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Medicare & Medicaid Services or some organization that pools risks (i.e., com-
munity health programs, private sector health programs, health maintenance 
organizations, or employer-provided insurance schemes). In a system such as the 
United Kingdom’s National Health Service, where health care is funded from 
general taxation and is free at the point of consumption, healthcare providers are 
also protected from the costs. The costs are borne by the individuals who pay insurance 
premiums and general taxes.

There is no economic incentive to reduce risk to those who have most control 
over the chance of the adverse event happening. Of course, healthcare profes-
sionals are highly trained and take pride in supplying the best care possible for 
their patients. However, clinical practice can be highly stressful, microorgan-
isms evolve, new technologies emerge, the hospital environment is complex 
and busy, and other needs, perceived to be more urgent, can crowd out best 
practice. Those with most influence over risk are largely protected from the 
costs of that risk. Instead, the costs are distributed between the patient, their 
families, and the third party payers that fund healthcare services; this problem 
is known as moral hazard.

It might be tempting to increase accountability among healthcare workers. 
Imagine a scenario where a surgeon had the costs of treating surgical site infections 
that arose among their cases deducted from their fees. This crude approach would 
never be a good strategy, for many reasons, but making agents more accountable 
for their behaviors can be a powerful policy tool.

The US government recently gave in to that temptation and sanctioned the 
Centers for Medicare and Medicaid Services to withhold payments to hospitals for 
adverse events that were thought to be avoidable by the application of evidence-
based guidelines [122]. The final list of avoidable events relating to healthcare-
acquired infection included catheter-associated urinary tract infections, 
catheter-related blood stream infections, and surgical site infections after defined 
elective surgeries such as orthopedic surgery and bariatric surgery [122]. 
Staphylococcus aureus septicaemia, Clostridium difficile associated disease, and 
Legionnaires’ disease were originally included, but removed from the list after 
negotiation with the Infectious Diseases Society of America and the Society for 
Healthcare Epidemiology of America. The objective of the legislation is to reduce 
cost and improve patient outcomes.

The legislation came into force on October 1, 2008. The result was to shift the 
costs of certain infections onto those who provide healthcare services, i.e., the 
hospitals, and protect the third party payers, i.e., CMS, from costs they cannot 
directly control. This is a bold move by the US government. The implications for 
infection control professionals in the US are profound. It is unlikely that private 
insurers and other health funds will not follow this lead and the trend may spread 
to other international settings. The regulation implies:

1. Infections are expensive.
2. Infection control is relatively cheap.
3. Investing in infection control will pay for itself and deliver health benefit.
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4. Every single case of certain types of infection can be prevented.
5. It is cost-effective to prevent every single case.
6. Hospitals will have perfect information on the cost-effectiveness of all infection 

control programs and so will choose the best allocation of resources for infection 
control.

The goal for the next section of this chapter is to critique these points using the 
economic theory developed in the preceding chapters of this book. Economic facts 
will be exposed, and the way they relate to this new infection control environment 
will be discussed.

10.2 The Economic Facts

There are three economic facts relevant to the logic used in the CMS argument. 
First, most quality control activities show diminishing returns. Second, hospitals 
have quite distinctive cost structures. Third, there is a deficit of information about 
the cost-effectiveness of competing infection control programs.

10.2.1 Diminishing Returns

The first economic fact is the law of diminishing returns. The law states that over 
time the gains achieved from continued investment in an activity will start to 
decline. In other words, if you double what you put in you will not double what you 
get out. This logic is present in many areas of life. For example, if you are given 
one cup of coffee your ability to concentrate increases. A second cup of coffee does 
not double your powers of concentration, it just increases them slightly. A third cup 
of coffee may actually reduce concentration. You are getting successively less output 
(ability to concentrate) for your inputs (coffee).

As applied to the CMS regulation, the law of diminishing returns relies on the 
idea that initial reductions in the infection rate may be easier to achieve than subse-
quent reductions, as infections will become increasingly complex and resource 
intensive to prevent as the infection rate falls. A hospital administrator who employs 
one infection control nurse, one session of an infectious diseases physician and 
provides a budget for microbiology and diagnoses will achieve good infection control 
outcomes. By adding to these resources, say by investing in a surveillance program 
and a hand hygiene education program, further gains are likely. Purchasing antimi-
crobial-coated central lines may provide additional benefits but installing ultra clean 
air systems in the theaters may do little over and above the other activities to reduce 
infection rates. There will come a time where marginal investments for infection 
control add lesser amounts of marginal benefit in terms of infections avoided. The 
relationship between investments in infection control (inputs) and the benefits that 
result (outputs) are illustrated in Fig. 41.

10.1007/_10


142 10 Economic Facts and the Infection Control Environment

These data points show that increasing the inputs for an activity produces lower 
marginal outputs. For example, a change in inputs from 10 units to 20 units yields 
a change in outputs of 9.5–17 (a gain of 7.5); however, an increase from 120 units 
to 130 units yields a lower return of just 0.75 units of output. In the context of infec-
tion control, investments to this activity are inputs, and the reduction in infections 
(or increase in the number of infections prevented) is the gain in output. This con-
cept can be shown more clearly if the data points are redrawn in a slightly different 
way (i.e., flipped around), but the reasoning remains the same. Look at Fig. 42.

To interpret the data we read that it is less costly to reduce rates from 20 to 15% 
(the cost is $64,529) than to reduce rates from 10 to 5% (the cost is $169,914). As 
more money flows toward infection control, the gains diminish. To reduce rates 
from 4 to 3%, high costs of $260, 784 are incurred. The data used to plot Fig. 42 
are included in Table 21.

Diminishing marginal returns are an economic fact and one that should not be 
overlooked when designing regulation that affects infection control decisions. The 
implication of the CMS ruling is that certain HAIs should be eradicated; otherwise 
the hospital will have to pay the economic consequences. This might be unfair for 
a couple of reasons.

It might not be cost-effective to eradicate HAIs. The data in Fig. 42 and Table 21 
show that the cost per infection prevented grows as we move toward zero. An economist 
would ask what else would be done with these resources, or, what is the opportunity 
cost? A good example of this is provided by Persson and colleagues [123] who 
 undertook research on the economics of preventing infection, and so revision, among 
total hip replacement patients. They considered three strategies to prevent infection, use 

Fig. 41 Diminishing marginal returns
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Table 21  Diminishing marginal returns, infection control

Expenditures on infection control Incidence rate of HAI (%)

^ 0
^ 1
$1,642,939 2
$1,303,920 3
$1,c043,136 4
$841,239 5
$683,934 6
$560,602 7
$463,307 8
$386,089 9
$324,445 10
$274,953 11
$235,003 12
$202,589 13
$176,164 14
$154,530 15
$136,752 16
$122,100 17
$110,000 18
$100,000 19
$90,000 20
^ Technologically feasible?
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Fig. 42 Diminishing marginal returns and the costs of infection control
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of a surgical enclosure, provision of systemic antibiotics, and gentamicin impregnated 
cement to secure the joint. They found diminishing returns from infection control. 
A decision to use all three of these strategies was the most effective, but was predicted 
to change costs by $314,000 in order to prevent one deep infection. They commented 
that the money might be deployed with greater efficiency to some other part of the 
healthcare system. You can think back to the discussion of MRSA screening, surgical 
robots, and upgraded IT systems in Chap. 1.

Another reason the CMS ruling may be unfair is that some infections are impossible 
to prevent and eradication is not technologically feasible. This point is made in 
Table 21 as no cost data are shown for rates below 2%. An “impossible zone” may 
exist between rates of 2% and zero (i.e., eradication), yet this is what hospitals must 
achieve, according to the regulator.

We suggest that when decisions are made that have implications for an entire 
health system, there will always be some residual risk of infection among a popu-
lation of hospital patients. Some hospitals will achieve eradication and case stud-
ies have been described by Zell and Goldman [124]. Hospitals whose core 
business is performing elective surgeries for a generally healthy/wealthy com-
munity might be able to move toward eradication. Hospitals that care for higher 
risk individuals, such as those with a suppressed immune system due to chemo-
therapy or HIV/AIDS, for example, may be unable to prevent infection regardless 
of any action taken.

These arguments allow valid criticism of the CMS regulation, or any copycat regu-
lation in another setting. The dilemma faced by hospitals is that failing to eradicate 
certain HAIs incurs a financial penalty. The source of the penalty is the refusal by the 
payers of healthcare services to meet the costs of the care required to treat the infec-
tion. Instead the hospital has to fund the shortfall from some other source. If hospitals 
do attempt to eradicate infections, they become exposed to this problem of diminishing 
returns and will likely waste scarce resources that could be better utilized for other 
programs. This potentially inefficient allocation of resources is a drain on the health 
system and should be avoided. Hospitals are caught between a rock and a hard place.

10.2.2 Cost Structures

The second economic fact pertinent to the CMS regulation is that most of the costs 
of running a hospital are fixed in the short run. The difference between fixed and 
variable costs is important and was considered in some depth by using examples in 
Chap. 6. The fixed costs of running a large and complex organization like a hospital 
cannot be easily avoided by hospital administrators. Rebecca Roberts published a 
paper in JAMA [75] that showed 84% of the costs of running a US hospital were 
fixed and these included the costs of labor, equipment, building space, and mainte-
nance. The implication for the hospital administrator is that even if rates of infec-
tion are reduced, fixed costs will remain and they must be paid for.

10.1007/_10
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The situation is awkward because revenues will fall when payers stop reimburs-
ing the costs of infection, but the fixed cost commitments still have to be met. The 
only cash savings that will be made from reducing infections will be for variable 
costs. These are items like dressings, saline solutions, and antibiotics. These 
savings are likely to be relatively minor compared to the loss of revenues. There 
will be an initial shortfall between revenues earned and costs that must be paid.

There is of course a positive side to reducing rates of infection. The average 
length of stay will fall because fewer patients acquire infection. Bed days are 
released for alternate uses, and these alternate uses may have a positive economic 
value. The opportunity cost of healthcare acquired infection is therefore the value 
of the bed day released, in its next best use. This depends on whether marginal 
patients can benefit from using these bed days and whether they can find a payer 
willing to fund their admission. If bed days are redeployed and additional revenues 
flow, then these contribute to fixed costs and the hospital administrator breathes a 
sigh of relief. They will of course have to pay the extra variable costs of the new 
admissions. These arguments are presented in Chap. 6 (see Sect. 6.2.2, titled the 
economists view of the costs of infection) and the mechanisms that cause these 
change to costs have been explained, in some, detail, in a journal article [4]. Indeed, 
it is likely that a hospital’s revenue will increase at a faster rate than their costs with 
new admissions, and so the average cost per patient may fall. Under this assump-
tion, the costs of HAI are positive for the hospital. More patients treated for the 
same stock of fixed costs will have improved efficiency.

The payer for health care has, however, increased rather than decreased their 
spending. More patients are treated and average cost is likely to fall but total payer 
expenditures will rise. The current interpretation of cost savings by the CMS regu-
lators appears to be simplistic and assumes that preventing a case of infection will 
save the hospital cash; we do not think this will happen.

If the regulator is determined to save cash expenditures in the future by reducing 
rates of HAI, then the only strategy to achieve this is to make hospitals smaller by 
reducing the size of their fixed costs. The physical size of the building will have to 
be reduced by employing building contractors; this will have the effect of reducing 
fixed overheads such as heating, lighting, and facilities maintenance. The number of 
staff will have to be reduced by not renewing employment contracts as they expire 
in the future. Capital machinery such as MRI and CT scanners will have to be sold 
in second-hand markets. All these things take time and so we deduce that fixed costs 
can only be reduced in the long run. Real cash savings can only be achieved in the 
long run and will result in a smaller, but more efficient hospital system.

It is important to interpret correctly how costs change with reduced infections. 
The positive economic costs from tolerating infections have been assumed for the 
hospital, and so prevention will save economic costs. Accordingly, we plot the costs 
of infection as increasing with incidence on Fig. 43.

This shows the cost of infection control (characterized by diminishing marginal 
returns) and the costs imposed on the hospital by HAIs. At rates of 20% the costs 
of infection are just over $2,000,000. The next step is to think about the aggregate 
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costs related to infection. These arise from adding the two lines together, total 
infection-related costs are plotted on Fig. 44.

Regulators such as the CMS can now observe that driving rates toward zero will 
in fact increase costs to the hospital. Every infection rate less that 7% causes an 

Fig. 44 Total infection related costs
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Fig. 43 The cost of infection control with diminishing marginal returns and the cost of infection
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outcome where aggregate costs are higher. Regulators might not be able to sell their 
regulation on the grounds that it is cost saving. The hospital administrator who 
wishes to minimize their costs will prefer the rate of 7%. There are no economic 
incentives to reduce rates further, despite the attempts of the regulator. The regulator 
could pay the hospitals to increase infection control. This subsidy has the effect of 
reducing the costs of infection control to the hospital and the scenario is illustrated 
in Fig. 45. The best rate for hospitals will now be just under 5% rather than 7%.

10.2.3 Lack of Good Information

The third economic fact is that there is a lack of good information on the costs and 
cost-effectiveness of preventing healthcare-acquired infection. Evidence-based 
guidelines, such as those published by the Centers for Disease Control, only con-
sider clinical effectiveness and do not provide any data on cost outcomes or cost-
effectiveness. The graphs plotted in Fig. 43–45 have assumed that some data are 
known with certainty, in particular:

•	 What	infections	actually	cost	(i.e.,	the	extra	length	of	stay	due	to	infection,	the	
value of the opportunity costs of the bed days lost to infection and the variable 
costs used to treat the infection)

•	 The	costs	of	implementing	every	relevant	infection	control	strategy
•	 The	effectiveness	of	every	relevant	infection	control	strategy

Without these pieces of information it is impossible to plot these graphs.

Fig. 45 Total infection related costs (now with a subsidy from the payer)
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The reality for hospitals is that data on the costs of infection are scarce and poten-
tially misleading. Some of the methodological problems arising among studies that 
attribute cost to HAI were described in Chap. 6. Furthermore, the information available 
about the cost-effectiveness of infection control is limited. Patricia Stone has published 
two reviews [2, 3] that show the coverage of information and its quality are both lacking. 
Ben Cooper [125] published a review on MRSA control strategies that showed existing 
studies are likely to be misleading and are characterized by threats to their validity.

The cost-effectiveness of strategies to reduce risk of catheter-associated blood 
stream infection has been studied more than any other type of HAI. Despite this, 
the authors of a review of this literature [59] concluded

“Evidence is incomplete, and data required to inform a coherent policy are missing. The cost-
effectiveness studies are characterized by a lack of transparency, short time-horizons, and 
narrow economic perspectives. Data quality is low for some important model parameters.”

High-quality data are required on the costs and cost-effectiveness of strategies that 
reduce HAI. When these data are available the graphs plotted in Fig. 43–45 can be 
drawn for real. Until this happens, hospitals will implement infection control but will 
not know whether it is cost-effective or not. This can create incentives for behavior 
which undermines, rather than promotes, infection control within hospitals.

10.3 Incentives for Bad Behavior

The existence of these three economic facts may create incentives for some inap-
propriate behavior among hospitals [126].

Hospitals facing financial penalties from a failure to eradicate might mis-clas-
sify healthcare-acquired infections as community acquired, thus avoiding the finan-
cial penalty. In rare cases, patients perceived to be at very high risk of infection may 
be refused admission because the hospital will not want to pay for any infection that 
occurs. We began this book by describing the achievements of the SENIC program 
which indicated that prospective surveillance was an essential part of any good 
infection control strategy. Since then high-quality surveillance has been an impor-
tant part of the infection control professionals’ toolkit [127]. The incentives for 
transparent and valid prospective surveillance may be eroded because reporting 
rates of infection will reduce income for the hospital.

Physicians may be tempted to use more antibiotics as prophylaxis, or may resort 
to using antibiotic-coated/impregnated devices such as catheters, prostheses, or 
other devices. Although effective, and so attractive for decision makers in the short 
term, this may increase the pressure for selection of resistant organisms in the future 
[128] and render current antibiotics such as methicillin ineffective. The evidence for 
this is convincing. In 1987, two in every 100 ICU patients did not respond to methi-
cillin, yet by 2004, more than 50 in every 100 did not respond [129]. Ramanan 
Laxminarayan and Gardner M. Brown look at this problem as economists [130]. 
They liken antibiotic effectiveness to a natural resource such as minerals, forests, 
or stocks of fish in the oceans. These resources are open to anyone who can acquire 
them and many individuals can access the benefits from the resource at the same 
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time. They are therefore prone to overuse and will diminish rapidly if their extraction 
goes unchecked. This was called the Tragedy of the Commons by Garrett Hardin 
[131] who argued that many self-interested individuals can destroy a shared 
resource even when in the long term it benefits no one for this to happen.

Hospitals administrators may face pressure to cut costs inappropriately because 
they are down on revenue and this may even harm efforts to prevent infections. 
Remember, the only costs they can cut quickly are variable costs. These might include 
items that actually protect against infection such as hand hygiene products, cleaning 
services and staff education programs. In the longer term they might try to make fixed 
costs variable by not renewing longer term staff contracts but instead just retaining a 
key clinical faculty and using agency healthcare workers to cover busy periods. This 
working arrangement has been shown to increase rates of infection [132]. The regula-
tors must be careful that attempts to driving rates to zero are not counterproductive.

The previous sections have been quite critical of the CMS attempts to regulate 
hospitals in order to improve infection outcomes. So, what do we think good regu-
lation looks like? This question is addressed in Sect. 10.4 and summarizes much of 
the material covered in Chapts. 1–9.

10.4 Good Decision Making for Infection Control

To address this question we go right back to the beginning of the book and think 
about using scarce resources efficiently. The data plotted on Fig. 46 show some 
infection control decisions that are efficient and some that are not. They are marked 
with the letters “a” to “e.”

Fig. 46 Total infection related costs and the cost-effectiveness of infection control strategies
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Our starting point with a high rate of infection, say 20%, is marked by “a.” We 
observe the decision to adopt an infection control program that leads to economic 
outcomes marked by point “b” is better than to remain at point “a.” The reason is that 
total costs are lower (i.e., the dashed line that shows total infection related costs falls 
over this range) and health benefits are higher (i.e., a lower incidence rate is achieved). 
This “win win” is rare in today’s stressed healthcare environment. Infection control 
offers the opportunity to save costs while improving health outcomes and no one can 
argue against that. Indeed, choosing to stay at point “a” is unethical as it wastes 
money and harms patients at the same time. Choosing infection control that leads to 
economic outcomes marked by point “b” is therefore a good decision.

We would never want to remain at point “a” and so we take point “b” as a new 
starting point for decision making. A decision that leads to economic outcomes 
marked by “d” is always better than a decision that leads to outcomes marked by 
point “c,” when compared to the new starting point of point “b.” The reason is that 
health benefits are the same, rates of 5% are achieved with both “c” and “d,” but 
“d” is lower cost. A decision to move to point “d” is cost-effective as compared to 
a decision to move toward point “c.” Note that both costs and health benefits have 
increased by moving from point “b” to point “d.” Costly infections are prevented 
but the savings do not compensate the costs of obtaining them. Overall costs 
increase but health outcomes improve for patients. The slopes of the lines that show 
the costs of infection and the costs of infection control provide proof. The value for 
money of the decision that moves us from “b” to “d” must be compared to other 
ways of using health care dollars to generate health benefits. If choosing “d” is better 
value than some other use of scarce resources then it should be adopted.

The option of moving to point “e” is also relevant for decision makers, but note 
that costs increase faster per unit of health benefit gained than ever before. Even if 
“b” to “d” was cost-effective it might be the case that “d” to “e” is not. It depends 
on the incremental cost per unit of health benefit gained (i.e., the incremental cost-
effectiveness ratio) and whether this is below our threshold of willingness to pay 
for health benefits. As we have discussed, infection control is not immune from 
diminishing returns that affect virtually all quality improvement activities. We can 
see the diminishing returns arising from the steepness of the line that shows the 
costs of implementing infection control in the region between “d” and “e.” If the 
ICER for “d” to “e” is above our threshold we would stop at point “d.”

These data can be mapped onto something altogether more familiar, the cost-
effectiveness plane. This was introduced in Chap. 3 and has been used throughout the 
book. All that needs to be done is for reduced incidence rates of infection to be pre-
sented in terms of quality-adjusted life years gained. Remember infections reduce 
quality of life and increase risk of death and preventing them will generate QALYs. 
Figure 47 shows the cost-effectiveness plane and economic outcomes marked by 
point “b” as compared to point “a.” They occupy a point in Quadrant II which implies 
these programs should always be implemented.

Point “b” is a good decision and so now becomes the start point for any other 
decisions, or the new version of “existing practice.” The economic outcomes of all 
the other programs, relative to point “b,” are marked on Fig. 48.
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Fig. 47 The cost-effectiveness plane for policy making – mark I

Health Benefits measured by QALYs

Costs

+ 

Existing
Practice

+

Quadrant I

Maybe implement these
programs

– 

Quadrant II

Always implement these
programs

a 

b 

Good decision making for infection control requires discarding option “c,” 
because it achieves the same level of health benefit as option “d” for higher cost. 
Next the value for money of option “d” and then “e” should be assessed according 
to the decision-makers’ willingness to pay for health benefits (see Sect. 3.3 in 
Chap. 3). If the cost per QALY for “d” vs. “b” falls below the threshold then it 
should be adopted and if the cost per QALY for “e” vs. “d” is above the threshold 
then it should not.

Good decision making can only emerge from good data and good data can only 
emerge from good research. This is what the infection control community must 
achieve. There are many strong research groups working on really novel methods 
for the evaluation of healthcare-acquired infection. Relationships between them 
should be encouraged and the best way for this to happen is to fund collaborative 
research.

10.1007/_10
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10.5 Conclusions

The infection control environment is changing with the rise of patient safety and 
tougher regulation from those who pay for health care. These changes must be 
considered against the backdrop of three economic facts: diminishing returns to 
infection control; a high level of fixed costs among hospitals; and, a lack of good 
data on the costs of infection and the cost-effectiveness of infection control 
programs. Good decision making for infection control will only emerge from 
consideration of these facts and particularly requires more research and more 
information. There are many skilled infection control practitioners and researchers 
available, their efforts should be harnessed with funding and collaboration.

Fig. 48 The cost-effectiveness plane for policy making – mark II
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Appendix

Summary of the costs of and number of infections prevented by the new infection control 
program

(continued)

 Cumulative total costs
Cumulative infections 
prevented

Average cost per infection 
prevented

Preprogram $0 0 n/a
Week 1 $30,000 0 n/a
Week 2 $33,500 0 n/a
Week 3 $37,000 0 n/a
Week 4 $40,500 0 n/a
Week 5 $44,000 0 n/a
Week 6 $47,500 2 $23,750
Week 7 $51,000 4 $12,750
Week 8 $54,500 6 $9,083
Week 9 $54,500 8 $6,813
Week 10 $54,500 10 $5,450
Week 11 $54,500 12 $4,542
Week 12 $54,500 14 $3,893
Week 13 $54,500 16 $3,406
Week 14 $54,500 18 $3,028
Week 15 $54,500 20 $2,725
Week 16 $56,000 22 $2,545
Week 17 $56,000 24 $2,333
Week 18 $56,000 26 $2,154
Week 19 $56,000 28 $2,000
Week 20 $56,000 30 $1,867
Week 21 $56,000 32 $1,750
Week 22 $56,000 34 $1,647
Week 23 $56,000 36 $1,556
Week 24 $56,000 38 $1,474
Week 25 $56,000 40 $1,400
Week 26 $56,000 42 $1,333
Week 27 $56,000 44 $1,273
Week 28 $56,000 46 $1,217
Week 29 $56,000 48 $1,167
Week 30 $56,000 50 $1,120
Week 31 $56,000 52 $1,077
Week 32 $56,000 54 $1,037
Week 33 $56,000 56 $1,000
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Appendix (continued)

 Cumulative total costs
Cumulative infections 
prevented

Average cost per infection 
prevented

Week 34 $56,000 58 $966
Week 35 $56,000 60 $933
Week 36 $57,500 62 $927
Week 37 $57,500 64 $898
Week 38 $57,500 66 $871
Week 39 $57,500 68 $846
Week 40 $57,500 70 $821
Week 41 $57,500 72 $799
Week 42 $57,500 74 $777
Week 43 $57,500 76 $757
Week 44 $57,500 78 $737
Week 45 $57,500 80 $719
Week 46 $57,500 82 $701
Week 47 $57,500 84 $685
Week 48 $57,500 86 $669
Week 49 $57,500 88 $653
Week 50 $57,500 90 $639
Week 51 $57,500 92 $625
Week 52 $57,500 94 $612
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