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Preface

Increasing oil consumption in the world and scarcity of land-oil resources due to
political and economical reasons has caused offshore oil exploration and pro-
duction to become a growing investigation field in the past six decades. The
analysis of structures to use energy deposits and other recourses, or for other
purposes, in ocean environments requires a special consideration since environ-
mental and loading conditions offshore are very complicated and contain large
uncertainties. Offshore structures are continuously subjected to random ocean
waves producing stochastic loads that cause mainly fatigue failure in structural
components. In tectonic offshore environments, structures are also subjected to
earthquake and earthquake-induced hydrodynamic loadings, which are considered
to be important as they can cause structural collapse in a short time. Since the
ocean environment and random wave phenomenon are highly uncertain, a prob-
abilistic structural analysis needs to be carried out essentially. This requires the
knowledge of probability theory and applied probability models, which construct
the basis of reliability analysis. For the fatigue damage and fatigue reliability
analysis, theoretical knowledge is combined with experimental information to
predict correct results. Under these complexities, offshore structures should be
designed to give optimal performance within the safe margin. This can be achieved
by applying methods of the reliability-based design optimization. This book aims
to cover difficult issues encountered in the analysis of offshore steel structures
under random wave and earthquake loadings. It provides broad analytical tools for
advanced analysis of offshore structures. It serves as a stand-alone reference book
for design engineers, researchers, graduate and post graduate students, and for
higher education in the field of offshore structural engineering. A corresponding
computer program, SAPOS, is also attached to the book via Springer Extras. The
program is run at the responsibility of the users. The publisher and the authors of
this book are not responsible in any form that may arise from the use of this
program. The book contains seven independent chapters of which Chaps. 1–6 have
been written by Prof. Dr. H. Karadeniz and Chap. 7 has been written by Prof. Dr.
M. P. Saka and Dr. V. Togan. Each chapter is devoted to handle the specific
subject as briefly summarized in the following paragraphs.

v

http://dx.doi.org/10.1007/978-1-84996-190-5_1
http://dx.doi.org/10.1007/978-1-84996-190-5_6
http://dx.doi.org/10.1007/978-1-84996-190-5_7


Chapter 1 explains the mechanics of space frame structures and presents
necessary formulations for the finite element analysis of space frames since
offshore steel structures are constituted from space frames. In this chapter, the 3D
Timoshenko beam theory is presented with emphasis on formulation of partly and
eccentrically connected members, as well as formulation of a soil-beam interface
element to account for foundation effects in the analysis. This chapter highlights
also the eigenvalue problem related to the dynamic analysis of offshore structures.

Chapter 2 presents basic information and essential formulation of random
vibration and stochastic analysis that are needed in offshore structural analysis.
Having presented commonly used probability models, stochastic processes are
summarized. Then, the spectral analysis, transfer functions, and the crossing
analysis are highlighted.

Chapter 3 is devoted to ocean wave mechanics and wave forces. Having
summarized wave theories in general, the Airy wave theory is explained in detail
and formulation for deep-water conditions is presented. The chapter first describes
stochastic ocean waves, transfer functions, commonly used short-term sea spectra
with directional distribution, wave-current interaction phenomenon, and probabi-
listic description of sea states in the long term. Then, attention is paid to the
calculation of wave and member consistent forces with emphasis on added mass
and hydrodynamic damping concept.

Chapter 4 presents spectral analysis of offshore structures under wave and
earthquake actions. After describing the problem of spectral analysis and giving
general information, formulation of dynamic analysis of offshore structures in the
frequency domain, transfer functions of wave and earthquake forces are presented.
Then, concentration is focused on response transfer functions of wave and
earthquake forces, followed by formulation of the hydrodynamic and inertia forces
produced by earthquakes and their combination. This chapter also explains cal-
culation of response spectra of offshore structures under stochastic wave and
earthquake forces with earthquake ground motion and its spectral representation
including non-uniform earthquake ground motions. Finally, the calculation of
response statistical quantities is presented with illustrative examples.

Chapter 5 is devoted to the fatigue phenomenon in structures. First, the fatigue
process, source of fatigue, and modeling of fatigue is summarized in general. Then,
the calculation of fatigue damages is explained by using the fracture mechanics
and S–N curve approaches. The cumulative damage is calculated according to the
Palmgren–Miner’s rule. For non-narrow banded stress processes, the fatigue
damage is estimated using probability distribution of random stress ranges
obtained from the rain-flow cycle counting algorithm. Finally, calculation of total
spectral fatigue damage is presented for a given lifetime by using a multilinear
S–N fatigue model.

Chapter 6 presents reliability analysis of offshore structures. Having explained
uncertainties in general and given information about the reliability methods, basic
definitions and structural reliability methods are presented in more detail. This is
followed by the calculation of the reliability index b by the FORM and SORM
methods for nonlinear failure functions and non-normal correlated design
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variables. The calculation algorithms and flow diagrams are given. Then, after the
Level III reliability methods are outlined, the inverse reliability method and its
calculation algorithm are presented. In the final sections, uncertainties in spectral
stresses and fatigue damages of offshore structures are explained in a reduced
uncertainty space which follows the fatigue reliability calculation and its
algorithms.

Chapter 7 is devoted to optimization techniques that are widely applied to
determine the optimum solution of structural design problems. First, this chapter
introduces the mathematical formulation of optimization problems and their
solution techniques among which sequential programming technique and differ-
ential evolution algorithm are briefly explained. Second, it presents the mathe-
matical formulation of reliability-based design optimization problems in the
uncertainty space regarding load, resistance, and structural response. Then, it
summarizes the available solution techniques and explains methods of sensitivity
analysis of the reliability-based design optimization of offshore structures.

The first author of this book, Prof. Dr. H. Karadeniz, acknowledges Delft
University of Technology (TUDelft), The Netherlands, for giving him the
opportunity to carry out research work and to use their facilities for a long period,
from 1978 until his retirement at the end of 2010. Especially, he acknowledges
Prof. A. L. Bouma of the structural mechanics group in the Civil Engineering
Department for accepting him into his research group in 1978. He thanks all the
staff of the Structural Mechanics Group in the Civil Engineering Department at
TUDelft for the memorable social atmosphere that they created. His special thanks
and appreciation are for Prof. Ton Vrouwenvelder of the Civil Engineering
Department, TUDelft, for his continuous, stimulating, and invaluable discussions
during his stay at TUDelft. He appreciates and acknowledges all his colleagues,
friends, and research collaborators from all over the world for their useful dis-
cussions and inspiring suggestions. Finally, all the authors of this book thank
Springer-Verlag for publishing this book and making it available for interested
readers in worldwide.

July 2012 H. Karadeniz
M. P. Saka

V. Togan
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Chapter 1
Finite Element Analysis of Space Frame
Structures

1.1 Introduction

Frame structures are commonly used in structural engineering applications in dif-
ferent forms as plane (2D) and space (3D) frames, which are made of steel, reinforced
and prestressed concrete (RC), or timber. Plane frames are composed of arbitrarily
oriented beam elements jointed together in a plane with distributed loading on ele-
ments and/or concentrated loads in the same plane. Before the computer technology
is developed, they have been mostly used in practice by modeling a structural system
and loading in different planes due to analysis simplicity. Numerous investigations
have been reported on planar frames for different analysis types and conditions; see
i.e., [1–10]. Today, since the capabilities and capacities of computers are at high
levels and still increasing, the need of simplification of structural systems is not
essential for calculation purposes and more realistic structural models are used by
applying 3D beam elements [11–13] from which 2D elements are obtained as a
special case. Beams are also categorized as straight or curved beams. Most structural
frames are made of straight beams. Curved elements [14–18], which have consid-
erable initial curvatures in the plane of loading, can find limited applications in
practice such as arches and hooks. In complex structures, they are used mainly to
obtain various structural shapes for either esthetic or load carrying purposes, and
curved girders in bridge structures. The structural behavior of curved members
differs considerably from the structural behavior of straight members due to the
existence of initial curvature [19]. In general, two beam theories are used in
the framed structural analyses: (a) classical beam theory, which is also known as the
Euler–Bernoulli beam theory, (b) Timoshenko beam theory. The Euler–Bernoulli
beam theory [20–22] is based on a simplified linear theory of elasticity [23, 24] and
used to calculate the load carrying and deflection characteristics of beams in general
[10, 25, 26]. In the development of the Euler–Bernoulli beam theory, the following
assumptions are made:
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1. The cross-section of the beam is infinitely rigid in its own plane so that no
deformations occur in the plane of cross-section.

2. The cross-section of the beam remains plane after deformation.
3. The cross-section of the beam remains normal to the deformed axis of the beam.

These assumptions are valid for long, slender, and thin beams of isotropic
materials with solid cross-sections. For short and thick beams and for higher natural
frequencies the results of the Euler–Bernoulli beam theory may be incorrect and
misleading since the effect of the transverse shear deformation is not included in the
formulation of the beam. Timoshenko solved this problem by including the effect of
the transverse shear deformation [27, 28] at the first time. Since then many studies
have been carried out on the Timoshenko beam theory, see e.g., [29–37]. The
aforementioned assumptions of the Euler–Bernoulli beam theory are also valid for
the Timoshenko beam theory; except that the cross-section of the beam does not
remain normal to the deformed axis of the beam any more due to inclusion of the
transverse shear deformation in the beam formulation. Timoshenko beam theory is
applicable for both thick and thin beams and the Euler–Bernoulli beam theory is
obtained as a special case of the Timoshenko beam theory. As being parallel to the
development of computational facilities, classical structural analysis methods
[38–40] get replaced by modern matrix and finite element structural analysis
methods [41–43]. Today, the finite element method is widely used in almost all
analysis disciplines. Its formulations are based on variational principles [44, 45]
and explained in general in many text book, see e.g., [42, 43, 46–49].

In this chapter, the finite element formulation of the 3D Timoshenko beam
element for linear analysis is presented in detail since it forms the basis of the
analysis of frame structural systems. This chapter is organized somewhat elemen-
tary that all ingredients of analyses are included in the book for the completeness,
which may help the readers to better understand the background information
without consulting any theoretical related sources. In this chapter, attention is given
particularly to solve problems of some special topics that may occur in practical
applications and their programing techniques. This chapter is intended to be a
theoretical manual and reference for researchers and postgraduate students, who
like to be experts in the linear structural analysis and corresponding calculation
algorithms. Since the beam element presented in this chapter is intended to use for
the linear analysis of offshore structures, not all types of beam elements and their
properties are discussed herein. It is restricted to the Timoshenko beam element
with a straight length and a solid cross-section as it is mostly used in the practice.

1.2 Formulation of a 3D Timoshenko Beam Element

A space 3D beam element is a rod oriented arbitrarily in the space, which is
defined by (x, y, z) coordinates, and also loaded arbitrarily. It is assumed here
that the beam is straight, solid with uniform cross-section and made of
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homogeneous, isotropic, and elastic material. In order to formulate a 3D
Timoshenko beam element we start from the formulation of curvatures under
pure bending conditions.

1.2.1 Curvatures of 3D Beams Under Pure Bending

Curvatures of a space beam can be defined in two planes as depending on
directions of applied bending moments. It is assumed here that the beam axis is in
the x coordinate direction and bending of the beam are in the z and y coordinate
directions in the (x–y) and (x–z) planes as shown in Fig. 1.1. Further, we assume
that the neutral axis of the beam, which defines the location of zero strains on the
cross-section, determines the elastic curve of the beam after the bending defor-
mations. Curvatures are defined in two cases of the bending deformation in
(x–y) and (x–z) planes as presented below.

1.2.1.1 Curvature in (x–y) Plane Under Pure Bending

The bending deformation of an infinitesimal length of the beam (dx), in the
(x–y) plane is shown in Fig. 1.1a. The applied bending moment is Mz, which is
vectorially directed in the positive z direction. After the deformation, the rotation
angle of the infinitesimal length (dx), in the (x–y) plane is denoted by dhz; the
deformation at the center is duy and the radius of the curvature is qz. From Fig. 1.1a
the length (ds) and curvature of the infinitesimal elastic curve can be stated as:

ds ¼ qzdhz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dx2 þ du2
y

q

¼ 1þ duy

dx

� �2
 !1=2

dx

jz ¼
1
qz
¼ dhz

dx
1þ duy

dx

� �2
 !�1=2

ð1:1Þ

where jz is the curvature in the (x–y) plane, which depends on the derivative of the
rotation hz with respect to x. From the definition of the rotation hz it is stated that,

tan hz ¼
duy

dx
! d2uy

dx2
¼ d tan hzð Þ

dhz

dhz

dx
! dhz

dx
¼ 1þ duy

dx

� �2
 !�1

d2uy

dx2
ð1:2Þ

Having introduced Eq. (1.2) into Eq. (1.1) the curvature jz can be obtained as
written by,

jz ¼
1
qz
¼ 1þ duy

dx

� �2
 !�3=2

d2uy

dx2
! jz ’

dhz

dx
’ d2uy

dx2
ð1:3Þ
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This statements of the curvature jz will be used later to formulate differential
equation of the elastic curve in the (x–y) plane.

1.2.1.2 Curvature in (x–z) Plane Under Pure Bending

As similar to the curvature in the (x–y) plane, the curvature in the (x–z) plane is
obtained under the deformation of the bending moment My, which is shown in
Fig. 1.1b with positive y direction vectorially. After the deformation, the rotation
angle of the infinitesimal length (dx), in the (x–z) plane is denoted by dhy; the
deformation at the center is duz and the radius of the curvature is qy: From
Fig. 1.1b the length (ds) and curvature of the infinitesimal elastic curve can be
stated as:

ds ¼ qydhy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dx2 þ du2
z

q

¼ 1þ duz

dx

� �2
 !1=2

dx

jy ¼
1
qy
¼ dhy

dx
1þ duz

dx

� �2
 !�1=2

ð1:4Þ

where jy is the curvature in (x–z) plane, which depends on the derivative of the
rotation hy with respect to x. From the definition of the rotation hy it is stated that,

tan hy ¼ �
duz

dx
! � d2uz

dx2
¼

d tan hy

� �

dhy

dhy

dx
! dhy

dx
¼ � 1þ duz

dx

� �2
 !�1

d2uz

dx2

ð1:5Þ

Having introduced Eq. (1.5) into Eq. (1.4) the curvature jy can be obtained as
written by,

x

z

x

z y

y

elastic curve

My

dx

y

x

y

z

elastic curve

- x

dx

Mz

z

(a) (b)

Fig. 1.1 Bending deformations of an infinitesimal beam element a Bending in (x–y) plane
b Bending in (x–z) plane
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jy ¼
1
qy
¼ � 1þ duz

dx

� �2
 !�3=2

d2uz

dx2
! jy ’

dhy

dx
’ � d2uz

dx2
ð1:6Þ

This statements of the curvature jy will be used later to formulate differential
equation of the elastic curve in the (x–z) plane. To find the differential equations of
the elastic curve the equilibrium equations of a space beam element are also
required. These are presented briefly in the following section.

1.2.2 Equilibrium Equations of 3D Beam Elements

The internal forces and moments of an infinitesimal element (dx) in a deformed
state are as shown in Fig. 1.2 in the (x–y) and (x–z) planes. For small deformations,
the horizontal and vertical components of the forces are written as:

H ¼ N � Qyhz þ Qzhy

Vy ¼ Qy þ N hz

Vz ¼ Qz � N hy

ð1:7Þ

where N is the axial force, Qy and Qz are the transverse shear forces, hy and hz are
small rotations about y and z coordinate axes, respectively, as shown in Fig. 1.2.
From the equilibriums of forces in the horizontal and vertical directions the fol-
lowing relations can be obtained:

dH

dx
¼ �qx !

dN

dx
¼ �qx þ

dQy

dx
hz þ Qy

dhz

dx
� dQz

dx
hy � Qz

dhy

dx
dVy

dx
¼ �qy !

dQy

dx
¼ �qy �

dN

dx
hz þ N

dhz

dx

� �

dVz

dx
¼ �qz !

dQz

dx
¼ �qz þ

dN

dx
hy þ N

dhy

dx

� �

ð1:8aÞ

where qx, qy and qz are respectively applied distributed loadings on the element in
the horizontal (x) and transverse (y and z) directions as shown in Fig. 1.2. Having
neglected second-order small quantities, the force–loading relations can be stated
as:

dN

dx
¼ �qx � qyhz þ qzhy þ Qyjz � Qzjy

dQy

dx
¼ �qy þ qxhz � Njz;

dQz

dx
¼ �qz � qxhy þ Njy

ð1:8bÞ

From the equilibriums of moments in the (x–y) and (x–z) planes the following
moment–force relations can be obtained:

1.2 Formulation of a 3D Timoshenko Beam Element 5



(a)

(b)

x

y

z

Mz+dMz

N+dNQy+dQy

Vy+dVy

H+dH

duy

H

Mz

V

N
Qy

dx

x

z

y

y

qy

qx

x

y

z

My+dMy
N+dN

Qz+dQz

Vz+dVz

H+dH

H

My

Vz

N

Qz

dx

x

y

z

qx

-duz

Fig. 1.2 Force and moment components of an infinitesimal beam element a Projection on
(x–y) plane b Projection on (x–z) plane
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dMz

dx
¼ �Vy þ H

duy

dx

� �

! dMz

dx
¼ �Qy � N hz þ N � Qyhz þ Qzhy

� � duy

dx

� �

dMy

dx
¼ Vz � H

duz

dx

� �

! dMy

dx
¼ Qz � N hy � N � Qyhz þ Qzhy

� � duz

dx

� �

ð1:9aÞ

Having neglected second order small quantities these relations can be simplified as
written by,

dMz

dx
¼ �Qy þ N

duy

dx
� hz

� �

dMy

dx
¼ Qz � N

duz

dx
þ hy

� � ð1:9bÞ

The moment–force relations will be used later in the determination of differential
equations of the elastic curve. So far, curvatures of Euler–Bernoulli beams and
equilibrium equations are presented through Eqs. (1.1) and (1.9b). In the following
section the effects (contributions) of transverse shear forces on the elastic curve are
presented.

1.2.3 Contributions of Transverse Shear Forces on the
Elastic Curve

Deformation of a beam under transverse shear forces and bending moments
(Timoshenko beam) are somewhat different from the deformation under pure
bending moments (Euler–Bernoulli beam). As mentioned in the introduction, in
the Timoshenko beam theory, due to large shear deformations a cross-section of
the beam does not remain normal to the deformed axis of the beam unlike the
Euler–Bernoulli beam theory, in which the cross-section of the beam remains
normal to the deformed axis. In the Timoshenko beam theory, the transverse shear
deformations are also taken into account in the formulation of the differential
equations of the elastic curve. As it is shown in Fig. 1.3, the total infinitesimal
displacements, duy and duz, can be considered in two parts as: (a) contributions of
the bending moments and (b) contributions of the transverse shear forces. From
Fig. 1.3 the total infinitesimal displacements and their derivatives can be written as

duy ¼ hzdxþ cydx ! duy

dx
¼ cy þ hz

duz ¼ �hydxþ czdx ! duz

dx
¼ cz � hy

ð1:10aÞ

1.2 Formulation of a 3D Timoshenko Beam Element 7



in which cy and cz are the average transverse shear strains in the (y) and
(z) coordinate directions, which can be written [44] as,

cy ¼
Qy

AyG
and cz ¼

Qz

AzG
ð1:10bÞ

in which Ay and Az are the cross-sectional areas for the shear forces in the (y) and
(z) directions, respectively and G is the shear modulus of the beam material. The
areas of the shear forces, Ay and Az, are defined as Ay ¼ kyA

� �

and Az ¼ kzAð Þ
where A is the cross-sectional area. The coefficients ky and kz are dimensionless
shear correction factors [44] that depend on the cross-sectional shape. Having
introduced Eqs. (1.10a, b) into Eq. (1.9b) the differential equations of the bending
moments can be obtained as written by,

x

y

z

x

z

y

duym= z dx

Mz

dx
z y

dx

Qy

duyq= y dx

duy=duym+duyq

(a)

x

z

y

x

y

z

duzm=- y dx

My

dx

y

z

dx

Qz

duzq= z dx

duz=duzm+duzq

(b)

Fig. 1.3 Bending and shear deformations of an infinitesimal beam element a Bending and shear
deformations in (x–y) plane b Bending and shear deformations in (x–z) plane
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dMz

dx
¼ �Qy þ cyN

dMy

dx
¼ Qz � cz N

9

>

=

>

;

!

dMz

dx
¼ �Qy 1� N

AyG

� �

dMy

dx
¼ Qz 1� N

AzG

� �

8

>

>

>

<

>

>

>

:

ð1:11aÞ

or having neglected the effects of the axial force N the differential equations of the
bending moments simplify as written by,

dMz

dx
¼ �Qy and

dMy

dx
¼ Qz ð1:11bÞ

which will be used for the formulation of the differential equations of the elastic
curve of the beam. In order to calculate strains at a point on a cross-section of the
beam, the deformation and rotation of the point are presented in the following two
sections.

1.2.4 Deformation of a Point on a Cross-Section of 3D Beams

A point on a cross-section of a space beam element is denoted by A with the
location vector {r} before deformation as shown in Fig. 1.4. The point A moves to
the point A0 with the location vector fr0g after the deformation. The displacement
of the point A, the distance of ðA� A0Þ; is denoted by the vector {v} and the
displacement vector of the coordinates of the center is denoted by {u}. The dis-
placement vector of the point A can be stated as,

fvg ¼ fug þ fr0g � frgð Þ ð1:12Þ

which consists of two parts as being translational and rotational deformations. The
location vector, fr0g; on the deformed cross-section, can be obtained from the
rotational transformation of the original location vector {r} in the space. This
transformation can be written as,

fr0g ¼ ½R�frg ð1:13aÞ

where [R] is the rotation matrix, which will be presented in the next section. Having
introduced Eq. (1.13a) into Eq. (1.12) the deformation vector of the point A can be
stated in terms of the deformation vector {u} of the central point C, at which the
origin of the coordinate system is located, and the rotation of the location vector {r}
of the point A. Thus, the deformation vector {v} of the location A is written as,

fvg ¼ fug þ ½R� � I3ð Þfrg ð1:13bÞ

where I3 is a (3 9 3) unit matrix.

1.2 Formulation of a 3D Timoshenko Beam Element 9



1.2.5 Rotation Matrix of a Point on a Cross-Section of 3D Beams
and Deformation for Small Rotations

The rotation matrix [R] in Eqs. (1.13a, b) is calculated from the Rodriguez rotation
formula [50–53]. It is stated in the series solution as,

½R� ¼ exp ~W
� �

¼ I3 þ ~Wþ 1
2!

~W2 þ 1
3!

~W3 þ � � � þ 1
n!

~Wn ð1:14Þ

in which I3 is a (3 9 3) unit matrix and ~W denotes a skew-symmetric matrix
defined as,

~W ¼
0 �hz hy

hz 0 �hx

�hy hx 0

2

4

3

5 ð1:15Þ

Here hx, hy, and hz denote small angles of rotations about the local (x, y, z) coor-
dinate axes respectively. They are the components of the rotation

# ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2
x þ h2

y þ h2
z

q
	 


in the coordinate axes. The rotation matrix [R] for a finite

rotation can be obtained by infinitesimal rotations successively, i.e., the rotations
hx, hy and hz are divided into n equal infinitesimal angles. Then, the matrix [R] can
be obtained from the repetition of rotations with infinitesimal angles, i.e.,:

½R�1=n ¼ I3 þ
1
n

~W

� �

fr1g ¼½R�1=nfrg; fr2g ¼ ½R�1=nfr1g ¼ ½R�21=nfrg; . . .;

; . . .; frng ¼ ½R�n1=nfrg ¼ I3 þ
1
n

~W

� �n

frg

ð1:16aÞ

A

C

r

r

y

z

r

(r -r)
A

C y

z

y
z

v
u

Fig. 1.4 Deformation of a
point on a cross-section
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In the limit case, when (n) approaches infinity, the final vector {rn} will be the
vector fr0g and the rotation matrix [R] will be calculated from:

½R� ¼ lim
n!1

I3 þ
1
n

~W

� �n

ð1:16bÞ

The series solution of [R], given by Eq. (1.14) can be proved by using the binomial
theorem as stated below.

1þ yð Þn ¼
X

n

k¼0

n!

k!ðn� kÞ!y
k

½R� ¼ lim
n!1

I3þ
1
n

~W

� �n

! ½R� ¼ lim
n!1

X

n

k¼0

~Wk

k!

n!

ðn� kÞ! nk

½R� ¼ lim
n!1

X

n

k¼0

~Wk

k!
1� k� 1

n

� �

1� k� 2
n

� �

1� k� 3
n

� �

. . . ! ½R� ¼
X

n

k¼0

~Wk

k!

ð1:17Þ

which results in the same statement as given by Eq. (1.14). If we define a rotation
vector as,

fhgT ¼ hx; hy; hz

� �

ð1:18Þ

then the following relation can be obtained.

~W2 ¼ ~W ~W ¼
h2

x � #2
� �

hxhy hxhz

hxhy h2
y � #2

	 


hyhz

hxhz hyhz h2
z � #2

� �

2

6

4

3

7

5

¼ fhgfhgT � #2I3
� �

ð1:19Þ

Further, the skew-symmetric matrix ~W possesses the properties:

~W3 ¼ �#2 ~W

~W4 ¼ �#2 ~W2 ; ~W5 ¼ #4 ~W ; ~W6 ¼ #4 ~W2 ; ~W7 ¼ �#6 ~W ; ~W8 ¼ �#6 ~W2

ð1:20Þ

Having introduced these properties of ~W into Eq. (1.14) the rotation matrix
[R] becomes as written by,

½R� ¼ I3 þ ~Wþ 1
2!

~W2 � #
2

3!
~W� #

2

4!
~W2 þ #

4

5!
~Wþ #

4

6!
~W2 � . . . ð1:21aÞ

and having reordered Eq. (1.21a) the rotation matrix [R] will be:
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½R� ¼ I3 þ 1� #
2

3!
þ #

4

5!
� #

6

7!
þ � � �

� �

~Wþ 1
2
� #

2

4!
þ #

4

6!
� #

6

8!
þ � � �

� �

~W2

ð1:21bÞ

Or

½R� ¼ I3 þ
1
#

#� #
3

3!
þ #

5

5!
� #

7

7!
þ � � �

� �

~W

þ 1
#2

1� 1� #
2

2
þ #

4

4!
� #

6

6!
þ #

8

8!
� � � �

� �� �

~W2

ð1:21cÞ

Since the series expansion in the brackets (.) are sin and cos functions, i.e.,:

sin# ¼ #� #
3

3!
þ #

5

5!
� #

7

7!
þ � � � and cos# ¼ 1� #

2

2
þ #

4

4!
� #

6

6!
þ #

8

8!
þ � � �

ð1:22aÞ

the final statement of the rotation matrix can be written as,

½R� ¼ I3 þ
sin#

#
~Wþ 1� cos#ð Þ

#2
~W2 ð1:22bÞ

Since we assume the linear beam theory, the rotations will be small. Thus, the
second and higher order terms in the rotation matrix [R] are neglected, which
results in the small rotation matrix as:

½R� ’ I3 þ ~W ð1:23Þ

Having introduced Eq. (1.23) into Eq. (1.13b), the displacement vector of the
location A on a cross-section of the beam shown in Fig. 1.4 can be written as:

fvg ¼ fug þ ~W frg where frgT ¼ f0; y; z g ð1:24Þ

The deformation vector {v} of the location A can now be stated explicitly as,

vx

vy

vz

8

>

>

<

>

>

:

9

>

>

=

>

>

;

¼

ux

uy

uz

8

>

>

<

>

>

:

9

>

>

=

>

>

;

þ
0 �hz hy

hz 0 �hx

�hy hx 0

2

6

4

3

7

5

0

y

z

8

>

>

<

>

>

:

9

>

>

=

>

>

;

vx

vy

vz

8

>

>

<

>

>

:

9

>

>

=

>

>

;

¼

ux � hzyþ hyz

uy � hxz

uz þ hxy

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ð1:25aÞ

In Eq. (1.25a), the axial displacement vx does not include warping effect of the
torsion. To complete the displacement field in the axial direction the warping
contribution is also included by using the Saint–Venant torsion theory [44, 54].
This contribution is defined as jxfxðy; zÞ where jx is a twist along the beam axis
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(a unit axial rotation), which is assumed to be constant, and fx(y, z) is an unknown
warping function of y and z coordinates, which is calculated from the solution of a
stress boundary value problem. Since jx is assumed constant, a linear rotation
angle hx is obtained, i.e., (hx = jxx). With the warping contribution, the axial
displacement at point on a cross-section is stated:

vx ¼ ux � hzyþ hyz
� �

þ jxfx y; zð Þ ð1:25bÞ

This displacements vx from Eq. (1.25b), and vy and vz from Eq. (1.25a) will be
used to calculate strains at a location on a cross-section of the beam presented in
the next section.

1.2.6 Strains and Stresses at a Location on a
Cross-Section of a 3D Beam

From the definition of the linear strains in the theory of elasticity [24], using
Eqs. (1.25a, b), the strain components at the location A of a beam shown in
Fig. 1.5 can be expressed:

exx ¼
ovx

ox

cxy ¼
ovy

ox
þ ovx

oy

cxz ¼
ovz

ox
þ ovx

oz

9

>

>

>

>

>

>

=

>

>

>

>

>

>

;

!

exx ¼
oux

ox
� ohz

ox
yþ ohy

ox
z

cxy ¼
ouy

ox
� ohx

ox
z� hz þ jx

ofxðy; zÞ
oy

cxz ¼
ouz

ox
þ ohx

ox
yþ hy þ jx

ofxðy; zÞ
oz

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

ð1:26Þ

In these equations, jx is assumed as a constant twist along the beam axis
(a unit axial rotation) which is obtained from the derivative of the axial rotation
hx, and the derivatives of the rotations hz and hy are the curvatures in the

y

z

x

C

z
y

x

xz

xy

A

y

zC

z

y
xz

xy x

x
A

Fig. 1.5 Strains and stresses
at a point of a cross-section of
a beam element
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(x–y) and (x–z) planes, which are given in Eqs. (1.3) and (1.6), respectively.
They are written as:

ohx

ox
¼ jx;

ohz

ox
¼ jz and

ohy

ox
¼ jy ð1:27aÞ

The derivative of the axial displacement of the elastic curve ux is simply the axial
strain (normal strain), and the derivatives of transverse displacements of the elastic
curve are given in Eq. (1.10a). They are stated:

oux

ox
¼ ex;

ouy

ox
¼ cy þ hz

� �

and
ouz

ox
¼ cz � hy

� �

ð1:27bÞ

Having used Eqs. (1.27a, b) in Eq. (1.26), the strain and stress components of the
beam at the location A can be obtained as written:

exx ¼ ex � jzyþ jyz

cxy ¼ cy þ jx
ofxðy; zÞ

oy
� z

� �

cxz ¼ cz þ jx
ofxðy; zÞ

oz
þ y

� �

and

rxx ¼ E ex � jzyþ jyz
� �

sxy ¼ G cy þ jx
ofxðy; zÞ

oy
� z

� �� �

sxz ¼ G cz þ jx
ofxðy; zÞ

oz
þ y

� �� �

ð1:28Þ

in which E is the Young’s modulus (elasticity modulus) and G is the shear
modulus of the beam material. The warping function fx(y, z) is determined from the
solution of the boundary value problem [44, 54]:

osxy

oy
þ osxz

oz
¼ 0 ! o2fxðy; zÞ

oy2
þ o2fxðy; zÞ

oz2

� �

¼ 0 ð1:29Þ

with zero shear stresses at the boundary of the cross-section. It is seen from
Eq. (1.28) that second terms in the statements of the shear strains/stresses are due
to pure torsion (twisting) and they do not produce any resultant shear forces in the
y and z directions, except a resultant torsional moment. This feature will be taken
into account when calculating the shear forces presented in the next section.

1.2.7 Calculation of Forces and Moments of 3D Beams

The forces in a 3D beam are calculated from the following integrations:
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N ¼
Z

rxx dA ¼ Eex

Z

dA� Ejz

Z

y dAþ Ejy

Z

z dA

Qy ¼
Z

sxy dA ¼ G

Z

cy dAþjx

Z

ofxðy; zÞ
oy

� z

� �

dA

� �

Qz ¼
Z

sxz dA ¼ G

Z

cz dAþ jx

Z

ofxðy; zÞ
oz

þ y

� �

dA

� �

ð1:30aÞ

in which N is the axial force, Qy and Qz are the transverse shear forces in the
(x–y) and (x–z) planes, respectively. The moments are calculated from:

My ¼
Z

z rxx dA

Mz ¼ �
Z

y rxx dA

9

>

>

=

>

>

;

!
My ¼ Eex

Z

z dA� Ejz

Z

z y dAþ Ejy

Z

z2 dA

Mz ¼ �Eex

Z

y dAþ Ejz

Z

y2 dA� Ejy

Z

y z dA

8

>

>

<

>

>

:

ð1:30bÞ

Mx ¼
Z

y sxz � z sxy

� �

dA or

Mx ¼ G

Z

ycz � zcy þ jx y2 þ z2 � z
ofxðy; zÞ

oy
þ y

ofxðy; zÞ
oz

� �� �

dA
ð1:30cÞ

in which Mx is the torsional moment, Mz and My are the bending moments in the
(x–y) and (x–z) planes, respectively. It is assumed that local coordinates (x, y, z) are
principal axes and the origin is at the gravity center of the cross-section from
which the following sectional properties can be obtained:

Z

dA ¼ A; Aycy ¼
Z

cydA; Azcz ¼
Z

czdA
Z

y dA ¼ 0;
Z

z2 dA ¼ Iy and
Z

y2 dA ¼ Iz

Z

z dA ¼ 0 and
Z

y z dA ¼ 0

ð1:31aÞ

In these statements, Ay and Az are the effective areas of shear forces shown
symbolically. Their calculation follows energy principles or solving stress
boundary value problems [55, 56]. Here, energy principles are used to define these
cross-sectional values. The shear stresses produced by the shear force Qy on the
cross-section in the y and z directions are denoted by sy

� �

y
and szð Þy; and those

produced by Qz are denoted by sy

� �

z and szð Þz as defined:

sy

� �

y
¼ Qy

A

owy

oy

szð Þy¼
Qy

A

owy

oz

and
sy

� �

z
¼ Qz

A

owz

oy

szð Þz¼
Qz

A

owz

oz

ð1:31bÞ
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in which wy and wz are potentials of shear stress distributions due to Qy and Qz,
respectively. Using energy equivalences the shear areas Ay and Az are obtained
from:

A2

Ay
¼
Z

owy

oy

� �2

þ
owy

oz

� �2
" #

dA and
A2

Az
¼
Z

owz

oy

� �2

þ owz

oz

� �2
" #

dA

ð1:31cÞ

As mentioned above the shear stresses produced by a pure torsional (twisting)
moment do not produce resultant shear forces. Thus,

Z

ofxðy; zÞ
oy

� z

� �

dA ¼ 0 and
Z

ofxðy; zÞ
oz

þ y

� �

dA ¼ 0 ð1:31dÞ

Using the cross-sectional properties in Eq. (1.31a) and the conditions in
Eq. (1.31d) the forces can be stated as:

N ¼ EAex

Qy ¼ GAycy

Qz ¼ GAzcz

ð1:32aÞ

and the moments are:

Mx ¼ GJ jx ! J ¼ Ip �
Z

z
ofxðy; zÞ

oy
� y

ofxðy; zÞ
oz

� �

dA

My ¼ EIyjy

Mz ¼ EIzjz

ð1:32bÞ

where GJ is the torsional rigidity of the beam and Ip = (Iy ? Iz) is the polar inertia
moment and J is the torsional constant of the cross-section. Equations (1.32a, b)
will be used in the formulation of the elastic curve and calculation of the strain
energy of the beam.

1.2.8 Differential Equations of the 3D Beam Element

For a zero loading case, the derivatives of the normal force (N) and torsional
moment (Mx) are equal to zero, i.e.,:

dN

dx
¼ 0 and

dMx

dx
¼ 0 ð1:33aÞ
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Using N and Mx from Eqs. (1.32a, b) in Eq. (1.22a) it can be written as,

EA
dex

dx
¼ 0 and GJ

djx

dx
¼ 0 ð1:33bÞ

Having introduced ex and jx from Eqs. (1.27b, a) into Eq. (1.33b) the differential
equations of the axial displacement and torsional rotation can be obtained as
written:

d2ux

dx2
¼ 0 and

d2hx

dx2
¼ 0 ð1:33cÞ

In order to find the differential equations of the elastic curve in the (x–y) and
(x–z) planes (transverse displacements and rotations) of a Timoshenko beam,
Eqs. (1.11b), (1.10b) and (1.10a) will be used. It is stated as:

dMz

dx
¼ �Qy !

dMz

dx
¼ �GAycy !

dMz

dx
¼ �GAy

duy

dx
� hz

� �

dMy

dx
¼ Qz !

dMy

dx
¼ GAzcz !

dMy

dx
¼ GAz

duz

dx
þ hy

� � ð1:34Þ

The differential equations can be stated in two alternative forms as:

• In the first alternative, the curvatures jz and jy defined in terms of second
derivatives of displacements in Eqs. (1.3) and (1.6) are used in Eq. (1.32b), and
then using Eq. (1.34) the differential equations of the elastic curve can be
obtained in terms of displacements as stated by,

dMy

dx
¼ �EIy

d3uz

dx3
¼ GAz

duz

dx
þ hy

� �

! EIy

GAz

d3uz

dx3
þ duz

dx
þ hy ¼ 0

dMz

dx
¼ EIz

d3uy

dx3
¼ �GAy

duy

dx
� hz

� �

! EIz

GAy

d3uy

dx3
þ duy

dx
� hz ¼ 0

ð1:35Þ

• In the second alternative, the moment–curvature relations given in Eq. (1.32b)
are used in Eq. (1.34), and the differential equations of the elastic curve can be
obtained in terms of rotations as written by,

dMy

dx
¼ EIy

d2hy

dx2
¼ GAz

duz

dx
þ hy

� �

! EIy

GAz

d2hy

dx2
� duz

dx
� hy ¼ 0

dMz

dx
¼ EIz

d2hz

dx2
¼ �GAy

duy

dx
� hz

� �

! EIz

GAy

d2hz

dx2
þ duy

dx
� hz ¼ 0

ð1:36Þ
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One of these differential equations can be used to find the elastic curve of the
spatial beam element. The solutions of the differential equations are presented in
the next section for both alternatives.

1.2.9 Solution of Differential Equations of the Elastic Curve
and Shape Functions of the 3D Beam Element

The solutions of the differential equations of the axial displacement and torsional
rotation are obtained directly from Eq. (1.33c). They are obtained to be linear
functions of the axial coordinate (x) as stated by,

ux ¼ A0 þ A1x

hx ¼ A2 þ A3x
ð1:37Þ

From the solutions of differential equations given in Eqs. (1.35) and (1.36), the
transverse displacements and rotations of the elastic curve can be obtained
respectively to be cubic and quadratic functions of the axial coordinate (x) as
explained below for two cases:

• In the first alternative, the differential equations given in Eq. (1.35) are used.
The displacements are chosen to be cubic functions of (x) as written by:

uy ¼ C0 þ C1xþ C2x2 þ C3x3

uz ¼ C4 þ C5xþ C6x2 þ C7x3
ð1:38Þ

Using Eqs. (1.35) and (1.38) the rotations hy and hz are obtained as stated by,

hy ¼ �C5 � 2C6x � 6EIy

GAz
þ 3x2

� �

C7

hz ¼ C1 þ 2C2x þ 6EIz

GAy
þ 3x2

� �

C3

ð1:39Þ

• In the second alternative, the differential equations given in Eq. (1.36) are used.
The rotations hy and hz are chosen to be quadratic functions of (x) as stated by,

hy ¼ B5 þ B6xþ B7x2

hz ¼ B1 þ B2xþ B3x2
ð1:40Þ
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Using Eqs. (1.36) and (1.40) the displacements uy and uz are obtained as stated
by,

uy ¼ B0 þ B1xþ 1
2

B2x2 þ 1
3

x3 � 2EIz

GAy
x

� �

B3

uz ¼ B4 � B5x� 1
2

B6x2 � 1
3

x3 � 2EIy

GAz
x

� �

B7

ð1:41Þ

The constants, Ai (i = 0–3) in Eq. (1.37), Ci (i = 0–7) in Eqs. (1.38) and (1.39),
and Bi (i = 0–7) in Eqs. (1.40) and (1.41) are calculated by using the kinematic
boundary conditions at the member ends (1) and (2), i.e., for ðx ¼ 0Þ; and ðx ¼ ‘Þ:
These conditions are imposed as:

for ðx ¼ 0Þ !

ux ¼ ux1

uy ¼ uy1

uz ¼ uz1

hx ¼ hx1

hy ¼ hy1

hz ¼ hz1

and for ðx ¼ ‘Þ !

ux ¼ ux2

uy ¼ uy2

uz ¼ uz2

hx ¼ hx2

hy ¼ hy2

hz ¼ hz2

ð1:42Þ

where ‘ denotes the length of the beam element and the definitions of displace-
ments and rotations at the member ends (1) and (2) are shown in Fig. 1.6. By using
these boundary conditions the constants are obtained as given below.

For the constants, Ai (i = 0–3):

A0 ¼ ux1

A1 ¼ ux2 � ux1ð Þ=‘ and
A2 ¼ hx1

A3 ¼ hx2 � hx1ð Þ=‘ ð1:43Þ

x

z

y
uy1

ux1

ux2

uy2

uz2uz1

z1

x1
y1

(2)(1)

y2

z2

x2

Fig. 1.6 A spatial beam element with nodal displacements and rotations
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For the constants, Ci (i = 0–7):

C0 ¼ uy1

C1 ¼ hz1 þ
1
2
Uyly

2
‘

uy2 � uy1
� �

� hz1 � hz2

� �

C2 ¼
1
2‘

hz2 � hz1 þ 3ly
2
‘

uy2 � uy1

� �

� hz1 � hz2

� �� �

C3 ¼ �
1
‘2

ly
2
‘

uy2 � uy1
� �

� hz1 � hz2

� �

ð1:44aÞ

C4 ¼ uz1

C5 ¼ �hy1 þ
1
2
Uzlz

2
‘

uz2 � uz1ð Þ þ hy2 þ hy1

� �

C6 ¼ �
1
2‘

hy2 � hy1
� �

þ 3
2‘

lz
2
‘

uz2 � uz1ð Þ þ hy2 þ hy1

� �

C7 ¼ �
1
‘2

lz
2
‘

uz2 � uz1ð Þ þ hy2 þ hy1

� �

ð1:44bÞ

For the constants, Bi (i = 0–7):

B0 ¼ uy1; B1 ¼ hz1

B2 ¼
3
‘
ly

2
‘

uy2 � uy1
� �

� hz2 � hz1

� �

þ 1
‘

hz2 � hz1ð Þ

B3 ¼
3
‘2

ly �
2
‘

uy2 � uy1
� �

þ hz1 þ hz2

� �

ð1:45aÞ

B4 ¼ uz1; B5 ¼ hy1

B6 ¼
1
‘

hy2 � hy1
� �

� 3
‘
lz

2
‘

uz2 � uz1ð Þ þ hy1 þ hy2

� �

B7 ¼
3
‘2

lz
2
‘

uz2 � uz1ð Þ þ hy1 þ hy2

� �

ð1:45bÞ

In these constants, the parameters (Uy, ly) and (Uz, lz) are the transverse shear
force parameters, which are defined as,

Uy ¼ 12EIz




‘2GAy; ly ¼ 1



1þ Uy

� �

ð1:46aÞ

Uz ¼ 12EIy




‘2GAz; lz ¼ 1= 1þ Uzð Þ ð1:46bÞ

If the effect of transverse shear forces on the elastic curve is not considered, then
the parameters Uy and Uz will be zero. This special case produces formulations of
the Euler–Bernoulli beam theory. Since the Timoshenko beam theory is more
general than the Euler–Bernoulli beam theory, it is preferably used in the analysis
of frame structures as, in the limit case, it is equivalent to the Euler–Bernoulli
beam theory. It can be verified from Eq. (1.46) as ‘!1ð Þ the parameters Uy and
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Uz approach zero. The shape functions of a 3D beam element can be obtained by
introducing the constants of displacements and rotations into their corresponding
functions, i.e., Ai (i = 0–3) into Eq. (1.43), Ci (i = 0–7) into Eqs. (1.44a, b), or Bi

(i = 0–7) into Eqs. (1.45a, b). The solutions of the differential equations, which
are given by Eqs. (1.38) and (1.39), and Eqs. (1.41) and (1.40), produce the same
shape functions for transverse displacements and rotations. Having used the
dimensionless variable:

n ¼ x=‘ ð1:47Þ

the functions of displacements and rotations can be stated in terms of their nodal
values as written by,

uf g ¼ Nu½ � df g and hf g ¼ Nh½ � df g ð1:48aÞ

where the definitions of the vectors {u}, {h} are:

uf gT¼ ux; uy; uz

� �

and hf gT¼ hx; hy; hz

� �

ð1:48bÞ

and {d} is the vector of nodal values of the displacements and rotations defined as,

df gT¼ ux1; uy1; uz1; hx1; hy1; hz1; ux2; uy2; uz2; hx2; hy2; hz2
� �

ð1:49Þ

where {.}T denotes the transpose of a vector. The matrices, [Nu] and [Nh], are the
shape functions matrices for displacements and rotations, respectively, which are
obtained as written below in Eqs. (1.50a, b).

Nu½ �T¼

1�nð Þ 0 0

0 1�ly Uynþ3n2�2n3� �� �

0

0 0 1�lz Uznþ3n2�2n3� �� �

0 0 0

0 0 �lz‘

2
2þUzð Þn� 4þUzð Þn2þ2n3� �

0
ly‘

2
2þUy

� �

n� 4þUy

� �

n2þ2n3� �

0

n 0 0

0 ly Uynþ3n2�2n3� �

0

0 0 lz Uznþ3n2�2n3� �

0 0 0

0 0 �lz‘

2
�Uznþ Uz�2ð Þn2þ2n3� �

0
ly‘

2
�Uynþ Uy�2

� �

n2þ2n3� �

0

2

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

7

5

ð1:50aÞ
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and

Nh½ �T¼

0 0 0
0 0 6ly �n þn2� �

=‘

0 6lz n�n2� �

=‘ 0
1�nð Þ 0 0

0 1�lz 4þUzð Þn�3n2� �� �

0
0 0 1�ly 4þUy

� �

n �3n2� �� �

0 0 0
0 0 6ly n �n2� �

=‘

0 6lz �nþn2� �

=‘ 0
n 0 0
0 lz Uz �2ð Þnþ3n2� �

0
0 0 ly Uy�2
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where [.]T denotes a matrix transposition. By using Eqs. (1.27a–1.28) the strains at
the center of principal coordinates and the curvatures of the beam can be obtained
in terms of nodal displacements and rotations as stated in vector notation by,

df g ¼ B½ � df g where df gT¼ ex; cy; cz; jx; jy; jz

� �

ð1:51aÞ

in which {d} is the deformation vector and [B] is a matrix of functions that
obtained as written by,
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ð1:51bÞ
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The aforementioned statements will be used to calculate the total potential
energy and stiffness matrix of a Timoshenko beam element presented in the next
section.

1.2.10 Total Potential Energy, Stiffness Matrix, and Static
Equilibrium Equation

The total potential energy of a beam is stated as,

P ¼ U �Wp ð1:52Þ

where U is the total strain energy and Wp is the total work done by all external
loads. Since the total potential energy is stationary its variation will be zero, i.e.,:

dP ¼ d U �Wp

� �

¼ 0 ð1:53Þ

The total strain energy is calculated from the integration:

U ¼ 1
2

Z

‘

0

Z

fegTfrg dA dx ð1:54Þ

where {e} and {r} are the vectors of strains and stresses at a point on the cross-
section of a beam element, which are given by Eqs. (1.28) and (1.29), respectively.
These vectors are defined as:
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ð1:55Þ

Having introduced Eq. (1.55) into Eq. (1.54), the total strain energy can be
written:
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U ¼ 1
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dx

ð1:56Þ

Having carried out integrations in Eq. (1.56), and using section properties in
Eq. (1.31a) and the conditions in Eq. (1.31d), the total strain energy can be
obtained as:

U ¼ 1
2

Z

‘

0

E Ae2
x þ Izj

2
z þ Iyj

2
y

	 


dxþ 1
2

Z

‘

0

G Ayc
2
y þ Azc

2
z þ Jj2

x

	 


dx ð1:57Þ

Using Eqs. (1.32a, b) in Eq. (1.57), the total strain energy can be written alter-
natively in terms of member forces and moments as:

U ¼ 1
2

Z

‘

0

Nex þ Qycy þ Qzcz þMxjx þMyjy þMzjz

� �
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2
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 !

dx

ð1:58Þ

In vector notations, it can be written,

U ¼ 1
2

Z

‘

0

df gT Ff g dx

Ff g ¼ ½G� df g
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;

! U ¼ 1
2

Z

‘

0

df gT ½G� df gdx ð1:59Þ

In Eq. (1.59), df g is the deformation vector given in Eq. (1.51a), {F} is the force
vector defied as,

Ff gT¼ N; Qy; Qz; Mx; My; Mz

� �

ð1:60Þ

and [G] is the rigidity matrix defined as,

G½ � ¼

EA 0 0 0 0 0
0 GAy 0 0 0 0
0 0 GAz 0 0 0
0 0 0 GJ 0 0
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ð1:61Þ
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Having introduced the deformation vector df g from Eq. (1.51a) into Eq. (1.59) the
total strain energy of the beam can be stated as written by,

U ¼ 1
2

df gT
Z

‘

0

B½ �T ½G� B½ �dx

0

@

1

A df g; or U ¼ 1
2

df gT k½ � df g ð1:62Þ

where [k] is the stiffness matrix of the beam element in local coordinates defined as:

k½ � ¼
Z

‘

0

B½ �T ½G� B½ �dx ð1:63Þ

The total work done by external distributed and concentrated loads as well as
member-end forces, which are all specified in the direction of displacements and
rotations, can be written as,

Wp ¼
Z

‘

0

fugTfqg dxþ
Z

‘

0

fhgTfmg dxþ
X

n

i¼1

u n ið Þf gT P if g þ � � �

� � � þ
X

m

j¼1

h nj

� �� �T
Mj

� �

þ fdgTff g

ð1:64Þ

in which {q} and {m} are respectively distributed load and moment vectors, {u}
and {h} are displacements and rotation vectors given in Eq. (1.48b), fP ig and
fMjg are concentrated load and moment vectors at the location j of the element,

u nið Þf g and h nj

� �� �

are the displacement and rotation vectors at the location j,
and ff g is the vector of internal forces and moments at the element ends (1) and
(2). These applied loads and moments are shown in Fig. 1.7. Having introduced
the displacements and rotations, {u} and {h}, from Eq. (1.48b) into Eq. (1.64), the
total work of external loads and member-end forces can be expressed as:

Wp ¼ df gT

Z

‘

0

Nu½ �Tfqg þ Nh½ �Tfmg
� �

dxþ
X

n
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X

m
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Nh nj
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þ ffg
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ð1:65aÞ

or using an equivalent load vector of the element, the total work can be simplified
as written by,

Wp ¼ df gT pf g þ ff gð Þ ð1:65bÞ
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The equivalent, or in other words the consistent, load vector is simply defined from
Eq. (1.65a) as written by,

pf g ¼
Z

‘

0

Nu½ �Tfqg þ Nh½ �Tfmg
� �

dxþ
X

n

i¼1

Nu n ið Þ½ �T P if g þ � � �

� � � þ
X

m

j¼1

Nh nj

� �� �T
Mj

� �

ð1:66Þ

With these definitions of the total strain energy and external work, the variation of
the total potential energy given by Eq. (1.53) is stated as:

dP ¼ d
1
2

df gT k½ � df g � df gT pf g þ ff gð Þ
� �

¼ 0

d df gT k½ � df g � pf g � ff gð Þ ¼ 0

ð1:67Þ

Since d df g is arbitrary, the stiffness equation of the beam element under static
loads can be obtained from Eq. (1.67) in local coordinates as:

ff g ¼ k½ � df g � pf g ð1:68Þ

From this equation it is seen that, when the member-end displacements and rotations are
zero, the internal force vector will only be dependent on the applied forces and moments.
This case of the internal forces and moments is known as the fixed-end member forces
and moments. They are defined from Eq. (1.68) in the vector notation as:

f0f g ¼ � pf g ð1:69Þ

so that with member fixed-end forces, the stiffness equilibrium equation of the
element can be written as:

ff g ¼ k½ � df g þ f0f g ð1:70Þ
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Fig. 1.7 Distributed and concentrated applied loads and member-end forces of a beam element
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In Eq. (1.70), the first term on the right hand side is the contribution of the stiffness
forces (forces due to member-end displacements) and the second term is contri-
bution of the applied external loads. The stiffness matrix, [k], is calculated by using
Eq. (1.63) and the consistent load vector is calculated from Eq. (1.66). Equa-
tion (1.68) or (1.70) states the equilibrium condition of the element. In a similar
way, we can also write the equilibrium condition of a joint (a connection point of
different elements) in the system, e.g., like the one shown in Fig. 1.7. This is
achieved by superimposing member-end forces of all elements connected at the
joint and applied loads, which are all stated in global coordinates, and then
equalizing them to zero. This superposition is indicated symbolically by the
summation of all member-end forces in global coordinates as written by,

X

ne

e¼1

fGj

� �

e� QGj

� �

¼ 0 !
X

ne

e¼1

kG½ � dGf gð Þe ¼
X

ne

e¼1

pGf ge þ QGj

� �

ð1:71Þ

where (ne) indicates total number of elements joining at the joint (j), the subscript
(G) denotes global coordinates, and {QGj} is the external load vector applied at the
joint (j) in the global coordinates. To obtain an equilibrium condition of the system
(equilibriums of all joints in the system), an assembly process of the element
stiffness matrix and consistent load vector as written symbolically in Eq. (1.71) is
carried out. For this assembly process, the stiffness matrices and consistent load
vectors in local coordinates of elements must be transformed first to the global
coordinates, and then the assemblage is processed. The coordinate transformation
process will be explained later in the Sect. 1.2.12. After the assemblage, the
equilibrium equation of the system under static loadings can be stated as:

K½ � Df g ¼ Pf g ð1:72Þ

where [K] is the system stiffness matrix and {P} is the system load vector, which are
all in global coordinate directions. The vector {D} is the system displacement vector
in the global coordinates, which is calculated from the solution of Eq. (1.72). In order
to form the stiffness matrix and load vector of the system, the element stiffness matrix
and load vector in the local coordinates must be calculated first as presented below.

1.2.10.1 Element Stiffness Matrix in Local Coordinates

The stiffness matrix of an element will be calculated in the local principal coor-
dinates by using Eq. (1.63), in which the rigidity matrix [G] and the deformation
matrix [B] are defined respectively by Eqs. (1.61) and (1.51b). Having carried out
the integration of Eq. (1.63), the stiffness matrix can be obtained in the local
principal coordinates as written by,
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k½ � ¼
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where the submatrices are as defined below.
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l4z ¼ 3lz þ 1
� �

; l4y ¼ 3ly þ 1
� �

and l2z ¼ 3lz � 1
� �

; l2y ¼ 3ly � 1
� �

ð1:73cÞ

where the parameters, ly and lz, are given in Eq. (1.46).

1.2.10.2 Element Consistent Load Vector in Local Coordinates

The consistent load vector of an element will be calculated in the local principal
coordinates by using Eq. (1.66), which can be expressed as:

pf g ¼ pq

� �

þ
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pp
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i
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ð1:74Þ

where pq

� �

is the contribution of the distributed loads, pp

� �

i
is the contribution

of the concentrated forces and pmf gj is the contribution of concentrated moments.
For fully distributed constant loads and moments, {q} and {m}, and for con-
centrated forces {Pi}, these contributions pq

� �

and pp

� �

i can be obtained as
written by,
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ð1:75aÞ
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The contribution of concentrated moments Mj

� �

to the consistent load vector,
pmf gj; is obtained as written by,
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For other types of loadings, the consistent load vector can be calculated by using
Eq. (1.74). For a dynamic analysis, the mass and damping matrices of the element
are also required. These quantities and the dynamic equilibrium equation of a
structural system are presented in the following section.

1.2.11 Total Kinetic Energy, Mass Matrix, Damping Matrix,
and Dynamic Equilibrium Equation

When the applied loads are time dependent, such as earthquake and wave loadings,
the static equilibrium equation given by Eq. (1.72) is not valid any more. In this
case, the dynamic equilibrium equation will be used to calculate response dis-
placements and element internal forces as being time functions. The dynamic
equilibrium equation of an element can be obtained by using the fundamental form
of the Lagrange’s equation [57–59], which is stated in terms of the generalized
coordinates (here, the displacements) as written in the matrix form by,

d
dt

oT

o _di

� �

� oT

odi

� �

þ
o U �Wp

� �

odi

� �

þ oD

o _di

� �

¼ 0 ð1:76Þ

in which di is the ith term of the displacement vector, T is the total kinetic energy
of the element, U is the strain energy given by Eq. (1.62), Wp is the total work
done by all external loads, which is given by Eq. (1.65b) in the static case, D is the
dissipation energy in the element due to internal friction, in other words due to
structural damping, and a dot means a time derivative. Since U and Wp are pre-
viously determined, attention is paid here on the kinetic and dissipation energies,
T and D.

The total kinetic energy of a beam is obtained from the integration of the kinetic
energy of an infinitesimal volume in the element, dV. It is stated as,

T ¼ 1
2

Z

v2dm ! T ¼ 1
2

Z

qsv
2dV ð1:77Þ

in which qs is the mass density of the structural material and v is the velocity of the
mass of the infinitesimal volume dV. Its square is written as:

v2 ¼ _v2
x þ _v2

y þ _v2
z ð1:78aÞ

where _vx; _vy and _vz are the velocity components at a point on the cross-section of
the beam in the coordinate directions, x, y, and z, respectively. Having neglected
the warping effect and using Eq. (1.25a) in Eq. (1.78a) the velocity square can be
obtained as written:
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v2 ¼ _u2
x þ _u2

y þ _u2
z þ _h2

x y2 þ z2
� �

þ _h2
z y2 þ _h2

yz2 � 2 _ux
_hzyþ � � �

� � � þ 2 _ux
_hyz� 2 _hz

_hyyz� 2 _uy
_hxzþ 2 _uz

_hxy
ð1:78bÞ

Having introduced Eq. (1.78b) into Eq. (1.77) and using the cross-sectional
properties given by Eq. (1.31a), the total kinetic energy in the local principal
coordinates can be obtained as:

T ¼ 1
2

Z

qs A _u2
x þ _u2

y þ _u2
z

	 


þ Ip
_h2

x þ Iz
_h2

z þ Iy
_h2

y

h i

dx ð1:79Þ

where Ip is the polar inertia moment. Using Eqs. (1.48a, b) in Eq. (1.79), the
kinetic energy can be expressed in the matrix form as:

T ¼ 1
2

Z

qs A _uf gT _uf g þ _h
n oT

J½ � _h
n o

� �

dx ! J½ � ¼
Ip

Iy

Iz

2

4

3

5 ð1:80aÞ

or

T ¼ 1
2

_d
� �T ½m� _d

� �

ð1:80bÞ

in which [m] is the consistent mass matrix of the element in the local principal
coordinates. It is defined as:

½m� ¼
Z

‘

0

qs A Nu½ �T Nu½ � þ Nh½ �T J½ � Nh½ �
� �

dx ð1:81Þ

The dissipation energy is the work done by viscous forces due to internal friction
in the element, and it can be stated in a similar form of the kinetic energy [60] as:

D ¼ 1
2

_d
� �T ½c� _d

� �

ð1:82Þ

where [c] is the damping matrix of the element, which can be obtained as being
proportional to the mass matrix and the stiffness matrix for a linear viscous
damping. It is also referred to as the Rayleigh damping. In general, it is stated [61]
as:

½c� ¼ a½m� þ b½k� ð1:83Þ

where a and b are the proportionality factors. Having substituted the strain energy
U from Eq. (1.62), the kinetic energy T from Eq. (1.80b), the dissipation energy
D from Eq. (1.82), and the external work Wp from Eq. (1.65b) into the Lagrange’s
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equation in Eq. (1.76), the dynamic equilibrium equation of the beam element can
be obtained as,

k½ � dðtÞf g þ ½c� _dðtÞ
� �

þ ½m� €dðtÞ
� �

� pðtÞf g ¼ f ðtÞf g ð1:84Þ

where {f(t)} is the vector of time dependent internal forces at the element ends,
{p(t)} is the vector of time dependent distributed loads on the element. Similar to
the static analysis, the dynamic equilibrium of a joint (j) in a structural system can
be stated in the global coordinates as:

X

ne

e¼1

fGjðtÞ
� �

e� QGjðtÞ
� �

¼ 0; or

X

ne

e¼1

kG½ � dGðtÞf g þ ½cG� _dGðtÞ
� �

þ ½mG� €dGðtÞ
� �� �

e ¼
X

ne

e¼1

pGðtÞf ge þ QGjðtÞ
� �

ð1:85Þ

in which the subscript (G) denotes global coordinates, {QGj(t)} is the vector of
time dependent applied loads at the joint in the global coordinates. For all joints of
a structural system, this equation can be stated similarly to the static analysis in the
global coordinates as written:

K½ � DðtÞf g þ C½ � _DðtÞ
� �

þ M½ � €DðtÞ
� �

¼ PðtÞf g ð1:86Þ

which defines the dynamic equilibrium equation of the system. In Eq. (1.86),
[M] is the mass matrix of the system obtained from the assembly process of
element mass matrices and [C] is the Rayleigh damping matrix of the system. The
mass matrix of an element is calculated in two manners as presented in the next
sections.

1.2.11.1 Consistent Mass Matrix in Local Coordinates

The consistent mass matrix will be calculated in the local principal coordinates by
using Eq. (1.81), in which the shape functions matrices, [Nu] and [Nh], are as given
by Eqs. (1.50a, b), and the matrix [J] is given in Eq. (1.80a). Having carried out
the integration of Eq. (1.81), the consistent mass matrix can be stated as:

½m� ¼ qA‘

½m�11 ½m�12 ½m�13 ½m�14
½m�22 ½m�23 ½m�24

½m�11 ½m�34
½m�22

2

6

6

4

3

7

7

5

ð1:87Þ
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where the submatrices are defined as:

½m�11 ¼
1=3 0 0

0 m22 0
0 0 m33

2

4

3

5; ½m�12 ¼
0 0 0
0 0 m26

0 �m35 0

2

4

3

5 ð1:88aÞ

½m�13 ¼
1=6 0 0

0 m28 0
0 0 m39

2

4

3

5; ½m�14 ¼
0 0 0
0 0 �m212

0 m311 0

2

4

3

5 ð1:88bÞ

½m�22 ¼
m44 0 0
0 m55 0
0 0 m66

2

4

3

5; ½m�23 ¼
0 0 0
0 0 �m59

0 m68 0

2

4

3

5 ð1:88cÞ

½m�24 ¼
m410 0 0

0 �m511 0
0 0 �m612

2

4

3

5; ½m�34 ¼
0 0 0
0 0 �m812

0 m911 0

2

4

3

5

ð1:88dÞ

The elements of the mass matrix (mij) are obtained as presented:

m22 ¼ l2
y

13
35
þ 7

10
Uy þ

U2
y

3
þ 6

5
Iz

A‘2

 !

m26 ¼ l2
y‘

11
210
þ 11

120
Uy þ

U2
y

24
þ Iz

A‘2

1
10
� 3

2
Uy � U2

y

� �

" #

m28 ¼ l2
y

9
70
þ 3

10
Uy þ

U2
y

6
� 6

5
Iz

A‘2

 !

m212 ¼ l2
y‘

13
420
þ 3

40
Uy þ

U2
y

24
� Iz

A‘2

1
10
� Uy

2

� �

" #

ð1:89aÞ

m33 ¼ l2
z

13
35
þ 7

10
Uz þ

U2
z

3
þ 6

5
Iy

A‘2

� �

m35 ¼ l2
z ‘

11
210
þ 11

120
Uz þ

U2
z

24
þ Iy

A‘2

1
10
� 3

2
Uz � U2

z

� �� �

m39 ¼ l2
z

9
70
þ 3

10
Uz þ

U2
z

6
� 6

5
Iy

A‘2

� �

m311 ¼ l2
z ‘

13
420
þ 3

40
Uz þ

U2
z

24
� Iy

A‘2

1
10
� Uz

2

� �� �

m44 ¼ Ip= 3Að Þ; m410 ¼ Ip= 6Að Þ

ð1:89bÞ

1.2 Formulation of a 3D Timoshenko Beam Element 33



m55 ¼ l2
z ‘

2 1
105
þ Uz

60
þ U2

z

120
þ Iy

A‘2

2
15
þ Uz

6
þ U2

z

3

� �� �

m59 ¼ l2
z ‘

13
420
þ 3

40
Uz þ

U2
z

24
� Iy

A‘2

1
10
� 3

2
Uz � U2

z

� �� �

m511 ¼ l2
z ‘

2 1
140
þ Uz

60
þ U2

z

120
þ Iy

A‘2

1
30
þ Uz

6
� U2

z

6

� �� �

m66 ¼ l2
y‘

2 1
105
þ Uy

60
þ

U2
y

120
þ Iz

A‘2

2
15
þ Uy

6
þ

U2
y

3

 !" #

ð1:89cÞ

m68 ¼ l2
y‘

13
420
þ 3

40
Uy þ

U2
y

24
� Iz

A‘2

1
10
� 3

2
Uy � U2

y

� �

" #

m612 ¼ l2
y‘

2 1
140
þ 1

60
Uy þ

1
120

U2
y þ

Iz

A‘2

1
30
þ Uy

6
�

U2
y

6

 !" #

m812 ¼ l2
y‘

11
210
þ 11

120
Uy þ

1
24

U2
y þ

Iz

A‘2

1
10
� Uy

2

� �� �

m911 ¼ l2
z ‘

11
210
þ 11

120
Uz þ

U2
z

24
þ Iy

A‘2

1
10
� Uz

2

� �� �

ð1:89dÞ

The parameters, Uy, ly, and Uz, lz, are given in Eq. (1.46). This consistent mass
matrix will be transformed to the global coordinates and then assembly process
will be performed to obtain the system mass matrix. An alternative choice of using
mass matrix is the lumped mass matrix as it is explained in the next section.

1.2.11.2 Lumped Mass Matrix in Local Coordinates

The consistent mass matrix presented above is the general formulation of the mass
matrix of an element in the local principal coordinates, which produces more
accurate results. Since it is a symmetric full matrix, in practical applications, using
the consistent mass matrix is relatively costly in terms of computation time. An
alternative choice may be to use a diagonal (lumped) mass matrix, which offers
computational and storage advantages in certain cases, notably in explicit time
integration, within acceptable precision bounds of the results for dynamic sensitive
structures. The construction of the consistent mass matrix is fully defined by the
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choice of kinetic energy functional and shape functions, whereas the construction
of a diagonally lumped mass matrix is not a unique process. Once the consistent
mass matrix is calculated, the lumped mass matrix can be formed in different
ways. One of the following methods can be widely used in the practice:

1. The lumped mass matrix can be obtained by using a rigid body motion in a
selected coordinate direction, i.e., in one of ux, uy, uz, hx, hy, and hz directions at
a time.

2. The HRZ lumping [62]. The lumped mass matrix can be obtained by a heuristic
procedure as it follows.

• For each coordinate direction, select the degrees of freedom (DOF) that
contribute to motion in that direction. From this set, separate translational
DOF and rotational DOF subsets.

• Add up diagonal entries of the consistent mass matrix pertaining to the
translational DOF subset only. This summation is denoted by S.

• Find the terms of the lumped mass matrix of both subsets by dividing the
diagonal entries of the consistent mass matrix by the sum S.

• Repeat this process for all coordinate directions.

These two methods of mass lumping have three advantages: (a) easy to
explain and implement, (b) applicable to any element as long as the consistent
mass matrix is available and (c) retaining non-negativity. The last property is
particularly important as it means that the lumped mass matrix is physically
admissible, preventing numerical instability. As a general assessment, it gives
reasonable results if the element has only translational freedoms. The lumped
mass matrices, which are obtained from the consistent mass matrix using above
methods, are presented in the local principal coordinates in Eqs. (1.90a, b) with
and without including shear deformation effects. In these equations, the nonzero
diagonal terms of the lumped mass matrix are shown in vector notations. As it is
seen from Eqs. (1.90a, b), both methods produce the same results in the trans-
lational directions and satisfy the mass conservation of the element as the total
mass is equally concentrated at both ends of the element. In the rotational
degrees of freedom, there is no unique lumped mass. However, in the light of
comparatively small contributions of rotational degrees of freedom to the total
kinetic energy, lumped masses at rotational directions can also be taken as being
zero with an acceptable precision of the results. However, in this case, the
lumped mass matrix becomes singular and therefore it produces numerical dif-
ficulties. In order to prevent such difficulties, the lumped masses in rotational
DOF can be assumed a small quantity in practice, e.g., mrot ¼ m‘2=að Þ with a is
an assumed large number.
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With shear deformation:

Rigid body motion (a) HRZ (b)

½m�lump ¼ qA‘

1=2

1=2

1=2

Ip= 2Að Þ
‘2l2

z 1þ Iy 42þ 210U2
z

� �

=ðA‘2Þ
� �

=420

‘2l2
y 1þ Iz 42þ 210U2

y

	 


=ðA‘2Þ
h i

=420

1=2

1=2

1=2

Ip= 2Að Þ
‘2l2

z 1þ Iy 42þ 210U2
z

� �

=ðA‘2Þ
� �

=420

‘2l2
y 1þ Iz 42þ 210U2
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Without shear deformation:

Rigid body motion (a) HRZ (b)
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The lumped mass matrix produces accurate results for small natural frequencies.
For higher natural frequencies, it produces approximate results, and for more
correct results, the consistent mass matrix should be used.
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1.2.12 Coordinate Systems and Transformations

For a spatial beam element, three coordinate systems are involved as: (a) global
coordinate system, (X, Y, Z), (b) local principal coordinate system (XL, YL, ZL), and
(c) local auxiliary coordinate system X0L; Y

0
L; Z

0
L

� �

; as shown in Fig. 1.8. The
stiffness, load, mass, and cross-sectional properties of the element are formulated
in the local principal coordinate system (XL, YL, ZL) as presented above. In order to
form the stiffness and mass matrices, and the load vector, of the system using the
assembly process, the element stiffness and mass matrices, and the load vector,
must be transformed to the global coordinate system (X, Y, Z). This transformation
can be done by using a local auxiliary coordinate system X0L;Y

0
L; Z

0
L

� �

: As it is
shown in Fig. 1.8, the coordinates, XL and X0L; of the principal and auxiliary
coordinate systems are assumed in the axial direction of the element. The other
axes Y 0L; Z

0
L

� �

of the auxiliary coordinate systems are obtained by rotating the
principal coordinate axes (YL, ZL) about the axial coordinate XL until the axis ZL

becomes parallel to the (X–Z) plane of the global coordinate system. This position
of the rotation of (YL, ZL) is assumed to be the auxiliary coordinates Y 0L; Z

0
L

� �

:

Thus, the condition of the auxiliary coordinate system is Z 0L== X � Zð Þ plane
� �

:

The rotation angle satisfying this condition is denoted by b as shown in Fig. 1.8.
The clockwise rotation of (YL, ZL) is assumed to have a (+) sign, which produces a
vector in the (+) axial coordinate direction, XL. For further development, the
following definitions are made:
{u} Displacement vector in the local principal coordinate system (XL, YL, ZL),

given in Eq. (1.48b)
fu0g Displacement vector in the local auxiliary coordinate system X0L; Y

0
L; Z

0
L

� �

fuGg Displacement vector in the global coordinate system (X, Y, Z)

The displacement vectors in these coordinate systems are calculated from the
following transformation:

X

Y

Z

O

Z'L  //  (X-Z) plane 

OL

Fig. 1.8 Element coordinate
systems, a global (X, Y, Z),
b local principal (XL, YL, ZL),
and c local auxiliary
(X0L, Y0L, Z0L)
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fug ¼ ½t1�fu0g
fu0g ¼ ½t2�fuGg

)

! fug ¼ ½t1�½t2�fuGg !
fug ¼ ½t�fuGg
½t� ¼ ½t1�½t2�

(

ð1:91Þ

The transformation matrices are defined as:
[t1] Transformation matrix between the local principal and auxiliary coordinate

systems, (XL, YL, ZL) and X0L; Y
0
L; Z

0
L

� �

:

[t2] Transformation matrix between the auxiliary and global coordinate systems,
X
0

L; Y
0

L; Z
0

L

� �

and (X, Y, Z)
[t] Transformation matrix between the local principal and global coordinate

systems, (XL, YL, ZL) and (X, Y, Z).

The transformation matrix between the local principal and auxiliary coordinate
systems, [t1], can be easily written from Fig. 1.8 in terms of the rotation angle b as:

½t1� ¼
1 0 0
0 cos b � sin b
0 sin b cos b

2

4

3

5 ð1:92Þ

The transformation matrix between the local auxiliary and global coordinate
systems, [t2], can be defined in general as:

½t2� ¼
cx cy cz

‘x ‘y ‘z

mx my mz

2

4

3

5 ð1:93Þ

where the parameters are:

cx; cy; c : cosine directions of the axis X0L XLð Þ
‘x; ‘y; ‘z : cosine directions of the axis Y 0L

mx;my;mz : cosine directions of the axis Z 0L

The element orientation in the global coordinate system, which is defined by the
cosine directions (cx, cy, cz), is given. The cosine directions of the axes Y 0L and
Z 0L; ‘x; ‘y; ‘z

� �

and (mx, my, mz), will be calculated in terms of (cx, cy, cz) using
normality and orthogonality properties of orthogonal transformations, and also the
condition that Z 0L== X � Zð Þ plane

� �

: The normality and orthogonality properties
are satisfied by the condition:

½t2�T ½t2� ¼ I3 ! I3 : a unit matrix with (3� 3Þ ð1:94Þ

The condition Z 0L== X � Zð Þ plane
� �

implies that (my = 0). Using these conditions

the unknowns ‘x; ‘y; ‘z

� �

and (mx, my, mz) can be obtained as written:
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‘x ¼ �cxcy

. ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

‘y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

‘z ¼ �cycz

. ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

and

mx ¼ �cz

. ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

my ¼ 0

mz ¼ cx

. ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

ð1:95Þ

With these cosine directions the transformation matrix [t2] given by Eq. (1.93) can
be written as:

Y

Z

O

'
LX

X

(1)

(2) 

Y

Z

O

X

(1)

(2) 

'
LX

x

y y

z

(a) (b)

Fig. 1.9 Special cases of the element orientation, (cz = 0) and (cx = 0). a The case of cz = 0.
b The case of cx = 0

Y

Z

O

X

Y

Z

O
X

(1)

(2) (1)

(2)

'
LX

'
LZ

'
LY

'
LX

'
LZ

'
LY

(b)(a)

Fig. 1.10 Element orientations in the global Y direction. a Positive orientation cy = +1.
b Negative orientation cy = -1
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½t2� ¼

cx cy cz

� cxcy
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

� cycz
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

� cz
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q 0
cx
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð1:96aÞ

or using the property of cosine directions that c2
x þ c2

y þ c2
z ¼ 1

	 


Eq. (1.96a) can

be stated as:

½t2� ¼

cx cy cz

� cy
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ k2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

�cy
k
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ k2
p

� k
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ k2
p 0

1
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ k2
p

2

6

6

6

6

4

3

7

7

7

7

5

with k ¼ cz

cx

� �

ð1:96bÞ

This matrix covers all positions of element orientations, except in the global
Y direction. For the orientation in the global Y direction, i.e., cy ¼ �1

� �

and
cx ¼ 0; cz ¼ 0ð Þ; the parameter k in Eq. (1.96b) becomes indefinite, which

introduces a numerical instability. In order to prevent this problem, a special
treatment is required. This can be done in different ways. In the first way, it is
assumed that cz is approaching, or equal to, zero as shown in Fig. 1.9a. In the
second way, it is assumed that cx is approaching, or equal to, zero as shown in
Fig. 1.9b. A third way may be diagonal approach, for which k ¼ 1ð Þ is assumed in
Eq. (1.96b). However, this option is not considered here. Instead, the first two
ways can be applied since they are relatively simpler. In this case, Eq. (1.96b)
becomes as written:

½t2�cz!0 ¼
cx cy 0
�cy cx 0

0 0 1

2

4

3

5 and ½t2�cx!0 ¼
0 cy cz

0 cz �cy

�1 0 0

2

4

3

5

ð1:97aÞ

For the critical element orientation cy ¼ �1
� �

as shown in Fig. 1.10, if the first way
is used, cx will be zero (cx = 0) in the matrix ½t2�cz!0 and, if the second way is used, cz

will be zero (cz = 0) in the matrix ½t2�cx!0; which are both written in Eq. (1.97a).
The transformation matrices for these two ways for (cy = ±1) are stated as

½t2�cz!0 ¼
0 cy 0

�cy 0 0

0 0 1

2

6

4

3

7

5

; ½t2�cx!0 ¼
0 cy 0

0 0 �cy

�1 0 0

2

6

4

3

7

5

where cy ¼ �1
� �

ð1:97bÞ
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The solutions of both ways are correct and one of them must be adopted. We adopt
the first way, i.e., ½t2�cz!0 leading to the transformation matrices for positive and
negative orientations of the element as written by,

½t2� cy¼þ1ð Þ ¼
0 1 0
�1 0 0
0 0 1

2

4

3

5 and ½t2� cy¼�1ð Þ ¼
0 �1 0
1 0 0
0 0 1

2

4

3

5

ð1:97cÞ

Having determined the transformation matrices, [t1] and [t2], the transformation
matrix [t] between the local principal and global coordinates will be calculated
using Eq. (1.91). It is stated for the general case and for the special case of
cy ¼ �1
� �

as written:

½t� ¼

cx cy cz

cz sin b� cxcy cos b
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q cos b
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

�
cx sin bþ cycz cos b
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

�
cz cos bþ cxcy sin b
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q sin b
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q cx cos b� cycz sin b
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

2
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6
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7

5

ð1:98aÞ

½t� cy¼�1ð Þ ¼
0 cy 0

�cy cos b 0 � sin b
�cy sin b 0 cos b

2

4

3

5 for cy ¼ � 1
� �

ð1:98bÞ

As similar to the coordinate transformations the transformation of displacements
and rotations can now be constructed as written by,

fdg ¼ T½ �fdGg
fdGg ¼ T½ �Tfdg

)

! T½ � ¼

½t� 0 0 0
0 ½t� 0 0
0 0 ½t� 0
0 0 0 ½t�

2

6

6

4

3

7

7

5

ð1:99Þ

where {d} and {dG} are respectively displacement vectors in the local principal
and global coordinate systems. The transformation matrix [T] is used to calculate
element properties in the global coordinates as explained in the following section.

1.2.13 Transformations of Element Stiffness Matrix,
Consistent Load Vector, and Mass Matrix

The element stiffness matrix given by Eq. (1.73a), consistent load vector given
by Eq. (1.74), and mass matrix given by Eq. (1.87) are defined and calculated in
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the element local principal coordinates. For the equilibrium of the system, all
elements must be transformed to a common coordinate system, which is known
as the global coordinate system. The transformations from element local to the
global coordinates systems are carried out using the energy conservations, i.e.,
the total strain energy, the total work of external forces, and the total kinetic
energy are invariant. These quantities are defined in the local principal coordi-
nates by Eq. (1.62) for the strain energy, Eq. (1.65b) for the external work and
Eq. (1.80b) for the kinetic energy. They are equalized to values stated in the
global coordinates as written by:

U ¼ 1
2

dGf gT kG½ � dGf g ¼ 1
2

df gT k½ � df g

Wp ¼ dGf gT pGf g þ fGf gð Þ ¼ df gT pf g þ ff gð Þ

T ¼ 1
2

_dG

� �T ½mG� _dG

� �

¼ 1
2

_d
� �T ½m� _d

� �

ð1:100Þ

Having substituted {d} from Eq. (1.99) to these statements they can be obtained as
written:

U ¼ 1
2

dGf gT kG½ � dGf g ¼ 1
2
fdGgT T½ �T k½ � T½ �

� �

fdGg

Wp ¼ dGf gT pGf g þ fGf gð Þ ¼ fdGgT T½ �T pf g þ ff gð Þ
� �

T ¼ 1
2

_dG

� �T ½mG� _dG

� �

¼ 1
2
f _dGgT T½ �T ½m� T½ �

� �

f _dGg

ð1:101Þ

From these statements of energy equivalences the stiffness matrix, mass matrix,
consistent load vector, and internal force vector can be expressed in the global
coordinates as:

kG½ � ¼ T½ �T k½ � T½ � ! stiffness matrix

½mG� ¼ T½ �T ½m� T½ � ! mass matrix

pGf g ¼ T½ �T pf g � � � ! consistent load vector

fGf g ¼ T½ �T ff g � � � ! internal force vector

9

>

>

>

>

>

=

>

>

>

>

>

;

in GLOBAL coordinates

ð1:102Þ

in which the transformation matrix [T] is given in Eq. (1.99). Since [T] contains
only diagonal submatrices with (3 9 3) dimensions, the transformations can be
carried out easily.
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1.3 Formulation of Member Releases and Partly Connected
Members1

In structural analysis, it is mostly assumed or constructed that structural elements
are rigidly connected to each other at joints, such as in the case of reinforced
concrete frames. Under cyclic or ultimate loadings, allowable damages and
deteriorations of elements at some joints can happen due to some stress concen-
trations. Such occurrences result in unsatisfactory response performances of the
structural system since functionalities of the damaged elements are reduced con-
siderably as depending on the degree of the damage rate. For a correct analysis, the
damaged elements should be modeled to allow the damages in the element for-
mulation. Steel structures are largely used in offshore structural industry because
of their topological varieties, constructional and building flexibilities, well-known
material properties, easy reparability, etc. These structures consist of a large
number of tubular elements with various dimensions (diagonals and legs), which
are joined to each other by welding that makes connections to be rigid. Diagonal
members (braces) have relatively small dimensions and legs or chords have larger
dimensions in general. Although the connections at joints are made by weld, the
actual joint behavior under dynamic loadings, such as wave and earthquake
loadings, is not fully rigid in the vicinity of connections due to local deformations
of elements having large diameters [63, 64], or due to fatigue damages in the long
term and also due to plastic deformations under ultimate loadings in the short term,
which are schematically shown in Fig. 1.11. The phenomenon of the deterioration
of elements can be taken into account in the analysis by using a computational
model that allows flexibility at joints. It is assumed here that all deteriorations of
an element are represented by massless spring systems, which allow flexibilities at
the element ends. This subject has been studied by several investigators, see e.g.,
[65–71]. Most of these works deal with investigation of local flexibility of tubular
members rather than addressing a full structural analysis procedure taking into
account joint flexibilities. A fictitious element at the deteriorated joint [70] can be
used to solve this problem, which considers local flexibilities in the system. This
fictitious element may be derived as depending on actual member dimensions and
joint configurations. However, the technique of using fictitious members intro-
duces additional degrees of freedom that are not desirable in the analysis.
A procedure which uses modified stiffness and mass matrices for flexibly con-
nected elements is more practical and attractive [72, 73] since:

1. no additional degrees of freedom are introduced,
2. element-release and fixed-connection conditions can be directly obtained,
3. a general element-end condition in any direction can be easily specified,
4. a failure mechanism can be easily determined,

1 The materials through pages (43–62) in Sect. 1.3 are taken partly from OMAE-2010 [73]
and the publisher ASME is greatly acknowledged for granting permission.
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5. in a reliability analysis, the influence of local flexibilities can be easily
considered,

6. in the fatigue damage calculation the load carrying capacity of the element can
be used until the whole cross-section of the element is damaged,

7. natural frequencies and mode shapes of damaged structural system can be
estimated in terms of the natural frequencies and mode shapes of the undam-
aged structural system.

In this chapter, formulations of stiffness and mass matrices and consistent load
vector of partly connected members, which are taken from [73], are presented.
Parameters of the local flexibilities can be determined experimentally or analyti-
cally using a detailed FE analysis of related joints. It is assumed that member
connectivity conditions are known or determined a priori.

1.3.1 Representation of a Partly Connected Beam Element

As it is mentioned in the previous section, all deteriorations in an element are
represented by massless spring systems, and therefore they do not carry inertia
forces, at the element ends as shown in Fig. 1.12. These spring systems are
denoted by [ri] and [rj] at the element ends (i) and (j), which are assumed to be
uncoupled, i.e., they include only diagonal terms and known a priori. The stiffness
matrix [k], mass matrix [m] and the consistent load vector {p} of the element
(i–j) are known as explained in previous sections. In the local principal coordi-
nates, the joint displacement vectors are respectively {di} and {dj} at joints (i) and

(j), d0i
� �

and d0j

n o

at joints i0ð Þ and j0ð Þ as shown in Fig. 1.12. Our purpose here is

to find the stiffness matrix, consistent load vector, and mass matrix of the spring-
beam element (i0–j0) in the local principal coordinates, representing a deteriorated
element in a structural system. As it is indicated in Fig. 1.12, the joints i0ð Þ and j0ð Þ
are the nodal joints in the system, and the joints (i) and (j) are the internal joints of
the element. The internal joints of the element will be eliminated from the system
equilibrium equations. Relative displacement vectors of the spring systems at both

(a) (b) (c) (d)

Fig. 1.11 Examples of deteriorations of an element at a joint. a An original joint. b Local
deformation. c Plastic deformation. d Cracked deformation
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ends of the structural element (i–j) are also defined as being {xi} and {xj} in the
local principal coordinates, which are:

fxig ¼ fd0ig � fdig
	 


fxjg ¼ fd0jg � fdjg
	 
 ð1:103Þ

For the whole spring-beam element the displacement vectors are:

fdg ¼
fdig
fdjg

( )

; fd0g ¼
fd0ig
fd0jg

( )

and fxg ¼
fxig
fxjg

( )

ð1:104Þ

Under a zero external loading condition, a relation between the displacement
vectors, fd0g and fdg; will be constructed. For this purpose, equilibrium equations
at the internal joints, (i) and (j), are used. From Fig. 1.13 it can be written that,

½ri�fxig ¼ ffig
½rj�fxjg ¼ ffjg

)

!
½r�fxg ¼ ½k�fdg
fxg ¼ fd0g � fdgð Þ

(

where ½r� ¼ ½ri� 0
0 ½rj�

� �

ð1:105Þ

The total equilibrium equation of the spring-beam element can be stated as:

½r� fd0g � fdgð Þ ¼ ½k�fdg ! ½r�fd0g ¼ ½k� þ ½r�ð Þfdg from which

fd0g ¼ I12 þ ½r��1½k�
	 


fdg
ð1:106Þ

where I12 is a unit matrix with the dimension of (12 9 12), and ½:��1 denotes the
inverse of a matrix. The transformation matrix between displacement vectors, fd0g
and fdg; can readily be written from Eq. (1.106) as:

fdg ¼ ½T �fd0g where ½T � ¼ I12 þ ½r��1½k�
	 
�1

ð1:107Þ

i j 

'
id '

jd

[k] , {p} and [m]
i[r ]

jdid

j[r ]

'[k ] : Stiffness matrix of the element i ' j'
'

i i i{x } {d } {d }

i ' j '

Fig. 1.12 Representation of a partly connected element in a structural system
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which will be used in the formulation of the spring-beam element explained in the
next section.

1.3.2 Formulation of Stiffness Matrix, Consistent Load Vector,
and Mass Matrix of a Spring-Beam Element

Formulation of the stiffness matrix of a spring-beam element can be done in two
different ways: (a) using equivalent forces of the spring-beam element at the joints
i0ð Þ and j0ð Þ; (b) using variation of the total potential energy. These two formulation

ways are explained below.

1. In the first alternative, the stiffness matrix of the spring-beam element is for-
mulated by using equivalent forces at the element ends, i0ð Þ and j0ð Þ; i.e., at the
element ends the spring and stiffness forces must be equal. Thus,

½r�fxg ¼ ½k0�fd0g ð1:108aÞ

Having used the relative displacement vector {x} from Eq. (1.105) and the dis-
placement vector {d} from Eq. (1.107) in Eq. (1.108a) the following relation can
be obtained:

½r� I12 � ½T�ð Þfd0g ¼ ½k0�fd0g ð1:108bÞ

from which the stiffness matrix of a spring-beam element can be readily written as:

½k0� ¼ ½r� I12 � ½T �ð Þ !
½k0�½T ��1 ¼ ½r� ½T ��1 � I12

	 


½T��1 ¼ I12 þ ½r��1½k�
	 


0

B

@

1

C

A

! ½k� ¼ ½k0�½T��1

½k0� ¼ ½k�½T�

(

ð1:109Þ

The consistent load vector is formulated using equivalent external works done by
loads on the beam element (i–j) and the consistent load vector of the spring-beam
element (i0–j0). Thus,

i ji[r ]

jdid

j[r ]  

i{x }  j{x }{fi} 

[ri]{xi} [rj]{xj} 

{f
j
} [k] 

{f}=[k]{d} 

Fig. 1.13 Forces at internal joints of a spring-beam element under zero external loadings
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fd0gTfp0g ¼ fdgTfpg
fdg ¼ ½T �fd0g

)

! fd0gTfp0g ¼ fd0gT ½T �Tfpg ! fp0g ¼ ½T �Tfpg

ð1:110Þ

2. In the second alternative, the stiffness matrix and consistent load vector of the
spring-beam element can be formulated by using variation of the total potential
energy. The total potential energy of the spring-beam element contains the
strain energy, the energy stored in the spring system, and the work of external
loads. It is expressed as:

P ¼ 1
2
fdgT ½k�fdg þ 1

2
fxgT ½r�fxg � fdgT fpg þ ff gð Þ ð1:111Þ

Having used {d} from Eq. (1.107) and {x} from Eq. (1.105) in Eq. (1.111) the
total potential energy becomes as:

P ¼ 1
2
fd0gT ½T�T ½k�½T �fd0g þ 1

2
fd0gT I12 � ½T�ð ÞT ½r� I12 � ½T �ð Þfd0g � � � �

� � � � fd0gT ½T�T fpg þ ff gð Þ
ð1:112aÞ

or

P ¼ 1
2
fd0gT ½T �T ½k�½T � þ I12 � ½T �ð ÞT ½r� I12 � ½T �ð Þ

� �

fd0g � � � �

� � � � fd0gT ½T �T fpg þ ff gð Þ
ð1:112bÞ

Since the total potential energy is stationary, its variation will be zero, i.e.,
(dP = 0) which leads to:

dfd0gT
½T�T ½k�½T � þ I12 � ½T �ð ÞT ½r� I12 � ½T �ð Þ
� �

fd0g � � � �

� � � � ½T �T fpg þ ff gð Þ

" #

¼ 0; or

dfd0gT ½k0�fd0g � fp0g þ f 0f gð Þ½ � ¼ 0

ð1:113Þ

from which the stiffness matrix ½k0�; the consistent load vector fp0g and the vector
of member internal forces f 0f g can be stated as:

½k0� ¼ ½T �T ½k�½T � þ I12 � ½T �ð ÞT ½r� I12 � ½T�ð Þ
fp0g ¼ ½T �Tfpg

f 0f g ¼ ½T �T ff g
ð1:114Þ

Since [r] is a diagonal matrix, the stiffness matrix ½k0� will be symmetric. From the

multiplication of ½k0� by ½T��1 from the right hand side it is obtained that,
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½k0�½T ��1 ¼ ½T �T ½k� þ I12 � ½T �ð ÞT ½r� ½T ��1 � I12

	 


ð1:115aÞ

and using ½T ��1 from Eq. (1.109) in Eq. (1.115a) it is obtained that,

½k� ¼ ½k0�½T ��1

½k0� ¼ ½k�½T �
ð1:115bÞ

which is the same as that given in Eq. (1.109).
The mass matrix of the spring-beam element is obtained from the total kinetic

energy as similar to the stiffness matrix. Since the spring system is assumed to be
massless, the total kinetic energy of the spring-beam element will be equal to that
of the beam element given by Eq. (1.80b). Thus, using Eqs. (1.80b) and (1.107)
the mass matrix of the spring-beam element can be obtained as written:

T ¼ 1
2

_d0
� �T ½T �T ½m� ½T� _d0

� �

T ¼ 1
2

_d0
� �T ½m0� _d0

� �

9

>

=

>

;

! ½m0� ¼ ½T �T ½m� ½T � ð1:116Þ

If the spring matrix [r] is known, the transformation, or connectivity, matrix [T] is
calculated from Eq. (1.107). If, however, the connectivity matrix [T] is provided
directly rather than providing the spring matrix [r], an equivalent spring matrix can
also be calculated from Eq. (1.107). A unit value in a diagonal term of [T], i.e.,
ri ¼ 1ð Þ; means that a rigid connection is made in this direction while a zero

value, i.e., ri ¼ 0ð Þ; indicates that a free connection is made, which produces zero
member-end force accordingly.

The formulation of the spring-beam element can be summarized as follows:

fdg ¼ ½T�fd0g
fxg ¼ I12 � ½T�ð Þfd0g

½T � ¼ I12 þ ½r��1½k�
	 
�1

9

>

>

=

>

>

;

! Connectivity relation ð1:117aÞ

½k� ¼ ½k0�½T ��1

½k0� ¼ ½k�½T �

)

! stiffness relations ð1:117bÞ

fp0g ¼ ½T �Tfpg
f 0f g ¼ ½T �T ff g

)

! load and force relations ð1:117cÞ

½m0� ¼ ½T�T ½m� ½T �
�

! mass relation ð1:117dÞ

In these formulations, the same coordinate system for springs and the structural
element must be maintained. If different coordinate systems are used, i.e., if the
spring matrix is defined in a different coordinate system from the member coor-
dinates, then they must be transformed to the same coordinates before the
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aforementioned transformations are carried out. The calculation procedure is
demonstrated by an example in the following section.

1.3.2.1 Spring-Beam Element Idealization of a Bar Structural System

As a demonstration of the spring-beam element, a simple bar structural system
shown in Fig. 1.14, is analyzed. The system allows only axial deformation. It is
assumed that joints 1 and 7 are fixed, i.e., displacements at these joints are zero.
Displacements at joints (2–6) will be calculated under a point (concentrated) load
applied at the joint 3 as shown in Fig. 1.14. There are two approaches for the
solution, (a) using standard FE idealization, (b) using spring-beam element
idealization, which are both presented below.

Standard FE Idealization

In this solution, all spring and solid elements are taken as being parts of the
standard FE idealization with unknown displacements at the joints (2–6) as shown
in Fig. 1.14a. For this simple system, the stiffness matrix of a spring element, [r],
and the stiffness matrix of a solid element, [k], are expressed as,

½r� ¼ r �r
�r r

� �

and ½k� ¼ k �k
�k k

� �

ð1:118Þ

Using the boundary conditions, i.e., (d1 = 0) and (d7 = 0), the system equation
can be obtained as written by,

r1 r4
r6k2 k3 k5

(1) (2) (3) (4) (5) (6) 2 3 4 5 6 71

P3

(1) (2) (3) 

r1 r4 r6
k2 k3 k5

2 3 4 5 6 1 7 

P3

(a)

(b)

Fig. 1.14 An example of a simple bar structural system, a standard FE idealization, b spring-
beam element idealization
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r1 þ k2 �k2 0 0 0
�k2 k2 þ k3 �k3 0 0

0 �k3 r4 þ k3 �r4 0
0 0 �r4 r4 þ k5 �k5

0 0 0 �k5 r6 þ k5

2

6

6

6

6

4

3

7

7

7

7

5

d2

d3

d4

d5

d6

8

>

>

>

>

<

>

>

>

>

:

9

>

>

>

>

=

>

>

>

>

;

¼

0
P3

0
0
0

8

>

>

>

>

<

>

>

>

>

:

9

>

>

>

>

=

>

>

>

>

;

ð1:119Þ
From the solution of this equation the unknown displacements can be obtained in
terms of the stiffness and spring constants as written by,

d2 ¼
k2 r4 þ r6 þ

r4r6

k3
þ r4r6

k5

� �

P3

r1k2 r4 þ r6 þ
r4r6

k3
þ r4r6

k5

� �

þ r4r6 r1 þ k2ð Þ
� �

d3 ¼
r1 þ k2ð Þ r4 þ r6 þ

r4r6

k3
þ r4r6

k5

� �

P3

r1k2 r4 þ r6 þ
r4r6

k3
þ r4r6

k5

� �

þ r4r6 r1 þ k2ð Þ
� �

ð1:120aÞ

d4 ¼
r1 þ k2ð Þ r4 þ r6 þ

r4r6

k5

� �

P3

r1k2 r4 þ r6 þ
r4r6

k3
þ r4r6

k5

� �

þ r4r6 r1 þ k2ð Þ
� �

d5 ¼
r4 r1 þ k2ð Þ k5 þ r6ð ÞP3

k5 r1k2 r4 þ r6 þ
r4r6

k3
þ r4r6

k5

� �

þ r4r6 r1 þ k2ð Þ
� �

d6 ¼
r4 r1 þ k2ð ÞP3

r1k2 r4 þ r6 þ
r4r6

k3
þ r4r6

k5

� �

þ r4r6 r1 þ k2ð Þ
� �

ð1:120bÞ

In these statements, all special cases of the spring systems can be produced by
varying the spring coefficients, r1, r4, and r6. For example, for rigid connections,
i.e., r1 ¼ 1ð Þ; r4 ¼ 1ð Þ and r6 ¼ 1ð Þ; the displacements will be:

d2 ¼ 0
d6 ¼ 0
d4 ¼ d5

and
d3 ¼

k3 þ k5ð ÞP3

k2 k3 þ k5ð Þ þ k3k5½ �
d5 ¼

k3P3

k2 k3 þ k5ð Þ þ k3k5½ �

ð1:120cÞ

Spring-Beam Element Idealization

In this solution, the system is considered as being consisted of three elements,
(1–3), (3–4), and (4–7), as shown in Fig. 1.14b. The unknown displacements are d3

and d4. The rest, d2, d5, and d6, will be calculated in terms of these unknown
displacements. A general case of the spring-beam element for this system, which
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allows only axial deformation, is shown in Fig. 1.15. The stiffness matrices of the
solid and spring parts are written as,

½r� ¼ r1 0
0 r2

� �

and ½k� ¼ k �k
�k k

� �

ð1:121Þ

Using Eq. (1.109) the inverse of the connectivity matrix, T½ ��1, and consequently
the connectivity matrix, [T] can be obtained as written:

T½ ��1¼
1þ k

r1

� �

� k

r1

� k

r2
1þ k

r2

� �

2

6

6

4

3

7

7

5

T½ � ¼ 1

1þ k
1
r1
þ 1

r2

� �� �

1þ k

r2

� �

k

r1

k

r2
1þ k

r1

� �

2

6

6

4

3

7

7

5

ð1:122Þ

Using Eq. (1.117b) the stiffness matrix of a general spring-beam element,
10 � 20ð Þ; for this simple system can be expressed as:

k0½ � ¼ 1
1þ k 1=r1 þ 1=r2ð Þ½ �

k �k
�k k

� �

ð1:123Þ

The connectivity matrices of the spring-beam elements are stated as,

element ð1Þ : T½ �1¼
1

1þ k2=r1ð Þ
1 k2=r1

0 1þ k2=r1ð Þ

� �

ð1:124aÞ

element ð2Þ : T½ �2¼
1 0
0 1

� �

ð1:124bÞ

element ð3Þ : T½ �3¼
1

1þ k5 1=r4 þ 1=r6ð Þ½ �
1þ k5=r6ð Þ k5=r4

k5=r6 1þ k5=r4ð Þ

� �

ð1:124cÞ

The stiffness matrices of the spring-beam elements of the FE idealization of the
system shown in Fig. 1.14b are calculated as written:

element ð1Þ : k0½ �1¼
1

1þ k2=r1ð Þ
k2 �k2

�k2 k2

� �

ð1:125aÞ

r1 r2
k 

1' 1 2 2 '

Fig. 1.15 A simple spring-
beam element
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element ð2Þ : k0½ �2¼
k3 �k3

�k3 k3

� �

ð1:125bÞ

element ð3Þ : k0½ �3¼
1

1þ k5 1=r4 þ 1=r6ð Þ½ �
k5 �k5

�k5 k5

� �

ð1:125cÞ

After the assembly process of the elements (1), (2), and (3) and using the boundary
conditions of (d1 = 0) and (d7 = 0), the system equilibrium equation can be
obtained as stated:

K½ � Df g ¼ Pf g !

k3 þ
k2

1þ k2

r1

� � �k3

�k3 k3 þ
k5

1þ k5
1
r4
þ 1

r6

� �� �

2

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

5

d3

d4

( )

¼
P3

0

( )

ð1:126Þ
from which the displacements d3 and d4 are calculated to be:

d3 ¼
r1 þ k2ð Þ r4 þ r6 þ r4r6=k3 þ r4r6=k5ð ÞP3

r1k2 r4 þ r6 þ r4r6=k3 þ r4r6=k5ð Þ þ r4r6 r1 þ k2ð Þ½ � ð1:127aÞ

d4 ¼
r1 þ k2ð Þ r4 þ r6 þ r4r6=k5½ �P3

r1k2 r4 þ r6 þ r4r6=k3 þ r4r6=k5ð Þ þ r4r6 r1 þ k2ð Þ½ � ð1:127bÞ

The displacements (d2), (d5), and (d6) are calculated from the connectivity rela-
tions in terms of (d3) and (d4), i.e., from:

d2

d3

( )

¼ T½ �1
d
0

1

d
0

3

8

<

:

9

=

;

¼ 1
1þ k2=r1ð Þ

1 k2=r1

0 1þ k2=r1ð Þ

� � 0

d3

( )

d2 ¼ k2 d3= r1 þ k2ð Þ

ð1:128aÞ

d5

d6

( )

¼ T½ �3
d
0

5

d
0

6

8

<

:

9

=

;

¼ 1
1þ k5 1=r4þ 1=r6ð Þ½ �

1þ k5=r6ð Þ k5=r4

k5=r6 1þ k5=r4ð Þ

� � d4

0

( )

d5 ¼
r4 r6þ k5ð Þ

r4r6þ k5 r4þ r6ð Þ½ �d4

d6 ¼
r4k5

r4r6þ k5 r4þ r6ð Þ½ �d4 ð1:128bÞ

which produce the same results obtained in the first solution by the standard FE
idealization.
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1.3.3 Calculation of the Connectivity Matrix

For a given or assumed spring system, the connectivity matrix of a partly con-
nected element, [T], which is given in Eq. (1.117a), will be calculated. For con-
venience it is rewritten below.

½T� ¼ I12 þ ½r��1½k�
	 
�1

! ½T ��1 ¼ I12 þ ½r��1½k�
	 


ð1:129Þ

As it can be realized from this equation, its inverse ½T ��1 will be formed first, and
then using the reverse inversion the matrix [T] will be calculated. The stiffness
matrix [k] is given by Eq. (1.73a) in the local coordinates and the nonzero diagonal
terms of the spring matrix [r] are stored in a vector, say {r}, as written:

frgT ¼ r1; r2; r3; r4; r5; r6; r7; r8; r9; r10; r11; r12f g ð1:130Þ

If the release conditions are specified in the principal local coordinates, the stiff-
ness matrix [k] can also be stated in a different form for the simplicity by rear-
ranging the order of nodal degrees of freedom as written:

½k�� ¼
½k��1 0 0

0 ½k��2 0
0 0 ½k��3

2

4

3

5 ð1:131Þ

where ½k�� indicates reordered form of [k]. The submatrices in Eq. (1.131) are
expressed below with the corresponding degrees of freedom (DOF) of the element.

1 7 4 10

k�½ �1¼

1

7

4

10

k11 �k11 0 0

�k11 k11 0 0

0 0 k44 �k44

0 0 �k44 k44

2

6

6

6

4

3

7

7

7

5

ð1:132aÞ

3 5 9 11

k�½ �2¼

3

5

9

11

k33 k35 �k33 k35

k35 k55 �k35 k511

�k33 �k35 k33 �k35

k35 k511 �k35 k55

2

6

6

6

4

3

7

7

7

5

ð1:132bÞ
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2 6 8 12

k�½ �3¼

2

6

8

12

k22 k26 �k22 k26

k26 k66 �k26 k612

�k22 �k26 k22 �k26

k26 k612 �k26 k66

2

6

6

6

4

3

7

7

7

5

ð1:132cÞ

The submatrix k�½ �1 contains axial and torsional degrees of freedom (DOF) only.
The submatrices k�½ �3and k�½ �2 contain translational and rotational DOF in trans-
verse directions as shown in Fig. 1.16. In the reordered form of the element DOF,

the connectivity matrix, which is indicated by ½T��; and its inverse ½T���1 can be
expressed as:

½T�� ¼
½T��1 0 0

0 ½T��2 0
0 0 ½T��3

2

4

3

5 ! ½T���1 ¼
½T���1

1 0 0
0 ½T���1

2 0
0 0 ½T���1

3

2

6

4

3

7

5

ð1:133Þ

where the submatrices, ½T���1
1 ; ½T���1

2 and ½T���1
3 can be obtained from Eq. (1.129)

as written by,

1 7 4 10

T�½ ��1
1 ¼

1

7

4

10

1þ k11=r1ð Þ �k11=r1 0 0

�k11=r7 1þ k11=r7ð Þ 0 0

0 0 1þ k44=r4ð Þ �k44=r4

0 0 �k44=r10 1þ k44=r10ð Þ

2

6

6

6

4

3

7

7

7

5

ð1:134aÞ

3 5 9 11

T�½ ��1
2 ¼

3

5

9

11

1þ k33=r3ð Þ k35=r3 �k33=r3 k35=r3

k35=r5 1þ k55=r5ð Þ �k35=r5 k511=r5

�k33=r9 �k35=r9 1þ k33=r9ð Þ �k35=r9

k35=r11 k511=r11 �k35=r11 1þ k55=r11ð Þ

2

6

6

6

4

3

7

7

7

5

ð1:134bÞ

(2) (1) (2)(1)

2 8

6 12

3 9 

5 11 

(a) (b)

Fig. 1.16 Degrees of freedom of the submatrices k�½ �3 and k�½ �2 defined by Eqs. (1.132c, b).
a DOF for k�½ �3 in (x–y) plane. b DOF for k�½ �2 in (x–z) plane
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2 6 8 12

T�½ ��1
3 ¼

2

6

8

12

1þ k22=r2ð Þ k26=r2 �k22=r2 k26=r2

k26=r6 1þ k66=r6ð Þ �k26=r6 k612=r6

�k22=r8 �k26=r8 1þ k22=r8ð Þ �k26=r8

k26=r12 k612=r12 �k26=r12 1þ k66=r12ð Þ

2

6

6

6

4

3

7

7

7

5

ð1:134cÞ

Since calculations of ½T��1; ½T��2 and ½T��3 are more efficient and simpler than the
calculation of [T] using Eq. (1.129), the reordered form of DOF is preferably used.
If, however, the release conditions are specified in a different coordinate system
than the principal local coordinates, then the transformation matrix [T] will be
calculated using Eq. (1.129). Here, we assume that the release conditions are
specified in the local principal coordinates and the reordered form of [T] is used. In
this case, the calculation of ½T��1 can easily be carried out analytically using
Eq. (1.134a). The result is written as:

1 7 4 10

T�½ �1¼

1

7

4

10

t11 t17 0 0

t71 t77 0 0

0 0 t44 t410

0 0 t104 t1010

2

6

6

6

4

3

7

7

7

5

ð1:135aÞ

where the elements of the matrix are obtained as stated below.

t11 ¼
r1 r7 þ k11ð Þ

r1r7 þ k11 r1 þ r7ð Þ½ �

t17 ¼
r7k11

r1r7 þ k11 r1 þ r7ð Þ½ �

t71 ¼
r1k11

r1r7 þ k11 r1 þ r7ð Þ½ �

t77 ¼
r7 r1 þ k11ð Þ

r1r7 þ k11 r1 þ r7ð Þ½ �

and

t44 ¼
r4 r10 þ k44ð Þ

r4r10 þ k44 r4 þ r10ð Þ½ �

t410 ¼
r10k44

r4r10 þ k44 r4 þ r10ð Þ½ �

t104 ¼
r4k44

r4r10 þ k44 r4 þ r10ð Þ½ �

t1010 ¼
r10 r4 þ k44ð Þ

r4r10 þ k44 r4 þ r10ð Þ½ �

ð1:135bÞ

For nonzero spring coefficients, the submatrices ½T��2 and ½T��3 will be numerically

calculated from the reverse inversion of ½T���1
2 and ½T���1

3 using Eqs. (1.134b, c).
In this numerical calculation, some special conditions of the spring coefficients
may occur as pointed out next. In the structural analysis, most elements are rigidly
connected and also there may be some elements that partly connected in some
directions with assumed spring coefficients. A rigid connection can be made by
using an infinitely large spring coefficient in the corresponding direction. This
produces a unit diagonal term and zero off-diagonal terms of the related matrix,
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½T���1
2 or ½T���1

3 so that the numerical calculation of the reverse inversion can be
carried out without any difficulty. However, for a zero-spring condition, i.e., a loss

or no-connection case (fully released), the numerical inversion of ½T���1
2 or ½T���1

3
cannot be carried out simply since, in the fully released direction, infinite values in

½T���1
2 or ½T���1

3 are obtained. The solution of this special case is presented in the
following section.

1.3.3.1 The Case of Zero-Spring (Fully Released) Conditions

As mentioned above, in the case of zero-spring values in directions of some DOF,

the inversion of the matrix ½T���1
2 or ½T���1

3 cannot be carried out numerically. This
problem can be solved in an alternative way. It is assumed for the generality that a
combination of nonzero spring and zero-spring conditions are considered. The
solution procedure is performed in two steps as explained below.

1. First, it is assumed that the element is rigidly connected in loss or fully released
directions (directions with zero springs) and it is partly connected in directions
of nonzero springs in the reordered form of DOF. Using Eqs. (1.117a, b) the
related transformations of this step are given as:

fd�gi ¼ ½T��i ðr¼1Þfd
0

�giðr¼1Þ

½k0��i ðr¼1Þ ¼ ½k��i½T��i ðr¼1Þ

)

! ði ¼ 2 or 3Þ ð1:136aÞ

The matrix ½T��i ðr¼1Þ is calculated from the inversion of the matrix ½T���1
2 or ½T���1

3

whichever is applicable, with unity in diagonal and zero values in off-diagonal
terms in fully released (with zero-spring values) directions, ½k��i denotes ½k��2 or
½k��3; whichever is applicable, given by Eq. (1.132b) or (c).

2. In the second step, it is assumed that the element is rigidly connected in all
directions, except fully released or loss directions since all springs are included
in the first step. Loss directions indicate zero connectivities in associated
directions and they have to be released accordingly to obtain the original
release conditions. From this release operation, another transformation matrix is
obtained with the related transformations written as:

fd0�giðr¼1Þ ¼ ½T��i ðr¼0Þfd0�gi

½k0��i ¼ ½T��
T
i ðr¼0Þ½k0��i ðr¼1Þ½T��i ðr¼0Þ

)

! ði ¼ 2 or 3Þ ð1:136bÞ

where the stiffness matrix ½k0��i ðr¼1Þ is the same as calculated above in step (a).

The transformation matrix ½T��i ðr¼0Þ will be calculated by using the criterion that

stiffness forces are all zero in fully released directions. In order to calculate this
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matrix easily, the DOF of the displacement vector fd0�giðr¼1Þ are rearranged in the

order of released directions first and then rigidly connected directions. The dis-
placement vector with rearranged DOF is denoted by fd0��giðr¼1Þ and the corre-

sponding stiffness matrix is denoted by ½k0���i ðr¼1Þ as stated by,

fd0��giðr¼1Þ ¼
fd0��g1

fd0��g2

( )

i ðr¼1Þ

½k0���i ðr¼1Þ ¼
½k0���11 ½k0���12

½k0���
T
12 ½k0���22

" #

i ðr¼1Þ

9

>

>

>

>

>

=

>

>

>

>

>

;

! ði ¼ 2 or 3Þ ð1:136cÞ

where fd0��g1 is the displacement vector in the released directions and fd0��g2 is
that in the rigidly connected directions. The stiffness forces of this system are
calculated from the following equation:

½k0���11 ½k0���12

½k0���
T
12 ½k0���22

� �

i ðr¼1Þ

fd0��g1

fd0��g2

( )

i ðr¼1Þ

¼
0

ff 0��g2

( )

i ðr¼1Þ

! ði ¼ 2; 3Þ

ð1:136dÞ

The displacement vector fd0��g1 in the released directions can be calculated in
terms of the displacements vector fd0��g2 in rigidly connected directions as written
from Eq. (1.136d):

½k0���11fd0��g1 þ ½k0���12fd0��g2 ¼ 0 ! fd0��g1 ¼ �½k0���
�1
11 ½k0���12 fd0��g2 ð1:136eÞ

Having introduced fd0��g1 from Eq. (1.136e) into Eq. (1.136c) the displacement
vector fd0��giðr¼1Þ can be expressed as written:

fd0��g1

fd0��g2

( )

i; ðr¼1Þ

¼ 0 �½k0���
�1
11 ½k0���12

0 ½I�

" #

i ðr¼0Þ

fd0��g1

fd0��g2

( )

i

or

fd0��giðr¼1Þ ¼ ½T���i ðr¼0Þfd0��gi

9

>

>

>

>

>

=

>

>

>

>

>

;

! ði ¼ 2; 3Þ

ð1:136fÞ

from which the transformation matrix ½T���i ðr¼0Þ is defined as:

½T���i ðr¼0Þ ¼
0 �½k0���

�1
11 ½k0���12

0 ½I�

� �

i ðr¼0Þ
ð1:136gÞ

Next step is to rearrange the DOF to obtain the previous sequence of displace-
ments, i.e., fd0�giðr¼1Þ; and accordingly to reorder ½T���i ðr¼0Þ to obtain the required
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transformation matrix ½T��i ðr¼0Þ; which will be used in Eq. (1.136b). Unlike the

stiffness matrix, in order to calculate the concentrated load vector and the mass
matrix for this special case, the transformation matrix ½T��i between the dis-
placement vectors, fd�gi and fd0�gi; must be constructed. For this purpose,
Eqs. (1.136a, b) are used. The results are as written:

fd�gi ¼ ½T��ifd0�gi

½T��i ¼ ½T��i ðr¼1Þ½T��i ðr¼0Þ

)

! ði ¼ 2 or 3Þ ð1:137Þ

The calculation procedure of this special case is summarized below.

fd�gi ¼ ½T��ifd0�gi

½T��i ¼ ½T��i ðr¼1Þ½T��i ðr¼0Þ

)

! Connectivity relation ð1:138aÞ

½k0��i ¼ ½T��
T
i ðr¼0Þ½k0��i ðr¼1Þ½T��i ðr¼0Þ ! Stiffness matrix ð1:138bÞ

fp0�gi ¼ ½T��
T
i fp�g

ff 0�gi ¼ ½T��
T
i ff�g

)

! Load and force vectors ð1:138cÞ

½m0�� ¼ ½T��
T
i ½m�� ½T��i ! Mass matrix ð1:138dÞ

where (i = 2 or 3). The calculation procedure is explained by an example in the
next section.

1.3.3.2 Example of Transformation and Stiffness Matrices
of a Spring-Beam Element with Fully Released
and Partly Connected DOF

The calculation procedure of the spring-beam element with fully released and
partly connected conditions is explained in this example. For this purpose, it is
assumed that the DOF, 6 and 12, in Fig. 1.16a are fully released and the DOF, 2
and 8, are partly connected with spring coefficients, r2 and r8. The transformation
matrix, ½T��3; and the stiffness matrix, ½k0��3; will be calculated analytically step by
step to explain the aforementioned calculation procedure.

Step 1: The transformation matrix, ½T��3 ðr¼1Þ; which is given in Eq. (1.136a), will

be calculated using T�½ ��1
3 provided that the spring coefficients in the released

directions are infinite, i.e., r6 and r12 are infinite (rigid connection). For this special

case, T�½ ��1
3ðr¼1Þ can be stated using Eq. (1.134c) as written by,
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2 6 8 12

T�½ ��1
3ðr¼1Þ¼

2

6

8

12

1þ k22=r2ð Þ k26=r2 �k22=r2 k26=r2

0 1 0 0

�k22=r8 �k26=r8 1þ k22=r8ð Þ �k26=r8

0 0 0 1

2

6

6

6

4

3

7

7

7

5

ð1:139aÞ

From the reverse inversion of T�½ ��1
3ðr¼1Þ; the transformation matrix ½T��3 ðr¼1Þ can

be found as written:

2 6 8 12

T�½ �3ðr¼1Þ¼

2

6

8

12

D

1þ k22=r8ð Þ �k26=r2 k22=r2 �k26=r2

0 1=D 0 0

k22=r8 k26=r8 1þ k22=r2ð Þ k26=r8

0 0 0 1=D

2

6

6

6

4

3

7

7

7

5

where D ¼ r2r8= r2r8 þ k22 r2 þ r8ð Þ½ �
ð1:139bÞ

The stiffness matrix ½k0��3 ðr¼1Þ will be calculated using Eq. (1.136a), in which

(i = 3) and ½k��3 is as given by Eq. (1.132c). The result is:

2 6 8 12

½k0��3 ðr¼1Þ ¼

2

6

8

12

D

k22 k26 �k22 k26

k26 k�11 �k26 k�12

�k22 �k26 k22 �k26

k26 k�12 �k26 k�11

2

6

6

6

4

3

7

7

7

5

ð1:140aÞ

in which the stiffness terms, k�11 and k�12; are defined as:

k�11 ¼
1
r2
þ 1

r8

� �

k22k66 � k2
26

� �

þ k66

k�12 ¼
1
r2
þ 1

r8

� �

k22k612 � k2
26

� �

þ k612

ð1:140bÞ

Step 2: The element possessing the stiffness matrix ½k0��3 ðr¼1Þ is now released. For

this operation, the element DOF are rearranged so that DOF in the released
directions (6 and 12) are replaced in the first order and DOF in the rigidly con-
nected directions (2 and 8) are in the second order. The associated stiffness matrix
is denoted by ½k0���3 ðr¼1Þ as stated:
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6 12 2 8

½k0���3 ðr¼1Þ ¼

6

12

2

8

D

k�11 k�12 k26 �k26

k�12 k�11 k26 �k26

k26 k26 k22 �k22

�k26 �k26 �k22 k22

2

6

6

6

4

3

7

7

7

5

ð1:141aÞ

From this stiffness matrix, the submatrices ½k0���11; ½k
0
���12 and ½k0���22; which are

given in Eq. (1.136c), can be easily expressed as:

½k0���11 ¼ D
k�11 k�12

k�12 k�11

� �

; ½k0���12 ¼ k26 D
1 �1

1 �1

� �

½k0���22 ¼ k22 D
1 �1

1 �1

� �
ð1:141bÞ

The inverse of ½k0���11 can be expressed as written by,

½k0���
�1
11 ¼

1
DD�

k�11 �k�12

�k�12 k�11

� �

!
D ¼ r2r8

r2r8 þ k22 r2 þ r8ð Þ½ �
D� ¼ k2

�11 � k2
�12

8

<

:

ð1:141cÞ

Having introduced ½k0���
�1
11 from Eq. (1.141c) and ½k0���12 from Eq. (1.141b) into

Eq. (1.136g) the transformation matrix, ½T���3 ðr¼0Þ can be obtained as written by,

6 12 2 8

½T���3 ðr¼0Þ ¼

6

12

2

8

0 0 �k26= k�11 þ k�12ð Þ k26= k�11 þ k�12ð Þ
0 0 �k26= k�11 þ k�12ð Þ k26= k�11 þ k�12ð Þ
0 0 1 0

0 0 0 1

2

6

6

6

4

3

7

7

7

5

ð1:142aÞ

This transformation matrix is now rearranged according to the order of DOF used
above in step (a). This new form is denoted by ½T��3 ðr¼0Þ and stated as:

2 6 8 12

½T��3 ðr¼0Þ ¼

2

6

8

12

1 0 0 0

�k26= k�11 þ k�12ð Þ 0 k26= k�11 þ k�12ð Þ 0

0 0 1 0

�k26= k�11 þ k�12ð Þ 0 k26= k�11 þ k�12ð Þ 0

2

6

6

6

4

3

7

7

7

5

ð1:142bÞ
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The corresponding stiffness matrix is calculated using Eq. (1.138b) as written by,

2 6 8 12

½k0��3 ¼

2

6

8

12

k
0
�11 0 �k

0
�11 0

0 0 0 0

�k
0
�11 0 k

0
�11 0

0 0 0 0

2

6

6

6

4

3

7

7

7

5

! k
0

�11 ¼ D k22 �
2k2

26

k�11 þ k�12ð Þ

� �

ð1:143Þ

The transformation matrix, which is used to calculate the consistent load vector
and mass matrix, is calculated using Eq. (1.138a) as written by,

2 6 8 12

½T��3 ¼

2

6

8

12

D

1þ k22

r8
þ 2k2

26

r2 k�11 þ k�12ð Þ 0
k22

r2
� 2k2

26

r2 k�11 þ k�12ð Þ 0

� k26

D k�11 þ k�12ð Þ 0
k26

D k�11 þ k�12ð Þ 0

k22

r8
� 2k2

26

r8 k�11 þ k�12ð Þ 0 1þ k22

r2
þ 2k2

26

r8 k�11 þ k�12ð Þ 0

� k26

D k�11 þ k�12ð Þ 0
k26

D k�11 þ k�12ð Þ 0

2

6

6

6

6

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

7

7

7

7

5

ð1:144Þ

As a special case, when r2 and r8 approach infinity, i.e., r2 !1 and r8 !1ð Þ;
the beam shown in Fig. 1.16a becomes a simply supported beam, i.e., the beam is
hinged at both ends. In this case, the transformation matrix ½T��3 and the stiffness
matrix ½k��3 become as written by,

2 6 8 12

½T��3 ¼

2

6

8

12

1 0 0 0

�k26= k66 þ k612ð Þ 0 k26= k66 þ k612ð Þ 0

0 0 1 0

�k26= k66 þ k612ð Þ 0 k26= k66 þ k612ð Þ 0

2

6

6

6

4

3

7

7

7

5

ð1:145aÞ

2 6 8 12

½k0��3 ¼

2

6

8

12

k
0
�11 0 �k

0
�11 0

0 0 0 0

�k
0
�11 0 k

0
�11 0

0 0 0 0

2

6

6

6

4

3

7

7

7

5

! k
0

�11 ¼ k22 �
2k2

26

k66 þ k612ð Þ

� �

ð1:145bÞ
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The stiffness terms k22, k26, k66 and k612 are extracted from Eqs. (1.73b, c) as
written by,

k22 ¼ 12EIzly=‘
3

k26 ¼ 6EIzly=‘
2 and

k66 ¼ EIz 3ly þ 1
� �

=‘

k612 ¼ EIz 3ly � 1
� �

=‘
ð1:145cÞ

Having used Eq. (1.145c) in Eq. (1.145b) it is obtained that k
0
�11 ¼ 0

� �

; which
results in a zero stiffness matrix as expected. For these values of k22, k26, k66 and
k612 the transformation matrix ½T��3 is obtained as written:

2 6 8 12

½T��3 ¼

2

6

8

12

1 0 0 0

�1=‘ 0 1=‘ 0

0 0 1 0

�1=‘ 0 1=‘ 0

2

6

6

6

4

3

7

7

7

5

ð1:145dÞ

Since a simply supported beam is statically determinate, its stiffness forces will be
zero and only the external loads produce member internal forces. If it is assumed
that the beam is subject to a constant distributed load qy, then the consistent load
vector is obtained as:

2 6 8 12

p�f gT
3¼

qy‘

2
;

qy‘
2

12
;

qy‘

2
; � qy‘

2

12

� � ð1:146aÞ

The consistent load vector of the released element fp0�g3 is now calculated using
Eq. (1.138c) as written by,

fp0�g3 ¼

1 �1=‘ 0 �1=‘
0 0 0 0
0 1=‘ 1 1=‘
0 0 0 0

2

6

6

4

3

7

7

5

qy‘=2
qy‘

2=12
qy‘=2
�qy‘

2=12

8

>

>

<

>

>

:

9

>

>

=

>

>

;

¼

2
6
8

12

qy‘=2
0

qy‘=2
0

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ð1:146bÞ

which is equivalent to support reactions of a simply supported beam under a
constant distributed loading.

The calculation of the connectivity matrix [T] explained above looks like a
complicated task analytically. But, since it is calculated numerically in a structural
analysis program, it can be programed easily and systematically as explained.
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1.3.4 Member Releases in a Different Coordinate System

Sometimes it is also possible that the released directions do not coincide with the
principal coordinate directions. In this case, the DOF, stiffness matrix, mass matrix
and the consistent load vector of the element must be transformed to the coordinate
system of the released directions. In Fig. 1.17, the coordinates of the released
directions are denoted by (XR, YR, ZR), the local principal coordinates are denoted
by (XL, YL, ZL) and the global coordinates are (X, Y, Z). It is given that member
releases are in the (XR, YR, ZR) coordinate directions, which are fully defined by
the rotations (hX, hR, hY) shown in Fig. 1.17. The coordinate transformation
between global and released directions is stated as:

XRf g ¼ ½tR� Xf g ! XRf gT¼ XR; YR; ZRf g and Xf gT ¼ X; Y; Zf g ð1:147aÞ

where [tR] is as defined:

½tR� ¼
cx cy cz

‘x ‘y ‘z

mx my mz

2

4

3

5!
cx; cy; cz : cosine directions of the axis XR

‘x; ‘y; ‘z : cosine directions of the axis YR

mx; my; mz : cosine directions of the axis ZR

8

>

<

>

:

ð1:147bÞ

The vectors of released directions are stated in terms of the cosine directions as can
be written:

~XR ¼ cx~iþ cy~jþ cz
~k

~YR ¼ ‘x~iþ ‘y~jþ ‘z
~k

~ZR ¼ mx~iþ my~jþ mz
~k

9

>

>

=

>

>

;

!
cx ¼ cos hX cos hR

cy ¼ sin hX cos hR

cz ¼ sin hR

8

>

<

>

:

9

>

=

>

;

and

‘x ¼ sin u

‘y ¼ cos u cos hY

‘z ¼ cos u sin hY

8

>

<

>

:

9

>

=

>

;

ð1:148Þ

in which (hx, hR and hy) are given or known, (u, mx, my, mz) are unknown and to be
calculated from the dot (scalar) and cross (vector) products of the vectors ~XR and
~YR; which result in the following relations.

~XR:~YR ¼ 0
� �

! tan u ¼ �
cy cos hY þ cz sin hY

� �

cx

~ZR ¼ ~XRx~YR

� �

!

mx ¼ cy‘z � cz‘y

my ¼ cz‘x � cx‘z

mz ¼ cx‘y � cy‘x

8

>

>

<

>

>

:

ð1:149Þ

The transformation relations between the displacements in the global and released
coordinates are stated below.
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dRf g ¼ ½TR� dGf g ! Displacements in released coordinates

dGf g ¼ ½TR�T dRf g ! Displacements in global coordinates

)

ð1:150aÞ

where the transformation matrix ½TR� is:

½TR� ¼

½tR� 0 0 0
0 ½tR� 0 0
0 0 ½tR� 0
0 0 0 ½tR�

2

6

6

4

3

7

7

5

ð1:150bÞ

As it can be realized from Eq. (1.150a) transformations of the element must be
made to the global coordinates first as presented in Eq. (1.102). Then, the trans-
formations from the global coordinates to the released coordinates are made using
the relations given in Eq. (1.150a). The results of these transformations are written
as:

kR½ � ¼ ½TR� kG½ �½TR�T

pRf g ¼ ½TR� pGf g
½mR� ¼ ½TR�½mG�½TR�T

9

>

=

>

;

in RELEASED coordinates ð1:151Þ

where [kR] is the stiffness matrix, {pR} is the consistent load vector, and [mR] is the
mass matrix in the released coordinates. Having obtained the stiffness matrix,

X

Y

Z XL

YL

ZL

X

O

XR

YR

ZR

R

Y'R

X'R

OL

O'XL

O'YL

Y

Fig. 1.17 Definition of
rotation angles (hX, hR, and
hY) of member release
directions. hX: Angle between
global X and projection of XR

on (X–Y) plane, measured
from the global X to the
direction of global Y as
positive. hR: Angle between
projection of XR on (X–
Y) plane and XR, measured
from the projection to the
direction of XR as positive.
hY: Angle between global
Y and projection of YR on (Y–
Z) plane, measured from the
global Y to the direction of
global Z as positive. u: Angle
between projection of YR on
(Y–Z) plane and YR, measured
from the projection to the
direction of YR as positive.
This angle must be calculated
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consistent load vector and mass matrix in the released coordinates, the release
process will be carried out using Eqs. (1.117b, c, d). At the end of the release
process, the stiffness matrix, consistent load vector and mass matrix are denoted by
the following notations.

½k0R� : stiffness matrix of released element

fp0Rg : consistent load vector of released element

½m0

R� : mass matrix of released element

9

>

>

=

>

>

;

in RELEASED coordinates

These quantities must be transformed to the global coordinates again for the
assembly process of the system as written below.

k
0

G

h i

¼ ½TR�T ½k
0

R� ½TR�

p
0

G

n o

¼ ½TR�Tfp
0

Rg

½m0

G� ¼ ½TR�T ½m
0

R�½TR�

9

>

>

>

=

>

>

>

;

in GLOBAL coordinates ð1:152Þ

where ½k0G�; fp
0
Gg and ½m0

G� are respectively the stiffness matrix, consistent load
vector, and mass matrix of the released element in the global coordinates. If the
released coordinates coincide with the global coordinates, then the transformation
matrix [TR] becomes a unit matrix, which simplifies the calculations.

1.4 Formulation of Eccentrically Connected Members

In the calculation model of a structural system, it is assumed that center lines
(theoretical axes) of members are connected to each other at points of member
intersections, which are defined as theoretical joints or nodes. Although it does not
occur usually, sometimes member connections at a theoretical joint can be possible
only through some eccentricities, or theoretical axes of some members do not pass
through the idealized nodal points. More commonly, theoretical joints are not
always located at member ends and lie outside the actual member connections.
Distances between the theoretical (idealized) joints and the actual member ends
can be considered as rigid blocks. This is demonstrated by a simple example
shown in Fig. 1.18. The theoretical axis of the member (2–3) does not cross the
theoretical axis of the member (4–5) as shown in Fig. 1.18a. The connection of
these two members can be made only using a rigid block, member (3–4) in
Fig. 1.18a. In the calculation model, the theoretical joints used as structural nodes
are (1, 2, 3, 4) as shown in Fig. 1.18b. For the analysis, there may be two pos-
sibilities as (a) member (2–A) is assumed to be eccentrically connected to the
member (3–4) at the member end (A) with the rigid block (A–3), (b) member (B–4)
is assumed to be eccentrically connected to the member (2–3) at the beginning of
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the member (B) with the rigid block (B–3). For the analysis, the stiffness, load, and
mass properties at the end (A) of the member (2–A), or at the beginning (B) of the
member (B–4), must be transformed to the joint (3). Then, the assembly process
will be carried out to find the system stiffness and mass matrices and the load
vector. The transformation of eccentrically connected member properties to
associated theoretical joints of the system can be made by using rigid body
kinematics [74] as explained in the following paragraph.

In order to explain the transformation of eccentrically connected member, a
member (i–j) with eccentricity at the member end (i) is assumed as shown in
Fig. 1.19 in global coordinates (X, Y, Z). The member is (A–i–j) before defor-
mation and A0�i0�j0ð Þ after deformation. The element (A–i) of the undeformed
state is a rigid block and (i–j) is the actual flexible member. Under the deformation
the rigid block translates and rotates with rigid body motion while the flexible part
(i–j) deforms. The rigid block is fully determined by the location vector ~eð Þ with
projections (eX, eY, eZ) on the global coordinates (X, Y, Z), respectively. Further,
the following definitions are made:

~e0 : location vector of the rigid block after the deformation.
~ui : displacement vector of the joint (i) of the member (i–j).
~uA : displacement vector of the joint (A) of the rigid block (A–i)

The location vector ~e0ð Þ can be stated from Eq. (1.13a) as:

fe0g ¼ ½R�feg ð1:153Þ

where [R] is the rotation matrix given by Eq. (1.23). The displacement vectors can
be written from Fig. 1.19 as:

1 2 3

4
5

h

member (3-4) is rigid 

1 2 A

4

h
1 2 3

4

h

member (2-A) is eccentric with (eY =h) 

X

Y

X

Y

X

Y

3 B

member (B-4) is eccentric with (eY = -h) 

(a)

(b)

Fig. 1.18 Demonstration of member eccentricities. a Original members. b Eccentrically
connected member
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~ui ¼~uA � ð~e0 �~eÞ
~uA ¼~ui þ ð~e0 �~eÞ

or
fugi ¼ fugA � fe0g � fegð Þ
fugA ¼ fugi þ fe0g � fegð Þ ð1:154aÞ

from which it can be stated as similar to Eq. (1.24):

fugi ¼ fugA � ~Wfeg
fugA ¼ fugi þ ~Wfeg

ð1:154bÞ

where the matrix ~W is given by Eq. (1.15) provided that the small rotation angles

(hX, hY, hZ) are about the global coordinates as shown in Fig. 1.19 and fegT ¼
feX; eY ; eZg: Eq. (1.154b) can also be written in an alternative way as:

fugi ¼ fugA þ ½E�i fhgi

fugA ¼ fugi � ½E�i fhgi

ð1:155Þ

in which a subscript (i or A) denotes the corresponding member end, [E]i is a skew-
symmetric eccentricity matrix, and {h}i is the rotation vector defined by,

fhgi ¼
hX

hY

hZ

8

>

<

>

:

9

>

=

>

;

i

and ½E�i ¼
0 �eZ eY

eZ 0 �eX

�eY eX 0

2

4

3

5

i

ð1:156Þ

From the rigid body mechanics, it is stated that the rotation vectors at both ends of
the rigid block (A–i) are the same, i.e., ({h}i = {h}A). Thus, the FE displacement
vector of the joints (i) and (A) are stated as:

fdGgA ¼
fugA

fhgi

( )

and fdGgi ¼
fugi

fhgi

( )

! fdGgi ¼
fugA þ ½E�i fhgi

fhgi

( )

ð1:157Þ

from which the displacement vectors {d}i and {d}A are linked together by a
transformation matrix [Te]i as written by,

Y 

X 

Z 

eX

eY

eZ

e

iu

e '

Au

i '

j '

j

A '

A

e

X

Z

Y

i 

( )e ' e

Fig. 1.19 Deformation of an
eccentrically connected
member
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fdGgi ¼ ½Te�ifdGgA ! ½Te�i ¼
I3 ½E�i
0 I3

� �

ð1:158aÞ

in which I3 is a unit matrix with (3 9 3) dimensions. The subscript (G) denotes
global coordinates. Here, the eccentricities are measured from the flexible member
ends in the global coordinates. For the generality, now suppose that the member is
eccentrically connected from both ends as shown in Fig. 1.20. The flexible part is
(i–j), the rigid blocks are (A–i) at the member end (i), and (j–B) at the member end
(j). The joints (A) and (B) are the theoretical nodal points (system joints). For the
assembly process, the stiffness, mass, and loading properties of the flexible
member (i–j) must be transferred to the joints (A) and (B) of the rigid blocks. The
transformation of the FE displacement vector at the member end (i) to the joint
(A) of the rigid block (A–i) is given by Eq. (1.158a). Similarly, the transformation
of the displacement vector at the member end (j) to the joint (B) of the rigid block
(j–B) can be written as:

fdGgj ¼ ½Te�jfdGgB ! ½Te�j ¼
I3 ½E�j
0 I3

� �

ð1:158bÞ

where ½E�j is the eccentricity matrix defined at the end (j) of the member (i–j) as
similar to Eq. (1.156). The displacement vector of the element (i–j) can now be
transferred to the joints (A) and (B) of the fictitious element (A–B). This is stated
as:

fdGg ¼
fdGgi

fdGgj

( )

and fdGge ¼
fdGgA

fdGgB

( )

! fdGg ¼ ½Te�fdGge ð1:159aÞ

where {dG}e denotes the displacement vector of the eccentric (fictitious) member
(A–B). The transformation matrix [Te] is defined as:

Y 

X 

Z 

XL

YL

ZL

i 

j

A 

B 

X

Y

Z

Fig. 1.20 An eccentrically
connected member from both
ends
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½Te� ¼
½Te�i 0

0 ½Te�j

� �

or ½Te� ¼

I3 ½E�i 0 0
0 I3 0 0
0 0 I3 ½E�j
0 0 0 I3

2

6

6

4

3

7

7

5

ð1:159bÞ

The back transformation of the displacements can be stated from Eq. (1.159a) as
written by,

fdGge ¼ ½Te��1fdGg ! ½Te��1 ¼

I3 �½E�i 0 0
0 I3 0 0
0 0 I3 �½E�j
0 0 0 I3

2

6

6

4

3

7

7

5

ð1:160Þ

By using energy equivalences, the stiffness, mass, and loading properties of the
eccentric element can be stated in global coordinates as similar to Eq. (1.102),
which are:

kG½ �e¼ Te½ �T kG½ � Te½ � ! stiffness matrix

½mG�e ¼ Te½ �T ½mG� Te½ � ! mass matrix

pGf ge¼ Te½ �T pGf g � � � ! consistent load vector

9

>

>

=

>

>

;

ð1:161Þ

For eccentric members, these equations are used in the assembly process to find
the system matrices and vectors. After the solution of the system equation, the
displacement vector {dG}e is extracted from the system displacement vector and
using Eq. (1.159a) the displacement vector of the flexible element [(i–j) in
Fig. 1.20] {dG} is calculated. Accordingly, member internal forces are calculated
once the displacements, {dG} in vector notation, are known.

1.5 An Interface Beam Element for the Soil–Structure
Interaction and Deformation of Soil Under
R-Wave Propagation

Structures are supported on ground either by piles or on a foundation basis, such as
offshore platforms and building structures, so that soil–structure interaction phe-
nomenon becomes an inevitable reality. Some other structural types are com-
pletely buried in, or rested on the ground such as pipelines, tunnels, and
underground structures. The analysis of such structures may be carried out in
practice by using conventional finite element methods assuming that the phe-
nomenon of the soil–structure interactions is represented by some viscoelastic
models (massless spring and dashpot systems) at the interface nodes (supports).
This procedure may produce reasonable results if a fine structural mesh is used. In
this section, an alternative 3D soil–beam element is presented as it is more precise
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and general than representing soil effects by some spring-dashpot models at the
supports. For an accurate analysis of the soil-structure interaction phenomenon a
continuum finite, or boundary, element modeling is required [75–77], which is
more general and straightforward. But, it is costly in terms of data preparation and
calculation time, especially in nonlinear and dynamic analyses. Therefore, a
simple finite element formulation for the soil–structure interaction problem seems
to be more attractive and practical [78]. In the literature, there are numerous
publications on 2D beams resting on Winkler type elastic foundations, see i.e.,
[79–82], without including effects of shear forces in the soil whereas they are
included in some works, i.e., [78, 83, 84], for linear static analyses. For dynamic
analyses, these models are approximate since radiation and hysteretic damping
terms of the soil are not included. In the formulation of the interface element for
the soil–beam interactions, which is presented here, it is assumed that the soil
medium is represented by a linear viscoelastic continuum including the shear force
effects. For this purpose, the differential equations of the beam in the transverse
directions (y, z) will be formulated in a different way under external distributed
loadings as explained below.

Having used Eqs. (1.10a, b) the following equations in the (y) and (z) directions
can be obtained as:

duy

dx
¼ cy þ hz

duz

dx
¼ cz � hy

and
cy ¼

Qy

AyG

cz ¼
Qz

AzG

9

>

>

=

>

>

;

!
EIz

d2uy

dx2
¼ EIz

AyG

dQy

dx
þMz

EIy
d2uz

dx2
¼ EIy

AzG

dQz

dx
�My

8

>

>

>

<

>

>

>

:

ð1:162aÞ

Having introduced (dQy/dx) and (dQz/dx) from Eq. (1.8b) into Eq. (1.162a), and
then taking the differentiation with respect to (x) under a constant axial force (N) it
is obtained that,

EIz
d3uy

dx3
¼ �ay

dqy

dx
þ N

djz

dx

� �

þ dMz

dx

EIy
d3uz

dx3
¼ az �

dqz

dx
þ N

djy

dx

� �

� dMy

dx

9

>

>

>

=

>

>

>

;

where
ay ¼

EIz

AyG

az ¼
EIy

AzG

8

>

>

<

>

>

:

ð1:162bÞ

Now, we use jz and jy from Eqs. (1.3) and (1.6), and (dMz/dx) and (dMy/dx) from
Eq. (1.11a) in Eq. (1.162b), and then taking the differentiation with respect to
(x) (keeping in mind that the fourth derivatives of displacements on the right-hand
side of Eq.(1.162b) are zero since they are cubic functions) it is obtained that,

EIz
d4uy

dx4
¼ �ay

d2qy

dx2
� dQy

dx

EIy
d4uz

dx4
¼ �az

d2qz

dx2
� dQz

dx

ð1:162cÞ
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Having introduced (dQy/dx) and (dQz/dx) from Eq. (1.8b) into Eq. (1.162c), the
required differential equations can be obtained in terms of external loadings as
written by,

EIz
d4uy

dx4
¼ qy � ay

d2qy

dx2
þ N

d2uy

dx2

EIy
d4uz

dx4
¼ qz � az

d2qz

dx2
þ N

d2uz

dx2

9

>

>

=

>

>

;

!
EIz

d4uy

dx4
¼ �qy

EIy
d4uz

dx4
¼ �qz

8

>

>

<

>

>

:

ð1:163Þ

where �qy and �qz can be considered as pseudo-distributed loadings applied on the
beam, which include shear effects ðay and azÞ and effects of the axial force (N) of
the beam. They are defined as:

�qy ¼ qy � ay
d2qy

dx2
þ N

d2uy

dx2

�qz ¼ qz � az
d2qz

dx2
þ N

d2uz

dx2

ð1:164Þ

Using these applied pseudo-distributed loadings on the beam the external work
will be calculated. But, before doing that some extra distributed loadings at the
soil–beam interfaces, which are defined as interface loadings arising from the soil
due to deformations of the beam, must be added to these pseudo-distributed
loadings. Calculation of the interface loadings and updating the pseudo-distributed
loadings are explained in the following subsection.

1.5.1 Modeling of Soil Medium and Calculation of Interface
Loadings

In the dynamic analysis of ground or soil-structures based on the theory of wave
propagation or on the finite element principle, an important issue is to represent the
cyclic behavior of soils in a form of material model to construct a relation between
shear stress and shear strain [85]. Modeling of soil behavior under dynamic
loading conditions must be made so that the model can represent deformation
characteristics in the range of strains under consideration. When the soil behavior
is in the range of small strains, an elastic soil model can be used and the shear
modulus will be a key parameter in properly modeling the soil behavior. When the
soil behavior is in the range of medium strains, the soil behavior becomes
approximately elastoplastic and the shear modulus decreases as the shear strain
increases. In this case, energy dissipation occurs during application of load cycles
in soils. The energy dissipation is mostly rate-independent and of hysteretic nature.
A damping ratio can be used to represent the energy dissipation in soils. Since the
strain level is still small the shear modulus and damping ratio do not change with
cyclic load application. This kind of behavior can be represented by using the
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linear viscoelastic theory to an acceptable degree of accuracy. The shear modulus
and damping ratio are the key parameters to represent soil properties in this
medium strain range and the useful analytical tool is the equivalent linear method
based on the viscoelastic concept. In this model, the stress–strain relation is
assumed linear with energy dissipation in the soil. This model has usually been
used to represent soil behavior even in the slightly nonlinear range where damping
has important effects. This model of the soil is also assumed in this book. Among
others the Kelvin–Voigt model, which is also called Voigt model, is widely used to
represent soil behavior. In this model, the elastic property of the soil is represented
by a purely elastic spring and the damping characteristics are expressed by a
purely viscous damper (dashpot), which are connected in parallel. In this model,
the shear stress of the soil, e.g., in the z direction, is expressed [85] as:

ssz ¼ Gszcsz þ lsz _csz

� �

! ssz ¼ Gsz þ ixlsz

� �

csz ð1:165aÞ

or in terms of complex shear modulus it is written as:

ssz ¼ G�szcsz ! G�sz ¼ Gsz þ ixlsz

� �

ð1:165bÞ

in which Gsz and lsz are respectively the shear modulus and coefficient of viscosity
of the soil in the z direction, x is the angular frequency. Equation (1.165b) will be
used to calculate the shear force of the soil, Qsz, in the z direction.

The soil medium around the beam element is assumed to be homogenous,
isotropic half-space. For the linear analysis, it can be idealized in different ways as
to be elastic and time dependent models among which Winkler, elastic continuum,
and two-parameter elastic models [80] may be used largely in practice. The
dynamic Winkler model, which is defined by a frequency dependent complex-
subgrade-modulus, is commonly used to represent the soil behavior during the
response process. This model assumes that the soil reaction is related to the surface
deflection only, whereas the two-parameter soil model takes into account not only
the surface deflection but also the shear deformation of the soil. In this book, it is
assumed that the Pasternak model [80] represents the soil medium to calculate an
interface loading of a soil–beam element. This model consists of two parts, one is
for purely shear deformation (viscoelastic Shear layers with unit depths) and the
other one is for the deflection (dynamic Winkler model) as shown in Fig. 1.21 on
the (x–z) plane of member local coordinates. In this figure, ksz and csz denote the
spring and radiation damping coefficients of the soil, respectively, and uzr is the
relative vertical displacement of the beam, which is the difference between
the absolute beam and ground displacements (uz - ugz). The shear force Qsz due to
the shear deformation of a viscoelastic soil with a unit area (unit depths) under the
relative deformation uzr of the beam can be stated as:

Qsz ¼ G�sz

duzr

dx
ð1:166Þ

From the equilibrium of an infinitesimal soil element (dx), the complex interface
loading in the z direction of the member local coordinates can be obtained as:
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f �sz ¼ k�sz uzr � dQz

dx
! f �sz ¼ k�sz uzr � G�sz

d2uzr

dx2
ð1:167aÞ

in which the complex shear modulus G�sz is defined in Eq. (1.165b) and the first
term on the right hand side is due to the dynamic Winkler model with a complex-
subgrade-modulus, k�sz defined by,

k�sz ¼ ksz þ ix csz ð1:167bÞ

Here, ksz is the spring coefficient and csz is the radiation damping coefficient in the
z direction of member local coordinates. This simple model of the interface
loading, which is given by Eq. (1.167a), can be extended in other (x and y) coor-
dinate directions so that complete interface loadings may be conveniently stated by
vector notation in the member local coordinates as:

ffsg� ¼ ½ks��furg � ½Gs��
d2furg

dx2
ð1:168Þ

where {ur} is the relative displacement vector of the beam in the local coordinates
of the beam, which is stated as:

furg ¼ fug � fugg ð1:169aÞ

In Eq. (1.169a), {u} is the displacement vector of the beam and {ug} is the dis-
placement vector of the soil in the beam local coordinates due to excitation in the
ground such as earthquake motion. These are defined as:

fugT ¼ fux; uy; uz; hx ; hy ; hzg
fuggT ¼ fugx; ugy; ugz; hgx ; hgy ; hgzg

ð1:169bÞ

Beam uzr= (uz-ugz)

External loading (q0z)

Interface loading (fsz)

Shear layers 

Winkler model 

x

dx

Qsz

Qsz+dQsz

z

ksz csz

Soil model 1

Fig. 1.21 Representation of the soil medium and soil–beam interface loading
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The matrices, ½ks�� and ½Gs�� in Eq. (1.168) are the complex spring- and shear-
rigidity matrices of the soil. These matrices are diagonal as defined:

½ks�� ¼

k�sx 0
k�sy

k�sz
r�sx

r�sy
0 r�sz

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

for a diagonal term, see Eq: ð1:167b)

ð1:170aÞ

½Gs�� ¼

G�sx 0
G�sy

G�sz
0

0
0 0

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

for a diagonal term, see Eq: ð1:165b)

ð1:170bÞ

In Eq. (1.170a), the subgrade modulus of the soil in the axial direction of the
beam, k�sx; represents an axial skin friction and the end bearing resistance of the
member if the member end is free in the soil such as a pile end. The subgrade
moduli, k�sy and k�sz; are due to lateral deformations, whereas the modulus r�sx

represents the torsional skin friction, r�sy and r�sz represent rotational subgrade
moduli. In Eq. (1.170b), G�sx; G�sy and G�sz; are the complex shear moduli of the soil
in the beam local coordinate directions (x, y, z), respectively. These soil properties
are time and loading dependable in practice [85], so that average design values
may be used in the analysis. A rapid loading rate increases the stiffness of the soil,
which is a favorable case unlike the soil-degradation effects under a cyclic loading.
One other issue in the soil–structure interaction phenomenon during strong motion
earthquakes is that separation between the soil and structure can occur [86],
especially at soil layers close to the mudline of offshore pile foundations. How-
ever, due to the soil liquefaction after a number of stress cycles, a perfect bond
between the soil and structure may occur as it is assumed in this book.

Having introduced Eq. (1.169a) into Eq. (1.168) the soil–beam interface load
vector ffsg� can be stated in terms of the displacement vectors of the beam and soil
as written:

ffsg� ¼ ½ks��fug � ½Gs��d
2fug
dx2

	 


� ½ks��fugg � ½Gs��
d2fugg

dx2

� �

ð1:171Þ

This interface load vector is defined in the member local coordinates. Due to
spatial variations of soil properties, if the soil properties are defined in a different
coordinate system, e.g., x0; y0; z0ð Þ as shown in Fig. 1.22, transformations are used
to find the interface load vector in the member local coordinates (x, y, z). For this
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purpose, in the soil coordinate system x0; y0; z0ð Þ; fu0 g and fu0gg denote respec-

tively displacement vectors of the beam and soil, fu0rg denotes the relative dis-
placement vector, ½k0s�

� and ½G0
s�
� are the matrices of soil properties, and ff 0sg

� is the
interface load vector. Further, it is assumed that the transformation between the
relative displacement vectors {ur} and fu0rg is known as stated:

fu0rg ¼ ½T
0 � furg ð1:172Þ

By using equivalent external works of interface loadings in the soil and beam
coordinate systems, i.e., fu0rg

Tff 0sg
� ¼ furgTffsg�

� �

; the soil property matrices
½ks�� and ½Gs�� in the beam local coordinates (x, y, z) are obtained as stated:

½ks�� ¼ ½T
0 �T ½k0s�

�½T 0 � and ½Gs�� ¼ ½T
0 �T ½G0

s�
�½T 0 � ð1:173Þ

which are used in Eq. (1.171) to calculate the required interface load vector ffsg�:
It is worth mentioning that, due to transformation, the matrices ½ks�� and ½Gs��

calculated from Eq. (1.173) are not diagonal any more although ½k0s�
� and ½G0

s�
� are

diagonal, but remain symmetric. Having calculated the interface load vector,
formulation of the soil–beam interface element can be carried out as explained in
the following section.

1.5.2 Formulation of Interface Element for Soil–Beam
Interactions

In the derivation of an interface element for soil–beam interactions the total
potential energy, which is stated in the complex domain, is used. It is assumed here
that the classical beam theory is applied using pseudo-distributed loadings as

x 

y 

z 

BEAM 

x '

y '

z '

X 

Y 

Z 

Global coordinates

SOIL

Fig. 1.22 Coordinate systems of the interface beam and soil properties
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stated in Eq. (1.164). For convenience, the components of the pseudo-distributed
loadings are stated by vector notation in the complex domain as:

f�qg� ¼ fqg� � La½ �
d2fqg�

dx2
þ Ln½ �

d2fug
dx2

ð1:174aÞ

where {q}* is the applied effective complex load vector of the beam, [La] and [Ln]
are diagonal matrices representing the shear effects, ay and az; and the effect of the
axial force N. They are defined as:

½La� ¼

0 0
ay

az

0
0

0 0

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

and ½Ln� ¼

0 0
N

N
0

0
0 0

2

6

6

6

6

6

6
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7

7

7

7

7

7
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ð1:174bÞ

The applied effective complex load vector {q}* of the beam is expressed from
Fig. 1.21 as written:

fqg� ¼ fq0g � ffsg� ð1:174cÞ

in which {q0} is the externally applied distributed load vector as shown in
Fig. 1.21 for the component in the z direction, q0z, and ffsg� is the complex
interface load vector given by Eq. (1.171). Having introduced Eq. (1.174c) into
Eq. (1.174a) the complex pseudo-distributed load vector f�qg� is obtained as
stated:

f�qg� ¼ fq0g � ffsg� þ ½La�
d2ffsg�

dx2
þ ½Ln�

d2fug
dx2

ð1:175aÞ

assuming that the second derivative of {q0} is zero, which indicates a constant or
linear distribution. Now introducing Eq. (1.171) into Eq. (1.175a) the complex
pseudo-distributed load vector f�qg� can be expressed in terms of displacements
and their derivatives in vector notations as written:

f�qg� ¼fq0g þ ½ks��fugg � ½L��
d2fugg

dx2
þ ½La�½Gs��

d4fugg
dx4

� �

þ � � �

� � � þ ½L�� þ ½Ln�ð Þ d
2fug
dx2

� ½ks��fug
ð1:175bÞ

where the complex matrix ½L�� is defined as:

½L�� ¼ ½Gs�� þ ½La�½ks�� ð1:175cÞ

The total external work of the beam done by the complex pseudo-distributed load

vector f�qg� is a complex scalar and can be calculated from dW�q ¼ dfugTf�qg�
	 


76 1 Finite Element Analysis of Space Frame Structures



or dW�q ¼ f�qg
�T dfug

	 


: In order to maintain symmetry property of stiffness

matrices induced by the soil, we define the external work as written:

W�q ¼
1
2

Z

‘

0

fugTf�qg� þ f�qg�Tfug
� �

dx ð1:176aÞ

or using f�qg� from Eq. (1.175b) the total external work W�q can be expressed as:

W�q ¼
Z

‘

0

fugTfq0gdxþ
Z

‘

0

fugTfqgg�dx� 1
2

Z

‘

0

fugT ½ks��fug dx� � � �

� � � � 1
2

Z

‘

0

dfugT

dx
½Ln�

dfug
dx

dx

0

@

1

A� 1
2

1
2

Z

‘

0

dfugT

dx
½L�� þ ½L��T
� � dfug

dx
dx

0

@

1

A

ð1:176bÞ
in which fqgg� is the complex distributed load vector due to ground motion
depending on the soil properties and shear constants of the beam ay and az: It is
defined as:

fqgg� ¼ ½ks��fugg � ½L��
d2fugg

dx2
þ ½La�½Gs��

d4fugg
dx4

ð1:176cÞ

From Eq. (1.48a) the displacement vector of the beam can be sated as:

uf g ¼ Nu½ �
Nh½ �

� �

df g ! uf g ¼ N½ � df g with N½ � ¼ Nu½ �
Nh½ �

� �

ð1:177Þ

where the matrices [Nu} and [Nh] are given by Eqs. (1.50a, b). Having introduced
{u} from Eq. (1.177) into Eq. (1.176b) the total external work W�q can be
expressed as:

W�q ¼ df gT pq

� �

þ pg

� ��� �

� 1
2

df gT ½kbn� þ ½kbw�� þ ½kbs��ð Þ df g ð1:178Þ

In this equation, {pq} is the consistent load vector of the beam due to external
applied loads as given by Eq. (1.66), {pg}* is the consistent load vector due to
ground motion, [kbn] is the stiffness matrix introduced by the axial force N, [kbw]*

and [kbs]
* are respectively stiffness matrices of the beam due to soil Winkler and

shear properties. These quantities of the soil–beam interface element, which are
introduced by the ground motion and soil properties, are defined as:

Consistent load vector due to ground motion:

pg

� ��¼
Z

‘

0

½N�Tfqgg�dx
ð1:179aÞ
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Stiffness matrix due to axial force N:

½kbn� ¼
Z

‘

0

d N½ �T

dx
½Ln�

d N½ �
dx

dx ð1:179bÞ

Stiffness matrix due to soil shear model:

½kbs�� ¼
Z

‘

0

d N½ �T

dx
½Gs��

d N½ �
dx

dx
ð1:179cÞ

Stiffness matrix due to soil Winkler model:

kbw½ ��¼
Z

‘

0

N½ �T ½ks�� N½ � dxþ � � �

� � � þ 1
2

Z

‘

0

d N½ �T

dx
La½ � ks½ ��þ ks½ ��T La½ �T
� � d N½ �

dx
dx

ð1:179dÞ

By using the stationary property of the total potential energy, given by Eq. (1.53),
with the total complex external work in Eq. (1.178), the stiffness equation of the
soil–beam interface element can be obtained in local coordinates as written in
complex domain:

ff g�¼ k½ �� df g � pf g� ð1:180Þ

where {f}* is the complex member-end force vector, [k]* is the complex member
stiffness matrix and {p}* is the complex member consistent force vector, which are
defined as:

fpg� ¼ pq

� �

þ pg

� ��

½k�� ¼ ½kb� þ ½kbn� þ ½kbw�� þ ½kbs��
ð1:181Þ

In Eq. (1.181), [kb] denotes the member stiffness matrix defined in Eq. (1.63) and
given by Eq. (1.73a). The real and imaginary parts of the complex stiffness
matrices, [kbw]* and [kbs]

*, can be separated as stated:

kbw½ ��¼ kbw½ � þ ix cbw½ �ð Þ and kbs½ ��¼ kbs½ � þ ix cbs½ �ð Þ ð1:182Þ

in which the real parts are the stiffness contribution and the imaginary parts are the
damping contributions as written by,

½k� ¼ ½kb� þ ½kbn� þ ½kbw� þ ½kbs�ð Þ
½c� ¼ ½cb� þ ½cbw� þ ½cbs�ð Þ

ð1:183Þ
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In Eq. (1.183), the subscripts, b, w, and s, denote respectively the beam, soil
Winkler model and soil shear model, [cb] is the material damping matrix of the
beam as given by Eq. (1.83) and the terms in brackets denote the contributions of
the soil. The stiffness and damping matrices, [kbw] and [cbw], are calculated from
Eq. (1.179d) by using spring coefficients and dashpot constants of the dynamic soil
Winkler model given in Eq. (1.170a). The stiffness and damping matrices, [kbs]
and [cbs], are calculated from Eq. (1.179c) by using shear modulli and coefficients
of viscosity of the soil given in Eq. (1.170b). In order to calculate the consistent
load vector of the beam due to a ground motion using Eqs. (1.176c) and (1.179a)
the displacement vector of the soil {ug} is required. For this purpose, earthquake
ground motion based on the Rayleigh wave propagation is used in this book as
explained in the next section.

1.5.3 Ground Deformation Under R-Wave Propagation
and Calculation of the Exerted Force Vector

Seismic waves are related to ground vibration caused by an earthquake which
releases huge energy in the Earth. Seismic waves originate from the source (focus)
of the earthquake, which lies underground at a shallow, intermediate, or deep
depth, and they travel in all directions through the body of the Earth. These waves,
traveling through Earth, are called body waves. Seismic waves also travel along
the surface of Earth, which are called surface waves. There are two main types of
body waves as P-waves (primary) and S-waves (secondary). P-waves compress
and expand the material as they propagate through solids, liquids, and gases. They
have the greatest velocity and reach first to the Earth’s surface. S-waves travel
through materials by shearing them. They propagate only through solids since
liquids and gases do not posses particular shapes. These waves travel slower
through Earth and reach to Earth’s surface as being the second, see e.g., [87–90].

Surface waves differ from body waves as they do not travel through the Earth,
but instead, they travel along or parallel to the surface of the Earth. Surface waves
are the most destructive and they cause the most damage, which behave like
S-waves. They cause up and down and side to side movements as they travel. They
are slower than S-waves. There are two types of S-waves as Love and Rayleigh
waves. Love waves cause horizontal shearing of the ground and vibrate in a
perpendicular direction to wave motion as they propagate. Rayleigh waves cause
both horizontal and vertical movement within the ground. They vibrate in a rolling
motion in the same direction as wave motion. Most of the shaking of an earthquake
is due to these waves. Since Rayleigh waves are the most destructive and cause the
most damage [91], they are used in this book as the source of ground deformations
due to an earthquake motion.

Rayleigh wave propagation is a special case of wave equations that satisfy a
couple of boundary conditions as being a zero-stress state at the ground surface.
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Rayleigh wave is an interaction phenomenon of the P-wave and S-wave, traveling
on the surface of the Earth. Wave equations can be found elsewhere, see e.g., [89],
but for the completeness, the Rayleigh wave equation is presented here first, and
then the ground deformations are derived. It is assumed that the soil medium is
represented by an isotropic, homogenous elastic half-space. The dynamic equi-
librium equations of a 2D-soil element, which is shown in Fig. 1.23, are stated as:

qs

o2ux

ot2
¼ orx

ox
þ osxz

oz

qs

o2uz

ot2
¼ orz

oz
þ osxz

ox

ð1:184Þ

in which qs is the mass density of the soil. From the theory of elasticity [23, 24] the
stress and strain components are written as:

rx ¼
Es

ð1þ msÞð1� 2msÞ
1� msð Þex þ msez½ �

rz ¼
Es

ð1þ msÞð1� 2msÞ
msex þ 1� msð Þez½ �

sxz ¼ Gs cxz ! Gs ¼
Es

2ð1þ msÞ

and

ex ¼
oux

ox

ez ¼
ouz

oz

cxz ¼
oux

oz
þ ouz

ox

ð1:185Þ

where Es, Gs, and ms are respectively the elasticity modulus, shear modulus and
Poisson’s ratio of the soil. Having defined vp and vs as being velocities of the
P-wave and S-wave respectively by:

v2
p ¼

Es

qs

1� msð Þ
1þ msð Þ 1� 2msð Þ

v2
s ¼

Gs

qs

ð1:186Þ
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Fig. 1.23 An infinitesimal
element in 2D isotropic,
homogenous elastic soil
medium
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and using Eq. (1.185) into Eq. (1.184), the dynamic equilibrium equations of the
soil element can be stated in terms of derivatives of the displacements as written:

o2ux

ot2
¼ v2

p

o

ox

oux

ox
þ ouz

oz

� �

þ v2
s

o

oz

oux

oz
� ouz

ox

� �

o2uz

ot2
¼ v2

p

o

oz

oux

ox
þ ouz

oz

� �

� v2
s

o

ox

oux

oz
� ouz

ox

� �

ð1:187Þ

Now, let us define two displacement potentials as / and w such that:

ux ¼
o/
ox
� ow

oz
and uz ¼

o/
oz
þ ow

ox
ð1:188Þ

and having used these potentials in Eq. (1.187) the following differential equations
can be obtained.

o2/
ot2
¼ v2

p

o2/
ox2
þ o2/

oz2

� �

o2w
ot2
¼ v2

s

o2w
ox2
þ o2w

oz2

� �

ð1:189Þ

The solution of these differential equations yields the potential functions, / and w,
as written:

/ ¼ A e�apz eiðxt�kxÞ

w ¼ B e�asz eiðxt�kxÞ

9

=

;

where a2
p ¼ k2 1� c2

v2
p

 !

; a2
s ¼ k2 1� c2

v2
s

� �

ð1:190aÞ

in which A and B are constants to be determined from boundary conditions, k is
the wave number and c is the wave velocity as defined by:

k ¼ 2p
k
; c ¼ k

T
; x ¼ 2p

T

�

! k ¼ x
c

	 


ð1:190bÞ

In Eq. (1.190b), k is the wave length, T and x are respectively the period and
frequency of the wave. As it is seen from Eq. (1.190a), the potential / is char-
acterized by the P-wave and w is characterized by the S-wave. Having introduced
these potentials from Eq. (1.190a) into Eq. (1.188), the absolute displacements ux

and uz of the soil can be obtained as:

ux ¼ �ikA e�apz þ Base�aszð Þeiðxt�kxÞ

uz ¼ �A ape�apz � ikB e�asz
� �

eiðxt�kxÞ with i ¼
ffiffiffiffiffiffiffi

�1
p	 


ð1:191Þ

Equation (1.191) is general statements of displacements due to plane waves. In
order to obtain the R-wave propagation the zero-stress condition (rz = 0 and
sxz = 0) at the ground surface (z = 0) is imposed. Having carried out this impo-
sition from Eq. (1.185), the following equations are obtained.
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� ms

1� msð Þ k
2 þ a2

p

� �

Aþ ikas

1� 2ms

1� ms

� �

B ¼ 0

2ikapA � a2
s þ k2

� �

B ¼ 0

ð1:192aÞ

or using the relations:

1� 2msð Þ
1� msð Þ ¼ 2

v2
s

v2
p

and a2
s þ k2

� �

¼ k2 2� c2

v2
s

� �

ð1:192bÞ

it is written as:

k2 2� c2

v2
s

� �

Aþ 2ikasB ¼ 0

2ikapA � k2 2� c2

v2
s

� �

B ¼ 0

ð1:192cÞ

For the nontrivial solution of Eq. (1.192c) its determinate must be zero, which
leads to the wave dispersion relation as:

2� c2

v2
s

� �2

¼ 4
k2

asap ! c ¼ vR ð1:193aÞ

where vR is the velocity of the R-wave propagation as obtained from the solution
of the dispersion relation, which leads to:

g3 � 8g2 þ 8
2� ms

1� ms

� �

g� 8
1� msð Þ ¼ 0

� �

where g ¼ vR

vs

� �2

ð1:193bÞ

From Eq. (1.192c) the constant B can be obtained in terms of the constant A as
written by:

B ¼ i

2ask
k2 þ a2

s

� �

A or B ¼ i

ffiffiffiffiffi

ap

as

r

A ð1:194Þ

Having introduced B from Eq. (1.194) into Eq. (1.191) the displacements ux and
uz, which will be denoted by ugx and ugz henceforth (the subscript g indicates
ground), can be stated as:

ugx ¼ �i ûg0 HgxðzÞ eiðxt�kxÞ

ugz ¼ ûg0 HgzðzÞ eiðxt�kxÞ

)

!
HgxðzÞ ¼ A � as

k

ffiffiffiffiffi

ap

as

r

e�asz þ e�apz

� �

HgzðzÞ ¼ A

ffiffiffiffiffi

ap

as

r

e�asz � ap

k
e�apz

� �

8

>

>

>

<

>

>

>

:

ð1:195aÞ

where ûg0 is the maximum amplitude of the ground displacement at the surface.
Since the vertical displacement uz is greater than the horizontal displacement ux,
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the amplitude ûg0 is taken as the amplitude of uz, i.e., ûg0 ¼ ûzgð0Þ; at the ground
surface. The ratio between amplitudes of uz and ux at the surface can be obtained as
written:

b ¼ ûgzð0Þ
ûgxð0Þ

! b ¼
k2 þ a2

s

� �

2kas

or b ¼
ffiffiffiffiffi

ap

as

r

ð1:195bÞ

The coefficient A may be considered as an amplification factor and determined
using ûg0 at the ground surface as written:

A ¼ k

ap

k2 þ a2
s

� �

k2 � a2
s

� � or A ¼ 2
b

vs

vR

� �2

ð1:195cÞ

In the reel domain, the trajectory of the soil particle motion at a depth of z is an
elliptical form with the equation expressed as:

Re:ugx

HgxðzÞ

� �2

þ Re:ugz

HgzðzÞ

� �2

¼ û2
g0 ð1:196Þ

The absolute displacement functions, ux(z) and uz(z), decay with increasing depth
of the ground as shown in Fig. 1.24 for a unit amplitude of ûzgð0Þ and soil
properties given in the figure. The velocities of waves are calculated to be,
vp = 307.8 m/s, vs = 125.7 m/s, and vR = 118.4 m/s. The velocity of the R-wave
is somewhat less than that of the S-wave.
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Trajectory of particle 
motion at the ground 
surface 
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vR=118.4 m/s 

Fig. 1.24 Ground displacements under R-wave propagation and trajectory of particle motion

1.5 An Interface Beam Element 83



Having determined the ground displacements as given in Eq. (1.195a) in the
wave propagation coordinates, the rotation of the soil will also be calculated. Since
a 2D wave propagation is considered in the (x–z) plane, shown in Fig. 1.23, there
is only one rotation in this plane as hgy(z), which is vectorially in the y coordinate
direction normal to the (x–z) plane. Since a small rectangular element of the soil
becomes a parallelogram after the deformation, the rotation can be expressed as:

hgyðzÞ ¼
ougx

oz
� ougz

ox

� �

ð1:197aÞ

Having introduced ugx and ugz from Eq. (1.195a) into Eq. (1.197a) the absolute
rotation hgy(z) is obtained as stated:

hgyðzÞ ¼ i ûg0HghðzÞeiðxt�kxÞ ! HghðzÞ ¼ A k b
vR

vs

� �2

e�asz

 !

ð1:197bÞ

As mentioned above other rotations (hgx and hgz) are zero in the coordinates of
wave propagation. The displacement and rotation vectors of the absolute ground
deformation {ugR}a and {hgR}a under the R-wave propagation can be written in the
coordinates of wave propagation as:

fugRga ¼ u
_

g0

� i HgxðzÞ
0

HgzðzÞ

8

>

<

>

:

9

>

=

>

;

eiðxt�kxÞ and fhgRga ¼ u
_

g0

0

i HghðzÞ
0

8

>

<

>

:

9

>

=

>

;

eiðxt�kxÞ

ð1:198Þ

Having determined displacements and rotations of the ground under the R-wave
propagation, the exerted consistent load vector of the beam can be calculated using
Eqs. (1.176c) and (1.179a) as presented in the next section.

1.5.3.1 Member Consistent Load Vector Due to Ground Deformation
Under R-Wave Propagation

Formulation of the member consistent load vector exerted by ground deformations
is presented in Sect. 1.5.2. It is calculated from Eq. (1.179a), in which the complex
distributed load vector of ground motion fqgg� is defined by Eq. (1.176c) in
member local coordinates as depending on ground displacements and their
derivatives. The ground displacements are formulated in the R-wave propagation
coordinates as given by Eq. (1.198). To calculate the associated consistent load
vector of the member the R-wave ground displacements will be transformed to the
member local coordinates. For this purpose, the R-wave propagation coordinates
(xr, yr, zr) are defined in the system global coordinates (X, Y, Z), and then trans-
formations are made to obtain ground displacements in the member local coor-
dinates. The R-wave propagates in the xr direction making an angle ur from the
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global X axis as shown in Fig. 1.25 assuming that the ground surface is on the (X,
Y) plane and the Z axis is in upward position. The absolute ground displacements
and rotations in the global coordinates,{uGR}a and {hGR}a, can be expressed as:

uGRf ga¼ tR½ � ugR

� �

a
and hGRf ga¼ tR½ � hgR

� �

a
ð1:199aÞ

where [tR] is the transformation matrix defined from Fig. 1.25 as:

tR½ � ¼
cos ur sin ur 0
sin ur � cos ur 0
0 0 �1

2

4

3

5 ð1:199bÞ

Next step is to transform these displacement and rotation vectors to the member
local coordinates, in which they are denoted by {uR}a and {hR}a. Using
Eqs. (1.91) and (1.199a) these vectors are written:

fuRga ¼ ½t�fuGRga and fhRga ¼ ½t�fhGRga

fuRga ¼ ½t�½tR�fugRga and fhRga ¼ ½t�½tR�fhgRga

ð1:200Þ

In Eq. (1.200), the transformation matrix [t] is given by Eq. (1.98a). With these
definitions the absolute ground deformation vector can be stated:

ug

� �

a¼
½t� tR½ � ugR

� �

a

½t� tR½ � hgR

� �

a

( )

! ug

� �

a¼ TR½ �
ugR

� �

a

hgR

� �

a

( )

ð1:201aÞ

where the transformation matrix [TR] is defined:

TR½ � ¼
½t� tR½ � 0
0 ½t� tR½ �

� �

ð1:201bÞ

In the earthquake analysis, structural deformations are defined as being relative to
the ground surface so that absolute deformations of the structure consist of rigid
body motion of the ground surface and the relative structural deformations. For the
consistency, the ground deformation vector {ug} in the load vector fqgg� must also
be defined relative to the ground surface as written:

R-wave propagation direction 

xr

zr

yr 

Ground surface Y

Z

X 

r

Fig. 1.25 R-wave
propagation with respect to
global coordinates (X, Y, Z)
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ug

� �

¼ ug zrð Þ
� �

a� ugð0Þ
� �

a ð1:202Þ

This vector of relative ground deformations is stated explicitly as:

ug

� �

¼ ûg0 Hg

� ��
eixt ! Hg

� ��¼ TR½ �

� i Hgx zrð Þ � Hgxð0Þ
� �

0

Hgz zrð Þ � Hgzð0Þ
� �

0

Hgh zrð Þ � Hghð0Þ
� �

0

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

9

>

>

>

>

>

>

>

>

>

=

>

>

>

>

>

>

>

>

>

;

e�ikxr

ð1:203Þ

where the transformation matrix [TR] is defined in Eq. (1.201b). In the load vector
fqgg�; the derivatives of {ug} are calculated from Eq. (1.203). Having introduced
these derivatives into Eq. (1.176c) the load vector becomes:

qg

� ��¼ kg

� ��
ug

� �

! kg

� ��¼ ks½ ��þk2 ½L�� þ k4 La½ � Gs½ �� ð1:204Þ

in which ks½ ��; ½L��; La½ � and Gs½ �� are defined, respectively in Eqs. (1.170a),
(1.175c), (1.174b) and (1.170b). Since the wave number k is a small quantity, the
second and third terms in Eq. (1.204) will be small and may be neglected. Having
introduced Eq. (1.203) into Eq. (1.204) the load vector qg

� ��
in the member local

coordinates can be stated as:

qg

� ��¼ ûg0 kg

� ��
Hg xr; zrð Þ
� ��

eixt ð1:205Þ

in which the vector Hg xr; zrð Þ
� ��

is a function of the R-wave propagation coor-
dinates xr and zr. Due to transformations, these coordinates will depend on the
member axial coordinate x, which is the variable of shape functions of the
member. Having carried out these transformations the coordinates of R-wave
propagation can be obtained in terms of member axial coordinate x as written:

xr ¼ cos urX1 þ sin urY1ð Þ þ cos urcx þ sin urcy

� �

x

zr ¼ �Z1 � czx
ð1:206Þ

in which (X1, Y1, Z1) are the global coordinates of the member end (1) shown in
Fig. 1.6, (cx, cy, cz) are the cosine directions of the member axis as defined in
Eq. (1.93). By using Eq. (1.205) in Eq. (1.179a) the complex consistent load
vector pg

� ��
due to ground deformations under the R-wave propagation can be

expressed as:

pg

� ��¼ ûg0 Hgp

� ��
eixt ! Hgp

� ��¼
Z

‘

0

½N�T kg

� ��
Hg xr; zrð Þ
� ��

dx ð1:207Þ
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The vector Hgp

� ��
is numerically calculated using the shape functions matrix

[N] from Eq. (1.177), Hg xr; zrð Þ
� ��

from Eq. (1.203), and xr and zr from
Eq. (1.206). With the calculation of the consistent load vector due to ground
deformation, the interface element for the soil–beam interaction is fully deter-
mined since the stiffness and damping matrices introduced by the soil have been
already explained as presented in Eq. (1.183). So far, at element level, major
ingredients are explained to make static and dynamic analyses of a structural
system. Since the static analysis is straightforward, attention is paid further to the
dynamic analysis. As being preliminary to dynamic response analysis, calculation
of natural frequencies and mode shapes of a structural system is outlined in the
following section.

1.6 Calculation of Natural Frequencies and Mode Shapes,
Eigenvalue Solution

Natural frequencies and mode shapes of structures are important characteristics in
structural vibrations. To make a safe design under dynamic excitations, it is useful
to know these characteristics to prevent resonance conditions or peak responses,
which occur if natural frequencies are at the close proximity of fundamental fre-
quency of an excitation phenomenon, such as earthquakes, waves, and winds. In
practice, excitation phenomena are uncontrollable. But, knowing their frequency
ranges from recorded or observed data of occurrences is helpful information for
designers, such that they can manage a structural design with natural frequencies
far away from the excitation frequency region. The natural mode shapes are also
important measures of responses since they contribute to response displacements
of structural systems under a dynamic loading. The natural frequencies and mode
shapes are undamped free vibration characteristics of structures and independent
of applied loads. They are calculated from the solution of eigenvalue problems that
obtained from free vibrations of structures without damping as explained in this
section.

The dynamic equilibrium equation of a structural system is given by Eq. (1.86).
For free undamped vibration this equation can be stated:

K½ � DðtÞf g þ M½ � €DðtÞ
� �

¼ 0 ð1:208Þ

The stiffness matrix [K] and mass matrix [M] of the system are obtained from the
assembly process of elements, and the mass matrix also includes concentrated
masses applied at some joints of the structure. The solution of Eq. (1.208) suggests
a harmonic displacement vector with respect to time t and a vector, say {/}, which
is a function of coordinates only. Thus,

DðtÞf g ¼ f/g eixt ! x : angular frequency rad/sð Þ ð1:209Þ
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Having introduced {D(t)} from Eq. (1.209) into Eq. (1.208) it is obtained that

K½ � � x2 M½ �
� �

f/g ¼ 0 ð1:210Þ

which is a general eigenvalue problem [58] with symmetrical matrices [K] and
[M]. Here, x is a natural frequency and {/} is the corresponding eigenmode
vector. The frequency x and eigenmode vector {/} are not independent and they
correspond to each other, i.e., for the natural frequency xk the eigenmode vector
will be {/}k. and vice versa. The number of eigenmodes of a structural system is
equal to the number DOF, each of which satisfies the eigenvalue problem given by
Eq. (1.210). There are some properties of eigenmode vectors that used in the
response calculation as presented here. For this purpose, let us consider two
eigenmodes as k and r so that

K½ � � x2
k M½ �

� �

f/gk ¼ 0 and K½ � � x2
r M½ �

� �

f/gr ¼ 0 ð1:211Þ

We multiply the first one by the transpose of eigenmode vector {/}r, to obtain:

f/gT
r K½ � � x2

k M½ �
� �

f/gk ¼ 0 ð1:212Þ

Having stated the terms of [K] and [M] in terms of other at a time by using
Eq. (1.211) and the symmetry property of [K] and [M], and inserted it into
Eq. (1.212) the following equations are obtained.

x2
r � x2

k

� �

f/gT
r M½ �f/gk ¼ 0 and 1� x2

k=x
2
r

� �

f/gT
r K½ �f/gk ¼ 0 ð1:213aÞ

Since natural frequencies xk and xr are not zero, for unequal eigenmodes k and r,
i.e., xk 6¼ xrð Þ; the only conditions to satisfy Eq. (1.213a) are:

f/gT
r M½ �f/gk ¼ 0 and f/gT

r K½ �f/gk ¼ 0 ð1:213bÞ

These conditions of eigenmodes are known as the orthogonality properties and play
very important role in the response calculation. These properties are also valid for
orthogonal eigenmodes (free vibrations in perpendicular directions occurring with
symmetrical structures) with equal frequencies xk ¼ xrð Þ: If the two eigenmodes
are same, i.e., (k = r), and thus f/gk ¼ f/grð Þ; Eq. (1.213b) becomes:

f/gT
r M½ �f/gr ¼ mr and f/gT

r K½ �f/gr ¼ kr ð1:214Þ

Here mr and kr are the measures of the mass and stiffness of an equivalent vibration
system with a single degree of freedom. These quantities are known as the modal
mass and stiffness, or more commonly the generalized mass and stiffness, which
are also used in this book. Their quantities depend on amplitudes of eigenmodes.
In practice, it is customary to specify the largest element of an eigenmode to equal
one and, by scaling, adjust the remaining elements accordingly. This is known as
the normalization process and the resulting vectors are known as the normal, or
normalized, eigenmodes, which are called just eigenmodes henceforth in this book.

88 1 Finite Element Analysis of Space Frame Structures



Sometimes, the normalization process is carried out such that (mr = 1) or (kr = 1).
In this book, the normalization process with the largest element equal to one is
used. In order to find natural frequencies and mode shapes the eigenvalue problem
given by Eq. (1.210) must be solved. A simplest one is to use the Rayleigh
quotient to calculate approximate natural frequency, which derived from
Eq. (1.212). When the eigenmodes k and r are the same, it is expressed that

x2
r ¼

kr

mr
! x2

r ¼
f/gT

r K½ �f/gr

f/gT
r M½ �f/gr

ð1:215aÞ

In the light of this expression, for a an arbitrary vector {X}, the natural frequency
is approximated from,

x2 ¼ fXg
T K½ �fXg

fXgT M½ �fXg
ð1:215bÞ

It can be shown [95] that x2
1�x2�x2

q

	 


: If we vary the vector {X} the minimum

of x2 will be obtained as x2
1 with the eigenvector {/}1. The following section

presents a brief review of solutions and most commonly used methods.

1.6.1 Eigenvalue Solution

Natural frequencies and mode shapes of structural systems are very important
characteristics in the dynamic analysis. In practice, the dynamic analysis is usually
carried out by using contributions of a few dominant natural modes so that solution
of the structural eigenvalue problem is required. The algebraic eigenvalue prob-
lems and their solutions were studied for a long time and the solution algorithms
were reported in general in many books, see e.g., [92–94]. Some of well-known
solution methods, such as QR, Jacobi and Housholder transformation methods
[95], deal with calculating all eigenpairs which may be time consuming for large
structural systems. From the engineering point of view, only a limited number of
dominant eigenpairs are needed in practice so that solution methods which cal-
culate a limited number of dominant eigenpairs are more attractive than other
methods. In practice, the inverse iteration (power method), the subspace iteration
[95] and the Lanczos algorithm [96] are well-known and largely used to calculate a
limited number of eigenpairs. In order to calculate higher eigenpairs by the inverse
iteration method a matrix deflation process, or the Gram–Schmidt orthogonali-
zation [95], must be used while the subspace iteration method and the Lanczos
algorithm can directly calculate the required number of eigenpairs. The inverse
and the subspace iterations are known as numerically stable and the Lanczos
algorithm displays a poor stability although its computational performance is
rather good [96]. The subspace iteration method can converge in a few steps if the
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initial start vectors are properly estimated. It is, therefore, said that the method is
powerful. If, however, the initial start vectors are poorly conditioned, extra iter-
ation steps need to be carried out. This operation slows down the computation
performance considerably, because the Rayleigh–Ritz procedure [58] is applied in
each iteration step which may be time consuming. This drawback can be overcome
by disregarding some of the Ritz procedure from certain iteration steps and
obtaining a higher convergence rate [97]. This accelerated technique is equivalent
to combining both the standard subspace and the power iteration methods. Since
eigenvalue solution algorithms and related programs are available in many
libraries for scientific calculations there are not considered further in this book,
except for power and subspace iteration algorithms which are outlined in the next
sections for the completeness of the book.

1.6.1.1 Power Iteration Method

Power, or vector, iteration method is an effective and powerful eigenvalue solution
method to calculate few lowest natural frequencies and mode shapes that are
sufficient to obtain acceptable responses. The method is based on the calculation of
an algebraic eigenvalue from the power of a matrix, say [A], using the eigenvalue
property:

½A�nfXg ¼ knfXg ð1:216Þ

where the power n is a large integer number, {X} is an arbitrary vector and k is the
eigenvalue of the matrix [A]. The arbitrary vector {X} can be stated as a linear
combination of the eigenvectors of the matrix [A]:

fXg ¼
X

q

i¼1

cif/gi ð1:217Þ

in which ci and {/}i (i = 1, 2, …, q) are constants and eigenvectors of [A]. Having
introduced this vector into the left hand side of Eq. (1.216) and rearranging the
equation it can be expressed that

X

q

i¼1

cik
n
i f/gi ¼ knfXg ! kn

1 c1f/g1 þ
X

q

i¼2

ki

k1

� �n

cik
n
i f/gi

 !

¼ knfXg

ð1:218Þ

We assume that all eigenvalues are ordered from the biggest to the smallest as
written k1 [ k2 [ ���[ kq. It can be seen from Eq. (1.218) that, for a sufficiently
large number n, the eigenvalue k approaches k1 and the vector {X} approaches the
eigenvector {/}1. This is the basis of the power iteration method with a systematic
calculation algorithm. In the structural analysis, the eigenvalue problem is stated
from Eq. (1.210) as
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K½ �f/g ¼ x2 M½ �f/g ! 1
x2
f/g ¼ K½ ��1 M½ �f/g ð1:219Þ

The iterative solution of this equation is known as the inverse power method. The
iteration is started with an initial guess vector {X}0 of the vibration mode so that

K½ �fXgkþ1 ¼ fYgk ! fYgk ¼ M½ �fXgk where k ¼ 0; 1; 2; . . .; nð Þ ð1:220Þ

After the vector {X}k+1 is calculated it is normalized to obtain a unit value for the
largest element. Then the natural frequency is estimated from the Rayleigh quo-
tient using Eq. (1.215b). Thus, at the end of iteration (k ? 1), it is:

x2
� �

kþ1¼
Xkþ1f gT K½ � Xkþ1f g
Xkþ1f gT M½ � Xkþ1f g

! x2
� �

kþ1¼
Xkþ1f gTfYgk

Xkþ1f gTfYgkþ1

ð1:221Þ

The iteration continues until a required precision is obtained. At the end of iter-
ation, x2ð Þqþ1 approaches x2

1 and {X}k+1 approaches the eigenvector {/}1 of the
lowest eigenmode.

For the calculation of higher eigenmodes, a sweeping or mass deflation process
is used. It is assumed that the first lowest (p - 1) eigenmodes are calculated and
we intend to calculate the (p)th eigenmode. For this purpose we use a mass matrix:

½M��p ¼ I �
X

p�1

i¼1

1
ki

K½ �f/gif/g
T
i

 !

M½ � ð1:222Þ

in which I denotes a unit matrix and ki is the generalized stiffness for the mode
i. Eq. (1.222) is the definition of the deflated mass matrix from which the first
(p - 1) eigenvectors are eliminated. Using this mass matrix the power iteration
converges to the (p)th eigenvector. The iteration follows with selecting an initial
guess vector fXg0 and proceeds similar to Eq. (1.220) as stated:

K½ �fXgkþ1 ¼ fYg
�
k ! fYg�k ¼ ½M�

�
pfXgk where k ¼ 0; 1; 2; . . .; nð Þ ð1:223aÞ

Having introduced the deflated mass matrix into Eq. (1.223a) the vectors fYg�k and
{X}k+1 can be written:

fYg�k ¼ fYgk �
X

p�1

i¼1

f/gT
i fYgk

ki
K½ �f/gi

 !

! fYgk ¼ M½ �fXgk

fXgkþ1 ¼ K½ ��1fYgk �
X

p�1

i¼1

f/gT
i fYgk

ki
f/gi

 ! ð1:223bÞ

For an arbitrary vector {X}, let us calculate the generalized mass, m�p�1:
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m�p ¼ fXg
T ½M��pfXg ! m�p ¼ mx �

X

p�1

i¼1

kxi

ki
mix ð1:224aÞ

The generalized masses, mx and mix, and the generalized stiffness kxi are defined as:

mx ¼ fXgT M½ �fXg;mix ¼ f/gT
i M½ �fXg and kxi ¼ fXgT K½ �f/gi ð1:224bÞ

After the end of iterations, it is now assume that the vector {X} approaches an
eigenvector, say {/}r, i.e., fXg ! f/gr: In this case, from Eqs. (1.224a) and
(1.224b) it is seen that

m�p ¼ mr if ðr 6¼ iÞ
m�p ¼ 0 if ðr ¼ iÞ

)

i ¼ 1; 2; . . .p� 1ð Þ ð1:225Þ

For the eigenmodes (r \ p) the generalized mass becomes zero, and thus the
power iteration with the inflated mass matrix ½M��p produces the next lowest

eigenmode with m�p ¼ mp

	 


: Calculation of the eigenvector {/}p follows the

iterations given in Eqs. (1.223a, b). The corresponding natural frequency is cal-
culated from the Rayleigh quotient:

x2
p

	 


kþ1
¼
fXgT

kþ1 K½ �fXgkþ1

fXgT
kþ1½M�

�
pfXgkþ1

! x2
p

	 


kþ1
¼
fXgT

kþ1fYg
�
k

fXgT
kþ1fYg

�
kþ1

ð1:226Þ

where the vector fYg�kþ1 is calculated from Eq. (1.223b) by using the vector
fXgkþ1 instead of fXgk: The power iteration algorithm is an efficient tool to
calculate few lowest natural frequencies and mode shapes of large structural
systems. One other powerful method in the eigenvalue solution is the subspace
iteration method to calculate a limited number of lowest eigenvalues. Its calcu-
lation algorithm is briefly explained in the next section.

1.6.1.2 Subspace Iteration Method

The subspace iteration method is applied to calculate eigenvalues and eigenvectors
of matrices as a generalization of the power iteration method explained above. It
iterates simultaneously on a number of initial vectors instead of single vector
iteration. During the iteration process the orthogonality condition of vectors is used
to avoid a linear dependence. The subspace iteration method is an iterative mul-
tistep Rayleigh–Ritz procedure which reduces the original eigenvalue problem to
that with a limited number of eigenvalues to be calculated. The Rayleigh–Ritz
procedure is an approximate method to calculate a limited number of lowest natural
frequencies and mode shapes of a general structural eigenvalue problem [95].
In order to explain the Rayleigh–Ritz procedure, the first (q) eigenvectors are
denoted by {/}1, {/}2, …, {/}q with corresponding natural frequencies x1, x2, …,
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xq. In the matrix form, these eigenvectors are shown by [U] with dimensions of
(n 9 q) where n is the total number of DOF of the structural system and q is the
number of natural frequencies to be calculated. This limited number of eigenvectors
can be approximated by using the Rayleigh–Ritz procedure [95],

½U� ¼ ½W� ½Z� ð1:227Þ

where the matrix [W] with (n 9 q) dimensions consists of predefined Ritz basis
vectors,{W}1, {W}2, …, {W}q and [Z] with (q 9 q) dimensions consists of Ritz
coordinates which will be determined by applying the criterion of using minimum
Rayleigh quotients. In the matrix notation, the Rayleigh quotients are written

½U�T ½M�½U�
� �

½X� ¼ ½U�T ½K�½U� ! ½Z�T �M½ � ½Z�
� �

½X� ¼ ½Z�T �K½ � ½Z� ð1:228aÞ

where [X] is a diagonal matrix which contains x2
i with (i = 1,2, …, q) and the

reduced stiffness and mass matrices with (q 9 q) dimensions are defined

�M½ � ¼ ½W�T ½M�½W� and �K½ � ¼ ½W�T ½K�½W� ð1:228bÞ

in which [K] and [M] are the system stiffness and mass matrices, The minimum
condition of [X] with respect to the Ritz coordinates is obtained from

d½X� ¼ 0 ! d½Z�T �K½ � ½Z� � �M½ � ½Z�½X�ð Þ ! �K½ � ½Z� ¼ �M½ � ½Z�½X� ð1:229Þ

which is an eigenvalue problem with the stiffness and mass matrices �K½ � and �M½ �
with the natural frequencies, x1, x2, …, xq, of the original structural system. As it
is seen from Eq. (1.229) the Ritz coordinates are the solution to the eigenvectors
stated in Eq. (1.229). The solution of this reduced eigenvalue problem can be
easily carried out by using the generalized Jacobi method [95]. Then, the eigen-
vectors of the original system, {/}1, {/}2, …, {/}q, will be estimated using
Eq. (1.227). The Rayleigh–Ritz procedure is a one-step calculation and its pre-
cision depends on the choice of the Ritz basis vectors, {W}1, {W}2, …, {W}q, so
that it may not always produce acceptable results. In order to obtain more accurate
results, the subspace iteration is used as explained in the following.

In the subspace iteration method, the Ritz basis vectors are updated after each
iteration step and the iteration continues until a required precision is obtained for
all eigenvalues that required. In practice, the start vectors can be estimated from
the static analysis under Rayleigh loadings which increase the calculation per-
formances considerably. In the power iteration method, the iteration sequence is
stated in Eq. (1.220) as written

K½ �½X�kþ1 ¼ M½ �½X�k with k ¼ 0; 1; 2; . . .; nð Þ ð1:230Þ

in which [X] is the matrix of iteration vectors, {X1}, {X2}, …., {Xq}. In the
subspace iteration method, the algorithm follows the calculation steps:
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1. Select a set of initial start vectors, {X1}0, {X2}0, …., {Xp}0 included in the
matrix [X]0, where (p) is a number of iteration vectors [95] defined from
p = min. (q ? 8, 2q).

2. Calculate the Ritz basis vectors, {W}1, {W}2, …., {W}p in the matrix [W] from
the solution of Eq. (1.230) as to be W½ �kþ1¼ ½X�kþ1 for the iteration number k.

3. Calculate the reduced stiffness and mass matrices, �K½ � and �M½ �; with
(p 9 p) dimensions using Eq. (1.228b).

4. Solve the eigenvalue problem given in Eq. (1.229) to calculate the Ritz coor-
dinates [Z] with (p 9 p) dimensions.

5. Arrange the calculated natural frequencies and eigenvectors, [Z], in ascending
order so that x1 \ x2 \ ���\ xp.

6. Estimate the eigenvectors, {/}1, {/}2, …, {/}p in the matrix form [U]k for the
iteration k using Eq. (1.227).

7. Check for the convergence of the required (the first q) eigenvalues.
8. If the required eigenvalues converge, then stop the iteration. If not, update the

start vectors as X½ �k¼ ½U�k and go to step (2). Repeat this iteration until a
required convergence is obtained.

The performance of the subspace iteration method can be considerably
increased using accelerated iterations in which some of the Rayleigh–Ritz pro-
cedure is omitted from certain iteration steps and obtaining a higher convergence
rate [97, 98]. In the following section, the calculation of natural frequencies and
mode shapes of structures with some damaged or deteriorated members is
presented.

1.6.2 Eigenvalue Solution of Deteriorated Structures

Deterioration of structural components is a time dependent process that constitutes
a failure sequence of structures. The deterioration mechanism reduces kinematic
connectivity and cross-sectional properties of members, and thus it leads to
member resistance deterioration. Deterioration affects dynamic properties of
structures that response results can be changed considerably. Formulation of a
calculation model for deteriorated members is presented in Sect. 1.3. In this
section, the calculation algorithm of natural frequencies and mode shapes of
structures with some deteriorated members is presented. For this purpose, the
system stiffness matrix is formulated in a decremental form, and accordingly, the
mass is redistributed to member ends in a similar manner. The stiffness and mass
matrices of deteriorated members, ½k0� and ½m0�; are given respectively in
Eqs. (1.117b, d). These matrices can be expressed in the form,

½k0� ¼ ½k� � ½Dk�ð Þ and ½m0� ¼ ½m� � ½Dm�ð Þ ð1:231aÞ
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where [Dk] is the decremental stiffness matrix and [Dm] is a difference mass matrix
due to redistribution of the member mass. From Eqs. (1.117b), (d) they are defined

½Dk� ¼ ½k� I � ½T �ð Þ and ½Dm� ¼ ½m� � ½T �T ½m� ½T�
� �

ð1:231bÞ

in which [T] is the connectivity matrix of the deteriorated member given in
Eq. (1.117a). The stiffness and mass matrices of the structural system can be stated
similar to Eq. (1.231a) as written

½K 0� ¼ ½K� � ½DK�ð Þ and ½M0� ¼ ½M� � ½DM�ð Þ ð1:232Þ

where [DK] and [DM] are obtained from the assembly process of [Dk] and [Dm] of
all deteriorated members, which are symbolically shown for a number of deteri-
orated members (nd) by

½DK� ¼
X

nd

i¼1

½Dk�i and ½DM� ¼
X

nd

i¼1

½Dm�i ð1:233Þ

Having obtained the system stiffness and mass matrices, ½K 0� and ½M0�; the
eigenvalue problem can be solved to find natural frequencies and mode shapes of a
deteriorated structure by using a solution method explained in previous sections.
Since only few members in a structural system may be damaged before a complete
failure occurs, the decremental stiffness matrix will be relatively small. Using this
property, the calculation algorithm of the eigenvalue problem of a damaged
structure can be simplified.

Since the eigenvectors of the damaged structure are close to those of the pre-
vious state or undamaged structure, the power iteration method will provide an
efficient methodology to calculate natural frequencies and mode shapes of the
current state of the damaged structure. The algorithm of the power iteration is
given in Eq. (1.223b) in general. By considering the deflated mass matrix this
iteration algorithm can be written for the damaged structure:

fY 0gk ¼ M½ �fXgk � ½DM�fXgkð Þ

fY 0g�k ¼ fY 0gk �
X

p�1

i¼1

f/0gT
i fY 0gk

k0i
K½ �f/0gi � ½DK� f/0gið Þ

 !

fXgkþ1 ¼ K 0½ ��1fY 0g�k

ð1:234Þ

where the prime 0ð Þ denotes the damaged structure. The iteration process requires
inversion of the stiffness matrix ½K 0� which will be carried out approximately using
Neumann expansion [99]. From Eq. (1.232) it is written

½K 0� ¼ ½K� I � ½P�ð Þ ! ½P� ¼ ½K��1½DK� ð1:235aÞ

and the inversion is
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½K 0��1 ¼ I � ½P�ð Þ�1½K��1 ! I � ½P�ð Þ�1’ I þ
X

nN

n¼1

½P�n
 !

ð1:235bÞ

where nN is the number of expansion for the approximate inversion. Since the
matrix [P] is very small, a few expansion terms are sufficient to produce an
acceptable inversion. Having introduced Eq. (1.235b) into Eq. (1.234) it can be
stated that

fXgkþ1 ¼ fZ 0gk þ
X

nN

n¼1

fQngk �
X

p�1

i¼1

f/0gT
i fY 0gk

k0i
f/0gi

 !

ð1:236aÞ

where the vectors fZ 0gk is calculated from

fZ 0gk ¼ ½K�
�1fY 0gk ð1:236bÞ

and vector fQngk is defined and calculated from the following recursive relation:

fQngk ¼ ½P�
nfZ 0gk ! fQngk ¼ ½P�fQn�1gk with fQ0gk ¼ fZ 0gkð Þ ð1:236cÞ

or using [P] from Eq. (1.235a) it s stated that

Qnf gk¼ ½K�
�1 DQn�1f gk with DQ0f gk¼ ½DK�fZ 0gk ð1:236dÞ

The iteration is carried out until a required convergence is obtained to calculate
natural frequency and mode shape of the damaged structure for the eigenmode p. It
is explained step by step below.

The Iteration Steps:

1. Select an initial start vector of the eigenmode (p), which is equal to that of the
previous state or undamaged structure, i.e., fXg0 ¼ f/gp:

2. Calculate the vector fY 0gk from Eq. (1.234).
3. Solve Eq. (1.236b) to obtain the vector fZ 0gk and consequently to calculate the

vector fQngk from Eq. (1.236d) using the recursive relation.
4. Update the iteration vector to fXgkþ1 using Eq. (1.236a) and normalize it to

obtain a unit value at the largest element.
5. Calculate the Rayleigh quotient to estimate the natural frequency from

x2
p

	 
0

kþ1
¼
fXgT

kþ1 K 0½ �fXgkþ1

fXgT
kþ1½M0�

�
pfXgkþ1

! x2
p

	 
0

kþ1
¼
fXgT

kþ1fY 0g
�
k

fXgT
kþ1fY 0g

�
kþ1

ð1:237Þ

in which the vector fY 0g�kþ1 is calculated from Eq. (1.234) by using fXgkþ1 instead
of fXgk:
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6. Check for convergence. If it converges then stop the iteration. If not, go to step
3 for further iteration with fY 0gkþ1 which is calculated at the step 5.

Since the initial start vector is very close to the eigenvector of the damage
structure a few iterations (one or two) may be sufficient to obtain correct eigen-
vectors. The natural frequencies can be roughly calculated from the Rayleigh
quotient using eigenvectors of the undamaged structure. For the eigenmode p, it
can be calculated approximately from

x2
p

	 
0
¼
f/gT

p K 0½ �f/gp

f/gT
p M0½ �f/gp

! x2
p

	 
0
¼ 1� Dkp=kp

1� Dmp=mp

� �

x2
p

Dkp ¼ f/gT
p ½DK�f/gp and Dmp ¼ f/gT

p ½DM�f/gp

ð1:238Þ

where kp and mp are the generalized stiffness and mass of the undamaged structure
for the eigenmode p while xp is the natural frequency. In practice, since the stiffness
and mass matrices of the undamaged structure [K] and [M] are available once, only
the decremental stiffness and mass matrices [DK] and [DM] need to be updated for
each deterioration state and accordingly the natural frequencies and mode shapes
are calculated as explained above. The method presented here is suitable for the
reliability analysis and optimization problems and also for the dynamic progressive
collapse analysis of structures, since the solution uses the original or previous
state stiffness and mass matrices. Having determined the natural frequencies and
mode shapes the dynamic response analysis of structures are presented briefly in the
following section.

1.7 Dynamic Response Analysis

Structures are frequently subjected to time dependent loading histories known as
dynamic loading, which produce responses being also time dependent. Excitations
of dynamic loading may be continues, which occur with e.g., sea waves for off-
shore structures, winds for onshore and offshore structures, traffics for bridges and
viaducts, or may be periodic and random occurrences such as earthquakes,
impacts, and other natural phenomena that may cause catastrophic results. To
prevent such undesirable consequences, structures must be designed to withstand
dynamic loadings. The design requirement demands knowledge on dynamic
response histories or characteristics that is achieved by the solution of the dynamic
equilibrium equation of the structural system, which is given by Eq. (1.86) as
rewritten

K½ � DðtÞf g þ C½ � _DðtÞ
� �

þ M½ � €DðtÞ
� �

¼ PðtÞf g ð1:239Þ
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There are different solution methods of this linear differential equation being
either in the time or frequency domain. In this section, most commonly used
methods will be outlined.

1.7.1 Time-Domain Solution

In the determination of a dynamic response history, time-domain solution algo-
rithms using direct numerical integration are general methods since they can also
be applied to the solution of nonlinear problems. Most commonly used direct
numerical integration methods in the practice are the central difference, Houbolt,
Newmark-b, Wilson-h methods [95, 100, 101]. However, since only few natural
modes are participated in the response calculation of dynamically sensitive
structures, the mode superposition method becomes more attractive and efficient in
the response calculation. These methods are explained in the following sections.

1.7.1.1 The Central Difference Method

The central difference method is one of the most widely used among numerical
integration methods in structural dynamics. The central difference method has the
highest accuracy and maximum stability limit [100]. However, its disadvantage is
the requirement of small time steps. The central difference method is based on the
central difference formulas

€D
� �

t ¼
1

Dt2
Df gtþDt�2 Df gtþ Df gt�Dt

� �

_D
� �

t
¼ 1

2Dt
Df gtþDt� Df gt�Dt

� �

ð1:240Þ

where (t - Dt), t, and (t ? Dt) are three successive time levels. The displacement
solution at time (t ? Dt) is obtained by considering the discrete equation at time
t. Substituting €D

� �

t
and _D

� �

t
from Eq. (1.240) into Eq. (1.239) and rearranging

the terms, the displacement vector at the time (t ? Dt) can be obtained from the
solution of the equation

½~K� Df gtþDt ¼ ~P
� �

t
ð1:241aÞ

where ~K
� �

and ~P
� �

t
are effective stiffness matrix and load vector defined as

~K
� �

¼ 1
Dt2

M½ � þ 1
2Dt

C½ �
� �

~P
� �

t
¼ Pf gt� K½ � � 2

Dt2
M½ �

� �

Df gt�
1

Dt2
M½ � � 1

2Dt
C½ �

� �

Df gt�Dt

ð1:241bÞ
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The solution algorithm starts with the initial values of displacements, velocities
and accelerations at time (t = 0) to calculate displacements at time (t ? Dt) in
which displacements at time (t = -Dt) are also required. Using Eq. (1.240) they
are calculated from, for (t = 0),

Df gt�Dt¼ Df gt�Dt _D
� �

t
þDt2

2
€D
� �

t
ð1:242Þ

The Solution Algorithm

1. Select initial values of the displacements, velocities and accelerations as {D}0,
_D

� �

0 and €D
� �

0; and the time step Dt such that Dt \ Dtcr; where Dtcr is the
critical time step [95].

2. Calculate the displacement vector Df g�Dt from Eq. (1.242) at (t = 0).
3. Calculate the effective stiffness matrix and load vector, ~K

� �

and ~P
� �

t
; from

Eq. (1.241b).
4. Calculate the displacement vector Df gtþDt from Eq. (1.241a).
5. If required, calculate acceleration and velocity vectors at time t from

Eq. (1.240).
6. Go to step (3) to repeat the process for the next time station until the maximum

time station is reached, i.e., ðt� tmaxÞ:

Since the effective stiffness matrix ~K
� �

does not contain the stiffness matrix
[K] the central difference method is called as explicit integration method [100],
and it is very efficient for diagonal mass and damping matrices. Because, in this
case, solutions of simultaneous linear equations are not required at time stations.
If, however, the damping matrix [C] is proportional to the mass matrix [M] only,
then this method remains still efficient since the decomposition of the mass matrix
is performed only once to solve the simultaneous linear equations for all time
stations.

1.7.1.2 The Houbolt Method

This method uses standard finite difference expressions to approximate velocity
and acceleration vectors in terms of the displacement vectors. The Houbolt method
is based on fitting a cubic polynomial through values of the current displacement
vector, which is to be calculated, and the three previously calculated displacement
vectors. Having taken the first and second time derivatives of this polynomial at
the current time station, the following finite difference expressions of the velocity
and acceleration vectors are obtained.
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_D
� �

tþDt
¼ 1

6Dt
11 Df gtþDt�18 Df gtþ9 Df gt�Dt�2 Df gt�2Dt

� �

€D
� �

tþDt
¼ 1

Dt2
2 Df gtþDt�5 Df gtþ4 Df gt�Dt� Df gt�2Dt

� �

ð1:243Þ

Now, introducing these statements in the equilibrium equation from Eq. (1.239) at
time (t ? Dt) it is obtained that

~K
� �

Df gtþDt¼ ~P
� �

tþDt
ð1:244aÞ

where the effective stiffness matrix and load vector, ~K
� �

and ~P
� �

tþDt
; are defined

~K
� �

¼ K½ � þ 11
6Dt

C½ � þ 2
Dt2

M½ �

~P
� �

tþDt¼ Pf gtþDtþ
3
Dt

C½ � þ 5
Dt2

M½ �
� �

Df gt� � � �

� � � � 3
2Dt

C½ � þ 4
Dt2

M½ �
� �

Df gt�Dtþ
1

3Dt
C½ � þ 1

Dt2
M½ �

� �

Df gt�2Dt

ð1:244bÞ

The solution of this equation at time (t ? Dt) requires knowledge of Df gt; Df gt�Dt

and Df gt�2Dt so that a special starting procedure is essential. For this purpose, one
other numerical integration method, e.g., the central difference method, can be
used to calculate displacement vectors at a couple of initial time stations, i.e., at
(t = Dt) and (t = 2Dt), with the initial values of {D}0, _D

� �

0 and €D
� �

0 at (t = 0).
Then, the Houbolt integration procedure is applied to calculate displacements at
time stations (t = 3Dt) and forth by using a calculation algorithm similar to that of
the central difference method with the effective stiffness matrix and load vector
given in Eq. (1.244b). Because of appearance of the stiffness matrix [K] in the
effective stiffness matrix ~K

� �

; the solution of linear simultaneous equations at each
time station requires decomposition process, and therefore the Houbolt method is
said to be implicit. It is an unconditionally stable, efficient, and practical method
for the numerical integration of the dynamic equilibrium equation.

1.7.1.3 The Newmark-b method

To solve the dynamic equilibrium equation of structures the most widely used
implicit method of direct time integration is the Newmark-b method. The New-
mark-b method is based on the assumption of linear acceleration within each time
step. In this method, the following assumptions are used.

100 1 Finite Element Analysis of Space Frame Structures



_D
� �

tþDt ¼ _D
� �

tþDt 1� bð Þ €D
� �

tþb €D
� �

tþDt

h i

Df gtþDt ¼ Df gtþDt _D
� �

t
þDt2 1

2
� a

� �

€D
� �

t
þa €D
� �

tþDt

� � ð1:245Þ

where b and a are integration parameters, which determine the stability and
accuracy of the algorithm. For (b = l/2) and (a = l/6), the relations in Eq. (1.245)
correspond to the linear acceleration method. Newmark had originally proposed an
unconditionally stable algorithm with constant acceleration over the time step Dt
[95], which is equal to the average of the accelerations at the ends of the time step.
In this case, the corresponding parameters become (b = l/2) and (a = l/4). In
addition to the relations given in Eq. (1.245), the dynamic equilibrium equation
given by Eq. (1.239) must also be satisfied at time station (t ? Dt). The acceler-
ation and displacement vectors at time station (t ? Dt) are calculated from
Eq. (1.245) as

€D
� �

tþDt ¼
1

Dt2a
Df gtþDt�

1
Dt2a

Df gt�
1

Dta
_D

� �

t�
1
a

1
2
� a

� �

€D
� �

t

_D
� �

tþDt
¼ b

Dta
Df gtþDt�

b
aDt

Df gtþ 1� b
a

� �

_D
� �

t
þDt 1� b

2a

� �

€D
� �

t

ð1:246Þ

Having introduced these vectors into the dynamic equilibrium equation in
Eq. (1.239) at time station (t ? Dt), the following simultaneous linear equations
can be obtained.

~K
� �

Df gtþDt¼ ~P
� �

tþDt ð1:247aÞ

where the effective stiffness matrix and load vector, ~K
� �

and ~P
� �

tþDt
; are defined

~K
� �

¼ K½ � þ b
aDt

C½ � þ 1
aDt2

M½ �

~P
� �

tþDt
¼ Pf gtþDtþ C½ � b

aDt
Df gtþ

b
a
� 1

� �

_D
� �

t
þDt

b
2a
� 1

� �

€D
� �

t

� �

þ � � �

� � � þ M½ � 1
aDt2

Df gtþ
1

aDt
_D

� �

t
þ 1

2a
� 1

� �

€D
� �

t

� �

ð1:247bÞ

The step by step solution procedure starts at time (t = 0) with initial conditions,
{D}0, _D

� �

0 and €D
� �

0; and selecting the time step Dt, the parameters b and a such

that b	 0:5ð Þ and a	 0:25 0:5þ bð Þ2
	 


for unconditional stability [95, 101]. With

these initial set up the effective stiffness matrix and load vector are calculated from
Eq. (1.247b), and using Eq. (1.247a) the displacement vector Df gtþDt at time
station (t ? Dt) is calculated.
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1.7.1.4 The Wilson-h Method

To solve the dynamic equilibrium equation of structures, the Wilson-h method is
also recognized as being widely used implicit method of time integration. The
Wilson-h method is similar to the Newmark-b method in the sense that it is based
on a linear acceleration over the time interval (hDt), where h	 1:0ð Þ: If h ¼ 1ð Þ;
then the method reduces to the linear acceleration method with conditional sta-
bility. In linear problems, the Wilson-h method becomes unconditionally stable for
h	 1:37ð Þ [95, 101] so that h ¼ 1:40ð Þ is usually applied in practice. For any time

s in the interval (hDt), by using the assumption of linear acceleration, the accel-
eration vector €D

� �

tþs can be obtained as written

€D
� �

tþs¼ €D
� �

tþ
s

hDt
€D
� �

tþhDt� €D
� �

t

	 


ð1:248aÞ

The velocity and displacement vectors at time s are obtained from integrations of
€D
� �

tþs: Using boundary conditions at s ¼ 0ð Þ it can be obtained that

_D
� �

tþs ¼ _D
� �

tþs €D
� �

tþ
s2

2hDt
€D
� �

tþhDt� €D
� �

t

	 


Df gtþs ¼ Df gtþs _D
� �

tþ
s2

2
€D
� �

tþ
s3

6hDt
€D
� �

tþhDt� €D
� �

t

	 


ð1:248bÞ

At time s ¼ hDtð Þ these velocity and acceleration vectors will be

_D
� �

tþhDt ¼ _D
� �

tþ
hDt

2
€D
� �

tþ €D
� �

tþhDt

	 


Df gtþhDt ¼ Df gtþhDt _D
� �

tþ
hDtð Þ2

6
2 €D
� �

tþ €D
� �

tþhDt

	 


ð1:249Þ

from which the velocity and acceleration vectors at time t þ hDtð Þ are determined
in terms of Df gtþhDt as written

_D
� �

tþhDt ¼
3

hDt
Df gtþhDt� Df gt

� �

� 2 _D
� �

t�
hDt

2
€D
� �

t

€D
� �

tþhDt ¼
6

hDtð Þ2
Df gtþhDt� Df gt

� �

� 6
hDt

_D
� �

t�2 €D
� �

t

ð1:250aÞ

In order to apply the dynamic equilibrium equation at time t þ hDtð Þ to solve the
displacement vector Df gtþhDt the load vector must also be determined at time
t þ hDtð Þ: For this purpose, a linear distribution of the load vector in the time

interval (hDt) is assumed and using extrapolation the following expression can be
obtained.

Pf gtþhDt¼ Pf gtþh Pf gtþDt� Pf gt

� �

ð1:250bÞ
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Having introduced Eqs. (1.250a, b) into the dynamic equilibrium equation the
displacement vector Df gtþhDt can be calculated from

~K
� �

Df gtþhDt¼ ~P
� �

tþhDt ð1:251aÞ

where the effective stiffness matrix and load vector, ~K
� �

and ~P
� �

tþhDt
; are defined

as written

~K
� �

¼ K½ � þ 3
hDt

C½ � þ 6

hDtð Þ2
M½ �

~P
� �

tþhDt¼ 1� hð Þ Pf gtþh Pf gtþDtþ C½ � 3
hDt

Df gtþ2 _D
� �

tþ
hDt

2
€D
� �

t

� �

þ � � �

� � � þ M½ � 6

hDtð Þ2
Df gtþ

6
hDt

_D
� �

t
þ2 €D
� �

t

 !

ð1:251bÞ

The solution algorithm at time (t ? Dt) is explained step by step in the following.
The solution algorithm:

1. Set initial values of the displacements, velocities and accelerations at (t = 0) as
{D}0, _D

� �

0 and €D
� �

0; the time step Dt, and choose (h = 1.4).
2. Calculate the effective stiffness matrix and load vector from Eq. (1.251b).
3. Calculate the displacement vector Df gtþhDt from Eq. (1.251a).

4. Calculate the velocity and acceleration vectors, _D
� �

tþhDt and €D
� �

tþhDt from
Eq. (1.250a).

5. Calculate the acceleration vector €D
� �

tþDt
from Eq. (1.248a), the velocity and

displacement vectors, _D
� �

tþDt and €D
� �

tþDt; from Eq. (1.248b) at time station
(t ? Dt), i.e., for (s = Dt).

The Wilson-h method is considered to be the best available unconditionally
stable method and is popular in earthquake engineering studies [101]. Its drawback
is to be not suitable for problems involving impact or sudden applied loads since it
overestimates significantly the exact solution at the first few time stations when
large time steps are used.

1.7.1.5 The Mode Superposition Method

When structures are subjected to strong dynamic excitations, corresponding
responses become highly dynamic and static response contributions will be of
minor importance. Such structural system is defined as dynamic sensitive and its
response behavior will be dynamic dominant. For dynamic sensitive structures, the
mode superposition method is the most efficient and powerful method applied to
determine linear responses of structural systems. The mode superposition method
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is based on participations of natural mode shapes to the displacements with some
scalar time functions to be determined. Thus, the displacement vector {D(t)} is
expressed as

fDðtÞg ¼
X

q

j¼1

zjðtÞ f/gj ð1:252Þ

where zj(t) is a time dependent participation factor, which is known as the gen-
eralized displacement for the eigenmode j, q is the number eigenmodes to be
included and {/}j is the corresponding eigenvector. For dynamic sensitive
structures, only few eigenmodes are sufficient to obtain correct results. If static
responses are also considerable, then more eigenmodes must be included in
Eq. (1.252). The exact results are obtained when all eigenmodes are included, even
in the quasi-static response calculation. Having substituted Eq. (1.252) into the
dynamic equilibrium equation written in Eq. (1.239) it is stated that

X

q

j¼1

zjðtÞ K½ �f/gj þ _zjðtÞ C½ �f/gj þ €zjðtÞ M½ � f/gj

	 


¼ PðtÞf g ð1:253aÞ

Having multiplied this statement by f/gT
j and taking into account the orthogo-

nality conditions, the linear equations can be decoupled as written, for the egen-
mode j,

kj zjðtÞ þ cj _zjðtÞ þ mj €zjðtÞ ¼ fjðtÞ ! fjðtÞ ¼ f/gT
j PðtÞf g ð1:253bÞ

where kj, cj, mj and fj are respectively the generalized stiffness, damping, mass and
force for the mode j. The generalized damping cj can be stated in terms of the
generalized mass and the damping ratio nj to the critical [102, 103], which is
cj ¼ 2njxjmj

� �

: By introducing this term into Eq. (1.253b) the differential equa-
tion becomes

€zjðtÞ þ 2njxj _zjðtÞ þ x2
j zjðtÞ ¼

x2
j

kj
fjðtÞ ð1:254Þ

in which xj is the natural frequency for the eigenmode j. This differential equation
can be solved using one of numerical integration methods explained in previous
sections. An analytical solution of this equation is also available using the Duh-
amel integral [57, 59, 103], from which it is obtained that, for 0� t� tendð Þ shown
in Fig. 1.26,

zjðtÞ ¼e�bt _z0 þ bz0ð Þ
xd

sin xdt þ z0 cos xdt

� �

þ � � �

� � � þ 1
kj

x2
j

xd

Z t

0
fjðsÞe�bðt�sÞ sin xdðt � sÞds

9

>

>

>

=

>

>

>

;

! 0� t� tendð Þ ð1:255aÞ
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and, for tend\t� tmaxð Þ shown in Fig. 1.26, it is

zjðtÞ ¼ e�bðt�tendÞ
_zend þ bzendð Þ

xd
sin xd t � tendð Þ þ � � �

� � � þ zend cos xd t � tendð Þ

2

6

4

3

7

5

! tend\t� tmaxð Þ

ð1:255bÞ

In these statements, _z0 and z0 are the initial generalized velocity and displacement
at (t = 0), _zend and zend are the generalized velocity and displacement at (t = tend),
the parameters b and xd are respectively a damping term and natural frequency of
the damped system which are defined

b ¼ njxj and xd ¼ xj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� n2
j

q

ð1:255cÞ

For a given, or assumed, function of the generalized force fj(t), the generalized
displacement zj(t) is calculated from Eqs. (1.255a, b). Having calculated gen-
eralized displacements for all eigenmodes included, the system displacement
vector is calculated using Eq. (1.252). For linear systems, the mode superposition
method is largely used in practice as being the most efficient and powerful cal-
culation tool in dynamic response analysis. For linear structural systems, the
dynamic analysis can be better performed in the frequency domain explained in
the next section.

1.7.2 Frequency Domain Solution

In the analysis of dynamic responses of linear structures, the frequency domain
solution provides a straightforward procedure and enables application of spectral
analysis. It is more effective than the time domain solution for linear structures that
the principle of superposition holds. The frequency domain solution is based on
Fourier transform method, in which a time function f(t) can be stated in its

fj(t)

t0 t1 t2 ti ti+1 t end

1 ni2 

t tmax

Fig. 1.26 Time discretization of the generalized force fj(t), and the integration bound tmax
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reciprocal frequency function f(x). The mutual transformations are written [103]
by, for the Fourier transform,

f ðxÞ ¼ 1
2p

Z

1

�1

f ðtÞ e�ixtdt ð1:256aÞ

and for the inverse Fourier transform

f ðtÞ ¼
Z

1

�1

f ðxÞ eixtdx ð1:256bÞ

The displacement and load vectors of a structural system is now expressed using
the inverse Fourier transform

fDðtÞg ¼
Z

1

�1

fDðxÞg eixtdx and fPðtÞg ¼
Z

1

�1

fPðxÞg eixtdx ð1:257Þ

Substituting these statements into the dynamic equilibrium equation, given by
Eq. (1.239), the following frequency domain equation can be obtained.

½K� þ ix½C� � x2½M�
� �

fDðxÞg ¼ fPðxÞg ð1:258Þ

from which the displacement vector in the frequency domain is determined as
written

fDðxÞg ¼ ½HðxÞ�DPfPðxÞg ! ½HðxÞ�DP ¼ ½K� þ ix½C� � x2½M�
� ��1 ð1:259Þ

where [H(x)]DP is a matrix of the complex frequency response, which is also
known as the structural transfer function matrix between the displacement and load
vectors. Eq. (1.259) is the basis of the frequency domain solution. For each var-
iation of the frequency x, the structural transfer function matrix [H(x)]DP will be
calculated, and consequently, the displacement vector {D(x)} will be calculated.
If the time domain solution is required, then it is calculated from the inverse
Fourier transform using Eq. (1.257). For each variation of the frequency x, the
calculation of [H(x)]DP from Eq. (1.259) is a time consuming process, and
therefore it is not desirable. An alternative and effective solution is to use the mode
superposition method in the frequency domain. From Eqs. (1.252) and (1.254) the
displacements can be written in the frequency domain as

fDðxÞg ¼
X

q

j¼1

zjðxÞ f/gj and zjðxÞ ¼ hjðxÞfjðxÞ ð1:260aÞ

where hj(x) is the complex frequency response for the eigenmode j, which is
obtained to be
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hjðxÞ ¼
x2

j

kj x2
j � x2 þ 2injxjx

	 
 ð1:260bÞ

These formulations correspond to the standard mode superposition method. In
order to increase the efficiency of the method, by including only a couple of
eigenmodes even in the case of quasi-static response calculation, we modify this
standard mode superposition method. To understand the modification, we express
Eq. (1.260a) in a different way. By substituting the generalized force

fjðxÞ ¼ f/gT
j fPðxÞg

	 


into Eq. (1.260a) it can be stated that

fDðxÞg ¼
X

q

j¼1

hjðxÞ f/gjf/g
T
j

 !

fPðxÞg ð1:261Þ

From the comparison of Eqs. (1.261) and (1.259) it can be written

½K� þ ix½C� � x2½M�
� ��1¼

X

q

j¼1

hjðxÞ f/gjf/g
T
j

 !

ð1:262aÞ

which is satisfied if all eigenmodes are included, i.e., (q = n). This statement can
be expressed in two terms as being the quasi-static and pure dynamic contributions
with the participations of few eigenmodes as

½K� þ ix½C� � x2½M�
� ��1¼ ½K��1 þ

X

q

j¼1

ajðxÞ f/gjf/g
T
j

 !

ð1:262bÞ
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Fig. 1.27 Modal participation factor aj(x) multiplied by kj for the damping ratio of (nj = 0.04)
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in which the dynamic participation factor aj(x) will be determined from the cri-
terion of a matrix inversion, i.e., the product of a matrix by its inverse produces a
unit matrix. Thus, from Eq. (1.262b) it is imposed as,

½K��1 þ
X

q

j¼1

ajðxÞ f/gjf/g
T
j

 ! !

½K� þ ix½C� � x2½M�
� �

¼ I ð1:263aÞ

Having multiplied this statement by [K] from left and by f/gj from right, and then

by f/gT
j from left it is obtained that

ajðxÞ kj kj þ ixcj � x2mj

� �

¼ kj � kj þ ixcj � x2mj

� �

ð1:263bÞ

from which the eigenmode participation factor aj(x) is determined as written

ajðxÞ ¼
1
kj

x2
j

x2
j � x2 þ 2injxjx

	 
� 1

0

@

1

A ! ajðxÞ ¼ hjðxÞ �
1
kj

� �

ð1:264aÞ

This complex scalar function is stated in terms of the real and imaginary parts as

ajðxÞ ¼ Re ajðxÞ � i Im ajðxÞ ð1:264bÞ

where Re ajðxÞ and Im ajðxÞ are respectively the real and imaginary parts which
are defined below as being functions of the frequency ratio (x/xj).
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3m 

4m 
4m 3m 3m 
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qZ = -1.5 kN qX=2.0 kN 

Fig. 1.28 An example portal frame, partial connections, and topological and loading data

Table 1.1 Member dimensions and material properties of the example portal frame, b is the
width and h is the height of the cross-section

Members Cross-sections b/h (cm) Elasticity modulus E (GPa) Poisson’s ratio m

Columns 30/30 30.0 0.20
(2–5) 30/40 30.0 0.20
(5–9) and (6–8) 25/40 30.0 0.20
(2–3), (5–6) and (9–10) 20/30 30.0 0.20
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Re ajðxÞ ¼
1
kj

x2 1� x2 � 4n2
j

	 


1� x2ð Þ2þ4n2
j x2

0

@

1

A

Im ajðxÞ ¼
1
kj

2njx

1� x2ð Þ2þ4n2
j x2

 !

9

>

>

>

>

>

>

=

>

>

>

>

>

>

;

! x ¼ x
xj

� �

ð1:264cÞ

Plots of these functions are shown in Fig. 1.27. As it is realized from this figure the
dynamic response contribution is effective only in the frequency regions around
natural frequencies, i.e., around (x = 1) at which (x = xj). In the regions far from

Table 1.2 Spring coefficients and connectivity ratios of partly connected members

Member Joint Released forces Spring coefficients (ri) Connectivity ratios (li)

(1–2) 1 Mx, My, Mz 0.0 0.0
(2–3) 3 Qy 1.45 9 106 N/m 0.3551
(2–5) 2 My 6.50 9 106 Nm/rad 0.2535
(5–6) 5 Mx, My, Mz 0.0 0.0
(6–10) 6 My 9.00 9 106 Nm/rad 0.3115
(9–10) 9 N 3.50 9 108 N/m 0.4929

Table 1.3 Member forces of the example portal frame for rigid connections of members

Member Joint N (N) Qy (N) Qz (N) Mx (Nm) My (Nm) Mz (Nm)

1–2 1 2,700.0 -8.4 -1,014.6 115.6 774.4 -11.2
2 -2,700.0 8.4 1,014.6 -115.6 3,284.0 -22.5

2–3 2 14.9 2,281.6 -13.6 484.9 15.4 357.6
3 -14.9 3,718.4 13.6 -484.9 25.4 -2,512.7

2–5 2 3,296.2 -23.3 2,713.6 -7.1 -3,769.0 -242.0
5 -3,296.2 23.3 3,286.4 7.1 6,633.3 9.2

4–5 4 3,468.6 43.6 1,907.3 -50.2 -3,066.8 107.5
5 -3,468.6 -43.6 -1,907.3 50.2 -4,562.6 66.8

5–6 5 -10.2 -73.4 20.0 -169.3 -49.3 -184.3
6 10.2 73.4 -20.0 169.3 50.6 -182.6

7–6 7 -37.7 41.6 81.7 -52.7 -145.8 104.8
6 37.7 -41.6 -81.7 52.7 -181.2 61.5

5–9 5 1,315.5 30.5 162.1 10.4 -1,901.5 125.0
9 -1,315.5 -30.5 -162.1 -10.4 604.3 119.4

6–10 6 -8.4 31.3 -17.7 10.9 11.9 129.9
10 8.4 -31.3 17.7 -10.9 129.5 120.8

8–9 8 -169.5 -30.8 1,238.8 -72.2 -2,381.6 -48.2
9 169.5 30.8 -1,238.8 72.2 -715.4 -28.9

9–10 9 -0.3 -76.7 -7.4 111.0 18.5 -191.6
10 0.3 76.7 7.4 -111.0 18.4 -192.0

11–10 11 25.1 -31.1 68.3 -71.2 -152.4 -48.4
10 -25.1 31.1 -68.3 71.2 -18.5 -29.3
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natural frequencies, the static response contribution dominates the total response,
which is calculated from the equation,

fDðxÞg ¼ ½K��1fPðxÞg þ
X

q

j¼1

ajðxÞ fjðxÞf/gj

 !

ð1:265Þ

Table 1.4 Member forces of the example portal frame for partly connected members

Member Joint N (N) Qy (N) Qz (N) Mx (Nm) My (Nm) Mz (Nm)

1–2 1 2,402.3 -14.3 -284.7 0.0 0.0 0.0
2 -2,402.3 14.3 284.7 0.0 1,138.9 -57.1

2–3 2 321.8 4,203.9 11.1 305.6 -33.0 2,695.5
3 -321.8 1,796.1 -11.1 -305.6 -0.2 916.3

2–5 2 4,488.7 -336.0 2,391.2 -90.0 -1,444.5 -2,695.5
5 -4,488.7 336.0 3,608.8 90.0 7,532.2 -665.0

4–5 4 3,751.5 187.8 2,400.5 -252.4 -3,962.2 581.7
5 -3,751.5 -187.8 -2,400.5 252.4 -5,639.7 169.7

5–6 5 -223.9 -27.6 51.3 0.0 0.0 0.0
6 223.9 27.6 -51.3 0.0 -256.5 -137.8

7–6 7 -81.5 243.9 39.7 -71.5 -100.9 654.2
6 81.5 -243.9 -39.7 71.5 -58.0 321.3

5–9 5 2,060.6 75.7 91.4 79.6 -1,892.5 412.6
9 -2,060.6 -75.7 -91.4 -79.6 1,161.4 193.1

6–10 6 -12.2 19.9 -30.2 64.8 58.0 66.3
10 12.2 -19.9 30.2 -64.8 183.6 93.1

8–9 8 -88.0 -51.9 1,955.9 -83.3 -3,576.6 -59.5
9 88.0 51.9 -1,955.9 83.3 -1,313.2 -70.4

9–10 9 23.8 -104.7 3.3 151.8 -9.3 -276.5
10 -23.8 104.7 -3.3 -151.8 -7.5 -246.9

11–10 11 26.9 -43.7 92.5 -153.7 -199.5 -51.9
10 -26.9 43.7 -92.5 153.7 -31.8 -57.3

(a)

(b)

Fig. 1.29 Deformations of
the example portal frame.
a Deformation with rigid
member connections.
b Deformation with partial
member connections

110 1 Finite Element Analysis of Space Frame Structures



in which the quasi-static contribution is explicitly included. Therefore, it is sub-
tracted from contributions of eigenmodes in the standard mode superposition
method as it can be seen from Eq. (1.264a). This modified mode superposition
method is more general than the standard mode superposition method since it
includes the complete quasi-static contribution and additionally pure dynamic
modal contributions. This method will be used further in this book.

1.8 Examples

In this section two examples are presented to demonstrate partly connected
members of an example portal space frame, and the static and eigenvalue analyses
of an example 2D offshore jacket structure under harmonic wave loading.
A simple beam problem is also provided for a hand calculation exercise.

1.8.1 Example of a Portal Frame

In order to demonstrate member releases and partly connected members, which are
explained in the Sect. 1.3, an example simple portal frame is analyzed by using the
computer program SAPOS [104]. The topology, loadings, and partial connections
are shown in Fig. 1.28. The frame is assumed to be reinforced concrete with
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Fig. 1.30 An example 2D
jacket structure, joint
numbers, and geometrical
data

1.7 Dynamic Response Analysis 111



Table 1.5 Properties of the soil

Soil layer Subgrade modulus, kz (N/m2) Axial skin friction, kx (N/m2)

1 7.0 9 107 3.0 9 107

2 5.0 9 108 2.0 9 108

Table 1.6 Member dimensions, material properties, and mass of the deck of the 2D jacket

Members Diameter (mm) Thickness (mm)

Horizontal bracing at (+12.5 m) rigid Rigid
Horizontal bracings at (+5.0 m) 800 8
Horizontal bracings at (-10.0, -30.0, -50.0 m) 1,200 14
Diagonal bracings 1,200 16
Top legs (above +5.0 m) 2,000 50
Inclined legs (below +5.0 m) 1,200 16
Piles 1,400 50
Material properties (steel): E = 20.5 9 1010 N/m2, qs = 7,800.0 kg/m3, ts = 0.25

Mass of the deck…….: Mdeck = 2,500.0 ton

Table 1.7 Wave data for the wave load calculation of 2D jacket

Designation Value

Wave height 2.5 m
Wave period 6.5 s
Water depth 50.0 m
Drag force coefficient, cd 1.3
Inertia force coefficient, cm 2.0
Marine growth thickness 0.25 m
Density of water 1,024.0 kg/m3

Table 1.8 Wave loads at joints in global directions of the 2D jacket

Joint QX (kN) QZ (kN) MY (kNm)

6 6.08 -0.61 -8.50
7 18.95 -12.00 -38.42
8 16.96 10.74 -37.14
9 20.93 2.09 -31.91
10 8.98 -35.72 124.00
11 44.63 -14.78 -64.57
12 7.65 -8.98 -6.58
13 -0.08 -7.41 28.89
14 9.82 -1.59 6.59
15 0.91 -1.78 -1.75
16 -0.05 -1.02 3.54
17 1.05 0.09 2.19
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rectangle member cross-sections. The member dimensions and material properties
are given in Table 1.1. For rectangular cross-sections the effective areas of shear
forces, Ay and Az, and the torsional constant J are calculated from [56, 105],

Ay ¼ Az ¼
A

1:2
and J ¼ hb3

3
1� 0:63

b

h
1� 1

12
b4

h4

� �� �

with h	 bð Þ

ð1:266Þ

Table 1.9 Member forces of the left hand-side legs of the 2D jacket under wave loading

Member Joint N (kN) Qz (kN) My (kNm)

3–1 1 -3.13 0.21 19.78
3 3.13 -0.21 -18.24

6–3 3 -6.97 7.34 26.63
6 6.97 -7.34 10.27

10–6 6 -6.97 7.34 -10.27
10 6.97 1.42 25.52

13–10 10 38.85 2.65 33.28
13 -38.85 -2.91 16.25

16–13 13 125.35 0.95 10.41
16 -125.35 -1.73 18.08

18–16 16 171.92 -47.08 -57.80
18 -129.40 -6.75 -7.81

20–18 18 129.40 6.75 7.81
20 0.00 0.00 0.00

(a) (b)

Fig. 1.31 Deformation under wave loading and the first eigenmode shape of the 2D jacket.
a Deformation under static wave loading b First eigenmode shape
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The partial connection data of members (spring coefficients and connectivity
ratios) are given in Table 1.2. The connectivity ratios are defined as

li ¼ ri= ri þ kiið Þ where 0:0� li� 1:0 ð1:267Þ

where i a degree of freedom of the member, ri and kii are the spring coefficient and
diagonal term of the member stiffness matrix for the ith degree of freedom. A zero
connectivity ratio means that member is fully released in the related direction and
(li = 1.0) indicates a rigid (fixed) connection. The member forces calculated for
the rigid and partial connections are presented, respectively in Tables 1.3 and 1.4
whereas corresponding deformations are shown in Fig. 1.29.

1.8.2 Example of 2D Offshore Jacket Structure

The second example is a 2D offshore jacket structure. Static analysis of the
structure under harmonic wave loading and eigenvalue solution is carried out using
the SAPOS program [104]. The structure is made of tubular steel members and
connected on tubular piles in the soil as shown in Fig. 1.30. The underlying soil is
modeled as to be of Winkler type consisting of two layers with different charac-
teristics as shown in Fig. 1.30, where joint numbers and geometrical data are also
shown. The soil moduli are given in Table 1.5 whereas member dimensions,
material properties, and mass of deck are given in Table 1.6. For tubular members,
the effective areas of shear forces, Ay and Az, and the torsional constant J are
calculated [105] from,

Table 1.10 Lowest three natural frequencies of the 2D jacket

Eigenmode Natural frequency (rad/s)

1 x1 = 3.247
2 x2 = 12.874
3 x3 = 19.332
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Fig. 1.32 A partly connected simple beam for exercise
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Ay ¼ Az ¼
A

2:0
and J ¼ p

32
D4

o � D4
i

� �

ð1:268Þ

where Do and Di are respectively outer and inner diameters of the tubular cross-
section. The detail of wave load calculation will be presented in Chap. 3. For the
wave data given in Table 1.7 the calculated wave loads at joints in the global
directions are presented in Table 1.8. The calculated member forces of the legs on
the left hand side are written in Table 1.9 and the deformation of the structure is
shown in Fig. 1.31a. The lowest three natural frequencies and eigenvectors are
calculated and the natural frequencies are given in Table 1.10. The first and third
eigenmode shapes are found to be flexural and the second one is in the vertical
vibration. The first eigenmode shape is shown in Fig. 1.31b.

1.8.3 A Simple Beam for Exercise

In Fig. 1.32 , a simple beam with partly connected members is given. It is
assumed to be a Euler–Bernoulli beam. The joint and member numbers, and all
other data necessary for the hand calculation are written in the figure. The beam
is free in the (x–z) plane and fixed in the (x–y) plane. It has the same rigidity as
EIy in all parts. Joint displacements and member-end forces are asked to be
calculated by using:

1. Differential equations of beams and corresponding boundary conditions.
2. FE calculation with partly connected members, explained in the Sect. 1.3.
3. Standard FE calculation with extra spring members at joints 2 and 3.

Acknowledgments With thanks to ASME for kindly granting permission for the reuse of
materials printed in OMAE-2010 [73] as adopted in this chapter in Sect. 1.3.
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Chapter 2
Introduction to Random Vibration
and Stochastic Analysis

2.1 Introduction

Structures are subjected loading that is mostly time dependent in a weak or strong
fashion. Response histories under weakly time-dependent loading may be calcu-
lated by using the quasi-static analysis procedure. For moderately or strongly time
dependent loading, calculation of response quantities requires a full dynamic
analysis procedure as it is presented in the previous chapter assuming that the
structure is deterministic and the loading history is fully determined or known, i.e.,
it obeys a specific rule or a definite function of time such as constant, linear,
harmonic, etc. time functions with known properties. Under such a structural and
loading case, the corresponding analysis type is called as the deterministic
dynamic analysis since all necessary parameters of the analysis can be uniquely
determined or known. However, the difficulty in the structural dynamic analysis is
to determine the loading functions and their properties correctly, such as
frequencies, durations, amplitudes, and phases, in practice. Due to lack of suffi-
cient knowledge of dynamic excitations in nature, we possess limited information
on loading parameters which is usually obtained from recorded data or observa-
tions of occurrences, such as earthquakes and sea waves, which occur in arbitrary
fashions. Other examples can be wind loading on high-rise buildings and towers,
and traffic loading on bridges and viaducts, which do not follow specific rules.
Earthquakes occur periodically in seismic areas with unknown information and sea
waves occur continuously with random fluctuation of the sea surface. The only
information that we have is based on experiences of past occurrences from which
we can predict information of the structural response in a probabilistic manner.
When the excitation loading varies arbitrarily in time, the corresponding response
will also be arbitrary in time. Such a response process deals with the random
vibration and its characteristic properties can be determined by using statistical
and probabilistic methods. A couple of examples of random loading excitations are
shown in Fig. 2.1. For earthquakes, the acceleration of ground motion is recorded
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in different places as illustrated in Fig. 2.1a, and collected for all occurrences to
get statistical information. For the sea wave, which always exists, the water surface
elevation displays a random fluctuation as shown in Fig. 2.1b that is used as being
the input function of wave loads. The problem of random vibrations has been
studied for a long time and explained in many text books, see e.g., [1–8], and also
reported in numerous papers, see e.g., [9–20]. An overview of historical devel-
opments is presented in [21]. In the random vibration theory of linear systems,
statistical and probabilistic information of the input function is determined firstly
from recorded or observed data that have been collected in the past. Then, by using
a stochastic analysis procedure such as a spectral analysis, response statistical
characteristics are calculated to be used further in the determination of structural
behaviors in probabilistic terms. This subject is closely related to the probability
theory and its applications. This chapter is devoted to introduction of the proba-
bility theory and stochastic treatment of structural dynamics which is thought to be
useful to understand the essence of a probabilistic analysis. In the following
sections, basic definitions of random processes and their statistical properties,
which are needed in proceeding chapters, are briefly outlined.

2.2 Probability, Random Variables, Stochastic Processes,
Probability Distribution and Density Functions

In the theory of random vibrations, some basic principles of the probability theory
are applied. They are related to the concept of random phenomena such as random
occurrences or outcomes of random experiments. In order to study random
vibration, some terminology and definitions from the probability theory are briefly
outlined in this section [22, 23].

• Outcome. The result of an experiment or occurrence of a natural phenomenon.
• Random experiment. An experiment that its outcomes are not predictable in

advance.

time time

ground acceleration water surface elevation

(a) (b)

Fig. 2.1 Examples of excitations of random loadings. a An example of earthquake record. b An
example of random sea wave
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• Set. A collection of individual elements in the domain D. The universal set U is
defined if it contains every element in D. The null set ; is defined if it contains
no element.

• Event. A set of outcomes to which a probability is assigned.
• Sample space. A set of all possible outcomes of an experiment, denoted by S.

Every outcome of the experiment is represented by a point in S called as a
sample point.

• Union. The union of two events A and B, which is denoted by A [ Bð Þ or (A or B),
is the set of all elements that belong to at least one of the sets A and B, shown in
Fig. 2.2a.

• Intersection. The intersection of two events A and B, which is denoted by
A \ Bð Þ or (A and B), is the set of elements that belong to both sets A and B,

which is also referred to as a joint event of A and B, shown in Fig. 2.2b.
• Complement. The complement of an event A, denoted by �A, is the set containing

all points in the sample space S, but not in the set A, shown in Fig. 2.2c.
• Mutually exclusive. Two events A and B are said to be mutually exclusive if they

do not have common elements, i.e., the intersection of A and B is a null set
A \ B ¼ ;ð Þ.

• Collectively exhaustive. The events B1, B2, …., Bn are said to be collectively
exhaustive if their union covers all the events within the entire sample space,
i.e., PðB1 [ B2 [ . . . [ BnÞ ¼ S where S is the sample space.

The union and intersection of the events A and B, and the compliment of the
event A are shown in the Venn diagram in Fig. 2.2.

2.2.1 Probability Measure

The probability is a measure of outcomes of an event A among all outcomes of the
experiment. It is denoted by P(A) and defined commonly in two ways as the
relative frequency and the classical definitions [22]. In the frequency definition, a
random experiment is repeated n times and if the event A occurs nA times, then the
probability of A is defined as the fraction of occurrences of A in n trials. Thus,

PðAÞ ¼ lim
n!1

nA

n

� �

ð2:1Þ

The precision of P(A) depends on the number of trials. If the number of trials n
approaches infinity, then P(A) tends to a definite limiting value. In the classical
definition, all outcomes of the experiment are supposed to be equally likely, i.e., they
have the same probability of occurrences. Then, counting the total number N of
possible outcomes of the experiment, and from which the number NA of the favorable
outcomes to the occurrence of the event A, the probability of A is defined as,
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PðAÞ ¼ NA

N
ð2:2Þ

The probability of A, P(A), is a number and satisfies the following three
axioms [23].

1. The probability of an event A is a number between zero and one, i.e.,
0�PðAÞ� 1.

2. For a certain event S, the probability P(S) equals 1, i.e., PðSÞ ¼ 1.
3. The probability of the union of a number of mutually exclusive events, i.e.,

intersections are null sets, is the sum of probabilities of the events, i.e.,

Pð
[

n

i¼1

AiÞ ¼
X

n

i¼1

PðAiÞ; where Pð
[

n

i¼1

AiÞ ¼ PðA1 [ A2 [ . . . [ AnÞ ð2:3Þ

From these axioms it can be concluded [24] that

Pr obability of null Set:. . .. . .! Pðf[Þ ¼ 0

Pr obability of Complement:! Pð�AÞ ¼ 1� PðAÞ
Pr obability of Union:. . .. . .! P A [ Bð Þ ¼ PðAÞ þ PðBÞ � P A \ Bð Þ

ð2:4Þ

One other probability measure having practical importance is the conditional
probability, which is denoted by P(A|B). It is defined as the probability of the event
A given that the event B has occurred. In the probability terms, it is

Conditional Pr obability: ! P AjBð Þ ¼ P A \ Bð Þ
PðBÞ ð2:5Þ

As it can be realized from Eq. (2.5), if the event B is a null (empty) set, i.e.,
P(B) = 0, then a conditional probability is not defined. If the two events, A and B,

A

B

A

B B

A

( )A B∪ ( )A B∩  A

(a) (b) (c)

Fig. 2.2 Venn diagrams for two events. a Union. b Intersection. c Complement of A
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are not related in any way they are said to be independent events. The only
condition of the independence is

Independence; if and only if: ! P A \ Bð Þ ¼ PðAÞPðBÞ ð2:6Þ

Using the conditional probability definition, the total probability theorem can
be derived. This is expressed as, if B1, B2, …., Bn are collectively exhaustive
events of the sample space S and A is an arbitrary event on S, then the total
probability of A can be stated as the sum of all intersections, i.e.,

PðAÞ ¼
X

n

i¼1

PðA \ BiÞ ð2:7aÞ

Substituting the intersection from Eqs. (2.5) into (2.7a), the total probability of
A is written as,

The total probability theorem: ! PðAÞ ¼
X

n

i¼1

P AjBið ÞPðBiÞ ð2:7bÞ

which is the statement of the total probability theorem. Using the conditional
probability, the total probability theorem and the commutative law of the events A
and B, i.e., P A \ Bð Þ ¼ P B \ Að Þ, the well-known Bayes’ theorem can be stated as,

The Bayes0 theorem: ! P BkjAð Þ ¼ P AjBkð ÞPðBkÞ
P

n

i¼1
P AjBið ÞPðBiÞ

ð2:8Þ

The Bayes’ theorem helps for making decision under uncertainties that engi-
neers confront frequently in the practice [24] provided that prior probabilistic
models of uncertainties are available or determined previously by experiments.

2.2.2 Random Variables

In practice, outcomes of all experiments, even under equal conditions, are not unique
and show discrepancies in values. For example, to find elasticity modulus E of a
material, say steel, a number of equal samples have to be tested in laboratory. Each
sample produces a specific value of E, which is mostly different than those obtained
from other samples, although they may be very close together. As being the design
value, we use an average value of E over the values obtained from all experiments
made under the same condition. Here, E is a random variable which associates a
unique numerical value with every outcome of an experiment. Thus, a random
variable (r.v.) is a finite single valued function X(.) which associates a real numerical
value with every outcome of a random experiment [23]. An r.v. X can be thought as a
measurement of outcomes of the random experiment. Its randomness comes from the
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value that depends on the outcome of the experiment, which cannot be predicted
exactly before the experiment is carried out. More generally, an r.v. X is a function
that maps the sample space S into a real line with�1 thrown in. There are two types
of random variables, discrete and continuous. A discrete random variable is defined
as, if an r.v. can take only a finite number of distinct values, then it is discrete, i.e., a
discrete r.v. takes only a countable number of distinct values. A continuous random
variable is defined as, if an r.v. can take an infinite number of possible values, then it
is continuous, i.e., it is not defined at specific values, instead it is defined over an
interval of values. A particular outcome of an r.v. is termed as a random variate. In
the random vibration theory, an r.v. X is a function of time t, which means that the
outcome of an experiment is time dependent. It is denoted by X(x, t) where x is a time-
dependent outcome, i.e., x = x(t), which represents an excitation input function or a
response function. In the random vibration theory, the probability information of
random time functions xi(t), where (i = 1,2,3,…n), is used to determine statistical
characteristics of an event represented by the r.v. X(x, t), which involves in an
ensemble process explained in the following section.

2.2.3 Stochastic Processes

As a short definition, a random process is an infinite collection of realizations of an
r.v. In a similar way to the definition of an r.v., a random process is a mapping
from the sample space into an ensemble of time functions known as sample
functions. The r.v. X(x, t) for a fixed random x value, say x1, is a specific time
signal that it is called as the realization of the r.v. X(x, t) at x = x1, which is
denoted by x1(t). For a fixed time, say t1, the r.v. X(x, t1) is a time-independent r.v.
that probability principles are applied. For both fixed values of x and t, say (x = x1

and t = t1), the r.v. X(x, t) will be a mere number with the value of X(x1, t1) [23].
The ensemble of all realizations of a time-dependent r.v. represents the stochastic
process that we use the notation X(t) to indicate it, disregarding its dependence on
the outcome x. Such an ensemble, which represents a stochastic process, is shown
in Fig. 2.3 with four realizations, or samples, x1(t), x2(t), x3(t) and x4(t). As indi-
cated above, a stochastic process represents a single number, a time function, an
r.v., and a process with time function and r.v. Thus,

1. if x and t are both fixed (x = x1 and t = t1), then X(x1, t1) is a single number,
2. if x is fixed (x = x1) and t is a variable, then X(x1, t) is a time function as x1(t),
3. if x is a variable and t is fixed (t = t1), then X(x, t1) is a random variable at

t = t1,
4. if x and t are both variables then X(x, t) is a stochastic process.

If we consider an infinite number of samples, at a specific time, say t = t1 as
shown in Fig. 2.3, the stochastic process will be a continuous r.v. with the out-
comes x, as (x1, x2, …, xn) where (n!1). This r.v. is fully described by its
probability characteristics explained in the next section.
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2.2.4 Probability Distribution and Density Functions

A probability measure of an event has been outlined in the Sect. 2.2.1. In order to
determine this measure, probability distributions and related functions are
explained in this section. Let us define an event A such that all outcomes of the r.v.
X(x, t1), in short X, between x1�X� x2ð Þ fall in, where x1 and x2 are the lower and
upper bounds of the outcomes. The probability of the event A is sated as

PðAÞ ¼ P x1�X� x2ð Þ ð2:9aÞ

It is the probability that the outcomes of X fall between the bounds x1 and x2. This
probability definition of the r.v. X can be extended to the probability definition of a
stochastic process X(t), of which the event is denoted by A(t), i.e.

PðAðtÞÞ ¼ P x1ðtÞ�XðtÞ� x2ðtÞð Þ ð2:9bÞ

will be a time function. If the outcomes of the event A(t) fall between �1 and
any realization x(t) in the region, �1� xðtÞ� þ1ð Þ, of the stochastic process
X(t), then by definition the probability is called as the probability distribution
function, or the cumulative distribution function (CDF). It is denoted by FX(x, t),
i.e.,

CDF : ! FXðx; tÞ ¼ P �1�XðtÞ� xðtÞð Þ ð2:10aÞ

For a time independent r.v. X, it will be

FXðxÞ ¼ P �1�X� xð Þ ð2:10bÞ

x4(t)

t

t

t

t
t1 t2

x3(t)

x2(t)

x1(t)

Fig. 2.3 Ensemble of time-dependent random variables with four samples
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The probability of the process X(t), which is given by Eq.(2.9b), is stated in
terms of the probability distributions at x2(t) and x1(t) as

P x1ðtÞ�XðtÞ� x2ðtÞð Þ ¼ FXðx2; tÞ � FXðx1; tÞ ð2:10cÞ

The probability distribution function FX(x, t) satisfies the following properties.

FXð�1Þ ¼ 0

FXðþ1Þ ¼ 1

�

thus 0�FXðx; tÞ� 1

FXðx1; tÞ�FXðx2; tÞ for x1ðtÞ� x2ðtÞð Þ
ð2:11Þ

One other important definition in the probability theory is the probability
density function (PDF), which determines probability characteristics of the
stochastic process. It is related to the probability that the stochastic process
X(t) lies in the interval x(t) to (x(t) ? dx(t)). It is stated from Eq. (2.10c)

P xðtÞ�XðtÞ� xðtÞ þ DxðtÞð Þ ¼ FX xðtÞ þ DxðtÞð Þ � FX xðtÞð Þ ð2:12aÞ

and taking the limit of this statement when DxðtÞ ! 0ð Þ it will be

P xðtÞ�XðtÞ� xðtÞ þ dxðtÞð Þ ¼ lim
DxðtÞ!0

FX xðtÞ þ DxðtÞð Þ � FX xðtÞð Þð Þ ð2:12bÞ

or P xðtÞ�XðtÞ� xðtÞ þ dxðtÞð Þ ¼ f Xðx; tÞdxðtÞ ð2:12cÞ

Thus, the probability that X(t) lies in the interval x(t) to (x(t) ? dx(t)) is the area of a
function fX (x, t) in the interval dx(t). As it may be seen from Eqs. (2.12b) and (2.12c),
this function is the derivative of the probability distribution FX(x, t), which is

Probability Density Function (PDF):! f Xðx; tÞ ¼
oFXðx; tÞ

ox
ð2:13Þ

The function fX(x, t) is called as the PDF of the stochastic process X(t). For a
continuous process X(t), the probability distribution FX (x, t) can be stated from
Eq. (2.13) as,

FXðx; tÞ ¼
Z

x

�1

f Xðn; tÞ dn ð2:14Þ

With this definition the probability of the process X(t) in the region of
x1ðtÞ�XðtÞ� x2ðtÞ is written

P x1ðtÞ�XðtÞ� x2ðtÞð Þ ¼
Z

x2

x1

f Xðn; tÞ dn ð2:15Þ

Since the probability distribution of a continuous stochastic process X(t) is an
increasing function and FXðþ1Þ ¼ 1 the PDF satisfies the conditions
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f Xðx; tÞ� 0
Z

1

�1

f Xðx; tÞ dx ¼ 1
ð2:16Þ

The probability distribution and density functions of a continuous process are
smooth function as shown in Fig. 2.4. For discrete and mixed processes, the
probability distribution FX(x, t) is respectively staircase and discontinuous func-
tions [23]. If the distribution function FX(x, t) is discontinues but not staircase then
the process is called as a mixed process. The probability density function fX(x, t) of
a discrete process is in the form of impulses. Each impulse, which is defined as a
probability mass, is equal to the corresponding step size of the distribution func-
tion as shown in Fig. 2.5, e.g., pXðxiÞ ¼ FXðxiÞ � FXðxi � eÞ at X = xi where e is a
small positive number. The sum of all probability masses is equal to 1. The
probability mass of a continuous process at X = xi can be stated from the
definition as

Pr obability Mass: ! pXðxi; tÞ ¼ fXðxi; tÞ dx ð2:17Þ

Discrete random processes have the same properties of continuous processes
provided that probability masses are used instead of probability density functions
and integrations of continuous random processes are replaced with summations for
discrete processes. In practical applications, an event such as a structural response
contains usually outputs of multiple random variables with joint distributions. This
matter and related subjects are outlined briefly in the next section.

2.2.4.1 Distribution and Density Functions of Joint Random Variables

In the previous section, probability distribution and density function of a single
random process X(t) is presented. If an event is a collection of outputs of multiple
random variables and processes, the probability distribution and density functions
are somewhat different than those of a single variable or process. For simplicity,
we use only two random variables X and Y. For multiple random variables, the
same principles of two random variables can be applied. The joint probability
distribution function of multiple random variables are defined as the probability of
their intersection for �1�X� xð Þ and �1� Y � yð Þ, i.e.,

Joint CDF: ! FXYðx; yÞ ¼ PðX� x \ Y � yÞ ð2:18Þ

In other words, it is the probability that all outcomes of random variables X and
Y fall in the region X� xð Þ and Y � yð Þ, where x and y may be either time
dependent or time invariant. If they are time dependent the random variables
X(t) and Y(t) become joint random processes as being similar to a single random
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process explained in the previous section. The joint probability distribution
function FXY(x, y) satisfies the following properties.

FXYðx; yÞ� 0 for �1� x�1ð Þ and �1� y�1ð Þ
FXYð�1; yÞ ¼ FXYðx;�1Þ ¼ 0

FXYð1;1Þ ¼ 1

FYðyÞ ¼ FXYð1; yÞ and FXðxÞ ¼ FXYðx;1Þ

ð2:19Þ

For continuous random variables, X and Y, the joint probability density function
fXY(x, y) can be obtained from the derivatives of the joint probability distribution
function as written by

Joint PDF: ! f XYðx; yÞ ¼
o2FXYðx; yÞ

oxoy
ð2:20Þ

It is related to the probability that X and Y lie in the intervals x and (x ? dx), and
y and (y ? dy) respectively, i.e.,

P x�X� xþ dxÞ \ y� Y � yþ dyð Þð Þ ¼ f XYðx; yÞdxdyð ð2:21Þ

1

x(t)x(t)

F
X
(x,t) f

X
(x,t)

x1 x2 x3 x4 x5x1 x2 x3 x4 x5

p1

p2

p3

p4 p5p1
p2

p3

p4

p5

5

i
i 1

p 1
=

= Σ

(a) (b)

Fig. 2.5 Probability distribution and density functions of a discrete process X(t). a Probability
distribution function b Probability density function

1

F
X
(x,t)

x(t)

f
X
(x,t)

x(t)

(a) (b)

Fig. 2.4 Probability distribution and density functions of a continuous process X(t). a Probability
distribution function. b Probability density function
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which defines the probability mass at x and y. For discrete r.v. at X = xi and
Y = yj, it becomes pXY(xi, yj) which is

Joint Probability Mass: ! pXYðxi; yiÞ ¼ f XYðxi; yiÞ dx dy ð2:22Þ

The joint probability and joint probability distribution function are expressed
from the joint density function as

P x1�X� x2ð Þ \ y1� Y � y2ð Þð Þ ¼
Z

x2

x1

Z

y2

y1

f XYðn; gÞ dg dn

FXYðx; yÞ ¼
Z

x

�1

Z

y

�1

f XYðn; gÞ dg dn

ð2:23Þ

The joint probability density function satisfies the following requirements

f XYðx; yÞ� 0 and

Z

1

�1

Z

1

�1

f XYðn; gÞ dg dn¼ FXYð�1;1Þ ¼ 1 ð2:24Þ

Two special cases of joint probability distribution and density functions are
presented in the following sections.

2.2.4.2 Marginal Probability Distribution and Density Functions

In the case of multiple random variables, the statistics of an individual variable is
called as marginal. The related probability distribution and density functions are
also called as marginal probability distribution and density functions. From
Eq. (2.19), the marginal probability distributions of joint random variables X and
Y can be written

Marginal CDF of X: ! FXðxÞ ¼ FXYðx;1Þ ¼
Z

x

�1

Z

1

�1

f XYðn; gÞ dgdn

ð2:25aÞ

Marginal CDF of Y: ! FYðyÞ ¼ FXYð1; yÞ ¼
Z

y

�1

Z

1

�1

f XYðn; gÞ dndg

ð2:25bÞ

The marginal probability density functions fX(x) and fY(y) can be obtained from
the derivatives of FX(x) and FY(y) or from integrations of the joint density function
as stated
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Marginal PDF of X: ! f XðxÞ ¼
oFXðxÞ

ox
¼
Z

1

�1

f XYðx; yÞ dy ð2:26aÞ

Marginal PDF of Y: ! f YðyÞ ¼
oFYðyÞ

oy
¼
Z

1

�1

f XYðx; yÞ dx ð2:26bÞ

Marginal probability density function is used to calculate the probability of
particular events required in the Bayes’ theorem or in the calculation of a condi-
tional probability and in the total probability theorem.

2.2.4.3 Conditional Probability Distribution and Density Functions

For two events A and B, the conditional probability has been defined in Eq. (2.5).
Here, the conditional probability distribution and density function of two joint
random variables X and Y will be explained. The joint probability distribution
(joint cumulative distribution function, CDF) of the random variables X and Y has
been defined in Eq. (2.18). It is now assumed that one of them, say Y, takes a
specific value, i.e., Y ¼ y, and the probability distribution of other one (X) is
defined as

FXðx j yÞ ¼ PðX� xjY ¼ yÞ ð2:27Þ

It is the probability that �1�X� xð Þ on the condition Y ¼ yð Þ, which is called
the conditional probability density function. By using the conditional probability
given in Eq. (2.5) it can be written

Conditional CDF: !
FXðx j yÞ ¼

FXYðx; yÞ
FYðyÞ

FYðy j xÞ ¼
FXYðx; yÞ

FXðxÞ

8

>

>

<

>

>

:

ð2:28Þ

As an example of the conditional CDF function, let us assume that the r.v. Y is
defined to be a subset of the r.v. X as Y ¼ x� að Þ [23, 24]. The intersection of
random variables X and Y is defined as

X� xð Þ \ Y � yð Þ ! X� xð Þ \ X� að Þ ¼
x� a if x� a

0 if x \ a

(

ð2:29Þ

The marginal distribution of Y is

FYðyÞ ¼ P X� að Þ ¼ FX 1ð Þ � FX að Þ ¼ 1� FX að Þ ð2:30aÞ

and the joint distribution of X and Y is obtained by using Eqs. (2.18) and (2.29)
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FXYðx; yÞ ¼
FXðxÞ � FXðaÞ if x� a

0 if x\a

(

ð2:30bÞ

Using Eq. (2.28) the conditional distribution of X, such that XjX� að Þ, is calcu-
lated from

FXðx j yÞ ¼
FXYðx; yÞ

FYðyÞ
! FXðxjyÞ ¼

FXðxÞ � FXðaÞ
1� FX að Þ if x� a

0 if x\a

8

>

<

>

:

ð2:30cÞ

The conditional probability density functions of joint r.v. are defined in the
same manner as the conditional CDF functions

Conditional PDF: ! f Xðx j yÞ ¼
f XYðx; yÞ

f YðyÞ
and f Yðy j xÞ ¼

f XYðx; yÞ
f XðxÞ

ð2:31Þ

By using conditional probability density functions the conditional probability
distributions are calculated from

FXðx j yÞ ¼
Z

x

�1

f Xðn j yÞ dn and FYðyjxÞ ¼
Z

y

�1

f Yðg j xÞ dg ð2:32Þ

The conditional density functions satisfy the requirements of an ordinary PDF
given in Eq. (2.16), i.e.,

f Xðx j yÞ� 0
Z

1

�1

f Xðx j yÞ dx ¼ 1

9

>

>

=

>

>

;

and

f Yðy j xÞ� 0
Z

1

�1

f Yðy j xÞ dy ¼ 1

8

>

>

<

>

>

:

ð2:33Þ

If joint random variables are independent, their probability distribution and
density functions become products of corresponding marginal functions as similar
to the probability of intersection of independent events given in Eq. (2.6). This
subject is explained in the following section.

2.2.4.4 Independent Random Variables

Definition of independent events has been given in Eq. (2.6). The only condition is
that the probability of their intersection is the product of probabilities of individual
events. The same rule also applies for the probability distribution of joint r.v. as to
be independent. Thus, for independent random variables X and Y, the joint
distribution is stated from Eq. (2.18) as written

Joint CDF of independent r:v:: ! FXYðx; yÞ ¼ PðX� xÞPðY � yÞ ð2:34Þ
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from which it is seen that the joint probability distribution function is a product of
marginal distribution functions, i.e.,

FXYðx; yÞ ¼ FXðxÞFYðyÞ ð2:35Þ

For independent random variables, conditional probability distributions become
marginal as stated from Eq. (2.28),

FXðx j yÞ ¼ FXðxÞ and FYðy j xÞ ¼ FYðyÞ ð2:36Þ

In a similar way, the joint probability density function of independent continuous
random variables X and Y becomes a product of marginal PDF, which is written

Joint PDF of independent r:v:: ! f XYðx; yÞ ¼ f XðxÞ f YðyÞ ð2:37Þ

These statements can be extended for multiple independent random variables.
The calculation of statistical values of events comprising independent r.v. is
simply carried out by integrations, or summations for discrete variables, over
individual r.v. It does not require a multiple integrations process, which is usually
more time consuming and more complicated. In the following section, calculations
of the statistical values of r.v. and functions are presented.

2.3 Mean Values, Probability Moments, and Variances
of Random Variables and Random Functions

Since outcomes of r.v. are unpredictable and not specific values, the average value,
which is also called as the Mean Value, of all outcomes of an r.v. is an indicative
measure in engineering applications. It is also the Expected Value that the most
outcomes of the r.v. is likely to occur. It is used as a design value in the deter-
ministic analyses. In the probabilistic analyses, it is one of statistical parameters
describing the probability distribution of the r.v. For an r.v. X, the definition of the
mean value is as follows,

Mean Value of an r:v:: ! mX ¼ E½X� ¼

Z

1

�1

x f XðxÞ dx! continuous

X

n

i¼1

xi pXðxiÞ ! discrete

8

>

>

>

>

>

<

>

>

>

>

>

:

ð2:38Þ

where mX is the mean value and E[.] denotes an expected value, fX(x) is the
probability density function of a continuous r.v. X, pX(xi) is the probability mass of
a discrete r.v. X. In Eq. (2.38), having replaced the marginal PDF fX(x) by the
conditional PDF f XðxjyÞ, a conditional expected value is defined as

134 2 Introduction to Random Vibration and Stochastic Analysis



Conditional Mean Value: ! mXjY ¼ E½XjY � ¼
Z

1

�1

x f Xðx j yÞ dx ð2:39Þ

The mean value of an r.v. determines only the gravity center of its PDF. It does
not provide full statistical information of the r.v. which is possible only if its
probability moments are known. The Probability Moment that corresponds to the
nth moment of the area of the PDF of an r.v. with respect to the origin is defined

Prob: Moment of an r:v::! mXð Þn¼ E½Xn� ¼

Z

1

�1

xn f XðxÞ dx! con:

X

n

i¼1

xi
n pXðxiÞ ! dis:

8

>

>

>

>

>

<

>

>

>

>

>

:

ð2:40Þ

where n is an integer number indicating the order (degree) of the probability
moment. As it is seen from Eq. (2.38) the expected value E[X] is the first order
probability moment. The most statistical informative probability moments are
defined with respect to the expected value rather than the origin. They are called as
the Central Probability Moments which are defined as, for continuous r.v.,

Central Prob. Mom.:! lXð Þn¼ E½ X � mXð Þn� ¼
Z

1

�1

x� mXð Þn f XðxÞ dx ð2:41Þ

As it can be seen from Eq. (2.41) the first order central moment equals zero, i.e.,
lXð Þ1¼ 0. The second-order central moment is especially important since it

defines the variance of the r.v. It provides a measure of the spread or the
randomness of an r.v. and it determines the effective width of the PDF. It is defined

Variance: ! rX
2 ¼ E½ X � mXð Þ2� ¼

Z

1

�1

x� mXð Þ2 f XðxÞ dx ð2:42aÞ

The variance can also be stated in terms of the second probability moment and the
expected value of the r.v. X. From Eq. (2.42) it is written

rX
2 ¼ E½ X � mXð Þ2� ¼ E½X2 � 2mXX þ mX

2� ¼ mXð Þ2�mX
2 ð2:42bÞ

The square root of the variance is called the Standard Deviation, rX, and the
ratio between rX and mX is called as the Coefficient of Variation, which are

Standard Deviation ðSDÞ ! rX¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Variance
p

Coefficient Of Variation ðCOVÞ ! VX ¼
rX

mX

ð2:43Þ
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One other important measure of an r.v. is the Coefficient of Skewness, c1, which
provides information about the shape of the PDF. It is defined as

Coefficienet of Skewness: ! c1 ¼
lXð Þ3
r3

X

¼ E X � mXð Þ3=r3
X

h i

ð2:44Þ

If this coefficient is zero, then the PDF is symmetric about its center point,
otherwise it is asymmetric as shown in Fig. 2.6. A useful, but less common,
measure of an r.v. is the Coefficient of Kurtosis, c2. It is defined

Coefficienet of Kurtosis: ! c2 ¼
lXð Þ4
rX

4
¼ E X � mXð Þ4=rX

4
h i

ð2:45Þ

Kurtosis determines the flatness of the r.v. It is a measure of whether the PDF is
peaked or flat relative to a normal distribution of which (c2 = 3). The PDF of an
r.v. with high kurtosis tends to have a distinct peak near the mean declining rather
rapidly and have heavy tails. Low kurtosis indicates that the PDF has a flat top near
the mean rather than a sharp peak. The CDF and PDF of an r.v. are usually
described by its standard deviation and mean value, rX and mX. So far, we have
presented properties of r.v., but in most practical applications we encounter
functions of r.v. The probabilistic properties of such functions are presented in the
next section.

2.3.1 Functions of Random Variables

In engineering applications a response quantity is usually a function of r.v. that
needs to be determined in probabilistic terms. The r.v. in its content constitute
probabilistic input parameters that fully described by their CDF or PDF. Given the
random input parameters or variables, the probabilistic and statistical character-
istics of random response functions are required in the calculations of their
expected values and probabilities of occurrences of specific events under desired
conditions, such as probability of failure due to fatigue damage or ultimate loading
conditions. The response functions that contain r.v. are denoted by Y and Z as
defined

Function of one r:v:X. . .. . .: ! Y ¼ gðXÞ
Function of multipler:v:; i:e: X and Y: ! Z ¼ gðX; YÞ

ð2:46Þ

The statistical values of random functions, Y = g(X) or Z = g(X, Y), are defined
and calculated in the same manner of r.v. explained in Sect. 2.3. They are
explained below for functions of one r.v. and multiple random variables.
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2.3.1.1 Function of One Random Variable

The function of one r.v. is defined in Eq. (2.46). Its mean value and variance are
defined as

Mean of a r:f:: ! mgðXÞ ¼ E½gðXÞ� ¼
Z

1

�1

gðXÞ f XðxÞ dx ð2:47aÞ

Variance of a r:f:: ! r2
gðXÞ ¼

Z

1

�1

gðXÞ � mgðXÞ
� �2

f XðxÞ dx ð2:47bÞ

Having used the series expansion of the function g(X) at the mean value of X, it is
stated that

gðXÞ ¼ gðmXÞ þ ðX � mXÞ g0ðmXÞ þ
ðX � mXÞ2

2
g00ðmXÞ þ . . . ð2:48Þ

where gðnÞðmXÞ, with (n ¼0; 00 ; . . .), is the nth derivative of g(X) evaluated at
X = mX. Using Eq. (2.48) the mean and variance of the function g(X) can be
calculated approximately [23] from,

mgðXÞ ’ gðmXÞ þ
r2

X

2
g00ðmXÞ þ . . .þ ðlXÞn

n!
gðnÞðmXÞ

r2
gðXÞ ’ g0ðmXÞð Þ2r2

X

ð2:49Þ

The moments of the random function g(X) are defined as similar to one r.v. X,

Pr ob: Moment of a r:f:: ! mgðXÞ
� �

n
¼
Z

1

�1

gnðXÞ f XðxÞ dx ð2:50aÞ

x xx

γ1>0

fX(x)

γ1=0

fX(x)

γ1<0

fX(x)

(a) (b) (c)

Fig. 2.6 Shapes of PDF with different coefficients of skewness c1. a Negative skewness. b Zero
skewness. c Positive skewness
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Central Pr ob: Mom: of a r:f:: ! lgðXÞ

� �

n
¼
Z

1

�1

gðXÞ � mYð Þn f XðxÞ dx

ð2:50bÞ

The PDF of a random function Y = g(X) is calculated in terms of PDF of the
r.v. X [23] from,

PDF of a r:f: Y ¼ gðXÞ: ! f Y yð Þ ¼
X

k

i¼1

f X xið Þ
g0ðxiÞj j ð2:51Þ

where xi (i = 1, 2, …,k) are the real roots of the equation y ¼ gðxÞ in terms of y,
g0ðxiÞ is the derivative of g(X) evaluated at X = xi and |.| denotes the absolute
value. As a demonstration, it is assumed that the function g(X) is given

Y ¼ gðXÞ ¼ ax�2 ð2:52aÞ

and the PDF of Y will be calculated. The real roots of g(X) are calculated for
ay [ 0ð Þ as written

y ¼ ax�2 ! x1 ¼
ffiffiffiffiffiffiffiffiffiffi

ay�1
p

and x2 ¼ �
ffiffiffiffiffiffiffiffiffiffi

ay�1
p

for ay [ 0ð Þ ð2:52bÞ

For different sings of y and a, i.e., ay\0ð Þ,the solution is not real. The derivatives
evaluated at the roots are

g0ðxÞ ¼ �2ax�3 ! g0ðx1Þ ¼ �2
ffiffiffiffiffiffiffiffiffiffiffi

a�1y3
p

and g0ðx1Þ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffi

a�1y3
p

ð2:52cÞ

Using Eq. (2.51) the PDF of Y is obtained for ay [ 0ð Þ as written

f Y yð Þ ¼ 1
2

ffiffiffiffiffi

a

y3

r

f X

ffiffiffiffiffiffiffiffiffiffi

ay�1
p

� �

þ f X �
ffiffiffiffiffiffiffiffiffiffi

ay�1
p

� �h i

for ay [ 0ð Þ ð2:52dÞ

For ay\0ð Þ, the PDF of Y will be zero, i.e., f Y yð Þ ¼ 0.

2.3.1.2 Functions of Multiple Random Variables

As similar to the case of one continuous r.v. X, a random function Z of two, or
more, jointly distributed random variables X and Y is defined to be Z ¼ gðX; YÞ. Its
expected (mean) value is calculated [23, 24] from

Mean of a r:f: Z:! E½Z� ¼ E½gðX; YÞ� ¼
Z

1

�1

Z

1

�1

gðX; YÞ f XYðx; yÞdx dy ð2:53Þ

Once the PDF of Z, i.e., fZ(z), is known, all statistical values and definitions of a
r.v. X is also valid for the r.f. Z. However, calculation of the PDF of Z is not as
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simple as that of a function of one r.v. It can be calculated for each function
Z ¼ gðX; YÞ. A general calculation can also be obtained through the joint PDF of
random functions, say Z and W, which are defined

Z ¼ gðX; YÞ and W ¼ hðX; YÞ ð2:54Þ

The joint PDF of the functions Z and W, fZW(z, w), is calculated [23] from

Joint PDF of two r:f Z and W : ! f ZW z;wð Þ ¼
X

k

i¼1

f XY xi; yið Þ
Jðxi; yiÞj j ð2:55Þ

where xi; yið Þ(i = 1, 2, …k) are all real solutions of the equations

gðxi; yiÞ ¼ z and hðxi; yiÞ ¼ w ð2:56Þ

in terms of z and w, and Jðxi; yiÞj j is the absolute value of the determinant of the
Jacobian for the transformation given in Eq. (2.54) at the solutions xi; yið Þ. It is
stated in general as,

Jðx; yÞj j ¼

ogðx; yÞ
ox

ogðx; yÞ
oy

ohðx; yÞ
ox

ohðx; yÞ
oy

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

ð2:57Þ

Having obtained the joint PDF of the random variables Z and W as given in
Eq. (2.55) the marginal PDF of Z can be calculated similarly to Eq. (2.26a) from,

Marginal PDF of a r:f: Z: ! f ZðzÞ ¼
Z

1

�1

f ZWðz;wÞ dw ð2:58Þ

A useful application of a random function Z of two random variables X and Y is
to calculate joint moments of these random variables. If the function Z ¼ gðX; YÞ
is defined as

Z ¼ gðX; YÞ ¼ XnYm ð2:59Þ

its expected value will be the joint moments of order (n ? m) of the random
variables X and Y. From Eq. (2.53) it is written that

Joint Mom: of r:v: X and Y : !
E½XnYm� ¼

Z

1

�1

Z

1

�1

xnym f XYðx; yÞ dx dy

mXYð Þnm ¼ E½XnYm�

8

>

>

<

>

>

:

ð2:60Þ

As it is seen from Eq. (2.60), if (n = 1, m = 0) the marginal mean E[X] is obtained
while for (n = 0, m = 1) gives the marginal mean E[Y]. In a similar way to the
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joint moments, the central joint moments of order (n ? m) of the random variables
X and Y are defined

E X � mXð Þn Y � mYð Þm½ � ¼
Z

1

�1

Z

1

�1

x� mXð Þn y� mYð Þm f XYðx; yÞ dx dy

lXYð Þnm¼ E X � mXð Þn Y � mYð Þm½ �

ð2:61Þ

It can be seen from this statement that, if (n = 2, m = 0) the variance r2
X and if

(n = 0, m = 2) the variance r2
Y are obtained. The joint central moment for (n = 1,

m = 1) is called as the Covariance of the joint random variables X and Y, which is
defined

Covariance of Joint r:v: X and Y : ! rXY ¼ E X � mXð Þ Y � mYð Þ½ �

rXY ¼
Z

1

�1

Z

1

�1

x� mXð Þ y� mYð Þ f XYðx; yÞ dx dy¼ mXY � mXmYð Þ
ð2:62Þ

The ratio between the covariance and the product of marginal standard devi-
ations is called as the Correlation Coefficient, which is defined

Corralation Coefficint of r:v: X and Y : ! qXY ¼
rXY

rXrY
ð2:63Þ

The correlation coefficient is the normalized version of the covariance and it
satisfies the condition of �1� qXY � 1ð Þ [24]. It is a measure of dependency
between the random variables X and Y. If they are not correlated, then the
correlation coefficient becomes zero and, for a full correlation, it becomes
qXY ¼ �1. It can be seen from Eq. (2.62) that, for independent random
variables X and Y, the covariance will be zero and accordingly the correlation
coefficient will also be zero, therefore, the independent random variables are
also uncorrelated. But, uncorrelated random variables are not necessarily
independent, i.e.,

Uncorrelated r:v: X and Y : ! qXY ¼ 0 ; but not necessarily independent

Independent r:v: X and Y: ! qXY ¼ 0 ; thus uncorrelated

ð2:64Þ

Once the PDF of random variables are determined their statistical values can be
calculated as explained above. In the following section, some useful probability
distributions that used frequently in practice are presented.
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2.3.2 Some Useful Probability Distributions

In this section, some probability distributions of continuous r.v. and their prop-
erties, which are used in practical applications mostly, are presented briefly. More
information about the distributions and a more complete list of distribution types
can be found in text books of statistical distributions, e.g., [25–27].

2.3.2.1 Normal (Gaussian) Distribution

The Normal or Gaussian univariate probability density function of a r.v. X is the
one mostly used in practice. It is defined in general as

Normal PDF: ! f XðxÞ ¼
1
ffiffiffiffiffiffi

2p
p

r
exp � 1

2
x� m

r

� �2
	 


ð2:65aÞ

in which m and r are respectively the mean and standard variation of X. The
corresponding CDF is calculated from

Normal CDF: ! FXðxÞ ¼
Z

x

�1

f XðnÞ dn ¼ FyðxÞ ¼ U
x� m

r

� �

ð2:65bÞ

where U(.) is called as the Standard Normal Distribution function and its PDF is
denoted by u(.), which are defined

Standard Normal PDF: ! u xð Þ ¼ 1
ffiffiffiffiffiffi

2p
p e� x2=2 ð2:65cÞ

Standard Normal CDF: ! U xð Þ ¼ 1
ffiffiffiffiffiffi

2p
p

Z

x

�1

e� u2=2 du ð2:65dÞ

The central moments of X and |X| are calculated [23] from

Central Mom: of X: !
ln ¼ 1:3. . .ðn� 1Þ rn for n even

ln ¼ 0 for n odd

(

ð2:65eÞ

Central Mom: of Xj j: !
ðljXjÞn ¼ 1:3. . .ðn� 1Þ rn for n ¼ 2k

ðljXjÞn ¼
ffiffiffi

2
p

r

2kk!rn for n ¼ 2k þ 1

8

>

<

>

:

ð2:65fÞ

Using Eq. (2.65e) the coefficients of skewness c1 and kurtosis c2 of a normal r.v.
are calculated from Eqs. (2.44) and (2.45) as written
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Coefficienet of Skewness of a Normal r:v:: ! c1 ¼ 0

Coefficienet of Kurtosis of a Normal r:v:: ! c2 ¼ 3
ð2:65hÞ

If multivariate normal variables are involved in a process, then a multivariate
normal PDF will be required. In this case, a vector process is used and the
multivariate normal PDF is stated as,

Multivariate Normal PDF: ! f ~Xð~xÞ ¼
1

2p

� �

p
2 1
ffiffiffiffiffiffiffi

jqj
q exp � v2

2

� �

ð2:66aÞ

where ~X is a vector of p-dimensional r.v., ~x is a vector of their realizations and v2 is
a scalar calculated from the product

Scalar: ! v2 ¼ ~x� ~mð ÞTq�1 ~x� ~mð Þ ð2:66bÞ

in which ~m is a vector of mean values and q is the covariance matrix of ~X and jqj

in Eq. (2.66a) denotes the determinant of q. These definitions are written

Vector of Multivariate r:v:: ! ~X ¼ X1;X2; . . .;Xp


 �T

Vector of realizations of ~X: ! ~x ¼ x1; x2; . . .; xp


 �T
ð2:66cÞ

Vector of mean values of ~X: ! ~m ¼ m1;m2; . . .;mp


 �T ð2:66dÞ

The covariance matrix q is defined as

Covariance matrix of ~X: ! q ¼

r2
1 r12 : r1p

r21 r2
2 : r2p

: : : :
rp1 rp2 : r2

p

2

6

6

4

3

7

7

5

ð2:66eÞ

As it is seen from Eq. (2.66e), the diagonal terms of this matrix are the variances of
the r.v. Xi. For uncorrelated r.v., the off diagonal terms will be zero and the matrix
becomes diagonal.

2.3.2.2 Lognormal Distribution

One other commonly used distribution in practice is the Lognormal Distribution. If
the r.v. X has a Normal distribution with the mean and variance, mX and r2

X , then
the r.v. Y ¼ eX is said to be log normally distributed. It is written as

Exponential Function of X: ! Y ¼ eX and X ¼ ln Y ð2:67aÞ
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Using Eq. (2.51), the PDF of the r.v., Y ¼ eX , can be obtained as written

Lognormal PDF: ! f Y yð Þ ¼ 1

rX

ffiffiffiffiffiffi

2p
p 1

y
e
�

1
2

ln y� mX

rX

� �2

for y [ 0ð Þ

ð2:67bÞ

In the region of y� 0ð Þ, PDF of the r.v. Y will be zero, i.e., f Y yð Þ ¼ 0 for y� 0ð Þ.
The mean and variance of a Lognormal r.v. are calculated from

Mean of the r:v: Y ¼ eX: ! mY ¼ emX er2
x=2

Variance of the r:v: Y ¼ eX : ! r2
Y ¼ m2

Y er2
X � 1

� � ð2:67cÞ

If mY and rY are given, then the variance and mean of X are calculated from the
following statements

r2
x ¼ ln 1þ ry=ly

� �2
h i

and lx ¼ ln ly � r2
x=2

� �

ð2:67dÞ

2.3.2.3 Uniform Distribution

The Uniform Distribution is also used in practice to describe an r.v. that is equally
likely to take any value in the interval a and b, i.e., a� x� bð Þ. Its density function
is constant in the specified region and zero outside the region as defined

Uniform PDF: ! f XðxÞ ¼
1

ðb� aÞ in the interval ð a � x� bÞ

0 outside the interval ð a � x� bÞ

8

>

<

>

:

ð2:68aÞ

The mean and standard deviation of a Uniform r.v. are calculated from

Mean: ! mX ¼ ðaþ bÞ=2

Stand: Dev:: ! rX ¼ ðb� aÞ=
ffiffiffiffiffi

12
p

)

!
a ¼ mX �

ffiffiffi

3
p

rX

b ¼ mX þ
ffiffiffi

3
p

rX

(

ð2:68bÞ

2.3.2.4 Exponential Distribution

The Exponential Distribution can be used to describe intermittent variation of an
r.v., such as an event occurring continuously and independently at a constant rate.
Its distribution and density functions are defined in general as
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Exponential Distribution; CDF : ! FXðxÞ ¼
1� e�kðx�aÞ for x� a; k [ 0ð Þ

0 for ðx \ aÞ

(

Exponential Distribution; PDF : ! f XðxÞ ¼
ke�kðx�aÞ for x� a; k [ 0ð Þ

0 for ðx \ aÞ

(

ð2:69aÞ

The mean and variance of an Exponential distribution are calculated from

Mean ! mX ¼ aþ rX and Variance ! r2
X ¼ 1=k2 ð2:69bÞ

As an example, if it is assumed that a number of occurrences of an event per
year is (n) and the event is described by the r.v. X, then, for independent occur-
rences, the annual probability distribution of X is stated

Annual CDF of X: ! Fn
XðxÞ ¼ 1� e�kðx�aÞ

� �n
ð2:69cÞ

The density function of the annual probability is obtained from the derivative of
Fn

XðxÞ as written

Annual PDF of X: ! f XnðxÞ ¼
oFn

XðxÞ
ox

! f XnðxÞ ¼ n Fn�1
X ðxÞ f XðxÞ

ð2:69dÞ

2.3.2.5 Gamma Distribution

The Gamma Distribution represents the sum of r independent exponentially
distributed r.v., and r.v. that take always positive values. Its PDF and CDF
functions are defined as written

Gamma Dist:; PDF: ! f XðxÞ ¼
k

CðrÞ kxð Þr�1e�kx if ðx� 0; k[ 0Þ

0 if x� 0

8

<

:

ð2:70aÞ

Gamma Dist:; CDF: ! FXðxÞ ¼ 1�
X

r�1

k¼0

1
k!

e�kx kxð Þk for ðr ¼ þint:Þ ð2:70bÞ

in which C(.) represents a Gamma function [28], which is defined

Gamma Function: ! CðxÞ ¼
Z

1

0

e�uuðx�1Þ du ð2:70cÞ
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The mean and variance of the Gamma distribution are calculated to be

Mean: ! mX ¼
r

k
and Variance:! r2

X ¼
r

k2 ð2:70dÞ

The parameters r and k are respectively the shape and scale parameters of the
distribution. For different values of r and k, different type of distributions
are obtained. When (r ¼ 1), it gives the exponential distribution. If r\1ð Þ, then the
distribution is exponentially shaped and asymptotic to both horizontal and vertical
axes. If r [ 1ð Þ, its shape is unimodal and skewed with the mode (location of the
peak of the PDF) equals xm ¼ r � 1ð Þ=cð Þ. The skewness reduces with increasing
value of r as it is seen from the coefficient of skewness, c1 ¼ 2=

ffiffi

r
p

ð Þ. If (r ¼ s=2)
and (c ¼ 1=2), then the Gamma distribution becomes the v2 (Chi-square) distri-
bution with s degrees of freedom. In engineering applications, Gamma distributions
occur frequently in models of failure analysis and, in Meteorology, for rainfall
studies since the variables are always positive and the results are unbalanced.

2.3.2.6 Rayleigh Distribution

The Rayleigh Distribution is used as a probability model describing the distribu-
tion of wind speed over 1-year period. It is often used for the probability model of
the absolute value of two components of a random field, e.g., if X and Y are two
independent normally distributed random variables, both with zero mean and
variance equal to r2 and if we define a function Z ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X2 þ Y2
p

then this function
has a Rayleigh distribution with the parameter r [23]. It also describes the prob-
ability distribution of maxima of a narrow band random process with Normal
distribution. The PDF and CDF of the Rayleigh distribution are given as

Rayleigh PDF: ! f XðxÞ ¼
x

r2
exp � x2

2r2

� �

if x� 0

0 otherwise

8

>

<

>

:

Rayleigh CDF: ! FXðxÞ ¼ 1� exp � x2

2r2

� �

ð2:71aÞ

in which r is the only parameter of the distribution, which is equal to the standard
deviations of the independent random variables X and Y with Normal distributions
and zero means. The mean and variance of the Rayleigh distribution are calculated
to be

Mean: ! mX ¼ r

ffiffiffi

p
2

r

Variance: ! r2
X ¼ 2r2 1� p

4

� �

ð2:71bÞ
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2.3.2.7 Weibull Distribution

The Weibull Distribution with three parameters is the general form of its family,
which is also known as the Extreme Value Type III distribution. It is originally
used in the probability description of strength of materials and fatigue analysis.
This distribution is related to extreme value analysis and mostly used in the
reliability engineering and failure analysis, survival analysis, industrial engineer-
ing, weather forecasting for wind speed variations, extreme value theory. The PDF
and CDF of the Weibull distribution are defined as written

Weibull PDF: ! f XðxÞ ¼
a
b

� �

x� c
b

� � a�1ð Þ
exp � x� c

b

� �a	 


if ðx� cÞ

0 otherwise

8

>

<

>

:

ð2:72aÞ

Weibull CDF: ! FXðxÞ ¼ 1� exp � x� c
b

� �a	 


for ða [ 0; b [ 0Þ

ð2:72bÞ

in which a is the shape parameter, b is the scale parameter and c is the location
parameter. The mean and variance of the Weibull distribution are calculated in
terms of its parameters as stated

Mean: ! mX ¼ cþ b C 1þ 1
a

� �

Variance:! r2
X ¼ b2 C 1þ 2

a

� �

� C2 1þ 1
a

� �	 
 ð2:72cÞ

If the location parameter is zero, i.e., ðc ¼ 0Þ, the distribution is called as two
parameters Weibull distribution. If, however, the scale parameter b is taken as a
constant (b = C) and ðc ¼ 0Þ, then the distribution is called as one parameter
Weibull distribution. As being special cases, for ða ¼ 1Þ, the Weibull distribution
becomes the exponential distribution and, for ðc ¼ 0Þ and ða ¼ 2Þ, it becomes as
the Rayleigh distribution.

2.3.2.8 Gumbel Distribution

The Gumbel Distribution is usually used to model the distribution of the maxi-
mum, or the minimum, of a number of samples or various distributions. It can also
be used to find the probability that an extreme event, such as earthquake, flood or
other natural disaster, will occur. The Gumbel distribution is also known as the
Extreme Value Type I Distribution. It has two forms as one is for extreme max-
imum (Extreme Value Largest I) and one is for extreme minimum (Extreme Value
Smallest I), which are respectively defined below.
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Gumbel (EV Largest-I): !
f XðxÞ ¼ a e�a x�bð Þ e� exp �a x � bð Þð Þ

FXðxÞ ¼ e� exp �a x�bð Þð Þ for ð�1\x\1Þ

(

:

ð2:73aÞ

Gumbel (EV Smallest-I): !
f XðxÞ ¼ a ea x�bð Þ e� exp a x�bð Þð Þ

FXðxÞ ¼ 1� e� exp a x�bð Þð Þ for ð�1\x\1Þ

(

ð2:73bÞ

in which b is the location parameter and a is the scale parameter, which is defined
ða[ 0Þ. The Gumbel distribution supports the range of outcomes of the r.v.
X between ð�1\x\1Þ. The means and variances of both Largest-I and
Smallest-I distributions are calculated from

Mean: !
mX ¼ b þ 0:57722156649

a
ðLargest-IÞ

mX ¼ b � 0:57722156649
a

ðSmallest-IÞ

8

>

>

<

>

>

:

Variance: ! r2
X ¼

p2

6a2
ðLargest-I and Smallest-IÞ

ð2:73cÞ

The value (0.57722156649) in Eq. (2.73c) is the Euler’s constant. More infor-
mation about the extreme value distributions can be found in text books, e.g., [29–
31]. Having presented probability and statistical descriptions of r.v., in the fol-
lowing section, random processes and their probability and statistical descriptions
are presented briefly.

2.4 Random Processes, Ensemble Averages, Expected Values,
Stationary and Ergodic Processes

Random variables and their probability descriptions are explained in previous
sections. In this section, random processes and their properties will be outlined
briefly. An r.v. X is a variable which takes values at random and can be thought of
as a measurement of outcomes of a random experiment that cannot be predicted
beforehand. A random process is a sequence of r.v. that vary in time or 1D space.
If the number of random variables are limited then the process is said to be
discrete, and if they are infinitely large, a continuous process is obtained. The
random process can be thought of as a collection, or ensemble, of functions of time
or one dimensional space. Such an ensemble is as shown in Fig. 2.3. If an asso-
ciated r.v. X is a function of time, i.e., X(t), then the process is called as the
stochastic process. Each possible outcome of a stochastic process is called as the
realization, or sample, of the process and all realizations constitute the ensemble of
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the process. A single realization x(ti) of the process X(t) at (t = ti) is shown in
Fig. 2.7 with the PDF while the ensemble is as shown in Fig. 2.3. The value of an
observed sample of the ensemble at a particular time, say ti, which is shown in
Fig. 2.7, is an r.v. x(ti) that its probability and statistical characteristics have been
explained in previous sections. For a stochastic process, we show explicitly the
time dependence of the PDF and CDF in the notation, i.e., fX(x, t) and FX(x, t), as
presented in Sect. (2.2.4). In this section, ensemble averages and various forms of
the stochastic process are explained.

2.4.1 Ensemble Averages and Expected Values

In Sect. 2.3, mean values (or expected values) of r.v. and random functions are
explained. In this section, the mean values (or expected values) of stochastic
processes will be presented. Since a stochastic process is a collection of time-
dependent r.v., xi(t) where (i = 1, 2, ….,n) which are realizations of the process
X(t) as shown in Fig. 2.3, its average value, or sample mean, at any time t is called
as the Ensemble Average. Assuming that the r.v. xi(t) are independent with
identical probability distributions, which are equal to the probability distribution of
the r.v. X(t), then the ensemble average is defined as

Ensemble Average: ! �XðtjÞ ¼
1
n

X

n

i¼1

xiðtjÞ ¼ E½XðtÞ� ðfor n!1Þ ð2:74aÞ

which is equal to the expected value of the process X(t) when n approaches infinity
according to the law of large numbers [23]. If we have infinite number of real-
izations, then we can say that the process X(t) is continuous. In this case,
Eq. (2.74a) becomes an integral form and the expected value of the process
X(t) can be written similarly to the statement of the expected value of an r.v. Thus,
for a continuous process X(t), the expected value is

Expected ðMeanÞValue: ! E½XðtÞ� ¼
Z

1

�1

xðtÞ f Xðx; tÞ dx ð2:74bÞ

which is a time function unlike that of an r.v. All other expectations and proba-
bility moments presented in Sect. 2.3 are also valid for stochastic processes

tti

x(t)

fX(x,ti) x(ti)
PDF

Fig. 2.7 One particular
realization of the stochastic
process X(t) at (t = ti) with
its PDF
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provided that they are all functions of time t. The probability distribution FX(x, t) and
probability density function fX(x, t) of a stochastic process X(t) are defined respec-
tively in Eqs. (2.10a) and (2.13) at any time t, which are called as the First-order
distribution and density functions of the process X(t), which are sufficient to define
the range of amplitudes of the process X(t) in a probabilistic sense. In order to observe
the variation of the same realization x(t) at different time stations, say t1 and t2, the
joint distribution of x(t1) and x(t2), which is called as the Second-order joint distri-
bution of X(t), is defined as

Second-order CDF: ! FXðx1; t1; x2; t2Þ ¼ P Xðt1Þ� x1 \ Xðt2Þ� x2ð Þ ð2:75aÞ

and the corresponding joint PDF is obtained from the derivation

Second-order PDF: ! f Xðx1; t1; x2; t2Þ ¼
o2FXðx1; t1; x2; t2Þ

ox1ox2
ð2:75bÞ

If two different stochastic processes, X(t) and Y(t), are involved, their second-order
joint distribution and density functions at different time stations, t1 and t2, are
defined similarly to those of a single stochastic process as written

Second-order joint CDF: ! FXYðx; t1; y; t2Þ ¼ P Xðt1Þ� x \ Yðt2Þ� yð Þ
ð2:75cÞ

Second-order joint PDF: ! f XYðx; t1; y; t2Þ ¼
o2FXYðx; t1; y; t2Þ

oxoy
ð2:75dÞ

In a similar way, the marginal and conditional distributions of stochastic processes
can also be defined as in the case of r.v. These are not presented here and attention
is paid further to commonly used definitions that have practical importance. These
are first moments (expected values) of the joint distributions defined above. The
expected values of the joint r.v. x(t1) and x(t2), and x(t1) and y(t2) are respectively
defined as the Auto-Correlation and Cross-Correlation functions. Hence, the
auto-correlation function is

Auto-Correlation: !

RXXðt1; t2Þ ¼ E½Xðt1ÞXðt2Þ� or

RXXðt1; t2Þ ¼
Z

1

�1

Z

1

�1

x1 x2 f XXðx1; t1; x2; t2Þ dx1dx2

8

>

>

<

>

>

:

ð2:76aÞ

and the cross-correlated function is

Cross-Correlation: !

RXYðt1; t2Þ ¼ E½Xðt1Þ Yðt2Þ� or

RXYðt1; t2Þ ¼
Z

1

�1

Z

1

�1

x y f XYðx; t1; y; t2Þ dx dy

8

>

>

<

>

>

:

ð2:76bÞ
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As in the case of r.v. presented in the Sect. 2.3, the first central moments of the
joint random variables x(t1) and x(t2), and x(t1) and y(t2) are respectively defined as
the Auto-Covariance and Cross-Covariance functions, which are

Auto-Covariance: ! CXXðt1; t2Þ ¼
E Xðt1Þ � E½Xðt1Þ�ð Þ Xðt2Þ � E½Xðt2Þ�ð Þ½ �
RXXðt1; t2Þ � E½Xðt1Þ� E½Xðt2Þ�

(

ð2:77aÞ

Cross-Covariance: ! CXYðt1; t2Þ ¼
E Xðt1Þ � E½Xðt1Þ�ð Þ Yðt2Þ � E½Yðt2Þ�ð Þ½ �
RXYðt1; t2Þ � E½Xðt1Þ� E½Yðt2Þ�

(

ð2:77bÞ

The correlation and covariance information of stochastic processes is important
and frequently used in the spectral analysis of structures. The above mentioned
definitions of the correlation and covariance functions are general. For special
processes, such as stationary and ergodic processes, they are simplified as pre-
sented in the following section.

2.4.2 Stationary and Ergodic Processes

Two special forms of a general stochastic process, which are the Stationary and
Ergodic processes, are frequently encountered or assumed in probabilistic analyses
of structures. These special forms are outlined in this section.

2.4.2.1 Stationary Process

If the statistical properties of a random process are invariant in time, then the
process is said to be stationary in the strict sense [23]. This implies that the
statistics of a stationary process is not affected by a shift in the time origin. Thus,
the processes X(t) and X(t ? s) have the same statistics for any s value. Similarly,
the processes X(t) and Y(t) are jointly stationary if their joint statistics are not
affected by a shift in the time origin, i.e., if X(t) and Y(t), and X(t ? s) and
Y(t ? s), have the same joint statistics for any s value. A random process is said to
be stationary in the wide sense or weakly if its expected value is a constant and its
auto-correlation is a function of the time difference (s = t2–t1) which means that it
is not affected by a shift in the time origin. From these definitions, it can be stated
that a weakly stationary Normal process is also strictly stationary since all sta-
tistics of the Normal process are uniquely determined in terms of its mean and
auto-correlation. For a stationary process, the statistical characteristics of a general
process presented in Sect. 2.4.1 become as written
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Mean Value: ! lX ¼ E½Xðt1Þ� ¼ E½Xðt2Þ� ¼ constant ð2:78aÞ

Auto-Correlation: ! RXXðsÞ ¼ E½XðtÞXðt þ sÞ�
Auto-Covariance: ! CXXðsÞ ¼ RXXðsÞ � l2

X

ð2:78bÞ

Cross-Correlation:! RXYðsÞ ¼ E½XðtÞ Yðt þ sÞ�
Cross-Covariance:! CXYðsÞ ¼ RXYðsÞ � lXlY

ð2:78cÞ

or, in the integral form, the mean value, auto- and cross-correlation function are
expressed as

Mean Value: ! lX ¼
Z

1

�1

xðtÞ f Xðx; tÞ dx ¼ constant

Auto-Correlation: ! RXXðsÞ ¼
Z

1

�1

xðtÞ xðt þ sÞ f Xðx; tÞ dx

ð2:78dÞ

Cross-Correlation: ! RXYðsÞ ¼
Z

1

�1

Z

1

�1

xðtÞ yðt þ sÞ f XYðx; y; tÞ dx dy ð2:78eÞ

Since auto- and cross-correlations functions, RXX(s) and RXY(s), are independent
of an absolute time ti and functions only the time difference s, it can be verified
that these functions become even functions of s, i.e., they are symmetric with
respect to the vertical (function) axis. This property is stated as

RXXðsÞ ¼ RXXð�sÞ and RXYðsÞ ¼ RYXð�sÞ ð2:79Þ

An example auto-correlation function RXX(s) is shown in Fig. 2.8b. It can be seen
from Eq. (2.78) that, when s = 0, the auto- and cross-covariances of the random
processes X(t) and Y(t) become respectively the variance and covariance, i.e.,

Variance: ! r2
X ¼ CXXð0Þ ¼ RXXð0Þ � l2

X

Covariance:! rXY ¼ CXYð0Þ ¼ RXYð0Þ � lXlY

ð2:80aÞ

It can also be shown that the auto-correlation function is maximum at s = 0, i.e.,

RXXð0Þ�RXXðsÞ ð2:80bÞ

2.4.2.2 Ergodic Process

One important concept in the stochastic analysis is the ergodic properties of the
process. When the time average of a stationary process is equal to the ensemble
average, it is said that this stationary process is ergodic. For an ergodic process,
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any statistic calculated by averaging over all samples (members) of an ensemble at
a fixed time is equal to that calculated by averaging over all time on a single
sample of the ensemble. Thus, only one sample time function of the ensemble
represents the whole ensemble. For continuous ergodic processes, the mean, auto-
and cross-correlation functions are calculated from the time averages

Mean Value: ! ~lX ¼ E½Xðt1Þ� ¼ lim
T!1

1
2T

Z T

�T
XðtÞ dt ð2:81aÞ

Auto-Correlation: ! ~RXXðsÞ ¼ E½XðtÞXðt þ sÞ� ¼ lim
T!1

1
2T

Z T

�T
XðtÞXðt þ sÞ dt

Cross-Correlation: ! ~RXYðsÞ ¼ E½XðtÞ Yðt þ sÞ� ¼ lim
T!1

1
2T

Z T

�T
XðtÞ Yðt þ sÞ dt

ð2:81bÞ

2.4.2.3 Complex Stationary Processes

In practice, complex random variables and processes can be frequently encoun-
tered. A complex random process Z(t) is defined as

A complex process:! ZðtÞ ¼ XðtÞ þ i YðtÞ ð2:82aÞ

where X(t) is the real part and Y(t) is the imaginary part of the process. If both the
real and imaginary parts are stationary, then the complex process Z(t) is said to be
stationary. The conjugate of the complex process Z(t) is defined

Conjugate of ZðtÞ:! Z�ðtÞ ¼ XðtÞ � i YðtÞ ð2:82bÞ

The mean and auto-correlation function of a complex process are defined as

t

x(t)

τ

RXX(τ)

(a) (b)

Fig. 2.8 A sample r.v. x(t) and the corresponding autocorrelation function RXX(s). a A sample
r.v. x(t). b Autocorrelation function RXX(s)
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Complex process ZðtÞ : !
Mean: ! mZ ¼ E½ZðtÞ� ¼ mX þ i mY

Auto�correlation:! RZZðsÞ ¼ E ZðtÞ Z�ðt þ sÞ½ �

(

ð2:83aÞ

If two complex stationary processes are defined as Z(t) and V(t), then their cross-
correlation function RZVðsÞ is defined similarly to auto-correlation function as

Cross�correlation of ZðtÞ and VðtÞ:! RZVðsÞ ¼ E ZðtÞ V�ðt þ sÞ½ � ð2:83bÞ

Using the properties of real processes X(t) and Y(t) given in Eq. (2.79), the fol-
lowing properties of complex processes can be written

RZZðsÞ ¼ R�ZZð�sÞ and RZVðsÞ ¼ R�VZð�sÞ ð2:84Þ

2.4.3 Differentiation of Stochastic Processes

In practice, the derivatives of a stochastic process are also of interest in structural
dynamics. They are stochastic processes that properties can be obtained simply
using the source process. Stochastic displacements, velocities and accelerations are
examples of such processes. Let us assume two general stochastic processes to be
X(t) and Y(t). Their time derivatives of the order n and m are called as the derived
processes which are defined as

Derived Pr ocesses: ! XðnÞðtÞ ¼ onXðtÞ
otn

and Y ðmÞðtÞ ¼ omYðtÞ
otm

ð2:85Þ

Their mean values and correlation functions are calculated [23] from

Mean Value: ! E XðnÞðtÞ
h i

¼ onE XðtÞ½ �
otn ð2:86aÞ

Auto�correlation: ! RXðnÞXðnÞ ðt1; t2Þ ¼ E XðnÞðt1ÞXðnÞðt2Þ
h i

Cross�correlation: ! RXðnÞYðmÞ ðt1; t2Þ ¼ E XðnÞðt1ÞYðmÞðt2Þ
h i ð2:86bÞ

Having introduced XðnÞðtÞ and Y ðmÞðtÞ from Eqs. (2.85) into (2.86b) and taking the
average values the auto-correlation function is obtained as written by

Auto�correlation: ! RXðnÞXðnÞ ðt1; t2Þ ¼

o2nE Xðt1ÞXðt2Þ½ �
otn

1otn
2

o2nRXXðt1; t2Þ
otn

1otn
2

8

>

>

>

<

>

>

>

:

ð2:86cÞ
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ant the cross-correlation function is obtained as written by

Cross�correlation: ! RXðnÞYðmÞ ðt1; t2Þ ¼

oðnþmÞE Xðt1ÞYðt2Þ½ �
otn

1otm
2

oðnþmÞRXYðt1; t2Þ
otn

1otm
2

8

>

>

>

<

>

>

>

:

ð2:86dÞ

where n and m denote the order of derivatives. For jointly stationary processes the
cross-correlation function of the derived processes are stated from Eq. (2.86d) as

Cross-correlation of

Stationary derived processes

)

:! RXðnÞY ðmÞ ðsÞ ¼ ð�1Þn onþmRXYðsÞ
osnþm

ð2:87aÞ

In Eq. (2.87a), if the process Y(t) is replaced with the process X(t), then the
auto-correlation function of the derived process can be obtained as written

Auto-correlation of

Stationary derived processes

)

:! RXðnÞXðmÞ ðsÞ ¼ ð�1Þn onþmRXXðsÞ
osnþm

ð2:87bÞ

In structural dynamics, the first two time derivatives are mostly used, which are
denoted by _XðtÞ and €XðtÞ. Using Eq. (2.87b) the auto-correlations of _XðtÞ and €XðtÞ,
and the cross-correlations of X(t), _XðtÞ and _XðtÞ, €XðtÞ are stated as

Auto-correlations of derived processes:!
R _X _XðsÞ ¼ �

o2RXXðsÞ
os2

R€X€XðsÞ ¼
o4RXXðsÞ

os4

8

>

>

>

<

>

>

>

:

ð2:88aÞ

Cross-correlations of derived processes:!
RX _XðsÞ ¼

oRXXðsÞ
os

R _X€XðsÞ ¼ �
o3RXXðsÞ

os3

8

>

>

<

>

>

:

ð2:88bÞ

2.5 Spectral Analysis of Stochastic Processes

Correlation functions of stochastic processes are used to get information about
their characteristics, but they do not provide direct information about their
frequency contents. In structural dynamics, the frequency content of a stochastic
process, e.g., a stochastic loading on the structure, plays an important role in the
design of the structure such that, for a safe design, fundamental natural frequencies
of the structure should be far away from the peak frequencies of the loading
process. The frequency content and statistical characteristics, under certain
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conditions, of a stochastic process can be determined from its Power Spectrum or
Spectral Density function. The power spectrum of a process, which is denoted in
general by SðxÞ, is simply defined as being the Fourier transform of its correlation
function R(s). Thus, the power spectrum and correlation functions are the Fourier
transform pairs

SðxÞ ¼ 1
2p

Z 1

�1
RðsÞ e�ixsds $ RðsÞ ¼

Z 1

�1
SðxÞeixsdx ð2:89Þ

Similar to the correlation functions, auto- and cross-power spectral functions are
defined using Eq. (2.89). Assuming that X(t) and Y(t) are two stationary stochastic
processes. Their correlation and spectral functions are written as, for auto-corre-
lation and auto-spectral functions,

RXXðsÞ ¼
Z 1

�1
SXXðxÞ eixsdx $ SXXðxÞ ¼

1
2p

Z 1

�1
RXXðsÞ e�ixsds ð2:90aÞ

and for cross-correlation and cross-spectral functions,

RXYðsÞ ¼
Z 1

�1
SXYðxÞeixsdx $ SXYðxÞ ¼

1
2p

Z 1

�1
RXYðsÞ e�ixsds ð2:90bÞ

It can be proved that the power spectrum SXYðxÞ is the expectation of the product
X�ðxÞ Yðxð ÞÞ where X�ðxÞ is the complex conjugate of XðxÞ. For the proof, let us

write the Fourier transform pairs of the stationary processes X(t) and Y(t),

XðtÞ ¼
Z 1

�1
XðxÞ eixtdx

YðtÞ ¼
Z 1

�1
YðxÞ eixtdx

9

>

>

=

>

>

;

$
XðxÞ ¼ 1

2p

Z 1

�1
XðtÞe�ixtdt

YðxÞ ¼ 1
2p

Z 1

�1
YðtÞ e�ixtdt

8

>

>

<

>

>

:

ð2:91Þ

Using Eq. (2.91) the cross-correlation function RXYðsÞ can be written as

RXYðsÞ ¼ E XðtÞYðt þ sÞ½ � ¼ E

Z 1

�1
XðxÞ eixtdx

Z 1

�1
YðxÞ eixðtþsÞdx

	 


ð2:92aÞ

and substituting X(x) from Eqs. (2.91) into (2.92a) it can be stated

RXYðsÞ ¼
E

Z 1

�1

1
2p

Z 1

�1
XðtÞ e�ixtdt

� �

eixtdx
Z 1

�1
YðxÞ eixðtþsÞdx

	 


E

Z 1

�1

1
2p

Z 1

�1
XðtÞ eixtdt

� �

dx
Z 1

�1
YðxÞ eixsdx

	 


8

>

>

>

<

>

>

>

:

ð2:92bÞ

Since 1
2p

R1
�1 XðtÞ eixtdt ¼ X�ðxÞ

� �

the cross-correlation function can be written as
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RXYðsÞ ¼ E

Z 1

�1
X�ðxÞ YðxÞeixsdx

	 


¼
Z 1

�1
E X�ðxÞ YðxÞ½ �eixsdx ð2:92cÞ

From comparison of Eqs. (2.90b) and (2.92c) it is seen that

SXYðxÞ ¼ E X�ðxÞ YðxÞ½ � ð2:92dÞ

By taking its complex conjugate we can obtain the cross-spectral function SYXðxÞ
as stated

S�XYðxÞ ¼ E X�ðxÞ YðxÞ½ �ð Þ�¼ E Y�ðxÞXðxÞ½ � ¼ SYXðxÞ ð2:92eÞ

The power spectrum of the stationary process X(t) can readily be obtained from
Eq. (2.92d) as stated

SXXðxÞ ¼ E X�ðxÞXðxÞ½ � ¼ E XðxÞj j2
h i

ð2:93Þ

from which it is apparent that the power spectrum SXXðxÞ is a real-valued even
function. This can also be verified by using the properties of correlation functions
given in Eq. (2.84). The properties of spectral functions are summarized as
follows.

Auto�spectrum: ! SXXðxÞ: even real; SXXðxÞ ¼ SXXð�xÞ
Cross�spectrum:! SYXðxÞ ¼ S�XYðxÞ

ð2:94Þ

When (s = 0), i.e., RXX(0) and RXY(0), the variance and covariance of the pro-
cesses X(t) and Y(t) can be expressed in terms of spectral functions by using Eq.
(2.80a) as written

Variance: ! r2
X ¼

Z 1

�1
SXXðxÞ dx� l2

X ð2:95aÞ

Covariance:! rXY ¼
Z 1

�1
SXYðxÞ dx� lXlY ð2:95bÞ

For zero-mean processes, these statistical values become

r2
XX ¼

Z 1

�1
SXXðxÞ dx and rXY ¼

Z 1

�1
SXYðxÞ dx ð2:95cÞ

A typical correlation function and its counterpart spectral function are shown in
Fig. 2.9.
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2.5.1 Spectral Moments, Variances of Derived Processes,
Spectral Bandwidth

In engineering practice, Spectral Moments and Spectral Bandwidth are used to
calculate statistical characteristics of stochastic processes and probability distri-
butions of their extreme values and mean periods.

Spectral moments are defined as calculated from the following integration of
the spectrum:

Spectral Moments:! mn ¼
Z 1

�1
xnSXXðxÞ dx ð2:96Þ

where mn is called as the nth spectral moment. The first three even moments are
used to describe probability distributions of extremes and mean frequencies, or
periods, of the process. They are written as

m0 ¼
Z 1

�1
SXXðxÞ dx; m2 ¼

Z 1

�1
x2 SXXðxÞ dx; m4 ¼

Z 1

�1
x4 SXXðxÞ dx;

ð2:97Þ

Correlation functions of derived processes are calculated using Eqs. (2.87a)
and (2.87b) in general, and Eqs. (2.88a) and (2.88b) in particular for the first and
second derivatives. By using the spectral counterparts of these functions from Eqs.
(2.90a) and (2.90b) they can be stated for the processes X(t) and Y(t) as

RXðnÞYðmÞ ðsÞ ¼ ð�1Þn iðnþmÞ
Z 1

�1
xðnþmÞSXYðxÞ eixsdx ð2:98Þ

and, for the first and second derivatives, they are, e.g.,

RX _XðsÞ ¼ i

Z 1

�1
xSXXðxÞ eixsdx and R _X _XðsÞ ¼

Z 1

�1
x2SXXðxÞ eixsdx

ð2:99aÞ

R _X€XðsÞ ¼ i

Z 1

�1
x3SXXðxÞ eixsdx and R€X€XðsÞ ¼

Z 1

�1
x4SXXðxÞ eixsdx

ð2:99bÞ

ω

SXX(ω)

τ    

RXX(τ)

(a) (b)

Fig. 2.9 An example
correlation function and its
corresponding spectral
function. a A correlation
function RXX(s).
b Corresponding spectral
function SXX(x)

2.5 Spectral Analysis of Stochastic Processes 157



When (s = 0), these functions are more meaningful since they are closely related
to the variance and covariance of the derived processes of X(t). Thus,

RX _Xð0Þ ¼ i

Z 1

�1
xSXXðxÞ dx ¼ 0

R _X _Xð0Þ ¼
Z 1

�1
x2SXXðxÞ dx ¼ m2

9

>

>

=

>

>

;

and

R _X€Xð0Þ ¼ i

Z 1

�1
x3SXXðxÞ dx ¼ 0

R€X€Xð0Þ ¼
Z 1

�1
x4SXXðxÞ dx ¼ m4

8

>

>

<

>

>

:

ð2:100Þ

which are spectral moments of the source process X(t). As it can be seen from
these statements that, since SXX(x) is an even function, odd spectral moments are
all zero. This implies that the related derived processes are uncorrelated, e.g., the
processes X(t) and _XðtÞ are uncorrelated since E XðtÞ _XðtÞ

� �

¼ RX _Xð0Þ ¼ 0
� �

. Thus,
the variances and covariances of derived processes can be stated as, for the first
two derivatives,

rX _X ¼ �mXm _X

r2
_X ¼ m2 � m2

_X

)

and
r _X€X ¼ �m _Xm€X

r2
€X ¼ m4 � m2

€X

(

ð2:101Þ

Spectral Bandwidth is a useful informative parameter which defines the rel-
ative width of a spectral function. It appears in the formulation of probability
distributions of derived processes, and accordingly, in the formulation of extreme
value statistics. It is defined in terms of spectral moments, or mean frequencies, or
mean periods, of the process as written by

Spectral Bandwidth:! e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� m2
2

m0m4

s

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
0

x2
m

s

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� T2
m

T2
0

s

ð2:102Þ

where m0, m2, and m4 are the spectral moments, x0 and xm are mean frequencies
of zero-crossings and maxima of the process, whereas T0 and Tm are the corre-
sponding mean periods.

2.5.2 Band-Limited, Narrow-Band and Broad-Band Processes

A band-limited process is defined if its spectrum has a uniform magnitude S0 over
a frequency band between x1 and x2 as shown in Fig. 2.10. This spectrum is also
called as the band-limited white noise. Its correlation function is calculated
by using Eq. (2.89). It is stated as
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RðsÞ ¼

Z 1

�1
SðxÞ eixsdx ¼ S0

Z �x1

�x2

eixsdxþ
Z x2

x1

eixsdx

� �

2S0

s
sin x 2s� sin x 1sð Þ ¼ 4S0

s
cos

x 2 þ x 1

2

� �

s sin
x 2 � x 1

2

� �

s
� �

8

>

>

<

>

>

:

ð2:103Þ

which is shown in Fig. 2.10. If this spectrum belongs to the process X(t), its mean
square value is calculated from

E X2ðtÞ
� �

¼ Rð0Þ ¼ 2S0 x 2 � x 1ð Þ ð2:104Þ

The 0th, 2nd, and 4th spectral moments are calculated using Eq. (2.97) and the
spectral bandwidth parameter e is calculated from Eq. (2.102). The results are

m0 ¼ 2S0 x 2 � x 1ð Þ
m2 ¼ 2S0 x3

2 � x3
1

� �

=3

m4 ¼ 2S0 x5
2 � x5

1

� �

=5

9

>

=

>

;

! e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 5
9

x3
2 � x3

1

� �2

x 2 � x 1ð Þ x5
2 � x5

1

� �

v

u

u

t ð2:105Þ

If (x1 = 0), the correlation function, spectral moments and the spectral bandwidth
parameter e are calculated as to be

RðsÞ ¼ 2S0

s
sin x 2sð Þ and

m0 ¼ 2S0x 2

m2 ¼ 2S0x
3
2=3

m4 ¼ 2Sx5
2=5

9

>

=

>

;

! e ¼ 2
3

ð2:106Þ

A narrow-band process is defined if its spectrum is a spike with infinite height
and zero width so that the area remains finite. Such a spectrum is shown in
Fig. 2.11a and represented [2] by the Dirac’s delta function which is defined as

Delta function:! d x� x 1ð Þ ¼
1 at ðx ¼ x1Þ
0 elsewhere

(

ð2:107aÞ

ω

S(ω)

τ

R(τ)

ω2ω1-ω2 -ω1

S0 0 2 12S ( )ω −ω

(a) (b)

Fig. 2.10 Spectrum of a band-limited process and its corresponding correlation function. a A
band-limited spectrum. b Corresponding correlation function
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The delta function has the following property

Z 1

�1
d x� x 1ð Þf ðxÞ dx ¼ f ðx 1Þ ð2:107bÞ

where f(x) is any function of x. The narrow-band process can be obtained from
the band-limited process when the frequency x2 approaches x1, i.e., ðx 2 ! x 1Þ,
except that the spectral moments are calculated using the property of the delta
function given in Eq. (2.107b). The spectral moments and bandwidth parameter e
are calculated to be

m0 ¼ 2S0; m2 ¼ 2S0x
2
1; m4 ¼ 2S0x

4
1 and e ¼ 0 ð2:108Þ

As it is seen from Eq. (2.108), the spectral bandwidth parameter e of a narrow-
band process equals zero, which means that the period of zero-crossings is equal to
the period of maxima. The correlation function is calculated as stated below.

RðsÞ ¼
Z 1

�1
SðxÞ eixsdx ¼

Z 1

�1
S0d x� x 1ð Þeixsdx ð2:109aÞ

having carried out the integration it is obtained as written by

RðsÞ ¼ S0 eix 1s þ e�ix 1s
� �

¼ 2S0 cos ðx 1sÞ ð2:109bÞ

which is a cosine function of (x1s). If the frequency x1 approaches zero, then R(s)
approaches a constant value, and for (x1 = 0), R(s) = 2S0 is obtained, i.e., the
correlation function is constant for all frequency ranges with the value of 2S0.
Here, the coefficient 2 arises from two spikes at the origin, one is from (+) region
and other one is from (-) region of the frequency.

A broad-band process is defined if its spectrum is extended over a wide
frequency range with smooth variation that does not display sharp peaks, i.e., it
produces a spectral bandwidth parameter e is much greater than zero ð0\::\eÞ.
In the case of a large frequency range, the band-limited process is an example of a
broad-band process. In the extreme case, when (x1 = 0) and (x2??), it covers all
frequency ranges between �1 and ?, i.e. ð�1\x\1Þ. This special case of

ω 

S(

(a) (b)

ω)

ω1-ω1 ω

S0

S(ω)
0 1S( ) S ( )ω = δ  ω− ω

Fig. 2.11 Narrow-band and white noise (broad-band) spectra. a A narrow-band spectrum. b A
white noise spectrum
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the spectral shape is called as the white noise spectrum which is shown in
Fig. 2.11b. The correlation function of the band-limited white noise has been
given in Eq. (2.106), which displays a peak for large x2 at s = 0 and diminishes
rapidly with increasing s values. As (x2??), this peak becomes a spike with a
constant area of 2pS0 so that the correlation function of the white noise will be

RðsÞ ¼ 2pS0dðsÞ ð2:110Þ

which can be proved by back calculation of S(x) from the Fourier transform of
R(s) to obtain S0 that has been assumed.

2.5.3 Crossing Analysis and Probability Distributions of Maxima

The crossing analysis is the central issue to determine average frequencies of a
stochastic process and also to determine probability distribution of its peak values
as outlined in the following subsections.

2.5.3.1 Average Frequencies of Crossing Levels, Frequency of Maxima

A typical crossing and definition of some terms that used in the crossing analysis
are shown in Fig. 2.12. It is required that the average frequency of a stationary
process X(t) with amplitudes greater than a crossing level (X = a) is to be cal-
culated. An up-crossing, which is shown in Fig. 2.12, occurs whenever the real-
ization X(t) passes through the crossing level (X = a) with positive slope. We wish
to determine the probability of this up-crossing in the time interval t and (t ? dt).
The r.v. at t and (t ? dt) are X(t) and X(t ? dt), respectively. The variable at
(t ? dt) is calculated using the Taylor expansion [28]. The conditions that an up-
crossing occurs in the interval X(t) and X(t ? dt) are

t

x(t)

a

*

* *
*

*

*

*

*

*
+maximum

crossing level

- maximum

up-crossing down-crossing

Fig. 2.12 A sample record of time signals, crossing level, maxima, up- and downcrossings
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Crossing condition: ! XðtÞ� a and Xðt þ dtÞ� a

Up�crossing condition:! oXðtÞ
ot
� 0

ð2:111aÞ

which can also be written as

Crossing condition: !
XðtÞ� a and XðtÞ þ _XðtÞdt

� �

� a

or a� _x dtð Þ�X� a

(

Up�crossing condition:! _X� 0

ð2:111bÞ

Since X and _X are derived processes with a joint PDF of f X _Xðx; _xÞ, by using
Eq. (2.23), the probability that an up-crossing occurs between the time interval
t and (t ? dt) is written as

dP ¼ P a� _x dt�X� að Þ \ 0� _X�1
� �� �

¼
Z

1

0

Z

a

ða� _xd tÞ

f X _Xðx; _xÞ dx

0

B

@

1

C

A

d _x

ð2:112Þ

The integration in the brackets (.) with respect to x is the area of f X _Xðx; _xÞ over the
band a� ða� _x dtÞ ¼ _x dtð Þ and the values of f X _Xðx; _xÞ at (X = a and a� _x dt) are
the same as (dt ? 0). Thus, the area will be f X _Xða; _xÞ _x dtð Þ. Having substituted this
value into Eq. (2.112), the probability of the up-crossing is obtained as written by,

Pr obability of up�crossing at ðX ¼ aÞ: ! dP ¼
Z

1

0

_x f X _Xða; _xÞ d _x

0

@

1

Adt

ð2:113Þ

This probability will be equal to the average number of up-crossings at X = a in
time dt [2]. If we assume that the average frequency of up-crossings in cycle per
second at X = a is mþa , then the average number of up-crossings in dt will be
ðmþa dtÞ and equalizing this to Eq. (2.113) it can be stated that

Average frequency of up�crossings at ðX ¼ aÞ: ! mþa ¼
Z

1

0

_x f X _Xða; _xÞ d _x

ð2:114Þ

Since X and _X are derived processes, they are uncorrelated. Thus, the joint PDF
can be stated as f X _Xða; _xÞ ¼ f XðaÞ f _Xð _xÞ. Once these PDF are known, then the
average frequency of up-crossings at X = a can be calculated from Eq. (2.114).
We now assume that the processes X and _X have Normal probability distributions
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with zero means and standard deviations of rX and r _X . Using their PDF from
Eqs. (2.65a) in (2.114) it can be obtained that

Up�crossing frequency: !
mþa ¼

1
2p

r _X

rX
exp �a2=2r2

X

� �

at ðX ¼ aÞ

mþ0 ¼
1

2p
r _X

rX
! x0 ¼

r _X

rX
at ðX ¼ 0Þ

8

>

>

<

>

>

:

ð2:115Þ

where mþ0 is the mean zero-crossings frequency in (cyc/sec) and x0 is that in (rad/
sec) of a Normal process. For a zero-mean process, the mean zero-crossings
frequency can be obtained using Eq. (2.101 for r _X as

Up�crossing frequency at ðX ¼ 0Þ: ! x0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2=m0

p

ðrad=secÞ ð2:116Þ

As similar to the average frequency of up-crossings, the average frequency of local
maxima of a stationary process can be determined. The maxima of a process is
obtained if its first derivative is zero and second derivative (curvature) is negative
in all time, i.e., if the conditions, ð _X ¼ 0Þ and ð€X\0Þ, are satisfied in all time, then
maxima of the process X are obtained. The conditions of ð _X ¼ 0Þ and ð€X\0Þ
implies that the average frequency of maxima of X is equal to the average fre-
quency of down-crossings, see Fig. 2.12, of the derived process _X at X = 0. Thus,
using _X and €X instead of X and _X in Eq. (2.115), the average frequency of maxima
of the process X can be obtained as written

Average frequency of maxima: ! xm ¼ r€X=r _X¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m4=m2

p

ð2:117Þ

The average frequencies of zero-crossings and maxima are used to determine the
spectral bandwidth parameter e, given in Eq. (2.102), which is a good measure to
give information about the spectral shape of a stochastic process.

2.5.3.2 Probability Distribution of Maxima

Maxima of a stochastic process are important values in engineering analyses as
they are closely related to amplitudes or highest values of the process. Wave
heights and maximum stresses are examples of maxima. In the probabilistic and
reliability analyses, their probability distributions are required, which can be
determined under certain conditions and probability model of the process.

For a stationary narrow-band process the probability distribution of maxima, or
peak values, can be determined easily, while, for a broad-band process, it is
relatively complicated. For a narrow-band process, which is shown in Fig. 2.13,
the probability that the maxima between ða�XðtÞ� aþ daÞis fm(a)da, where
fm(a) is the PDF of the maxima. The probability of maxima exceeding (X = a) is
written by,
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Probablity of maxima exceeding ðX ¼ aÞ: ! Pm ¼
Z

1

a

f mðaÞ da ð2:118Þ

This probability is equal to (Na/N0) where Na is the number of up-crossings at the
level X = a and N0 is that at X = 0. For a period T, these numbers of up-crossings
and the probability Pm are calculated from

Na ¼ mþa T and N0 ¼ mþ0 T
� �

! Pm ¼
mþa T

mþ0 T
! Pm ¼

mþa
mþ0
¼ 1� FmðaÞ ð2:119Þ

in which Fm(a) is the cumulative probability distribution of maxima. Having
derived Eq. (2.119) with respect to a, the PDF of maxima of a stationary narrow-
band process can be obtained as written by,

PDF of maxima of a narrow�band process XðtÞ:! fmðaÞ ¼ �
1
mþ0

omþa
oa
ð2:120Þ

For a Normal stationary narrow-band process the crossings frequencies have been
given in Eq.(2.115), from which and Eq.(2.120) the PDF of the maxima of a
narrow-band Normal process X(t) can be obtained as

PDF of peaks of a Normal process XðtÞ: ! f mðaÞ ¼
a

r2
X

exp �a2=2r2
X

� �

ð2:121Þ

This is a Rayleigh distribution that explained in Sect. 2.3.2.6.
For a general stationary process, calculation of probability distribution is not so

easy. If the process is stationary and Normal, then the PDF of its maxima can be
determined in terms of the spectral bandwidth parameter e. It is calculated using
the joint PDF of X(t), _XðtÞ and €XðtÞ, i.e., from f ðx; _x;€xÞ, which is assumed to be
Normal. For the maxima above (X = a), the general conditions are

Condition of maxima of a process XðtÞ: !
X� a

_X ¼ 0 and €X\0

(

ð2:122Þ

t

x(t)

a * **
a+da

• • • • • • •

Fig. 2.13 A narrow-band process with maxima between ða�XðtÞ� aþ daÞ
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The probability that X lies in the band x to (x ? dx) above (X� a) is written as

Prob: of up�crossings above ðX ¼ aÞ:! Pa ¼
Z

1

a

Z

0

�1

f mðx; _x;€xÞd€xd _x

0

@

1

A dx

ð2:123aÞ

Since _X ¼ 0 and d _x ’ j€xjdt, the probability of a maximum above (X ¼ a) can be
written from Eq. (2.123a) as

Prob: of maxima above ðX ¼ aÞ:! Pm ¼
Z

1

a

Z

0

�1

j€xjf mðx; 0;€xÞd€x

0

@

1

A dx dt

ð2:123bÞ

which is equal to the number of cycles of maxima in dt above (X = a), i.e.,
ðna ¼ mmðaÞ dtÞ so that the frequency of maxima above (X = a) can be stated as

Freq: of maxima above ðX ¼ aÞ: ! mmðaÞ ¼
Z

1

a

Z

0

�1

j€xjf mðx; 0;€xÞd€x

0

@

1

A dx

ð2:124aÞ

In a similar way, the frequency of maxima above a given crossing, say (X = b) is
written as

Frequency of maxima above ðX ¼ bÞ:! mmðbÞ ¼
Z

1

b

Z

0

�1

j€xjf mðx; 0;€xÞd€x

0

@

1

A dx

ð2:124bÞ

In a period of time T, the probability of maxima for (X [ a) can be stated in
terms of numbers of maxima, which leads to

Z

1

a

f mðaÞda ¼ 1� FmðaÞ ¼
mmðaÞ
mmðbÞ

! f mðaÞ ¼ �
1

mmðbÞ
ommðaÞ

oa
ð2:125Þ

Having substituted mm(a) and mm(b) from Eqs. (2.124a) and (2.124b) into (2.125),
the PDF of maxima above a crossing level (X = b) can be obtained as written by

PDF of maxima above ðX ¼ bÞ: ! f mðaÞ ¼

R

0

�1
j€xjf mða; 0;€xÞd€x

R

1

b

R

0

�1
j€xjf mðx; 0;€xÞd€x

� �

dx

ð2:126Þ
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In Eq. (2.126), if (b = 0), then all positive maxima, i.e. maxima above (X = 0),
are considered, and if (b ¼ �1), then all maxima (positive and negative) of the
process X(t) are considered. The PDF of these two cases, which are of practical
interest, are given [30] in the following.

PDF of all maxima; i:e: for ð�1� n�1Þ:

f mðnÞ ¼
e
ffiffiffiffiffiffi

2p
p e�n2=2e2 þ

ffiffiffiffiffiffiffiffiffiffiffiffi

1� e2
p

ne�n2=2U

ffiffiffiffiffiffiffiffiffiffiffiffi

1� e2
p

e
n

 !

ð2:127aÞ

PDF of positive maxima; i:e: for ð0� n�1Þ:

f mðnÞ ¼
2

1þ
ffiffiffiffiffiffiffiffiffiffiffiffi

1� e2
p e

ffiffiffiffiffiffi

2p
p e�n2=2e2 þ

ffiffiffiffiffiffiffiffiffiffiffiffi

1� e2
p

ne�n2=2U

ffiffiffiffiffiffiffiffiffiffiffiffi

1� e2
p

e
n

 !" #

ð2:127bÞ

in which n ¼ a=
ffiffiffiffiffiffi

m0
p� �

, where a is the amplitude and m0 is the zeroth spectral
moment, U(.) is the Standard Normal Distribution function given in Eq. (2.65c).
The plots of these two PDF are shown in Figs. 2.14a and 2.14b, respectively. For
the limiting case for e = 0 (narrow-band process) and e = 1 (extreme broad-band
process), these distributions become respectively the Rayleigh and Normal
distributions. As it is seen from Fig. 2.14b, for e [ 0, the distributions obtained
from Eq. (2.127b) are truncated at the zero value of the variable ðn ¼ 0Þ. For the
spectral bandwidth parameter e between 0 and 1, (0\e\1), the distributions have
mixed forms of the Normal and Rayleigh distributions. As it is expected, for an
infinitely narrow-band process ðn ¼ 0Þ, the PDF of the +maxima and all maxima
will be the same since, for a narrow-band process, all maxima are located in the
positive side of the process as shown in Fig. 2.13.
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Fig. 2.14 Probability density functions of maxima of a general process, where n ¼ a=
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a PDF of all maxima between (-? and ?). b PDF of +maxima between (0 and ?)
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2.6 Input–Output Relations of Stochastic Processes,
Transfer Functions

In the stochastic analysis of structures, the loadings exerted by natural phe-
nomena are mostly stochastic processes such as wave, earthquake, and wind
loadings. The stochastic loadings produce structural responses that will be also
stochastic. We assume that the loading process is fully determined stochastically
and probabilistically. Our purpose is to determine a response process under this
loading condition which is only known or available information that we can use.
In the stochastic structural analysis, the loading is the input and a response to be
calculated is the output. The inputs are also called excitations of a response
process. Multiple input (loadings) processes can be applied to produce one
response (output) process or samples of responses. The main issue in this context
is that the input and output relation is assumed to be linear, and they form a
linear system together as shown schematically in Fig. 2.15 where hi(t) and hi(x)
with (i = 1, 2, 3) are respectively impulse response functions and frequency
response functions [2]. A linear system in structural dynamics is defined if the
response function is related to the input by a linear differential equation [2] in the
form of

A linear system: !
X

n

k¼0

ak
oky

otk
¼
X

n1

k¼0

b1k
okx1

otk
þ
X

n2

k¼0

b2k
okx2

otk
þ . . .þ

X

nr

k¼0

brk
okxr

otk

ð2:128Þ

which is composed of one output and superposition of (nr) number of inputs. The
dynamic equilibrium equation, given by Eq. (1.86) in Chap. 1, is a simple example
of a linear system in the time domain, and that given by Eq. (1.258) in the
frequency domain. The output process of a linear system follows the type of
the input process [2], which means that, if the input process is stationary, then the
output process becomes also stationary, and if it is ergodic, then the corresponding
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Fig. 2.15 A linear system with three input excitations and one output response
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ouptput process is also ergodic. The impulse response function h(t) is the response
of the system at time t due to a unit impulse applied at time (t = 0) [2, 32] as
shown in Fig. 2.16a. For an arbitrary input x(t) shown in Fig. 2.16b, the response
at time t can be considered as infinite collections of impulse response functions
due to impulses applied at (t = s), where ð�1� s� tÞ. Thus, the response
function y(t) at time t can be written as

Response to an arbitrary input xðtÞ: ! yðtÞ ¼

Z

t

�1

hðt � sÞxðsÞ ds

Z

1

�1

hðt � sÞxðsÞ ds

8

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

:

ð2:129aÞ

The integration is extended from t to +?, since h(t–s) = 0 for (s[ t) and
y(t) remains unchanged. In the frequency domain, the response to an arbitrary
input x(x) can be stated [2] as

Response to an arbitrary input xðxÞ:; ! yðxÞ ¼ hðxÞxðxÞ ð2:129bÞ

where h(x) is called as the frequency response function. It can be shown that, see
e.g., [2], the impulse and frequency response functions, h(t) and h(x), are the
Fourier transform pairs. Our intention is to determine the response spectral
function SY(x) in terms of the input spectrum SX(x). Since, in the structural
analysis, we deal mostly with multi degrees-of-freedom systems, henceforth we
use vector processes instead of scalar to determine spectral outputs of structural
responses. The output of a stationary input vector process in the time domain is
written from Eq. (2.129a) as,

Response to input fxðtÞg: ! fyðtÞg ¼

Z

1

�1

½hðhÞ�fxðt � hÞg dh

where ðh ¼ t � sÞ

8

>

>

<

>

>

:

ð2:130aÞ
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Fig. 2.16 An impulse response function and an arbitrary input consisted of infinite impulses.
a An impulse response function. b an arbitrary input function
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and, in the frequency domain from Eq. (2.129b), it is

Response to inputfxðxÞg: ! yðxÞf g ¼ hðxÞ½ � xðxÞf g ð2:130bÞ

In general, let us determine the cross-correlation matrix ½RYZðsÞ� of two output
stationary vector processes, {Y(t)} and {Z(t)}, from which the auto-correlation
matrix can be obtained by equalizing the two processes. Using the relation given in
Eq. (2.78c) it is written that

Cross�correlation of YðtÞ and ZðtÞ:! ½RYZðsÞ� ¼ E fYðtÞgfZðtþ sÞgT
h i

ð2:131aÞ

or using the relation of input–output written in Eq. (2.130a), it is stated as

½RYZðsÞ� ¼ E

Z

1

�1

Z

1

�1

½HYðhYÞ�fXYðt � hYÞgfXZðt � hZ þ sÞgT ½HZðhZÞ�T dhZdhZ

2

4

3

5

ð2:132aÞ

By using a variable transformation of ðt1 ¼ t � hYÞ and taking the ensemble
average, Eq. (2.132a) can be written as

½RYZðsÞ� ¼
Z

1

�1

Z

1

�1

½HYðhYÞ�½RXY XZ ðhY � hZ þ sÞ�½HZðhZÞ�T dhY dhZ ð2:132bÞ

in which ½RXY XZ ðhY � hZ þ sÞ� is the cross-correlation matrix of the input
processes {Xy(t)} and {Xz(t). In order to calculate the cross-spectral matrix of the
output processes {Y(t)} and {Z(t}, the Fourier transform of Eq. (2.132b) will be
taken. By using the relation written in Eq. (2.90b), the cross-spectral matrix of the
outputs {Y(t)} and {Z(t} can be obtained as written by

Cross-spectral matrix of outputs:! ½SYZðxÞ� ¼ ½H�YðxÞ�½SXY XZ ðxÞ�½HZðxÞ�T

ð2:133Þ

in which (*) denotes a complex conjugate and ½SXY XZ ðxÞ� is the cross spectral
matrix of the inputs {XY(t)} and {XZ(t)}. The output processes in the frequency
domain, {Y(x)} and {Z(x)}, are linked to input processes {XY(x)} and {XZ(x)} by
the following relations

Input-Output relations: !
fYðxÞg ¼ ½HYðxÞ�fXYðxÞg
fZðxÞg ¼ ½HZðxÞ�fXZðxÞg

(

ð2:134Þ

which means that the inputs {XY(x)} and {XZ(x)} are transferred to the outputs
{Y(x)} and {Z(x)} by means of frequency dependent matrices [HY(x)] and
[HZ(x)]. These matrices are called as the transfer function matrices of linear
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stochastic processes. Eq. (1.259) in Chap. 1, is a good example of the input–output
relation in structural random vibrations, which is written below for convenience.

fDðxÞg ¼ ½HðxÞ�DPfPðxÞg ! ½HðxÞ�DP ¼ ½K� þ ix½C� � x2½M�
� ��1

ð2:135Þ

where {D(x)} is the structural displacements vector, {P(x)} is the applied load
vector and [H(x)]DP is the transfer function matrix between the load and
displacement vectors. The spectral matrix of displacements can be readily deter-
mined using the spectral relation given in Eq. (2.133) as

Spectral matrix of displacements:! ½SDðxÞ� ¼ ½HðxÞ��DP½SPðxÞ�½HðxÞ�TDP

ð2:136Þ

in which [SP(x)] is the spectral matrix of applied loads. As it can be realized from
Eq. (2.136), [SD] is the auto-spectral matrix of the displacements.

2.7 Examples

Three stationary processes are defined as written

XðtÞ ¼ sin ðxt þ xÞ ; YðtÞ ¼ cos2ðxt þ yÞ and ZðtÞ ¼ XðtÞ þ YðtÞ ð2:137Þ

in which x and y are random phase angles with a uniform joint distribution
between ð�p � x� pÞ and ð�p � y� pÞ. The following items are asked to be
calculated:

1. Expected values of X(t), Y(t) and Z(t)
2. Auto- and cross-correlation functions of X(t), Y(t) and Z(t)
3. Show that these processes are also ergodic.

Solution

1. In order to use the ensemble averages, the PDF function of the random vari-
ables x and y need to be determined. Since a uniform distribution for both
x and y is used, the joint PDF is defined as

f XYðx; yÞ ¼
1

4p2
! ð�p � x� pÞ and ð�p � y� p Þ

0 elsewhere

8

<

:

ð2:138aÞ
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The marginal PDF of x and y are calculated from

f XðxÞ ¼
Z

p

�p

f XYðx; yÞ dy ¼ 1
2p

and f YðyÞ ¼
Z

p

�p

f XYðyÞ dx ¼ 1
2p
ð2:138bÞ

The expected values of X(t), Y(t) are calculated from

lX ¼ E½XðtÞ� ¼
Z

p

�p

x f XðxÞ dx ! lX ¼
1

2p

Z

p

�p

sinðxt þ xÞ dx ¼ 0

lY ¼ E½YðtÞ� ¼
Z

p

�p

y f YðyÞ dy ! lY ¼
1

2p

Z

p

�p

cos2ðxt þ yÞ dy ¼ 1
2

ð2:139aÞ

and the expected value of Z(t) is calculated from the sum of two processes

lZ ¼ E½ZðtÞ� ¼ E½XðtÞ þ YðtÞ� ¼ E½XðtÞ� þ E½YðtÞ� ¼ 1
2

ð2:139bÞ

2. The auto- and cross-correlation functions of the processes X(t) and Y(t) are
calculated from, for auto-correlation of X(t),

RXXðsÞ ¼
E½XðtÞXðt þ sÞ� ¼

Z

p

�p

xðtÞ xðt þ sÞ f XðxÞ dx

1
4p

x cos ðxsÞ � 1
2

sin ð2xt þ 2xþ xsÞ
�

�

�

�

�

�

�

�

p

�p

¼ 1
2

cosðxsÞ

8

>

>

>

>

>

<

>

>

>

>

>

:

ð2:140aÞ

and for auto-correlation of Y(t),

RYYðsÞ ¼

E½XðtÞ Yðt þ sÞ� ¼
Z

p

�p

yðtÞ yðt þ sÞ f YðyÞ dy

1
16p

y cos ð2xsÞ þ 1
4

sin ð4xt þ 4yþ 2xsÞ þ . . .

. . .þ sin ð2xt þ 2yÞ þ sin ð2xt þ 2 xsþ 2yÞ þ 2y

�

�

�

�

�

�

�

�

�

�

�

�

�

�

p

�p

1
4

cos2ðxsÞ þ 1
2

� �

8

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

:

ð2:140bÞ

The cross-correlations of X(t) and Y(t) are calculated from
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RXYðsÞ¼

E½XðtÞYðtþ sÞ�¼
Z

p

�p

Z

p

�p

xðtÞyðtþ sÞ f XYðx;yÞdxdy

1
4p2

cos ðxtþ xÞ

1
2

cos ðxtþxsþ yÞsin ðxtþxsþ yÞþ . . .

. . .þ1
2

xtþxsþ yð Þ

0

B

B

@

1

C

C

A

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

p

�p

¼ 0

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

ð2:140cÞ

RYXðsÞ ¼
E½YðtÞXðt þ sÞ� ¼

Z

p

�p

Z

p

�p

yðtÞ xðt þ sÞ f XYðx; yÞ dx dy

� 1
8p2

cos ðxt þxsþ xÞ cos ðxt þ yÞ sin ðxt þ yÞ þxt þ yð Þj jp�p¼ 0

8

>

>

>

>

<

>

>

>

>

:

ð2:140dÞ

The auto-correlation and cross-correlation functions, RZZ(s), RXZ(s) and RYZ(s), are
calculated using the sum of two processes

RZZðsÞ ¼
E XðtÞ þ YðtÞð Þ Xðtþ sÞ þ Yðtþ sÞð Þ½ �

RXXðsÞ þRYYðsÞ þRXYðsÞ þRYXðsÞ ¼
1
4

2 cosðxsÞ þ cos2ðxsÞ þ 1
2

� �

8

>

<

>

:

ð2:141aÞ

the cross-correlation function of X(t) and Z(t) is calculated from

RXZðsÞ ¼
E½XðtÞ Xðt þ sÞ þ Yðt þ sÞð Þ � ¼ RXXðsÞ þ RXYðsÞ
1
2

cos ðxsÞ

8

<

:

ð2:141bÞ

and the cross-correlation function of Y(t) and (Z(t) is calculated from

RYZðsÞ ¼
E YðtÞ Xðt þ sÞ þ Yðt þ sÞð Þ½ � ¼ RYXðsÞ þ RYYðsÞ
1
4

cos2ðxsÞ þ 1
2

� �

8

>

<

>

:

ð2:141cÞ

3. In order to show that the processes X(t), Y(t) and Z(t) are also ergodic, we need
to calculate time averages. If the statistics are equal to the ensemble averages
calculated above, these processes are said to be ergodic. The statistics of X(t) and
Y(t) are sufficient to prove ergodicity of the processes X(t), Y(t) and Z(t). Using Eq.
(2.81a) the mean values are calculated from
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~lX ¼
lim

T!1

1
2T

Z T

�T
XðtÞ dt ¼ lim

T!1

1
2T

Z T

�T
sin ðxt þ xÞ dt

lim
T!1

� 1
2xT

cos ðxt þ xð Þ
�

�

�

�

�

�

�

�

T

t¼�T

¼ 0

8

>

>

>

<

>

>

>

:

~lY ¼
lim

T!1

1
2T

Z T

�T
YðtÞ dt ¼ lim

T!1

1
2T

Z T

�T
cos2ðxt þ yÞ dt

lim
T!1

1
4xT

cos ðxt þ yð Þ sin ðxt þ yÞ þ xt þ y

�

�

�

�

�

�

�

�

T

t¼�T

¼ 1
2

8

>

>

>

<

>

>

>

:

ð2:142aÞ

and the correlation functions are calculated from

~RXXðsÞ ¼
lim

T!1

1
2T

Z T

�T
sinðxtþ xÞ sinðxtþxsþ xÞdt

lim
T!1

� 1
8xT

�2tx cosðxsÞ þ sinð2xtþ 2xþxsÞð Þ
�

�

�

�

�

�

�

�

T

t¼�T

¼ 1
2

cosðxsÞ

8

>

>

>

<

>

>

>

:

ð2:142bÞ

~RYYðsÞ¼

lim
T!1

1
2T

Z T

�T
cos2ðxtþyÞ cos2ðxtþxsþyÞdt

lim
T!1

1
64xT

4txcosð2xsÞþsinð4xtþ4yþ2xsÞþ . . .

. . .þ4sinð2xtþ2yÞþ4sinð2xtþ2xsþ2yÞþ8xt

 !
�

�

�

�

�

�

�

�

�

�

T

t¼�T

1
4

cos2ðxsÞþ1
2

� �
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>

>

>

>

>

>

>

>
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>

>

>

>

>

>

>

>

>

:

ð2:142cÞ

~RXYðsÞ¼
lim

T!1

1
2T

Z T

�T
sinðxtþxÞ cos2ðxtþxsþyÞdt

lim
T!1

� 1
24xT

cosð3xtþxþ2xsþ2yÞ� . . .

. . .�3cosðxt�xþ2xsþ2yÞþ6cosðxtþxÞ

 !
�

�

�

�

�

�

�

�

�

�

T

t¼�T

¼0

8

>

>

>

>

<

>

>

>

>

:

ð2:142dÞ

~RYXðsÞ¼
lim

T!1

1
2T

Z T

�T
cos2ðxtþyÞsinðxtþxsþxÞdt

lim
T!1

� 1
24xT

cosð3xtþxsþxþ2yÞ�...

...�3cosðxt�xs�xþ2yÞþ6cosðxtþxsþxÞ
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ð2:142eÞ
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It seen from these statements that the statistics calculated from the time averages
are same as those calculated from the ensemble averages, which proves that the
processes are ergodic.

Exercise 1

The following processes are defined

XðtÞ ¼ sinðxt þ x=2Þ ; YðtÞ ¼ cosðxt þ y=2Þ ð2:143Þ

in which x and y are independent random phase angles with a uniform distributions
defined in ð�p � x� pÞand ð�2p � y� 2pÞ.

1. Show that the process X(t) is not stationary.
2. Show that the process Y(t) is stationary in the wide sense and also ergodic.

Exercise 2

A water tower is given as shown in Fig. 2.17a. It is made of reinforced concrete with
hollow circular cross-section of Dout (outer diameter) and Dinn (inner diameter), and
the height h with numeric values given in Fig. 2.17a. The mass at the top is denoted
by m and the stiffness k of the tower is calculated as written in Fig. 2.17a. It is
assumed that the mass of the tower is neglected and only the mass at the top is
considered with the value written in Fig. 2.17a. The tower is subjected to a random
earthquake motion with an acceleration of €xg, which is Normally distributed with a
zero mean. It is assumed that the earthquake acceleration has a white noise spectrum
with a magnitude of S0 as shown in Fig. 2.17b. The elasticity modulus E of the
reinforced concrete is assumed to be random with a Lognormal probability distri-
bution presented in Sect. 2.3.2.2. It is further assumed that the r.v. E (elasticity
modulus) and €xg (acceleration of the ground) are independent. The mean and coef-
ficient of variation of the elasticity modulus E are assumed to be,

gx

mass

3

3EI
k

(a) (b)

h

h=10m

m=10x103 kg

D
out

=1.80m
D

inn
=1.00m

0 ω

S
0

gxS ( )ω

4 4
out innI D D

32

π −    

Fig. 2.17 A tower subjected to random earthquake motion, and the white noise spectrum €xg. a A
tower with input information. b White noise spectrum of €xg

174 2 Introduction to Random Vibration and Stochastic Analysis



Mean of Elasticity modulus;E :! lE ¼ 30:0 GPa ð30:0 � 109 N=m2Þ
COV of Elasticity modulus ðrE=lEÞ:!VE ¼ 0:05

ð2:144Þ

The damping ratio of the material is assumed to be ðn ¼ 0:04Þ. Under these
conditions, the following items are required to be calculated and determined.

1. Natural frequency of the tower as being function of the elasticity modulus E of
the concrete, which is a random function

2. Mean value and variance of the natural frequency
3. Correlation function and spectrum of the horizontal displacement dtop at the top

as depending on the spectrum of ground acceleration
4. Variance of the ground acceleration in terms of the magnitude S0 of its spec-

trum, which is shown in Fig. 2.17b
5. Spectral bandwidth parameter e of the horizontal response displacement at the

top, and its mean frequencies of zero-crossings and maxima.
6. Probability density function of the amplitude (maxima) of the horizontal dis-

placement at the top
7. Mean value and variance of the amplitude of the displacement dtop.
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Chapter 3
Water Wave Theories and Wave Loads

3.1 Introduction

Oceans and seas are significant parts of the Earth that have been used by human
beings for different purposes in different periods. They occupy about 70 % of the
Earth [1] and contain rich ingredients and unexploited energy resources that
gradually getting scarce on lands. Since early periods, oceans and seas have been
used for transportations, food resources, military purposes, etc. [2]. Next to other
activities in oceans, in the last era, much attention has been focused on discovery
and utilization of undersea deposits of hydrocarbon [3], and recently to produce
renewable energy [4]. Ocean and sea environments are very complex and chaotic,
sometimes calm, mostly disturbed by atmospheric phenomenon, and occasionally
excited by seismic motion of the Earth in tectonic areas leading to catastrophic
consequences [1] in terms of life and economy. The disturbances on ocean sur-
faces are irregular water waves that generated mostly by winds, and rarely by other
sources such as storms, earthquakes, gravitational attraction of the Moon and the
Sun [2]. Physical ocean waves can be classified in different types as depending on
the generating force, motion of the wave form, water depth, wavelength, wave
height and period, etc. The gravitational attraction of the Moon and the Sun
generates tidal waves. The wind generated waves on the water surface, from the
smallest to the biggest in order, are the capillary waves or ripples, ultra-gravity,
gravity and infragravity waves. Storms, landslides, underwater earthquakes and
explosions, and other phenomenal instances generate tsunamis that have much
longer wavelengths and periods, as well as more catastrophic, than wind generated
waves. Besides these waves, sometimes very big waves occur in sea states. These
are called as rogue or freak waves [5]. Although their causes are not yet clearly
known, the physical mechanisms that suggested as possible explanations of the
freak wave phenomenon may be wave–current interaction, geometrical and dif-
fractive focusing, focusing due to dispersion and modulational instability, soliton
collision, and atmospheric action [5]. Most commonly occurring waves in ocean

H. Karadeniz, Stochastic Analysis of Offshore Steel Structures,
Springer Series in Reliability Engineering, DOI: 10.1007/978-1-84996-190-5_3,
� Springer-Verlag London 2013
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environments are due to winds which develop waves in different stages as being
capillary, sea, and swell waves. The size of a wind generated wave depends on the
wind speed, duration of the wind and the fetch (the distance of water over which
the wind blows). On a perfectly calm sea, the wind has practically no grip and as it
slides over the water surface the water moves developing eddies and small ripples
to form capillary waves. Due to ripples the wind grips the water surface better and
it becomes rougher. Gradually, it develops short-crested irregular waves traveling
in different directions. This wave condition is called as the sea waves. Depending
on duration and fetch of the wind, the wave develops into a fully developed sea, in
which it reaches maximum size, speed and period beyond the fetch, i.e., when the
wind has imparted its maximum energy to the waves, the sea is said to be fully
developed. When the sea wave moves out of the wind generating area it is called
as the swell wave. It stops to grow in size and to gain the energy usually having
smooth and well-rounded profile. Since it looses energy, during the propagation,
the swell wave starts decaying. Sea waves have irregular surface fluctuations that
can be composed of many regular harmonic waves with different amplitudes,
periods, lengths, and directions, which form altogether a random surface elevation.
The condition of these wave forms defines a random sea [6, 7] that a stochastic
analysis approach is essentially applied to determine. Sea waves can also be
classified into deepwater, shallow water, and very shallow water waves regarding
to the relative water depth, d/L, where d is the still water depth and L is the
wavelength [8]. From the theoretical point of view the regular waves can be
determined from the wave equation which satisfies a number of boundary con-
ditions on the water surface and at the bottom of the sea. According to the sim-
plification procedure of boundary conditions the wave theories are classified in two
groups as linear and nonlinear (finite amplitude) wave theories, which have been
explained in many text books, see e.g., [8–21]. Since sea waves are random, a
stochastic description is essentially used in practice [6, 7], which constitutes basic
inputs to the stochastic analysis of offshore structures [22, 23]. Among others sea
waves are the most important phenomena exerting loads on offshore structures in a
random fashion that structures must be designed to withstand for a long period of
time. Since sea waves produce predominant dynamic loads on structures in the
short term as well as in the long term which cause fatigue damages, in this chapter,
an introduction to water waves and their stochastic representation will be pre-
sented. Then, the calculation procedure of wave loads for the stochastic analysis
and water–structure interaction, which is based on wave load formulation, is
highlighted with emphasis on added mass and hydrodynamic damping.

3.2 Introduction to Wave Theories

Water surface waves are obtained from inviscid, incompressible and irrotational
flow under certain boundary conditions by using the principles of hydrodynamics
[24]. To obtain wave equations the continuity of water is used. The continuity in
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fluid dynamics states that the fluid mass is conserved, i.e., in a steady state process,
the rates of mass entering and leaving a system are equal which leads to the
continuity equation [10], in general,

oq
ot
þr � ðqVÞ ¼ 0 ð3:1aÞ

where q is the mass density and V is the velocity vector of the water, r is the
divergence operator defined as

r ¼ o

ox
iþ o

oy
jþ o

oz
k ð3:1bÞ

For incompressible fluid, i.e., q is constant, the mass conservation, or the
continuity equation, becomes equivalent to the conservation of volume which is, in
terms of water velocities, stated as

Continuity equation :! r � V ¼ ou

ox
þ ov

oy
þ ow

oz
¼ 0 ð3:1cÞ

where u, v, and w are the components of the water velocity vector V in x, y, and
z directions respectively. In addition to the translational motion, one other
important definition in fluid motion is the rotation of fluid particles. The rotation
vector is defined as

Rotation vector:! X ¼ 1
2
r x V ð3:2aÞ

where (x) denotes a vector product. The components in x, y, and z directions are

X x ¼
1
2

ow

oy
� ov

oz

� �

; X y ¼
1
2

ou

oz
� ow

ox

� �

and X z ¼
1
2

ov

ox
� ou

oy

� �

ð3:2bÞ

The irrotationality of the flow states that the rotation components are all zero, i.e.,
X x ¼ 0, X y ¼ 0 and X z ¼ 0, and the flow undergoes only the translational motion.
The continuity and irrotationality conditions of the flow, given by Eqs. (3.1c) and
(3.2b), are the basic equations of water waves that satisfy a number of boundary
conditions at the bottom and on the free surface of the sea:

• At the bottom, the velocity components normal to the bottom surface will be
zero and, for a body in the wave, the normal velocity of the water is equal to the
normal velocity of the body. If the body is fixed, then the normal water velocity
will be zero [14]. These are stated as, if the z axis is in vertical direction,

At the bottom ! w ¼ 0

At a body ! vn ¼ vnbody
ð3:3aÞ

where vn denotes the normal velocity component on the surface of the body.
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• For inviscid and irrotational unsteady flows, the Bernoulli equation can be
obtained from the spatial integration of the Navier–Stokes equation [10] as
written in vector notations by

Z

oV

ot
dSþ p

q
þ gzþ V2

2
¼ f ðtÞ ð3:3bÞ

in which the first term is the contribution of the local fluid acceleration (local
inertia term), p is the pressure equal to the atmospheric pressure at the free
surface which is assumed to be zero, g is the gravitational acceleration, V is
the velocity vector, and f(t) is a function of time only. Eq. (3.3b) provides the
dynamic boundary condition at the free surface, i.e.,

Dynamic boundary condition at free surface:!
Z

oV

ot
dSþ ggþ V2

2
¼ f ðtÞ

ð3:3cÞ

in which g is the water surface elevation above the still water level and
S denotes a spatial variation. One other free surface boundary condition is the
kinematic condition which states that the free surface moves with the fluid. The
equation of the free surface at any spatial point and time is defined as,

z ¼ gðx; y; tÞ ð3:3dÞ

from which the vertical velocity of the fluid at the free surface is obtained from
the total derivative,

Kinematic boundary condition at free surface:! dz

dt
¼ w ¼ og

ot
þ og

ox
uþ og

oy
v

ð3:3eÞ

The wave equation defined by the continuity equation, Eq. (3.1c), or the condition
of zero rotations, Eq. (3.2b), are solved under the boundary conditions given by
Eqs. (3.3a), (3.3c) and (3.3e). There are two approaches to solve the wave
equation, one is to use a scalar velocity potential function, U, and the other one is
to use a scalar stream function, W, from which the components of the fluid velocity
are derived as written by,

Potential function :!

u ¼ oU
ox

v ¼ oU
oy

w ¼ oU
oz

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

; Stream function :!
u ¼ oW

oy

v ¼ � oW
ox

8

>

>

<

>

>

:

ð3:3fÞ
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The stream function approach is suitable for 2D flow and satisfies the continuity
equation automatically, and from the condition of zero rotation, X z ¼ 0, it is
obtained that,

X z ¼ �
1
2

o2W
ox2
þ o2W

oy2

� �

¼ 0 ! r2W ¼ 0 ð3:4Þ

The potential function approach is more general and also suitable for 3D flow. It
satisfies the condition of zero rotations automatically. Using the continuity con-
dition, the Laplace equation is obtained as written,

ou

ox
þ ov

oy
þ ow

oz
¼ 0 ! o2U

ox2
þ o2U

oy2
þ o2U

oz2
¼ 0 ! r2U ¼ 0 ð3:5aÞ

In 2D flow, the potential and stream functions are orthogonal functions. Since the
potential function approach is more general, it is used further in this book. Having
used velocity components defined in Eq. (3.3d) in the boundary conditions, the
following boundary equations are obtained [8, 14].

Bottom boundary condition. . . :! oU
oz
¼ 0

Free surface dynamic condition: :! oU
ot
þ ggþ 1

2
oU
ox

� �2

þ oU
oy

� �2

þ oU
oz

� �2
" #

¼ 0

Free surface kinematic condition :! oU
oz
¼ og

ot
þ og

ox

oU
ox
þ og

oy

oU
oy

ð3:5bÞ

To obtain a water wave, the Laplace equation given by Eq. (3.5a) will be solved
under the boundary conditions given by Eq. (3.5b). As it is seen from Eq. (3.5b),
the dynamic and kinematic free surface boundary conditions are nonlinear and the
solution of the Laplace equation under these conditions, r2U ¼ 0, is a difficult
task and numerical solution is usually applied [8, 16, 19, 25–31]. A typical regular
periodic wave profile is shown in Fig. 3.1 in which the illustrated and some other
definitions of wave properties are written in Table 3.1. Some of these parameters
are not independent and they are related to each other. The dependent parameters
are the angular wave frequency, x, wave number, m, wave celerity, C, and wave
steepness, a. Their interrelations are stated as,

Wave frequency :! x ¼ 2p
T
; wave number : ! m ¼ 2p

L

Wave celerity : ! C ¼ L

T
¼ x

m
; wave steepness : ! a ¼ H

L

ð3:6aÞ
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For regular waves, the amplitude ĝ is equal to the halve of the wave height, i.e.,

Wave amplitude :! ĝ ¼ H=2 ð3:6bÞ

as shown in Fig. 3.1. The wave group velocity is defined as,

Wave group velocity :! Cg ¼
ox
om

ð3:6cÞ

Being depending on the ratio of the water depth and wavelength, d/L, waves are
classified into groups of deep, intermediate, and shallow water waves [8, 14] as
defined in Table 3.2. For deep and shallow water waves, asymptotic values of
functions are used whereas, for intermediate water depth, functions are not sim-
plified. For the solution of the Laplace equation, Eq. (3.5a), under the boundary
conditions given in Eq. (3.5b), some simplifying assumptions are made. The
simplest one is the linearization of the nonlinear boundary conditions that asso-
ciates with the linear Airy wave theory, which will be used in this book. Since it
will be explained in Sect. 3.3 in detail, some important nonlinear wave theories are
outlined further in this section.

d 

L 

η

z 

x 
H η̂

C 

SWL

u
w

Fig. 3.1 A 2D wave profile
and definition of some
symbols

Table 3.1 Definition of
symbols used in the wave
profile and properties

Symbol Designation

SWL Still water level
g Free surface elevation
H Wave height
L wavelength
ĝ Wave amplitude
d Water depth
C Wave celerity
Cg Wave group velocity
u, w Water particle velocities in horizontal

and vertical directions
T Wave period
x Wave frequency (rad/s)
m Wave number
a Wave steepness
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3.2.1 Stokes Wave Theory

Due to nonlinearities in the free surface boundary conditions, Eq. (3.5b), the
analytical solution of the wave equation becomes a difficult task. Therefore,
simplifying assumptions are made for the solution. The Stokes wave theory
assumes that the velocity potential U and water elevation g are stated as power
series in terms of a nondimensional small perturbation parameter e which is
defined as the product of wave number and wave amplitude. Thus,

U ¼
X

1

n¼1

Une
n and g ¼

X

1

n¼1

gne
n with e ¼ mĝ or e ¼ pað Þ ð3:7aÞ

in which the terms, Un and gn, are calculated from solutions of differential
equations. This wave theory is valid for small wave steepness, ða� 1Þ, and also
for deep and intermediate water depth, i.e., for (d/L [ 1/25). Because, the wave
steepness a is an increasing function of the inverse of (d/L), i.e., the wave
steepness increases with decreasing value of (d/L). One other approximation is the
Taylor expansion of the velocity potential function U with respect to z at the still
water level (z = 0) so that the free surface conditions are simplified. Thus,

Uðx; z; tÞ ¼ Uþ z
oU
oz
þ 1

2
z2 o2U

oz2
þ 1

6
z3 o3U

oz3
þ . . . ð3:7bÞ

in which U denotes the velocity potential function at the still water level, z = 0.
Having introduced U from Eq. (3.7a) into Eq. (3.5a) and bottom boundary con-
dition oU=oz ¼ 0ð Þ, it is obtained that,

r2Un ¼ 0; at the bottom:
oUn

oz z¼�dj ¼ 0 ! ðn ¼ 1; 2; . . .;1Þ ð3:8Þ

The free nonlinear boundary conditions, which are given in Eq. (3.5b), are
reformulated by using Eqs. (3.7a) and (3.7b), as depending on perturbation terms
less than the current one, i.e., in terms of (Uk and gk with k \ n). By equalizing the
terms of powers of the perturbation parameter e in both sides of the boundary
conditions new surface boundary conditions can be obtained as stated by, for
kinematic boundary condition of 2D wave in (x–z) plane:

Table 3.2 Wave classification with respect to the ratio of water depth and wavelength (d/L)

Definition region Water wave type Simplification of the function,
tanh(x)

1/2 \ d/L Deep water 1
1/25 \ d/L \ 1/2 Intermediate depth tanh(x)
d/L \ 1/25 Shallow water x
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Kinematic condition:! oU
oz
¼ og

ot
þ og

ox

oU
ox

oUn

oz
� ogn

ot
¼ G Uk; gkð Þ ! with k\n; n ¼ 1; 2; . . .;1ð Þ

ð3:9aÞ

and for dynamic boundary condition of 2D wave in (x–z) plane:

dynamic condition: :! oU
ot
þ ggþ 1

2
oU
ox

� �2

þ oU
oz

� �2
" #

¼ 0

o2Un

ot2
þ g

oUn

oz
¼ F Uk; gkð Þ ! with k\n; n ¼ 1; 2; . . .;1ð Þ

ð3:9bÞ

Since the functions F Uk; gkð Þand G Uk; gkð Þ are known from previous solutions of
perturbation terms, the Laplace equation given in Eq. (3.8) can be solved with
corresponding boundary conditions so that the complete solution requires a suc-
cessive solution algorithm. The number of perturbation terms, which are included
in the power series, defines the degree of the Stokes wave theory. For the first- and
second-order Stokes wave theories, (n = 1) and (n = 2), the functions,
F Uk; gkð Þ; G Uk; gkð Þ and the water elevation gk are presented in Table 3.3. Using
the perturbation method the velocity potential function U and water elevation g for
the Stokes Third-Order Wave Theory can be stated as written by

U ¼ Uz1 sin hþ Uz2 sin 2hþ Uz3 sin 3h

g ¼ ĝ cos hþ gc2 cos 2hþ gc3 cos 3h

)

! h ¼ ðmx� xtÞ ð3:10aÞ

in which the functions Uz1, Uz2, Uz3 are obtained [32–34] to be:

Uz1 ¼ ĝ
x
m

cosh mðzþ dÞ
sinh md

Uz2 ¼
3
8
ĝ2x

cosh2 mðzþ dÞ
sinh4 md

Uz3 ¼
1

64
ĝ3mx

11� 2 cosh2 md
� �

sinh7 md
cosh3 mðzþ dÞ

ð3:10bÞ

and the constants gc2 and gc3 are:

gc2 ¼
1
4

ĝ2m
2þ cosh2 md
� �

cos h md

sinh3 md

gc3 ¼
3

64
ĝ3m2 1þ 8 cosh6 md

� �

sinh6 md

ð3:10cÞ

The dispersion relationship for the first- and second-order Stokes wave theories are
the same, which means that, under the same condition, wave periods remain
unchanged while wave amplitudes are changed. For the third-order Stokes wave
theory, the dispersion relationship is also different from those for the first- and
second-order wave theories so that the wave period and amplitude are both
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changed. Thus, they are not dispersive. The dispersion relationship for the Stokes
third-order wave theory becomes,

Dispersion relationship:! x2 ¼ mg tanh md 1þ ĝ2m2 cosh4 md þ 8

8 sinh4 md

� �

ð3:10dÞ

Using the velocity potential function U in Eq. (3.10a), the water particle velocities
u and w are calculated from Eq. (3.3d), and then, the corresponding water particle
accelerations are calculated from the derivatives:

Water particle accelerations: !
_u ¼ ou

ot
þ 1

2
o

ox
u2 þ w2
� �

_w ¼ ow

ot
þ 1

2
o

oz
u2 þ w2
� �

8

>

>

<

>

>

:

ð3:11Þ

Having determined water particle velocities and accelerations wave forces on
structural members can be calculated using Morison’s equation [35], which will be
explained in Sect. 3.7.

3.2.2 Other Wave Theories

As presented in Sect. 3.2.1 the Stokes wave theories are most suitable for deep and
intermediate water depth. Even higher order terms in the Stokes theory for steeper
waves produce unrealistic results. For shallower water, a finite-amplitude wave
theory is required. Cnoidal wave theory [9, 36–38] and, in very shallow water,
solitary wave theory [9, 39, 40], are the analytical wave theories most commonly
used for shallow water. Solutions in the cnoidal wave theory are obtained in terms
of elliptical integrals of the first kind. The solitary wave theory is a special case of
the cnoidal wave theory at one limit, and at the other limit it is identical with the
linear wave theory. As the relative depth decreases the cnoidal wave becomes the

Table 3.3 Water elevation and free surface boundary conditions of Stokes wave theories

Function First order
(n = 1)

Second order (n = 2)

gn � 1
g

oU1

ot � 1
g

oU2

ot
þ g1

o2U1

otoz
þ 1

2
oU1

ox

� �2

þ oU1

oz

� �2
" #( )

Kinematic boundary condition

G Uk; gkð Þ ¼ oUn

oz
� ogn

ot
0 og1

ox

oU1

ox
� g1

o2U1

oz2

Dynamic boundary condition

F Uk; gkð Þ ¼ o2Un

ot2
þ g

oUn

oz
0 � 1

g

o

ot
g1

o2U1

otoz
þ 1

2
oU1

ox

� �2

þ oU1

oz

� �2
" #( )
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solitary wave, which has a crest that is completely above the still water level and
has no trough. The cnoidal wave theory covers a large class of long waves with
finite amplitudes. It is presented in terms of two parameters, k2 and Ur, where k2

depends on the water depth, the wave length and height, which is one of the
independent variables in the elliptical function. The parameter Ur is the Ursell
parameter defined as Ur ¼ L2H=d3 which depends on the wave steepness and the
relative water depth. This parameter defines the range of application of the wave
theories. In general, the cnoidal wave theory is applicable for Ur [ 25, the Stokes
theory is applicable for Ur\10 and both theories are applicable for Ur ¼ 10� 25:
The limiting case of (k2 = 0) results in the small amplitude wave theory while
(k2 = 1) results in the solitary wave theory. The forms (water elevation) of dif-
ferent waves are shown in Fig. 3.2. Since the nonlinear wave theories are not the
main topic covered in this book they are not further presented herein. The inter-
ested readers should consult related references [8, 9, 14, 16, 27, 32–41]. As the
linear (Airy) wave theory is used for the stochastic analysis of offshore structures
further in this book, it is presented below in detail

3.3 Linear (Airy) Wave Theory

The linear wave theory (also known as the Airy wave theory) is the simplest and
most useful theory among other wave theories. It assumes small wave steepness
and small relative water depth (H/d), which allows the free surface boundary

SWL

SWL

SWL

SWL

Stokes waves

Small amplitude (Airy) waves

Cnoidal waves

Solitary waves

Fig. 3.2 Different wave forms (forms of the surface elevation)
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conditions to be linearized and satisfied at the mean water level (still water level,
SWL). It is equivalent to the first-order Stokes wave theory. The linearized dif-
ferential equations are stated from Eqs. (3.5a) and (3.5b) as written by,

r2U ¼ 0!
Bottom boundary condition. . . : :! oU

oz z¼�dj ¼ 0

Free surface boundary condition :! o2U
ot2
þ g

oU
oz

� �

z¼0

¼ 0

8

>

>

<

>

>

:

ð3:12Þ

The solution of the differential equation given by Eq. (3.12) is carried out by using
separation technique of the velocity potential function U as stated by,

U ¼ QðzÞUðxÞFðtÞ ! r2U ¼ o2Q

oz2
U þ o2U

ox2
Q ¼ 0 ð3:13aÞ

from which and using the free surface boundary condition, it can be written that

1
Q

o2Q

oz2
¼ � 1

U

o2U

ox2
¼ m2 and

o2F

ot2
Qþ g

oQ

oz
F

� �

z¼0

¼ 0 ð3:13bÞ

In this equation, m is a constant (wave number). A typical Airy wave with the
water depth d, water elevation g, wave length L, and height H is shown in Fig. 3.3.
From the solution of differential equations given in Eq. (3.13b) and using the
bottom boundary condition given in Eq. (3.12), the velocity potential function U
for a progressive wave traveling in the positive x direction is obtained as written
by

d

L

η

z

x

H SWL

2
: m

L
wave number

π
=

Fig. 3.3 2D small amplitude wave (Airy wave)
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Velocity potential function:! U ¼ D cosh mðzþ dÞ eiðxt�mxÞ ð3:14aÞ

where x is the wave frequency which satisfies the dispersion relationship,

Dispersion relationship :! x2 ¼ mg tanh md ð3:14bÞ

The water elevation g is calculated from,

Water elevation! g ¼ � 1
g

oU
ot z¼0j ¼ �i

xD

g
cosh md eiðxt�mxÞ ð3:14cÞ

The coefficient D is obtained in terms of the wave amplitude ĝ as written by,

ĝ ¼ H

2
¼ max g ¼ jgj ! D ¼ ĝ

g

x cosh md
ð3:14dÞ

Having introduced Eq. (4.14d) in Eqs. (3.14a) and (3.14c) the velocity potential
function and water elevation are obtained as written by,

U ¼ ĝ
g

x
cosh mðzþ dÞ

cosh md
eiðxt�mxÞ and g ¼ �i ĝ eiðxt�mxÞ ð3:15Þ

The horizontal and vertical water particle velocities are calculated from,

Water particle velocities :!
u ¼ oU

ox
¼ �i ĝx

cosh mðzþ dÞ
sinh md

eiðxt�mxÞ

w ¼ oU
oz
¼ ĝx

sinh mðzþ dÞ
sinh md

eiðxt�mxÞ

8

>

>

<

>

>

:

ð3:16aÞ

The corresponding accelerations for small amplitude waves are calculated from the
time derivatives of these velocities as written

Water particle accelerations:!
_u ¼ ou

ot
¼ ĝx2 cosh mðzþ dÞ

sinh md
eiðxt�mxÞ

_w ¼ ow

ot
¼ i ĝx2 sinh mðzþ dÞ

sinh md
eiðxt�mxÞ

8

>

>

<

>

>

:

ð3:16bÞ

The water particle displacements are calculated from the time integration of
velocities as written by,

Water particle displacements:!
nx ¼

Z

u dt ¼ � ĝ
cosh mðzþ dÞ

sinh md
eiðxt�mxÞ

nz ¼
Z

w dt ¼ �i ĝ
sinh mðzþ dÞ

sinh md
eiðxt�mxÞ

8

>

>

<

>

>

:

ð3:16cÞ
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The real parts of these displacements form an elliptical orbit around a fixed point
(x0, z0) as shown in Fig. 3.4. The equation of the orbit is

Water particle orbit:!
nx0
� x0

� �2

cosh2 mðz0 þ dÞ
þ

nz0
� z0

� �2

sinh2 mðz0 þ dÞ

 !

¼ ĝ2

sinh2 md

ð3:16dÞ

With these velocity and acceleration information the wave forces on structural
members can be calculated using the Morison’s equation [35] as it will be
explained later in this chapter. However, since the deep water condition is used
further in this book, the velocity potential function, velocity and acceleration
components, and the orbit equation for deep water condition are presented below.

3.3.1 Formulation for Deep Water Condition

In ocean environments far away the shoreline, the deep water wave condition is
applied adequately. As given in Table 3.2, the deep water condition is defined
when ðd=L [ 1=2Þ. This condition can also be stated alternatively as ðmd [ pÞ, in
which case, the following approximations can be used:

Deep water approximations:!
tanh md � 1
sinh mðzþ dÞ � emz sinh md
cosh mðzþ dÞ � emz sinh md

8

<

:

ð3:17Þ

Having used these approximations in the formulations presented above it can be
obtained that

Velocity potential function : ! U ¼ ĝ
g

x
emzeiðxt�mxÞ ð3:18aÞ

z

x
SWL

shallow water
(elliptical)

deep water
(circular)

ξx

ξz

d

L

(x0,z0)

Fig. 3.4 Particle orbits for shallow and deep water waves
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Water elevation : ! g ¼ �i ĝ eiðxt�mxÞ

Dispersion relationship : ! x2 ¼ mg
ð3:18bÞ

Water particle velocities. . . :!
u ¼ ĝ� i x emz eiðxt�mxÞ

w ¼ ĝ x emz eiðxt�mxÞ

8

<

:

Water particle accelerations :!
_u ¼ ĝ x2 emz eiðxt�mxÞ

_w ¼ i ĝ x2 emz eiðxt�mxÞ

8

<

:

ð3:18cÞ

Water particle displacements : !
nx ¼ �ĝ emz eiðxt�mxÞ

nz ¼ �i ĝ emz eiðxt�mxÞ

(

ð3:18dÞ

Water particle orbit : ! nx0
� x0

� �2þ nz0
� z0

� �2¼ ĝ2e2mz0 ð3:18eÞ

For deep water condition, the water particle orbit becomes circular as shown in
Fig. 3.4. For the stochastic analysis of offshore structures in deep water environ-
ments, which is used in this book, Eqs. (3.18a) trough (3.18c) will be used. In order
to carry out a stochastic structural analysis in random ocean environments, the
stochastic description of sea waves need to be defined first. The description of
stochastic sea waves is presented shortly in the following section.

3.4 Stochastic Description of Ocean Waves
and Short-Term Sea States

Sea waves have irregular profiles changing randomly in time and space. They
cannot be determined in a deterministic way like those presented in above sections.
Sea waves are random in nature and mostly short crested. During a relatively short
period, they are composed of infinite number of independent regular waves with
different amplitudes, frequencies, traveling directions, and phases that are all
random. Since we assume that these individual regular waves are determined from
the linear wave theory, the superposition rule is applied to form a random wave
group traveling along an arbitrary direction with individual waves scattered around
it. Since there is infinite number of waves in a random wave group with different
amplitudes, in the light of central limit theorem, the random surface displacement
(surface elevation) becomes a Gaussian random process [7, 42–46] with zero mean
value. A random wave profile obtained from the superposition of a number of
individual independent regular waves is shown in Fig. 3.5. Over a time interval of
about 3 h at some locations on the sea surface, the surface elevations g are
measured relative to the still water level and, in this way, a number of records are
obtained. Under the same sea condition, over another time intervals with about 3 h
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long at different locations, the measurements of the surface elevations are repeated
and different records are obtained. From the comparison of all records of the
surface elevation it can be seen that the surface elevation g would have a similar
appearance and its general properties would not change. Thus, a single record of
the surface elevation represents its random characteristics. This observation
reveals that, in a short term, the water surface elevation g is a stationary ergodic
process. Similarly, the water particle velocities and accelerations become also
stationary ergodic processes. In a short term, random waves are usually described
in terms of sea states. A unidirectional sea state is a stationary ergodic process
described by the parameters, the significant wave height Hs and mean zero-
crossings period Tz, and also by a spectral function SggðxÞ of the surface elevation
g, which is defined between ð0�x�1Þ as known to be the sea spectrum, or
wave energy spectral density function [14, 22]. The total energy Etot of random
waves per unit surface area can be stated as,

Total wave energy : ! Etot ¼
1
2

gqwg2 ð3:19aÞ

which is also a stochastic function. Since the mean value of the surface elevation g
is zero, the mean value of the total wave energy per unit surface area can be
calculated from,

Mean total wave energy : ! E Etot½ � ¼ 1
2

gqwE½g2� ¼ 1
2

gqwr2
g ð3:19bÞ

where qw denotes the water density, g is the gravitational acceleration and r2
g is the

variance of the surface elevation g. As it is seen from Eq. (3.19b), the mean value
of the total wave energy per unit surface area is proportional to the variance of the
surface elevation. In terms of the correlation and spectral functions of g the mean
total wave energy can be stated as,

Regular waves
( iη̂ , ωi, θi)

Superposition

z

d

Random wave

η̂ SWL

Fig. 3.5 A number of regular wave profiles and representation of a random wave pattern
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E Etot½ � ¼ 1
2

gqwRggð0Þ ! E Etot½ � ¼ 1
2

gqw

Z

1

0

SggðxÞ dx ð3:19cÞ

and, therefore, the spectral function SggðxÞ can also be called as the variance
density spectrum. But, in this book, it is preferably called as the sea spectrum since
it characterizes the stochastic description of the water surface elevation g (in short,
water elevation). The sea spectrum SggðxÞ describes a short-term random sea in
the frequency domain. In the time domain, the random sea is represented by
superposition of many individual independent linear waves with random ampli-
tudes, frequencies and phase angles. For a 2D random sea, (assuming that all
waves are traveling in the x-direction), the real part of the water elevation g can be
stated from Eq. (3.18a) as,

Random water elevation : ! g ¼
X

1

i¼1

ĝi sinðxit � mixþ uiÞ ð3:20Þ

where ĝi, xi, mi, and ui are respectively the amplitude, frequency, wave number,
and phase angle of the ith wave component. The phase angle ui is an independent
random variable which is uniformly distributed between 0 and 2p. For the deep
water condition, the wave number mi is given in terms of the frequency as, from
Eq. (3.18a), mi ¼ x2

i =g. Since the random sea is an ergodic process, the correlation
function of the water elevation g is calculated as a time average from,

Correletaion function of g : ! RggðsÞ ¼ lim
T!1

1
2T

Z T

�T
gðtÞ gðt þ sÞ dt ð3:21aÞ

Having introduced g from Eq. (3.20) into Eq. (3.201a) and carried out the inte-
gration and with the limit ðT !1Þ it can be obtained that

RggðsÞ ¼
X

1

i¼1

1
2
ĝ2

i cos xisð Þ ! r2
g ¼ Rggð0Þ ¼

X

1

i¼1

1
2
ĝ2

i ð3:21bÞ
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Fig. 3.6 Calculation of the
variance of the water
elevation g from the sea
spectrum
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This variance can also be calculated from the discretized spectrum of the water
elevation shown in Fig. 3.6 in which each frequency band corresponds to a har-
monic component of the random water elevation. The variance is stated as,

r2
g ¼

X

N

i¼1

SggðxiÞDxi ð3:21cÞ

with ðN !1Þ. By equalizing Eqs. (3.21b) and (3.21c), the amplitude of the ith.

wave component can be obtained as written by,

ĝi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2 SggðxiÞDxi

q

ð3:21dÞ

Once the sea spectrum SggðxÞ is known a short-term random sea can be fully
determined. Before it is explained briefly, some transfer functions related to a
random wave in deep water environments are presented in the following section.

3.4.1 Transfer Functions of a Random Wave in Deep Water

Formulation of deep water regular (linear) waves is presented in Sect. 3.3.1. In this
section, relations between the random water elevation g and random water particle
velocities and accelerations are presented. Since the water elevation g is an ergodic
process, its randomness is not location dependable, i.e., a time record taken at any
location on the sea surface represents the randomness of g. If we choose a mea-
surement station of g at the origin of x, i.e., (x = 0), and denoting its random
fluctuations by g0 in time, for a linear wave form, it is written from Eq. (3.18a) as,

g0 ¼ �i ĝ eixt ð3:22Þ

The randomness in the sea wave is represented by this reference water elevation
g0. Using the linear wave theory, other properties of the deep water wave can be
related linearly to this random water elevation g0 and some other frequency
dependent functions as stated, for g and U,

Water elevation at any location x : ! g ¼ e�i mxg0ðxÞ
Velocity potential function. . . : ! U ¼ HUgðxÞ g0ðxÞ

ð3:23aÞ

where HUgðxÞ is the transfer function between the velocity potential function and
the water elevation defined as,

Transfer function of U :! HUgðxÞ ¼ i
g

x
emze�i mx ð3:23bÞ

From Eq. (3.23a) it can be shown that the spectrum of g is equal to the spectrum of
g0, i.e., SggðxÞ ¼ Sg0g0

ðxÞ
� �

, and therefore g0 is replaced by g henceforth in this
book. Thus, the velocities are,
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Water particle velocities:!
u ¼ HugðxÞ g
w ¼ HwgðxÞ g

(

ð3:24aÞ

with the transfer functions of HugðxÞ and HwgðxÞ defined as,

Transfer functions of velocities:!
HugðxÞ ¼ x emz e�i mx

HwgðxÞ ¼ i x emz e�i mx

(

ð3:24bÞ

The accelerations are,

Water particle accelerations :!
_u ¼ H _ugðxÞ g
_w ¼ H _wgðxÞ g

(

ð3:25aÞ

with the transfer functions of H _ugðxÞ and H _wgðxÞ defined as,

Transfer functions of accelerations :!
H _ugðxÞ ¼ i x2 emz e�i mx

H _wgðxÞ ¼ �x2 emz e�i mx

(

ð3:25bÞ

With these transfer functions water particle velocities and accelerations, which are
used in the wave force calculation, are related to the water elevation of which spectral
description is available. In the following section, commonly used spectral functions
of the water elevation g, which describe a short-term sea state, are presented.

3.4.2 Statistics and Spectral Functions of the Water Elevation
in the Short Term

Short-term stationary sea states are described by a spectral function of the water
elevation with an analytic formula having parametric constants determined from
measured spectra as depending on the geographic area with local measurements
and the severity of the sea state. A sea spectrum is generally described in terms of
two parameters, the significant wave height Hs and the mean zero-crossings period
Tz. The significant wave height Hs is the measure commonly used for representing
the severity of the sea state. It is defined as the average value of the one-third
(1/3) highest wave heights. Since a short-term sea state is assumed to be a narrow-
banded Gaussian process the probability distribution of the wave height follows
the Rayleigh distribution defined as,

PDF of wave height H : ! fHðxÞ ¼
x

4r2
g

exp � x2

8r2
g

 !

0� x\1ð Þ ð3:26aÞ

The lower limit, x*, of the highest one-third of the PDF is calculated from
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P H� x	ð Þ ¼
Z

1

x	

fHðxÞ dx ¼ 1
3
! x	 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

8r2
g ln 3

q

ð3:26bÞ

and the significant wave height is calculated by definition from

1
3

Hs ¼
Z

1

x	

x fHðxÞ dx ! Hs ¼ 3
ffiffiffiffiffiffi

2p
p

1� erfð
ffiffiffiffiffiffiffiffi

ln 3
p

Þ
� �

þ
ffiffiffiffiffiffiffiffiffiffiffi

8 ln 3
ph i

rg

ð3:26cÞ

from which Hs is obtained to be

Significant wave height : ! Hs ¼ 4:0043rg ’ 4rg ð3:26dÞ

where rg is the standard deviation of the water elevation calculated from the
integration of the sea spectrum. This calculation is based on the narrow-band
assumption of the random sea process. If, however, the non narrow-banded process
is considered, the same procedure is applied to calculate Hs using the probability
density function of the positive maxima given by Eq. (2.127b). In this case, the
value obtained must be doubled since the related PDF is stated for the positive
amplitude only. Having determined the significant wave height Hs, some useful
spectral measures for the water elevation, i.e., the spectral moments of the water
elevation g, are calculated in general from the spectrum integration,

Spectral moments of water elevation g :! mn ¼
Z

1

0

xnSggðxÞ dx ð3:27Þ

Statistics of the water elevation can be estimated in terms of the spectral moments.
The standard deviation of the water elevation is calculated from,

Standard deviation of g : ! rg ¼
ffiffiffiffiffiffi

m0
p ð3:28Þ

The mean frequencies of zero-crossings and maxima of the water elevation are
calculated from,

Mean zero-crossings wave frequency :! x0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2=m0

p

Mean frequency of wave maxima. . . :! xm ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m4=m2

p
ð3:29aÞ

The mean periods of zero-crossings and maxima of the wave are calculated from
the corresponding frequencies as written,

Mean zero-crossings wave period:! TZ ¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m0=m2

p

Mean period of wave maxima. . . :! Tm ¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

m2=m4

p
ð3:29bÞ

The spectral band-width of the wave is calculated from,
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Spectral band-width of wave: ! eg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� m2
2

m0m4

s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� T2
m

T2
Z

s

ð3:30Þ

There are many spectral functions available in the literature [7, 14, 16, 23,
47–56] among which two peaks spectra describe a composed sea state for both
wind sea and swell. However, the wind sea is the most dominant and commonly
used part, and therefore most spectral shapes have only one peak describing it. In
this section, two spectral functions, which are mostly used in the design of offshore
structures, are explained.

3.4.2.1 The Pierson–Moskowitz Sea Spectrum

One of the most commonly used spectra for wind seas is the Pierson–Moskowitz
(PM) sea spectrum [47]. It is developed to describe short-term fully developed sea
conditions. Its general form is stated as

PM sea spectrum : ! SggðxÞ ¼
A

x5
exp � B

x4

� �

ð3:31aÞ

in which A and B are constant parameters of the sea condition, which are defined in
general as

A ¼ agg2 and B ¼ 5x4
p=4 ð3:31bÞ

where ag is the shape parameter obtained from data, with ag ¼ 0:0081 for the
North Sea condition, g is the gravitational acceleration and xp is the peak fre-
quency of the wave spectrum. If the severity of the sea state is represented by the
significant wave height Hs only, the peak wave frequency can be calculated in
terms of ag and Hs as written,

Peak wave frequency (Hs represents severity):! xp ¼
16
5

agg2

H2
s

� �1=4

ð3:31cÞ

Thus, in this case, the shape parameter ag and the significant wave height Hs

determine the sea spectrum fully. If, however, the severity of the sea state is
represented by both the significant wave height Hs and the mean zero-crossings
period Tz the constant parameter A and the peak wave frequency xp are calculated
by using Eqs. (3.26d) and (3.29b). It is obtained that,
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Hs & Tz represent severity:

A ¼ agg2 ¼ 4p3H2
s

T4
z

xp ¼
2p
Tz

4
5p

� �1=4

! peak wave frequency

8

>

>

>

<

>

>

>

:

ð3:31dÞ

A typical PM sea spectrum is shown in Fig. 3.7 for the significant wave height
Hs = 3.0 m, which corresponds to xp = 0.725 rad/sec and Tz = 6.156 sec. In the
case of sea state representation by Hs only, as it can be seen from Eq. (3.31c), for
higher significant wave heights the peaks of the waves move toward the zero
frequency with higher peak values and the spectral shapes become narrower. This
indicates that for higher waves the wave process becomes more narrow-banded. In
the case of the representation of the sea state severity by both Hs and Tz, as it can
be seen from Eq. (3.31d), the peak moves toward the zero frequency with
increasing Tz values only, and the peak values become higher by increasing Hs

values.

3.4.2.2 The JONSWAP Sea Spectrum

The JONSWAP sea spectrum is developed during a joint North Sea wave project
for fetch limited seas [48]. It has a similar form to the PM sea spectrum with an
enhancement factor around the peak value. It describes developing wind sea in
most severe states. The general form of the JONSWAP sea spectrum can be
written similarly to the PM spectrum as,

JONSWAP sea spectrum : ! SggðxÞ ¼
A

x5
exp � B

x4

� �

cgðxÞ ð3:32aÞ

Hs=3.0 m
αη=0.0081
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Fig. 3.7 A typical PM sea
spectrum for Hs = 3.0 m
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in which A and B are constant parameters of the sea condition as defined in Eq.
(3.31b), c is called as the peak shape parameter [7], g(x) is a frequency function
defined as.

gðxÞ ¼ exp � 1
2

x� xp

xpr

� �2
" #

ð3:32bÞ

where xp is the peak frequency of the spectrum, r is a constant defined as [7, 14,
45, 51],

r ¼
0:07 if x�xp

0:09 if x [ xp

(

ð3:32cÞ

The function cgðxÞ is called as the peak enhancement factor. The peak shape
parameter c is random varying between 1� c� 7ð Þ with an average value of
c ¼ 3:3ð Þ [14, 45]. For the limiting case of c ¼ 1ð Þ the JONSWAP sea spectrum

becomes identical to the PM sea spectrum. If the severity of the sea state is
represented by the significant wave height Hs only, the peak frequency xp can be
calculated in terms of ag, Hs and the peak shape parameter c. Based on the analysis
of numerically generated data the peak frequency xp can be approximated from,

Peak wave frequency (Hs represents severity):! xp ¼
fpðcÞ agg2

H2
s

� �1=4

ð3:33aÞ

where fp(c) is a function of c obtained as written by,

fpðcÞ ¼
3:19714

1� 0:286 ln cð Þ ð3:33bÞ

For a given value of c, the shape parameter ag and the significant wave height Hs

determine the sea spectrum. If the severity of the sea state is represented by both
the significant wave height Hs and the mean zero-crossings period Tz, the constant
parameter A and the peak frequency xp are calculated approximately using the
following statements obtained from the analysis of numerically generated data.

Hs & Tz represent severity:

A ¼ agg2 ¼ 4p3H2
s

T4
z

1� 0:286 ln cð Þ f 2ðcÞ

xp ¼
2p
Tz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f ðcÞ
1:98255

r

8

>

>

>

<

>

>

>

:

ð3:33cÞ

in which f(c) is a function of the peak shape parameter c obtained to be,
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f ðcÞ ¼ 1
1� 0:13763587 ln cð Þ ð3:33dÞ

As it can be verified through Eqs. (3.33a) and (3.33d), for the value of (c = 1), the
JONSWAP sea spectrum becomes the PM sea spectrum. The peak enhancement
factor cgðxÞ controls the spectral shape only around the peak frequency region, and
the tail is not affected much. Thus, for sea states with higher frequencies, the PM
and JONSWAP sea spectra produce identical results. The JONSWAP sea spectrum
and the effect of the peak enhancement factor on the spectral shape are illustrated
in Fig. 3.8. As it is seen from Fig. 3.8 and Eq. (3.33a), the peak frequency depends
on the peak shape parameter c. For higher c values, the peak frequency becomes
higher with increasing peak values although the tails remain unchanged. The
spectral functions of the random sea presented above are associated with sea waves
that all wave energy is concentrated in one wave direction and, therefore, these
spectral functions are considered as unidirectional sea spectra [7]. In the reality,
there are also individual waves traveling in different directions around a major
wave propagation direction, which form altogether a multidirectional wave group
with a directional spreading. Its spectral description is presented briefly in the
following section.

3.4.2.3 Directional Wave Spectrum

The wind wave as a group, which consists of many individual waves, propagates in
the same direction of the wind. But there are also some individual waves devel-
oped around a major (main) wave traveling in any direction between (+p/2) and
(-p/2) as shown in Fig. 3.9 in a horizontal (x–y) plane. This property of wave
groups can be taken into account in the sea spectrum formulation by expressing it
in terms of both the frequency x and the direction angle h [7, 44, 51, 57–62]. The
sea spectrum describing multidirectional waves can be expressed as,
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Fig. 3.8 Typical JONSWAP
sea spectra for Hs = 3.0 m
and different c values
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Sggðx; hÞ ¼ Dðx; hÞ SggðxÞ ð3:34aÞ
in which D(x,h) is a directionality function dependent on both x and h, Sgg(x) is
the unidirectional sea spectrum explained in previous sections. The directionality
function D(x,h) may be considered as the distribution of wave energy for a given
frequency x over the direction h, and therefore it is also called as the directional
spreading of the sea spectrum. It satisfies the condition,

Z

hmax

hmin

Dðx; hÞ dh ¼ 1 ð3:34bÞ

Since D(x,h) is a periodic function of h, it can be conveniently represented by
Fourier series in general. For practical use, different models are available to
represent the wave directional spreading [7]. Due to simplicity and efficiency in
representing the wave directional spreading, the cosine power model is often used
in practice [51] with the approximation of Dðx; hÞ � DðhÞ. This is given as,

Directional spreading function: ! DðhÞ ¼
C 1þ n

2

� �

ffiffiffi

p
p

C
1þ n

2

� � cosn h ð3:34cÞ

where C is the Gamma function and h is the angle of an individual wave (wave
spreading angle) measured from the main wave direction as shown in Fig. 3.9.
This wave spreading angle is defined between �p=2� h� p=2ð Þ. In practical
applications, the most commonly used form of D(h) is the cosine square function
which is written as

DðhÞ ¼ 2
p

cos2 h where � p
2
� h� p

2

� �

ð3:34dÞ
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Fig. 3.9 Main and individual waves traveling in the horizontal plane
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The main wave direction, h0, is the same with the wind direction. This direction
can also vary arbitrarily, and therefore it is conveniently assumed as random
variable with uniform distribution between 0� h0� 2pð Þ. If all wave energy is
concentrated in one direction (unidirectional sea state) then the structural response
is overestimated and the design becomes more conservative.

3.5 Wave–Current Interaction

In ocean and sea environments, currents are usually exist due to tides, ocean circu-
lations, winds and water density differences. In general, currents are complex phe-
nomena as being turbulent and mostly vary in water depth with different directions.
For the simplicity in the analysis, they are approximated to a corresponding mean
water flow [63] and often considered to be uniform along the water depth. Currents
influence waves significantly near continental margins and in shallow seas [64]. The
strong ocean currents can strongly affect ocean waves, especially waves propagating
and against such currents, which become shorter and steeper by the adverse current.
Due to increasing number of offshore structures located in areas of currents, the
wave–current interaction will be of great importance in the structural design. In the
calculation of response statistical characteristics of structures, the effect of current is
reflected on response results in two ways as (a) existence of currents alter the sea
spectrum and (b) wave loadings and damping ratios will be dependent on the current
velocity which introduces a nonzero mean value response. Wave–current interaction
has a profound effect on the modeling of random waves. For deterministic analysis,
this interaction has extensively been studied in the literature, see e.g., [64–71]. For
stochastic analysis, the problem is rather complicated and, only under certain con-
ditions, it can be solved [71–78]. It is assumed that the random wave is first generated
on a quiescent (zero-current) condition and then it crosses from the quiescent area
into the current region. Then the spectral density of water elevation for the current
region, Sggðxa;UÞ, is determined in terms of the spectral density of water elevation in
the quiescent area, SggðxaÞ, by using the wave action conservation [79]. It is further
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Fig. 3.10 Random wave on a uniform current with reference frames
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assumed that (a) the current is uniform and does not change direction along the water
depth and horizontal, (b) it is in-line with the wave propagation, and (c) waves are not
refracted by the current. Definition of the wave–current field and reference frames are
shown in Fig. 3.10. The fixed reference frame is a stationary frame in which wave
properties are denoted by subscript a meaning absolute, and the moving frame is
defined as a frame moving with the current velocity U. The wave properties in this
reference frame are denoted by the subscript r meaning relative. The governing wave
equations will be developed with reference to the current traveling in the same
direction of the wave. If the current is in the opposite direction of the wave propa-
gation then the current velocity will be negative. In a stationary reference frame, the
waves have an apparent angular frequency, xa, and in the frame moving with the
current velocity U, the frequency becomes the relative or intrinsic frequency denoted
by xr. In this moving frame, the velocity potential function, Ur and the water ele-
vation g obtained from the linear wave theory can be written as,

Ur ¼ ĝ
g

xr

cosh mðzþ dÞ
cosh md

eiðxr t�mxrÞ and g ¼ �i ĝ eiðxr t�mxrÞ ð3:35aÞ

From Fig. 3.10, the horizontal coordinate xr in the moving reference frame can be
written as,

xr ¼ x� Ut ð3:35bÞ

Having introduced Eq. (3.35b) into Eq. (3.35a) it can be obtained that

Ur ¼ ĝ
g

xr

cosh mðzþ dÞ
cosh md

eiðxat�mxÞ and g ¼ �i ĝ eiðxat�mxÞ ð3:35cÞ

in which the absolute frequency xa is defined to be,

xa ¼ xr þ mU ð3:36aÞ

The dispersion relation given by Eq. (3.14b) becomes as

x2
r ¼ mg tanh md ð3:36bÞ

The absolute frequency xa does not change when the wave travels from one
current region to another. On the contrary, the relative frequency xr and the wave
number m change. They can be solved from Eqs. (3.36a) and (3.36b) as written by,
for the deep water condition,

xr ¼ xa
2

1þ fð Þ

m ¼ x2
a

g

4

1þ fð Þ2

9

>

>

>

=

>

>

>

;

where f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 4xaU

g

s

ð3:36cÞ

The absolute frequency xa can be stated in terms of the relative frequency xr as
written by, for the deep water condition,
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xa ¼ xr 1þ xrU

g

� �

ð3:36dÞ

The change in the sea spectrum can be obtained by using the wave action con-
servation [79] which is defined as,

Wave action conservation: ! EaCga=xa

� �

¼ E U þ Cgr

� �

=xr

	 


ð3:37aÞ

in which Ea and E are respectively wave energy densities in the quiescent (zero-
current) and current regions, and Cga and Cgr are the corresponding group
velocities which are calculated by using Eq. (3.6c) as written by, for the deep water
condition,

Group vel:of deep water waves:! Cga ¼ g=ð2xaÞ and Cgr ¼ g=ð2xrÞ ð3:37aÞ

The wave energy densities in the quiescent and current regions, Ea and E, are

Wave energy densities:!
Ea ¼ SggðxaÞ dxa

E ¼ Sggðxa;UÞ dxa

(

ð3:37cÞ

in which SggðxaÞ and Sggðxa;UÞ are respectively the sea spectra in the quiescent
and current water regions. From Eqs. (3.37a)–(3.37c), the sea spectrum in the
current water region, Sggðxa;UÞ can be obtained as stated by,

Sea spectrum in current area:! Sggðxa;UÞ ¼
4

f 1þ fð Þ2
SggðxaÞ ð3:38aÞ

where f is as defined in Eq. (3.36c). Assuming a PM sea spectrum for SggðxaÞ with
Hs = 3.0 m, the spectral shapes of Sggðxa;UÞ are illustrated in Fig. 3.11 for the
current velocities of U = -1.0, 0.0, 0.5, and 1.0 m/s. As it is seen from this figure,
for opposite (negative) current, the peak of the sea spectrum becomes bigger and
waves become shorter with increasing heights. As it is also seen from Eq. (3.38a),
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Fig. 3.11 PM sea spectrum
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for a zero value of f, the spectrum will be infinite corresponding to a relative
frequency of (xr = 2xa) and the wave number becomes four times larger than that
in the quiescent (zero-current) area. For this special case, the absolute and relative
frequencies, xa and xr, can be determined from Eq. (3.36c) as stated by

f ¼ 0 ! xa ¼ �g= 4Uð Þ and xr ¼ �g= 2Uð Þ ð3:38bÞ

At this frequency point and beyond, the energy of a particular wave component
cannot propagate onto the current and the wave breaks at the current boundary [71,
75, 76]. In the wave breaking region, the sea spectrum is given for the deep water
condition [71] by,

Equlibrium range spectrum:! SggERðxa;UÞ ¼
bg2

x5
r

1þ 2Uxr

g

� ��1

ð3:38cÞ

in which b is a numerical constant in the range 0.008-0.015 with a mean value of
0.0123 [76]. When Sggðxa;UÞ[ SggERðxa;UÞ

� �

then the sea spectrum in the

current region is taken to be Sggðxa;UÞ ¼ SggERðxa;UÞ
� �

. Having determined
the sea spectrum in the current region, transfer functions of the water particle
velocities and accelerations will also be determined to calculate wave forces. The
velocities in the stationary reference frame can be stated as written by,

ua ¼ U þ xr
cosh mðzþ dÞ

sinh md
e�imx

� �

g0

wa ¼ i xr
sinh mðzþ dÞ

sinh md
e�imxg0

9

>

>

=

>

>

;

! g0 ¼ �i ĝ eixat ð3:39aÞ

and the accelerations in the stationary reference frame will be calculated from the
total time derivative of the corresponding velocities. They are obtained as,

_u ¼ ix2
r

cosh mðzþ dÞ
sinh md

e�imxg0

_w ¼ �x2
r

sinh mðzþ dÞ
sinh md

e�imxg0

ð3:39bÞ

From Eqs. (3.39a) and (3.39b) the water particle velocities and accelerations can
be stated in terms of the transfer functions as written by,

ua ¼ U þ HugðxÞg0

wa ¼ HwgðxÞg0
and

_ua ¼ H _ugðxÞg0
_wa ¼ H _wgðxÞg0

ð3:39cÞ

where the transfer functions for the deep water condition are obtained to be

HugðxÞ ¼ xr emz e�i mx

HwgðxÞ ¼ i xr emz e�i mx and
H _ugðxÞ ¼ i x2

r emz e�i mx

H _wgðxÞ ¼ �x2
r emz e�i mx ð3:39dÞ

As it is seen from Eqs. (3.39c) and (3.39d) the presence of the current modifies the
water particle velocities and accelerations. The zero-mean property of the
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horizontal velocity in the zero-current area is destroyed and the presence of the
current makes the velocity as a nonzero mean value process. Consequently, wave
forces on offshore structures are also affected and their mean values will not be
zero any more due to the velocity dependent drag terms.

3.6 Probabilistic Description of Sea States
in the Long Term

Requirements of performances of offshore structures in the long term, such as
fatigue damage accumulation and the structural behavior under an extreme sea
condition, necessitate information about long-term wave statistics. The long-term
description of a wave environment is defined by the statistical properties of the
severity of sea states, which is characterized by the significant wave height Hs or
both Hs and the mean zero-crossings period Tz. These parameters are assumed to
be constants in the short-term sea states as explained in Sect. 3.4, and they are
probabilistic in the long term. Their statistical information is obtained from
measured, or observed, wave data which are accumulated over a long period
[7, 44, 80, 81]. The number of wave observations defines the reliability of the data,
and the larger the data accumulations the more reliable the data [82]. The data are
tabulated as the number of occurrences of specific short-term sea states in the axes
of the significant wave height Hs and mean zero-crossings period Tz from which a
wave scatter diagram is constructed [51, 83, 84]. The wave scatter diagram is a 2D
histogram of the significant wave height and mean zero-crossings wave period for
all sea states. Different wave scatter diagrams can be obtained to be used in
different geographic locations [51, 85–87] as depending on the availability of wave

Table 3.4 Table of an example scatter diagram (number of occurrences of sea states)

Hs

(m)
Tz (second) Sum

1–3 3–6 6–9 9–12 12–15 15–18 18–21 21–24

0–1 12 358 578 162 53 13 2 0 1178
1–2 0 756 2485 673 277 98 14 1 4304
2–3 0 83 1887 893 233 90 12 0 3198
3–4 0 3 646 711 170 34 0 0 1564
4–5 0 0 117 418 146 16 1 0 698
5–6 0 0 12 196 89 7 1 0 305
6–7 0 0 0 59 56 6 0 0 121
7–8 0 0 0 9 25 5 0 0 39
8–9 0 0 0 2 16 4 0 0 22
9–10 0 0 0 0 10 2 0 0 12
10–11 0 0 0 0 0 1 0 0 1
11–12 0 0 0 0 0 1 0 0 1
Sum 12 1,200 5,725 3,123 1,075 277 30 1 11,443
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data. The table of an example wave scatter diagram is as shown in Table 3.4 where
the marginal occurrences of sea states for Hs and Tz are given respectively in the
column and row indicated by ‘Sum’. The probability distributions of Hs and Tz can
be easily calculated from the scatter diagram to be used in the long-term behavior
of structural responses.

If the severity of the sea state is represented by Hs only, then the probability
mass of Hs can be calculated from the numbers of marginal occurrences of the sea
states as written by,

pHsðhiÞ ¼ Ni=N ð3:40Þ

where Ni is the number of marginal occurrences of sea states in the interval Dhi of
Hs and N is the total number of occurrences. For example, in Table 3.4, for the
interval of Hs = 4–5, Ni = 698, N = 11443, and pHsðhiÞ ¼ 0:061. For a contin-
uous probability distribution, various probability functions have been proposed [7].
The general trend is to use the log-normal probability distribution to represent the
greater part of significant wave height data. For large significant wave heights, the
data diverge from the log-normal distribution. Instead, the Weibull probability
distribution is well fitted to represent large significant wave heights [51, 86, 88].
For the extremes of the significant wave height, or maximum individual wave
height, a Gumbel distribution can be assumed [51]. Based on wave data for a
1-year period, a three-parameter Weibull distribution function is suggested [86] to
represent the long-term marginal probability distribution of the significant wave
height Hs. It is written as,

FHsðhÞ ¼ 1� exp � h� A

B

� �C
" #

ð3:41Þ

The parameters A, B, and C in Eq. (3.41) are to be calculated from wave data as
depending on locations of data collection. Their values reported in [86] are pre-
sented in Table 3.5.

Joint probability models may often be used to represent long-term variations of
wave characteristics. These models can be discrete like those in the form of wave
scatter diagrams, or continues obtained by fitting distributions to available wave
data from measurements or observations. In both cases, the severity of sea states is

Table 3.5 Parameters of the fitted Weibull distributions of Hs in Eq. (3.41)

Station A (m) B (m) C Location

India 0.80 2.70 1.22
)

Atlantic OceanJuliett 0.90 2.70 1.24
Sevenstones 0.60 1.67 1.21
Morecambe Bay 0.00 0.78 1.05 g Irish Sea
Mersey Bar 0.00 0.69 1.01
Varne 0.00 1.05 1.30 g North Sea
Smith’s Knoll 0.08 0.89 1.28
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represented by Hs and Tz together. In the case of discrete joint probability models,
the probability mass of the joint distribution of Hs and Tz is calculated from the
numbers of occurrences of sea states as written by

pHsTzðhi; tjÞ ¼ Nij=N ð3:42Þ

where Nij is the number of occurrences of sea states in the intervals Dhi for Hs and
Dtj for Tz, and N is the total number of occurrences. For example, in Table 3.4, for
the intervals of Hs = 4–5 and Tz = 9–12, Nij = 418, N = 11443, the probability
mass is calculated to be pHsTzðhi; tiÞ ¼ 0:0365. For a continuous joint probability
distribution of Hs and Tz, the joint density function is defined in terms of a mar-
ginal distribution and a series of conditional density functions that obtained by
fitting parameters to data. For a specific location, such a joint distribution is
usually approximated by a marginal distribution for the significant wave height Hs,
which is typically a three parameters Weibull distribution, and conditional log-
normal distributions for the mean zero-crossings period Tz given the significant
wave height Hs [84, 89]. Thus, the joint probability density function of Hs and Tz

can be stated as,

fHsTzðh; tÞ ¼ fHsðhÞ fTzðtjh ¼ HsÞ ð3:43aÞ

where fHsðhÞ is the marginal probability density function of Hs for which the
distribution is a three parameters Weibull function given in Eq. (3.41), and
fTzðtjh ¼ Hs) is a conditional probability density function of Tz which fits a log-
normal probability density function written as,

fTzðtjh ¼ HsÞ ¼
1

r t
ffiffiffiffiffiffi

2p
p exp � 1

2
ln t � l

r

� �2
" #

ð3:43bÞ

where r and l are respectively the standard deviation and mean value of ln Tzð Þ
which are estimated from actual data as depending on Hs [84, 89]. Having
determined the long-term distribution of sea states, structural response behavior in
the long-term like probabilistic fatigue damage accumulation can be estimated.

3.7 Morison’s Equation and Wave Forces on Structural
Members

In general, wave forces are calculated from the water pressure under the wave
propagation which can be calculated from the Bernoulli equation given by Eq.
(3.3b). The function f(t) in Eq. (3.3b) is given by Eq. (3.3c) as the dynamic
boundary condition at the free surface where the pressure is zero. Since velocities
and accelerations are both functions of time and space, and f(t) is a function of
time alone it must be equal zero [90]. Thus, the total water pressure at any point
can be stated from Eq. (3.3b) as,
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Total pressure:! ptot ¼ �qw gzþ
Z

oV

ot
dSþ V2

2

� �

ð3:44aÞ

where the first term (gz) in the bracket is the hydrostatic pressure and the others
are the dynamic pressure produced by waves. The dynamic pressure p at any point
is a function of water particle acceleration and velocity square. It can be written in
terms of the velocity potential function U as,

Dynamic pressure :! p ¼ � qw
oU
ot
þ qw

2
oU
ox

� �2

þ oU
oz

� �2
" # !

ð3:44bÞ

In the presence of an object in water, if the velocity potential function U is known
then the dynamic pressure p on the surface of the object can be calculated using
Eq. (3.44b). But, due to complexity of wave interactions with the object in water,
calculation of the velocity potential function U is a difficult task analytically. In the
analysis of slender offshore structures, the wave loads are calculated using the
Morison’s equation [35] given for a rigid cylindrical pile fixed at the bottom as
shown in Fig. 3.12a. The Morison’s equation is defined as a distributed wave force
per unit length of the pile and is normal (perpendicular) to the pile. It is written as,

Morison’s equation :! f ¼ CDjujuþ CM _u ð3:45aÞ

in which the first term is the drag force contribution and the second one is the
inertia force contribution, u and _u are respectively the velocity and acceleration
components of a water particle which are normal to the pile, j:j denotes an absolute
value, CD and CM are respectively drag and inertia force constants defined as,

SWL

u

f

d

f

u

wave forcewave force
D

(a) (b)

Fig. 3.12 Rigid and flexible cylinders fixed at the bottom under wave actions (a) Rigid cylinder
(b) Flexible cylinder

208 3 Water Wave Theories and Wave Loads



Drag and inertia force constants:!
CD ¼ Dqwcd=2

CM ¼ pD2qwcm=4

(

ð3:45bÞ

in which D is the diameter of the pile, qw is the density of water, cd and cm are
respectively the drag and inertia force coefficients of the Morison’s equation.
These coefficients are functions of the Reynolds number (Re), Keulegan–Carpenter
number (Kc) and the roughness of the cylinder [14, 22, 23, 51, 91, 92]. API
recommends the following drag and inertia values for circular cylinders [93, 94]
for large Keulegan–Carpenter number ðKc [ 30Þ:

• for smooth cylinders: cd = 0.65 and cm = 1.6
• for rough cylinders: cd = 1.05 and cm = 1.2.

For ðKc\30Þ these values are modified by a wake amplification factor. The DNV
rules [51] accept the same values for the smooth and rough cylinders, except the
inertia force coefficient cm. The DNV rules define higher cm values than the API
recommended practices. For ðKc\3Þ, cm can be assumed to be independent of
Kc and equal to the theoretical value of ðcm ¼ 2:0Þ for both smooth and rough
cylinders. In the case of ðKc [ 3Þ, it is calculated from [51] as,

cm ¼ max
1:6; 2� 0:044ðKc � 3Þ½ � ! smooth cylinder

1:2; 2� 0:044ðKc � 3Þ½ � ! rough cylinder

(

ð3:45cÞ

For low Keulegan–Carpenter numbers, a detailed discussion on the drag and
inertia force coefficients is presented in [95]. It is reported [96] that, for ðKc\10Þ,
the inertia force becomes dominant, for ð10\Kc\20Þ, both inertia and drag force
components are significant and for ðKc [ 20Þ, the drag force becomes dominant.
The diameter of the cylinder, D, is also an influential factor in the wave force
regime. The Morison’s equation is appropriate for slender members. However, for
large members, it can also be applied with modification of the inertia force
coefficient cm. This is done by using wave diffraction theory to calculate dynamic
pressure, which is explained in the following section.

3.7.1 Wave Forces on Large Structural Members

The Morison’s equation is valid for slender cylindrical members. For members
with large diameters, or short period waves, the Morison’s equation needs to be
modified. For large members, the inertia force becomes dominant. It is calculated
by using wave diffraction theory. Based on the classical work of linear diffraction
theory for water waves [97] linear wave forces on a large cylindrical pile
immersed in the ocean are calculated [98]. Nonlinear wave forces are also cal-
culated using the wave diffraction theory [99–101]. Since linear forces are used in
the spectral analysis, the calculation of linear wave forces on a large cylindrical
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object in the ocean is outlined briefly in this section by using the wave diffraction
theory.

In the wave diffraction theory, an incident wave traveling in a radial direction is
diffracted at the surface of the cylindrical body traveling in the opposite direction
of the incident wave. The velocity potential functions of the incident and diffracted
waves are respectively denoted by Uj and Ud. The total velocity potential function
is obtained from the superposition of the potential functions Uj and Ud as,

Total velocity potential function: ! U ¼ Uj þ Ud ð3:46aÞ

From the boundary condition on the cylindrical surface, oU=or ¼ 0ð Þ where r is
the radial coordinate as shown in Fig. 3.13, the following condition can be written.

Boundary condition at the surface:! oUj

or
þ oUd

or
¼ 0 at r ¼ Rð Þ ð3:46bÞ

The velocity potential function of an incident wave in the horizontal x direction is
given in Eq. (3.15). By using the coordinate transformation written as, see
Fig. 3.13,

x ¼ r cos h ð3:47Þ

the velocity potential function of an incident wave can be stated in terms of the
radial coordinate as written by, from Eq. (3.15),

Uj ¼ Aeixte�imr cos h where A ¼ ĝ
g

x
cosh mðzþ dÞ

cosh md
ð3:48aÞ

Using the expansion of the function expð�imr cos hÞð Þ in terms of Bessel functions
[102], the velocity potential function Uj can be written as,

u

f

wave force

x

rz

θ

SWL

Φj

Φd 0
r

∂Φ
=

∂

Φj : for incident wave

Φd : for diffracted wave

R

Fig. 3.13 Wave force on a large cylindrical object and velocity potential functions
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Incident wave:! Uj ¼ Aeixt
X

1

n¼�1
ð�iÞnJnðmrÞ e�inh ð3:48bÞ

in which Jn(.) is the Bessel function of the first kind. In a similar way, the velocity
potential function of the diffracted wave Ud can be stated in terms of the Bessel
functions of the third kind [22] as written by,

Diffracted wave:! Ud ¼ Aeixt
X

1

n¼�1
BnHð2Þn ðmrÞ e�inh ð3:48cÞ

in which Hð2Þn ð:Þ is the Bessel function of the third kind (Hankel function) and Bn is
a constant which is determined from the boundary condition on the surface of the
cylinder. Having used the boundary condition given by Eq. (3.46b), the total
velocity potential function can be obtained from Eq. (3.46a) as written by,

U ¼ Aeixt
X

1

n¼�1
ð�iÞn JnðmrÞ � J

0

nðmRÞ
Hð2Þ

0

n ðmRÞ
Hð2Þn ðmrÞ

 !

e�inh ð3:48dÞ

where R is the radius of the cylinder, J
0
nð:Þ and Hð2Þ

0

n ð:Þ are the derivatives of the
Bessel functions of the first and third kind. The dynamic pressure on the cylinder is
calculated from Eq. (3.44b) in which higher order (nonlinear) terms are neglected,
i.e., p ¼ �qw oU=otð Þ. Having taken into account the following relation of Bessel
functions [14, 99, 102],

JnðxÞHð2Þ
0

n ðxÞ � J
0

nðxÞHð2Þn ðxÞ ¼ �i
2
px

Hð2Þ�nðxÞ ¼ ð�1ÞnHð2Þn ðxÞ
ð3:49Þ

the dynamic pressure on the surface of the cylinder can be obtained as written by,

p ¼ � 2qwxA

pmR

1

Hð2Þ
0

0 ðmRÞ
þ
X

1

n¼1

ð�iÞn 2

Hð2Þ
0

n ðmRÞ
cos nh

" #

eixt ð3:50aÞ

The force per unit length acting on the cylinder in the wave traveling direction, i.e.,
horizontal x direction, is calculated from,

f ¼ �
Z

2p

0

p cos h Rdh ð3:50bÞ

Having introduced the dynamic pressure from Eq. (3.50a) into Eq. (3.50b) and
carried out the integration the force, f, per unit length is obtained as written by,

f ¼ �i
4qwxA

m

1

Hð2Þ
0

1 ðmRÞ
eixt ð3:51aÞ
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Using Eq. (3.16a) the horizontal acceleration of water particles at the center of the
cylinder (x = 0) can be stated as,

_u ¼ A x m eixt ð3:51bÞ

in which A is as defined in Eq. (3.48a). Having written the force given by Eq.
(3.51b) in terms of the acceleration, and comparing it with the inertia force term of
the Morison’s equation given by Eq. (3.45a), the inertia force coefficient cm can be
stated as,

Inertia force coefficient: ! cm ¼ 2 fmðxÞ ð3:52aÞ

where fm(x) is a complex reduction function defined as,

fmðxÞ ¼
2
p

1
x2

e�ia

Hð2Þ
0

1 ðxÞ
�

�

�

�

�

�

with ðx ¼ mRÞ ð3:52bÞ

in which the definitions are,

Hð2Þ
0

1 ðxÞ
�

�

�

�

�

�
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

J
02
1 ðxÞ þ Y

02
1 ðxÞ

q

and tan a ¼ J
0
1ðxÞ

Y
0
1ðxÞ

ð3:52cÞ

The derivatives of the Bessel functions can be calculated from the following
polynomial approximations [102].

for x� 3ð Þ :!
J
0

1 ¼ 0:5þ
X

6

j¼1

aj
x

3

� �2j

Y
0

1 ¼
2
p

ln
x

2

� �

J
0

1 þ
b7

x2
þ
X

6

j¼0

bj
x

3

� �2j

8

>

>

>

>

>

<

>

>

>

>

>

:

ð3:53aÞ

where the constants are given in Table 3.6. For large values of x, they are cal-
culated from the following statements [102].

for x� 3ð Þ :!
J
0

1 ¼
1
ffiffiffi

x
p f0ðxÞ cos h0ðxÞ �

f1ðxÞ
x

cos h1ðxÞ
� �

Y
0

1 ¼
1
ffiffiffi

x
p f0ðxÞ sin h0ðxÞ �

f1ðxÞ
x

sin h1ðxÞ
� �

8

>

>

>

<

>

>

>

:

ð3:53bÞ

where the functions f0(x), h0(x), f1(x), and h1(x) are calculated from the following
polynomial approximations [102].

f0ðxÞ ¼
X

6

j¼0

aj
3
x

� � j

and h0ðxÞ ¼ xþ
X

6

j¼0

bj
3
x

� � j

ð3:53cÞ
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f1ðxÞ ¼
X

6

j¼0

cj
3
x

� � j

and h1ðxÞ ¼ xþ
X

6

j¼0

dj
3
x

� � j

ð3:53dÞ

in which the constants are given in Table 3.7. The absolute value (modulus) of the
reduction function fm(x) is shown in Fig. 3.14.

Table 3.7 Constants of the functions f0(x), h0(x), f1(x) and h1(x) for x� 3ð Þ, Eq. (3.53b–d)

Constants
(i)

f0(x)
(ai)

h0(x)
(bi)

f1(x)
(ci)

h1(x)
(di)

0 0.79788456 -0.78539816 0.79788456 -2.35619449
1 -0.00000077 -0.04166397 0.00000156 0.12499612
2 -0.00552740 -0.00003954 0.01659667 0.00005650
3 -0.00009512 0.00262573 0.00017105 -0.00637879
4 0.00137237 -0.00054125 -0.00249511 0.00074348
5 -0.00072805 -0.00029333 0.00113653 0.00079824
6 0.00014476 0.00013558 -0.00020033 -0.00029166

3.272.942.612.291.961.631.310.980.650.330.00

1.10

1.00

0.90

0.81

0.71

0.61

0.52

0.42

0.32

0.23

0.13

|fm(x)|

x

cm=2fm(x)

Inertia force of Morison’s equation
on large circular cylinders:

2
w mf R c u= π ρ

2R
f

x mR=

Fig. 3.14 Modulus of the reduction function of the inertia force coefficient cm, |fm(x)|

Table 3.6 Constants of derivatives of Bessel functions for x� 3ð Þ, Eq. (3.53a)

Constants
(i)

J
0

1
(ai)

Y
0

1
(bi)

0 0.3428881211
1 -1.68749985 0.3646746711
2 1.05468507 -0.5972279844
3 -0.27684371 0.2182906033
4 0.04001471 -0.0381568511
5 -0.00362679 0.0039694600
6 0.00019891 -0.0002484600
7 0.6366198000
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3.7.2 Wave Forces on Inclined Structural Members

The wave force presented in aforementioned sections is acting on a vertical
cylindrical member in the sea and it is in the perpendicular direction to the
member axis. The offshore steel structures are complex having many members in
any direction (not necessarily vertical) as shown schematically in Fig. 3.15 so that
the wave forces acting on these structural members need to be defined properly.
The Morison’s equation can be still used for such members by taking the velocity
and acceleration components of water particles in the perpendicular (normal)
direction to the member axes. These water velocity and acceleration components
are denoted by un and _un. The wave forces on inclined members are also per-
pendicular to the member axes in the same direction of normal water velocity and
acceleration components. In order to calculate member consistent wave forces,
these distributed wave forces will be transformed to the member local coordinates.
For an inclined member with the cosine direction vector~c in the global coordinates
(x, y, z) shown as in Fig. 3.15, the normal water velocity vector~un which is defined
in the (~u and~c) plane can be written from Fig. 3.15 as,

~un ¼~c 
 ~u 
 ~c ð3:54Þ

in which ~u is the water velocity vector in the global (x, y, z) coordinates. This
vector product can be stated in the vectorial form as,

fung ¼ ½Tn� fug ð3:55aÞ

z

x

y an individual wave
u, u SWL

wave 
force

φ

u

c

un

a member 
direction

xw

(2)

(1)

s

Fig. 3.15 A schematic offshore jacket structure, normal water velocity, and wave force on an
inclined member
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in which the transformation matrix [Tn] can be obtained as written by,

½Tn� ¼
ð1� c2

xÞ �cxcy �cxcz

�cxcy ð1� c2
yÞ �cycz

�cxcz �cycz ð1� c2
z Þ

2

4

3

5 ð3:55bÞ

in which cx, cy, and cz are the cosine directions of the member axis XL (components of
the vector~c in the global coordinates) as defined in Eq. (1.93). The components of the
water velocity vector~u in the global coordinates are written from Fig. 3.15 as,

ux ¼ u cos /

uy ¼ u sin /

uz ¼ w

9

>

=

>

;

! fug ¼
u cos /

u sin /

w

8

>

<

>

:

9

>

=

>

;

ð3:55cÞ

in which u is the horizontal water velocity in the wave propagation direction, / is
the angle of the wave propagation direction measured from the global x axis as
shown in Fig. 3.15, and w is the water velocity in the vertical direction, which are
given in Eq. (3.16a). The water acceleration vectors can be obtained from the time
derivatives of Eqs. (3.55a) and (3.55c) as written by,

f _ung ¼ ½Tn� f _ug and f _ug ¼
_u cos /

_u sin /

_w

8

>

<

>

:

9

>

=

>

;

ð3:55dÞ

Having determined normal water velocity and acceleration vectors, the dis-
tributed wave force vector on an inclined member can be calculated from the
Morison’s equation in the global coordinates as written by,

ffngG ¼ ½Tn� CDjunjfug þ CMf _ugð Þ ð3:56aÞ

in which the drag and inertia force constants CD and CM are defined in Eq. (3.45a),
and junj is the modulus (absolute value) of the normal water velocity un which is
calculated from,

junj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fu	ng
Tfung

q

ð3:56bÞ

where fu	ng denotes the complex conjugate of the velocity vector fung and {.}T

denotes the transpose of a vector. By using the following property of the trans-
formation matrix [Tn],

½Tn� ¼ ½Tn�T ½Tn� ð3:56cÞ

the modulus junj can be calculated in terms of the water velocity vector {u} as
written by,

junj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fu	gT ½Tn�fug
q

ð3:56dÞ
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As it is seen from Eq. (3.56a) the drag force term of the Morison’s equation is
nonlinear. For the spectral analysis, the Morison’s equation will be linearized from
which junj will be replaced by a linearization parameter denoted by A. This
parameter is dependent on the variance of the water velocity which is a function of
the vertical coordinate Z. Since the linearization will be explained in Sect. 3.8, it is
considered here that the linearization parameter A is a function of Z. By using this
assumption the calculation of consistent member wave forces is explained in the
following section.

3.7.3 Calculation of Consistent Wave Forces of Members

Formulation of the consistent load vector of a structural member has been
explained in Chap. 1 as presented by Eq. (1.74). In this section, the calculation of
the consistent member wave-forces of offshore jacket structures is explained for
the deep water condition. The calculation is carried out in the frequency domain.
By using Eqs. (3.24a) and (3.24b) for the deep water condition, the water velocity
and acceleration vectors {u} and f _ug can be stated as,

fug ¼ x em z�i xwð Þf/g g
f _ug ¼ x em z�i xwð Þf/g _g

)

! f/g ¼
cos /

sin /

i

8

>

<

>

:

9

>

=

>

;

ð3:57aÞ

where xw is the horizontal coordinate in the wave propagation direction. By using g
from Eq. (3.18b) into Eq. (3.57a) the water acceleration vector f _ug can be
expressed as,

f _ug ¼ i x fug ð3:57bÞ

Having used f _ug from Eq. (3.57b) and replaced junj by the linearization parameter
A in Eq. (3.56a), the Morison’s equation can be written in the global coordinates as,

ffngG ¼ R ½Tn� fug ! R ¼ CD Aþ i x CMð Þ ð3:58aÞ

in which R is a scalar complex function of the vertical coordinate Z and the
frequency x. By using the velocity vector {u} from Eq. (3.57a) into Eq. (3.58a) the
Morison’s equation can be stated in terms of the water elevation g as written by,

ffngG ¼ x em z�i xwð Þ R ½Tn� f/g g ! R ¼ CD Aþ i x CMð Þ ð3:58bÞ

which is defined in the global coordinates. In order to calculate the member
consistent forces using Eq. (1.74), this wave force vector must be transformed to
the member local coordinates. It is written as,

ffngL ¼ ½t�ffngG ! ffngL ¼ x em z�i xwð Þ R ½t�½Tn� f/g g ð3:58cÞ
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in which the transformation matrix [t] has been given in Eq. (1.91). As a special
case, for tubular members which are used in offshore steel structures, this trans-
formation matrix will be equivalent to the transformation matrix [t2] given by Eq.
(1.96a). Thus, it is written as,

½t� ¼

cx cy cz

� cxcy
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

� cycz
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

� cz
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q 0
cx
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
y

q

2

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

5

ð3:58dÞ

By using Eq. (1.74) the consistent wave force vector of a member in the member
local coordinates is calculated from the integration,

pwf gL¼
Z

‘

0

Nu½ �TffngL ds ð3:59aÞ

in which [Nu] is the shape function vector of the member, ‘ is the member length
and s denotes the variable of the member axial coordinate as shown in Fig. (3.15).
It can be easily verified from the matrix multiplication in Eq. (3.58c) that the axial
force component is zero, and therefore the corresponding terms in the shape
function matrix are taken to be zero. For the calculation of consistent forces, the
Euler–Bernoulli beam theory is used and the shape function matrix can be written
from Eq. (1.50a) as,

Nu½ � ¼
0 0 0 0 0 0 0 0 0 0 0 0
0 N1 0 0 0 N3 0 N2 0 0 0 N4

0 0 N1 0 �N3 0 0 0 N2 0 �N4 0

2

4

3

5 ð3:59bÞ

in which N1, N2, N3, and N4 are the shape functions defined as,

N1 ¼ 1� 3n2 þ 2n3

N2 ¼ 3n2 � 2n3

)

and
N3 ¼ ‘ n� 2n2 þ n3� �

N4 ¼ ‘ �n2 þ n3� �

(

where n ¼ s

‘

� �

ð3:59cÞ

The transpose of the shape function matrix [Nu] can be stated in terms of sub-
matrices as written by,

Nu½ �T¼

N1½I1�
N3½I2�
N2½I1�
N4½I2�

2

6

6

4

3

7

7

5

! ½I1� ¼
0 0 0
0 1 0
0 0 1

2

4

3

5 and ½I2� ¼
0 0 0
0 0 �1
0 1 0

2

4

3

5

ð3:59dÞ
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Having substituted [Nu]T from Eq. (3.59d) and {fn}L from Eq. (3.58c) into Eq.
(3.59a) the consistent wave force vector {pw}L in the member local coordinates
can be written as,

pwf gL¼
Z

‘

0

N1½I1�½t�
N3½I2�½t�
N2½I1�½t�
N4½I2�½t�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ffngG

0

B

B

@

1

C

C

A

ds ð3:59eÞ

This member consistent force vector must be transformed to the global coordinates
to calculate the system load vector. This transformation is given in Eq. (1.102) as
written by,

pwf gG¼ T½ �T pwf gL ! T½ � ¼

½t� 0 0 0
0 ½t� 0 0
0 0 ½t� 0
0 0 0 ½t�

2

6

6

4

3

7

7

5

ð3:60aÞ

in which [t] is given by Eq. (3.58d). Having carried out this transformation the
member consistent force vector in the global coordinates can be stated as,

pwf gG¼
Z

‘

0

N1½t�T ½I1�½t�
N3½t�T ½I2�½t�
N2½t�T ½I1�½t�
N4½t�T ½I2�½t�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ffngG

0

B

B

@

1

C

C

A

ds ð3:60bÞ

By using the following properties of the matrix multiplications,

½Tn� ¼ ½t�T ½I1�½t�
½Th� ¼ ½t�T ½I2�½t�

)

! ½Th� ¼
0 �cz cy

cz 0 �cx

�cy cx 0

2

4

3

5 ð3:60cÞ

Eq. (3.60b) can be simplified as written by,

pwf gG¼
Z

‘

0

N1½Tn�
N3½Th�
N2½Tn�
N4½Th�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ffngG

0

B

B

@

1

C

C

A

ds ð3:60dÞ

This equation will be used to calculate consistent wave forces of members in the
global coordinates with wave–current and wave–structure interactions. In this
section, the consistent wave forces without interactions (i.e., only the water
velocities and accelerations are used) will be calculated. Having introduced {fn}G

from Eq. (3.58b) into Eq. (3.60d) the consistent wave forces in the global coor-
dinates can be stated as,
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Consistent wave forces

in global coordinates

)

! pwf gG¼ x

q1½Tn�
q3½Th�
q2½Tn�
q4½Th�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

f/g g ð3:60eÞ

for which the following properties of matrix multiplications are used.

½Tn� ¼ ½Tn�½Tn� and ½Th� ¼ ½Th�½Tn� ð3:60fÞ

In the consistent force vector given by Eq. (3.60e), q1, q2, q3 and q4 are complex
functions of the frequency x which are calculated from the following integrations,

qj ¼
Z

‘

0

em z�i xwð Þ R Nj ds where ðj ¼ 1; 2; 3; 4Þ ð3:61aÞ

For a member, the coordinates z and xw are functions of the member axial coor-
dinate s between the member ends (1) and (2) shown in Fig. (3.15). For the
integration, the following exponential function is used between the member ends
(1) and (2).

yðsÞ ¼ em z�i xwð Þ R ! yðsÞ ¼ 1
ea � 1ð Þ y1 ea � ean

� �

þ y2 ean � 1
� �	 


ð3:61bÞ

where n is a dimensionless variable defined in Eq. (3.59c), y1 and y2 are the values
of the function y(s) at the member ends (1) and (2) which are defined as,

Table 3.8 Integration functions of consistent wave forces in the global coordinates, q1, q2, q3, q4

Function For 0� jaj � 0:5ð Þ For jaj � 0:5ð Þ
q1 b1 y1

7
20
þ 13a

60

� �

þ y2
3

20
þ a

30

� �� 


b2 y1
ea

2
� f1

� �

þ y2 f1 �
1
2

� �� 


q2 b1 y1
3
20
þ 7a

60

� �

þ y2
7
20
þ 4a

30

� �� 


b2 y1
ea

2
� f2

� �

þ y2 f2 �
1
2

� �� 


q3 b1 ‘ y1
1

20
þ a

30

� �

þ y2
1
30
þ a

120

� �� 


b2 ‘ y1
ea

12
� f3

� �

þ y2 f3 �
1
12

� �� 


q4 �b1 ‘ y1
1

30
þ a

40

� �

þ y2
1
20
þ a

60

� �� 


b2 ‘ �y1
ea

12
þ f4

� �

þ y2 f4 þ
1
12

� �� 


definitions:
b1 ¼

‘

1þ a=2ð Þ b2 ¼
‘

ea � 1ð Þ

Table 3.9 Functions f1, f2, f3, f4 in q1, q2, q3, q4 for jaj � 0:5ð Þ presented in Table 3.8

Function For jaj � 0:5ð Þ Definition

f1 bf �a3 þ 6aþ 12þ ea 6a� 12ð Þ½ �

bf ¼
1
a4

� �f2 bf � 6aþ 12ð Þ þ ea a3 � 6aþ 12ð Þ½ �
f3 bf a2 þ 4aþ 6þ ea 2a� 6ð Þ½ �
f4 bf 2aþ 6þ ea �a2 þ 4a� 6ð Þ½ �
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y1 ¼ em z1�i xw1ð Þ R1 and y2 ¼ em z2�i xw2ð Þ R2 ð3:61cÞ

and a is a complex parameter defined as written by,

a ¼ m Dz� i Dxwð Þ !
Dz ¼ z2 � z1ð Þ
Dxw ¼ xw2 � xw1ð Þ

(

ð3:61dÞ

The horizontal coordinates, xw1 and xw2, in the wave propagation direction at the
member ends (1) and (2) are calculated from Fig. (3.15) as written by,

xw1 ¼ x1 cos /þ y1 sin /ð Þ and xw2 ¼ x2 cos /þ y2 sin /ð Þ ð3:61eÞ

where x1, y1 and x2, y2 are the horizontal coordinates of the member ends (1) and
(2) respectively. With the function y(s) defined by Eq. (3.61b), the wave force
functions qj (j = 1,2,3,4) defined by Eq. (3.61a) is stated as,

qj ¼
Z

‘

0

yðsÞNj ds where ðj ¼ 1; 2; 3; 4Þ ð3:61fÞ

which can be integrated analytically. The results are presented in Table 3.8. The
functions fj (j = 1,2,3,4) for jaj � 0:5ð Þ in Table 3.8 are given in Table 3.9. As it
is seen from Eq. (3.61d) a is a complex parameter which depends on the wave
number m so that functions qj (j = 1,2,3,4) will be complex and functions of the
frequency x due to the wave number m. For each variation of the frequency x, the
qj functions can be calculated easily from the statements given in Table 3.8, and
then by substituting them in Eq. (3.60e), the member consistent wave forces can be
calculated in the global coordinates.

3.8 Linearization of the Morison’s Equation

In the spectral analysis of structures, a linear relation is used between the inputs
and outputs. If the relation is not linear, then it must be linearized by using a
linearization criterion. Since stochastic inputs and outputs are considered in this
book a stochastic linearization method is employed. It is well explained generally
in literature, see e.g., [103, 104], by using the criterion that the error, which is
denoted by e, remains at the minimum level. In the stochastic variables space, this
is achieved if the mean square value of the error is a minimum, i.e.,

min : E½e2�
� �

! e ¼ gðxÞ � yðxÞ where y ¼ aþ bxð Þ ð3:62aÞ

in which E[.] denotes a mean value, g(x) is a nonlinear function of x, a and b are
linearization constants calculated from the minimization of the mean square error
with respect to the constants a and b, i.e., oE½e2�=oa ¼ 0 and oE½e2�=ob ¼ 0. From
these conditions it is obtained that,
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a ¼ gg �
lx

r2
x

E½x g� � lxgg

� �

and b ¼ 1
r2

x

E½x g� � lxgg

� �

ð3:62bÞ

in which lg and lx are the mean values defined as lg ¼ E½g� and lx ¼ E½x�, and rx

is the standard deviation of the stochastic variable x.
The wave force of the Morison’s equation for a vertical cylinder has been given

by Eq. (3.45a) and, for an inclined member, it is given by Eq. (3.56a) The drag
force terms of these equations are nonlinear in terms of the water velocities and
must be linearized in order to be able to apply the spectral analysis. Different
criteria may be used for this purpose [105–113]. The nonlinear function of the drag
force term of an inclined member is replaced by a linear function as stated by,

junjun ! A un ð3:63aÞ

in which un is the normal water velocity and A is a linearization coefficient to be
determined. It is assumed that the water velocity un is an ergodic Gaussian process
with zero mean from which it can be obtained that the mean values are zero, i.e.,

E junjun½ � ¼ A E un½ � ¼ 0 ð3:63bÞ

By using the criterion of the minimum mean square error, the linearization
coefficient A can be readily obtained from Eq. (3.62b) as written by,

A ¼ E½ junju2
n�

r2
un

¼ E½ junj3�
r2

un

! A ¼
ffiffiffi

8
p

r

run ð3:63cÞ

in which run is the standard deviation of the normal water velocity un. This is
calculated from,

run ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E½ junj2�
q

ð3:64aÞ

Having introduced {u} from Eq. (3.57a) into Eq. (3.56d) and carried out the vector
multiplications it can be obtained that,

E ½ junj2� ¼ 1þ cx sin /� cy cos /
� �2

h i

E ½ juj2� ð3:64bÞ

from which run is stated as,

run ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ cx sin /� cy cos /
� �2

q

ru ð3:64cÞ

In this equation, ru is the standard deviation of the horizontal water velocity
component calculated from the zero spectral moment of u as written by,

r2
u ¼

Z 1

0
x2 e2mz SggðxÞdx ð3:64dÞ
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It can be found from Eq. (3.64c) that, as depending on the wave traveling direction
/ and the member orientation, run varies between,

ru� run �
ffiffiffi

2
p

ru ð3:64eÞ

The linearization coefficient A given by Eq. (3.63c) can also be obtained from
the Borgman’s series solution of the covariance function of W ¼ junjunð Þ which
can be written [105] as,

RWðsÞ ¼ r4
un

GðrÞ !
GðrÞ ¼ 1

p
8r þ 4r3

3
þ r5

15
þ . . .

� �

r ¼ RunðsÞ=r2
un

8

>

<

>

:

ð3:65aÞ

By taking only the first term of G(r) it is obtained that,

RWðsÞ ¼
8
p

r2
un

RunðsÞ ! W ¼ junjun ¼
ffiffiffi

8
p

r

run un ð3:65bÞ

which results in the same linearization coefficient A as given by Eq. (3.63c).
In the stochastic analysis of structures, statistical quantities of response outputs

are required usually under given statistical information of inputs. These quantities
are mostly the mean values and variances of response outputs since probability
distributions are determined in terms of these quantities. Since, under a stochastic
loading case such as wave loads, fatigue damages are formulated as depending on
stress variances, this subject becomes especially important in the estimate of mean
value fatigue damages. Other issue in this context is that if the peak distribution of
wave forces follows a Rayleigh distribution, then the expected value of the largest
force in a number of wave cycles is a linear function of the standard deviation of
wave forces [113]. Starting from these arguments one other criterion of the
equivalent linearization procedure may be to use equivalent variances of the
nonlinear and the linearized drag force terms of the Morison’s equation [110, 114].
This criterion produces somewhat more conservative results than those obtained
from the minimization of the mean square error. Since the mean values of the
nonlinear and linearized drag forces are zero their variances can be calculated from
Eq. (3.63a) and equalized as written by,

E ðjunjunÞ2
h i

¼ A2 E½u2
n� ð3:66aÞ

from which the linearization coefficient A is calculated as,

A2 ¼
E ðjunjunÞ2
h i

E½u2
n�

! A ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E½junj4�
E½junj2�

s

¼
ffiffiffi

3
p

run ð3:66bÞ

where run is calculated from Eq. (3.64c).
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The fatigue damage of offshore structures is calculated by using the fracture
mechanics approach or an experimentally determined S–N line approach. In both
approaches, the damage is formulated as depending on the stress range which is
assumed to be double of the stress amplitude. This is correct if the stress process is
narrow banded, and approximate if the process is not narrow banded in which case
some correction factors are used. Since stress amplitudes in linear systems are
related to the applied forces by means of transfer functions it can be argued [113]
that, for the fatigue analysis, the linearization process of the Morison’s equation
can be based on mean values of amplitudes of the wave forces. In order to apply
this concept the maximum value of the wave forces needs to be determined first.
For this purpose, the real parts of the water elevation g, wave velocities and
accelerations are used. From Eqs. (3.15), (3.16a) and (3.16b) it can be written that,

g ¼ ĝ sin ðxt � mxwÞ
u ¼ ĝ hðxÞ sin ðxt � mxwÞ
_u ¼ ĝ x hðxÞ cos ðxt � mxwÞ

9

>

=

>

;

! hðxÞ ¼ x
cosh mðzþ dÞ

sinh md
ð3:67aÞ

in which ĝ is the amplitude of the water elevation, xw is the horizontal coordinate
in the wave propagation direction, u and _u are the water velocity and acceleration
in the horizontal xw direction. The water velocity and acceleration, which are
normal to the member, can be stated by using Eq. (3.64b) as written by,

un ¼ ĝ HnðxÞ sin ðxt � mxwÞ
_un ¼ ĝ x HnðxÞ cos ðxt � mxwÞ

ð3:67bÞ

where the function Hn(x) is defined as,

HnðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ cx sin /� cy cos /
� �2

q

hðxÞ ð3:67cÞ

Having introduced un and _un from Eq. (3.67b) into the Morison’s equation given
by Eq. (3.45a) it can be written that,

fn ¼ ûn CDûnj sin #j sin #þ xCM cos #ð Þ
# ¼ xt � mxwð Þ

ð3:68aÞ

in which ûn is the amplitude of the normal velocity un. For the maximum value, the
condition is ofn=ot ¼ 0ð Þ must be satisfied from which it can be obtained that,

fnð Þmax¼ f̂n ¼
x CMûn ! for ûn� kðxÞð Þ
CD û2

n þ k2ðxÞ
� �

! for kðxÞ� ûnð Þ
kðxÞ ¼ xCMð Þ= 2CDð Þ

8

>

<

>

:

ð3:68bÞ

This maximum force is also the amplitude of the nonlinear wave force of the
Morison’s equation. The linearized form of the Morison’s equation is stated as,
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fL ¼ ûn CDA sin #þ x CM cos #ð Þ ð3:69aÞ

where # is defined in Eq. (3.68a). The maximum value (the amplitude) of this
linearized force is obtained as written by,

fLð Þmax¼ f̂L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x CMð Þ2þ CDAð Þ2
q

ûn ! for 0� ûn�1ð Þ ð3:69bÞ

Having determined the amplitudes of the nonlinear and the linearized wave forces
the stochastic linearization process can now be applied. As it is seen from Eqs.
(3.68b) and (3.69b), the force amplitudes are functions of the amplitude ûn of the
normal velocity un, which has a Rayleigh distribution for a stationary zero-mean
Gaussian process for un. From Eq. (2.121) it is stated as,

fûnðûnÞ ¼
ûn

r2
un

exp � û2
n

2r2
un

 !

! for 0� ûn�1ð Þ ð3:70Þ

In the fatigue damage calculation, the mean values of powers of the wave force

amplitudes, namely E f̂ k
n

	 


and E f̂ k
L

	 


can be equalized to find the linearization
coefficient A. Here, k denotes the slope of the S–N line which can be assumed to be
an integer number in the linearization process. In fact, it is a real number between
3 and 4. But, for simplicity of the calculations, it is assumed as an integer. Then, if
it is required, an extrapolation may be used for real value of k. The mean values of
powers are calculated from,

Table 3.10 Mean values of powers of nonlinear wave force amplitude, E f̂ k
n

	 


k E f̂ k
n

	 


1 run
ffiffiffi

2
p CM x

ffiffiffi

p
p

erfðlÞ � 2le�l2
h i

þ 2r2
un

CD 2l2 þ 1
� �

e�l2

2 2r2
un

C2
M x2 1� l2 þ 1ð Þe�l2

h i

þ 8r4
un

C2
D 2l4 þ 2l2 þ 1ð Þe�l2

3 r3
un
ffiffiffi

2
p C3

M x3 3
ffiffiffi

p
p

erfðlÞ � l 4l2 þ 6
� �

e�l2
h i

þ 16r6
un

C3
D 4l6 þ 6l4 þ 6l2 þ 3
� �

e�l2

4 4r4
un

C4
M x4 2� l4 þ 2l2 þ 2ð Þe�l2

h i

þ 128r8
un

C4
D 2l8 þ 4l6 þ 6l4 þ 6l2 þ 3
� �

e�l2

5 r5
un
ffiffiffi

2
p C5

M x5 15
ffiffiffi

p
p

erfðlÞ � 8l5 þ 20l3 þ 30l
� �

e�l2
h i

þ . . .

. . .þ 256 r10
un

C5
D 4l10 þ 10l8 þ 20l6 þ 30l4 þ 30l2 þ 15
� �

e�l2

where l ¼ k=
ffiffiffi

2
p

run

� �

, k is given in Eq. (3.68b), and erf ðxÞ¼ 2
ffiffi

p
p
R

x

0
e� t 2

dt

� �
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E f̂ k
n

	 


¼
Z

1

0

f̂ k
n fûnðûnÞ dûn or

E f̂ k
n

	 


¼ xkCk
M

Z

k

0

ûk
n fûnðûnÞ dûn þ Ck

D

Z

1

k

û2
n þ k2� �k

fûnðûnÞ dûn

ð3:71aÞ

in which k denotes k(x) defined in Eq. (3.68b). For the linearized force it is stated
as,

E f̂ k
L

	 


¼
Z

1

0

f̂ k
L fûnðûnÞ dûn ¼ x2C2

M þ A2C2
D

� �

k
2

Z

1

0

uk
nfûnðûnÞ dûn ð3:71bÞ

or having carried out the integration it is obtained as written by,

E f̂ k
L

	 


¼ x2C2
M þ A2C2

D

� �

k
2

ffiffiffi

2
p

run

� �k
C 1þ k=2ð Þ ð3:71cÞ

in which C(.) denotes the Gamma function. The general calculation of E f̂ k
n

	 


from

Eq. (3.71a) is not as simple as that of E f̂ k
L

	 


. It is calculated for the values of (k = 1,
2, 3, 4, 5) and the results are presented in Table 3.10. Having determined mean
values of powers of the force amplitudes, the linearization coefficient A of the drag
force term can be calculated by equalizing these mean values as written by,

E f̂ k
n

	 


¼ E f̂ k
L

	 


! E f̂ k
n

	 


¼ x2C2
M þ A2C2

D

� �

k
2

ffiffiffi

2
p

run

� �k
C 1þ k=2ð Þ ð3:72aÞ

from which A can be obtained as depending on the frequency x, which is written
by,

A ¼ 1
CD

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
2r2

un

E f̂ k
n

	 


C 1þ k=2ð Þ

 !

2
k
�x2C2

M

v

u

u

u

u

t ð3:72bÞ

For the evaluation of A, the frequency x can be selected to be the peak frequency

Table 3.11 Linearization coefficient (A/ru) of the drag force term of a vertical cylinder at the
SWL shown in Fig. (3.16) for different frequencies

k x = 0 Peak frequency of Sgg(x)
x = 0.562 rad/s

An assumed natural frequency
x = 3.0 rad/s

1 1.5957 1.5218 0.4259
2 2.0000 1.9184 0.6105
3 2.3372 2.2600 0.8175
4 2.6322 2.5606 1.0430
5 2.8976 2.8309 1.2822
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of the sea spectrum Sgg(x), or the lowest natural frequency, as depending on the
dynamic sensitivity of the structural response behavior. Thus,

x ¼
xp ðpeak frequency of SggðxÞÞ ! for quasi-static analysis

xr ðlowest natural frequencyÞ ! for dynamic analysis

(

ð3:72cÞ

In fact, the linearization coefficient A is a frequency function as formulated above
and can be taken into account in the transfer function of the wave force vector
given by Eq. (3.58b) through the scalar function R which becomes to be,

R ¼ CD AðxÞ þ i x CMð Þ ð3:72dÞ

Since the parameter l in E f̂ k
n

	 


given in Table 3.10 is a linear function of x, it
can be seen from the inspection of Eq. (3.72b) and Table 3.10 that, in the small
frequency region, the linearization coefficient A will be small and, in the high
frequency region, it will be large. This means that the small frequency region is
dominated by the drag force term and the high frequency region is dominated by the
inertia force term. For the limit case, when the frequency is zero (x = 0) the wave
force becomes purely the drag force in which case the linearization coefficient
A reaches at its highest value. For a vertical rough cylinder (cm = 1.2 and
cd = 1.05) with the diameter of (D = 0.80 m), the linearization coefficient A is
demonstrated in Table 3.11 for different frequencies at the still water level (z = 0).
For this purpose, the Pierson Markowitz sea spectrum is used with ag = 0.0081 and
Hs = 5.0 m. The frequency variation of the linearization coefficient (A/ru) is also
illustrated in Fig. (3.16). As it is seen from Table 3.11 and Fig. (3.16), the mean
value approach of the drag-force-amplitude (k = 1 and x = 0) produces the same
result as that (A/ru = 1.5957) obtained from the minimization of the mean square
error, which constitutes the lower bound of A. In the fatigue damage calculation,
this lower value underestimates fatigue damages, and therefore Eq. (3.72b) may be
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Fig. 3.16 Frequency variation of the linearization coefficient A of the drag force term of a
vertical cylinder, which is given by (3.72b), at the SWL
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used more appropriately as being a frequency function with the correct value of
k (the slope of the S–N line).

For wave–current and wave–structure interaction problems, the linearization of
the drag force term is more complicated than that presented above. This subject is
presented in the next section.

3.9 Linearization of the Morison’s Equation Under
Wave–Current and Wave–Structure Interactions

In offshore environments, besides random waves there are also currents and the
structures to be built in these environments are usually flexible, as shown in
Fig. 3.12b. The current and structural velocities and accelerations should also be
taken into account in the calculation of the forces using the Morison’s equation.
Although currents in ocean environments are not uniform and unidirectional
generally, it is assumed here that they are unidirectional with horizontal constant
velocities denoted by U. But, their directions which are denoted by /c may be
different from the wave traveling direction /. As it is shown in Fig. 3.12b, the
structural velocity is denoted by _d and the acceleration is denoted by €d, which are
zero-mean processes under a constant deterministic current condition that is
assumed in this book. As similar to the water velocity vector given in Eq. (3.55c),
the current and structural velocity vectors in the structural global coordinates can
be stated as,

fUcg ¼
U cos /c

U sin /c

0

8

>

<

>

:

9

>

=

>

;

and f _dg ¼

_dx

_dy

_dz

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ð3:73aÞ

A relative water velocity vector {ur} with a zero mean is introduced as it is defined
in the structural global coordinates by,

furg ¼ fug � f _dg ð3:73bÞ

The total water velocity vector in the global coordinates is expressed in terms of
{ur} and {Uc} as written by,

fwg ¼ furg þ fUcg ð3:73cÞ

The normal water velocity and acceleration vectors, which are used to calculate
member forces using the Morison’s equation, can be stated similarly to Eq. (3.55a)
as written by,

fwng ¼ ½Tn� fwg and f _wng ¼ ½Tn� f _urg ð3:73dÞ
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in which [Tn] is defined in Eq. (3.55b), or in terms of random and deterministic
components, it is stated as,

fwng ¼ fur ng þ fUc ng and f _wng ¼ f _ur ng ð3:73eÞ
where fur ng; fUc ng and f _ur ng are the vectors of the velocity and acceleration
components which are normal to the member associated. With these velocity and
acceleration vectors, the force vector of the Morison’s equation which is given by
Eq. (3.56a) can be stated as,

ffngG ¼ ½Tn� CDjwnj furg þ fUcgð Þ þ CMf _urgð Þ ð3:74aÞ

or in scalar form it is written as,

fn ¼ CDjwnjwn þ CM _wn ð3:74bÞ

in which jwnj is calculated from,

jwnj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fw	ng
Tfwng

q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

fu	rg
T þ fUcgT� �

½Tn� furg þ fUcgð Þ
q

ð3:74cÞ

and wn can be written as,

wn ¼ ur n þ Uc n ð3:74dÞ

where ur n is the relative normal velocity with zero-mean Gaussian process and
Uc n is a constant normal current velocity. The linearization of the nonlinear force
given by Eq. (3.74b) can now be carried out as explained in Sect. 3.8. The only
difference is that the normal velocity wn is not a zero-mean value process unlike
the normal water velocity un in Eq. (3.63a).

By applying the minimization of the mean square error, the linearization
coefficient A can be obtained as written by,

Table 3.12 Mean values of powers of the absolute value of a general Gaussian variable wn,
E[|wn|k] defined by Eq. (3.75d) with E½wn� ¼ Uc nð Þ
k E jwnjk

h i

1
rur n

ffiffiffi

2
p

r

e�l2 þ
ffiffiffi

2
p

l erfðlÞ
 !

2 r2
ur n

1þ 2l2ð Þ

3 r3
ur n

ffiffiffi

8
p

r

1þ l2ð Þe�l2 þ
ffiffiffi

2
p

l 3þ 2l2ð Þ erfðlÞ
" #

4 r4
ur n

3þ 2l2 6þ 2l2ð Þ½ �

5 r5
ur n

ffiffiffi

2
p

r

8þ 18 l2 þ 4l4ð Þe�l2 þ
ffiffiffi

2
p

l 15 þ 20l2 þ 4l4ð Þ erfðlÞ
" #

where l ¼ Uc n
ffiffiffi

2
p

rur n

and erf ðxÞ¼ 2
ffiffiffi

p
p
Z

x

0

e� t 2
dt

0

@

1

A
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A ¼ E½ jwnjw2
n�

E½w2
n�
¼ E½ jwnj3�

E½ jwnj2�
ð3:75aÞ

The mean values can be calculated by using the function |wn| defined as,

jwnj ¼
� ur n þ Uc nð Þ for ur n� � Uc nð Þ
þ ur n þ Uc nð Þ for ur n� � Uc nð Þ

(

ð3:75bÞ

The probability distribution of ur n is stated from Eq. (2.65a) as written by,

fur nðxÞ ¼
1
ffiffiffiffiffiffi

2p
p

rur n

exp � x2

2r2
ur n

" #

ð3:75cÞ

and the mean values of powers of the absolute value |wn| is calculated from the
following integration,

E jwnjk
h i

¼ ð�1Þk
Z

�Uc n

�1

xþ Uc nð Þkfur nðxÞ dxþ
Z

1

�Uc n

xþ Uc nð Þkfur nðxÞ dx ð3:75dÞ

The results for (k = 1, 2, 3, 4, 5) are presented in Table 3.12. Having introduced
E[|wn|3] and E[|wn|2] from Table 3.12 into Eq. (3.75a) the linearization coefficient
A can be obtained as written by,

A ¼ 1
1þ 2l2ð Þ

ffiffiffi

8
p

r

1þ l2
� �

e�l2 þ
ffiffiffi

2
p

l 3þ 2l2
� �

erfðlÞ
" #

rur n ð3:75eÞ

where the parameter l is defined as l ¼ Uc n=
ffiffiffi

2
p

rur n

� �� �

. For a zero-current
velocity Uc n ¼ 0ð Þ Eq. (3.75e) produces the same result of the non-current case
given by Eq. (3.63c).

By using the equivalent second moment criterion for the nonlinear and the
linearized forces, i.e., E½f 2

n � ¼ E½f 2
L �, the linearization coefficient A can be obtained

as written by,

A ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E½jwnj4�
E½jwnj2�

s

! A ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
1þ 2l2ð Þ 3þ 2l2 6þ 2l2ð Þ½ �

s

rur n ð3:76Þ

which produces the same result of the non-current case given by Eq. (3.66a) for a
zero-current velocity. One other variation of the equivalent second moment cri-
terion is to use the equivalent central second moments. This is the criterion of
using the equivalent variances of the nonlinear and linearized forces. The vari-
ances of the nonlinear and linearized forces, fn and fL, are calculated from,
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r2
fn
¼ E fn � lfn

� �2
h i

¼ E f 2
n

	 


� l2
fn

r2
fL
¼ E fL � lfL

� �2
h i

¼ E f 2
L

	 


� l2
fL

ð3:77aÞ

Having carried out the related mean values they can be obtained as written by,

r2
fn
¼ C2

D E jwnj4
h i

þ C2
M E _w2

n

	 


� l2
fn

r2
fL
¼ A2C2

D E jwnj2
h i

þ C2
M E _w2

n

	 


ð3:77bÞ

where the mean values of |wn|4 and |wn|2 are taken from Table 3.12 and the mean
value lfn is calculated from,

lfn ¼ E½fn� ¼ CDE wj jw½ � þ CME _w½ � ¼ CDE urn þ Uc nj j urn þ Uc nð Þ½ �

lfn ¼ CD

Z

�Ucn

�1

� xþ Uc nð Þ2fur nðxÞdxþ
Z

1

�Ucn

xþ Uc nð Þ2fur nðxÞ dx

2

4

3

5

ð3:77cÞ

in which the probability density function fur nðxÞ is given by Eq. (2.75c). Having
carried out the integration in Eq. (3.77c) the mean value can be obtained as written
by,

lfn ¼ CDr2
ur n

ffiffiffi

4
p

r

l e�l2 þ 1þ 2l2
� �

erf lð Þ
" #

ð3:77dÞ

where l and erf(.) are defined in Table 3.12. It can be realized from Eq. (3.77d)
that, for a zero-current case, this mean value will be zero. By equalizing the
variances the linearization coefficient A can be obtained as stated by,

A ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C2
D E jwnj4
h i

� l2
fn

C2
D E jwnj2
h i

v

u

u

u

t ð3:77eÞ

(a) (b)fn fL
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nf
μΔfn

(fn)max (fn)min

θ

Lf
μ

(fL)max (fL)min

ΔfL

Fig. 3.17 Nonlinear and linearized wave forces under wave–current combination (a) Nonlinear
wave force, fn (b) Linearized wave force, fL
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Having introduced |wn|4, |wn|2 and lfn into Eq. (3.77e) it can be obtained that,

A ¼ rur n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3þ 2l2 6þ 2l2ð Þ½ � �
ffiffiffi

4
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r

l e�l2 þ 1þ 2l2ð Þerf lð Þ
" #2

1þ 2l2ð Þ

v

u

u

u

u

t

ð3:77fÞ

which produces the same result of the non-current case given by Eq. (3.66a) for a
zero-current velocity.

Since the fatigue damage is formulated as a function of the stress range it can be
argued that the linearization process of the nonlinear Morison’s equation may be
based on the force range criterion. The force ranges, Dfn and DfL, are defined as
being the differences between the maxima and the minima of the nonlinear and the
linearized forces. They are written as,

Dfn ¼ fnð Þmax� fnð Þmin and DfL ¼ fLð Þmax� fLð Þmin ð3:78Þ

and also shown in Fig. 3.17. To calculate the maxima and the minima of the forces,
a single harmonic function is assumed for the relative normal water velocity. With
this assumption the total normal velocity can be stated from Eq. (3.74d) as,

wn ¼ ûr n sin #þ Uc n ð3:79Þ

where # is defined in Eq. (3.68a). Then, the nonlinear and the linearized Morison‘s
equations can be written as,

fn ¼ CD ûr n sin #þ Uc nj j ûr n sin #þ Uc nð Þ þ CMx ûr n cos#

fL ¼ CDA ûr n sin #þ Uc nð Þ þ CMx ûr n cos #
ð3:80aÞ

The extremum values of these functions are obtained from their derivatives with
respect to # as written by,

ofn
o#
¼ 2CDûr n ûr n sin #þ bj j cos#� k sin#ð Þ ¼ 0

ofL

o#
¼ CDûr n A cos#� 2k sin#ð Þ ¼ 0

9

>

=

>

;

!
k ¼ xCM

2CD

b ¼ Uc n

ûr n

8

>

>

<

>

>

:

ð3:80bÞ

For the nonlinear force fn, the solution of # can be obtained from the following
equations,

cos# ¼ k
ûr n

sin#

sin #þ bj j

� �

or tan # ¼ ûr n

k
sin #þ bj j

� ��

!
0� #� p=2

p� #� 3p=2

(

ð3:80cÞ

By using these relations of # into Eq. (3.80a), the maximum nonlinear wave force
(fn)max can be obtained as written by,
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fnð Þmax¼ CD
ûrn

k
cos# u2

rn

sin #þ bð Þ3

sin#
þ 2k2

" #

where 0� #� p=2ð Þ ð3:80dÞ

Having used an auxiliary variable x for sin #, an equation of x can be obtained to
solve it between 0� x� 1ð Þ. It is written as,

cos# ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
p

¼ k
ûr n

x

xþ bj j

� �

!
x ¼ sin#

0� x� 1ð Þ

(

ð3:81aÞ

Then, the maximum value of the nonlinear force (fn)max can be obtained from
Eq. (3.80d) as a function of x. It is written as,

fnð Þmax¼
CD

xþ bj j û2
rn xþ bð Þ3þ2k2x

h i

where 0� x� 1ð Þ ð3:81bÞ

Since �1� cos #� 1ð Þ, there are boundary conditions of the validity of
Eq. (3.81b). These conditions can be stated as, from Eq. (3.81a),

�1� k
ûr n

x

xþ bj j � 1

� �

! 0� x

xþ bj j k� ûr n

� �

ð3:81cÞ

Since b is a function of ûr n, having introduced b from Eq. (3.80b) into Eq. (3.81c),
the boundary condition will be further arranged as written by,

0� x

xþ bj j k� ûr n

� �

! 0� k� ûr n þ
Uc n

x

�

�

�

�

�

�

�

�

� �

! k� Uc n

x

� �

� ûr n

ð3:81dÞ

Outside this boundary region, (fn)max will be entirely due to the inertia force term.
Thus, it is defined in the whole region of ûr n 0� ûr n�1ð Þ as written by,

fnð Þmax¼
x CMûr n if ûr n� k� Uc n=xð Þ

CD

xþ bj j û2
r n xþ bð Þ3þ2k2x

h i

if k� Uc n=xð Þ� ûr n

8

<

:

ð3:81eÞ

The amplitude of the nonlinear force f̂n is simply calculated as being the difference
between the maximum and mean values. Thus, it is written as,

f̂n ¼
x CMûrn if ûr n� k� Uc n=xð Þ

CD

xþ bj j û2
rn xþ bð Þ3þ2k2x

h i

� lfn

� �

if k� Uc n=xð Þ� ûr n

8

<

:

ð3:82aÞ

in which the mean value lfn is given in Eq. (3.77d). Then, the mean values of

powers of the amplitude f̂n will be calculated from the following integration,

232 3 Water Wave Theories and Wave Loads



E f̂ k
n

	 


¼ xkCk
M

R

k�Uc n=xð Þ

0
ûk

r n fûr nðûr nÞ dûr n þ . . .

. . .þ
R

1

k�Uc n=xð Þ
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xþ bj j û2
rn xþ bð Þ3þ2k2x

h i

� lfn

� �k

fûr nðûr nÞ dûr n

ð3:82bÞ

in which fûr nðûr nÞ is the probability density function of the relative normal water
velocity amplitude, which is a Rayleigh density function. Calculation of this
integration is analytically cumbersome and, therefore, it will be performed
numerically.

The maximum value and the amplitude of the linearized Morison’s equation
can be calculated by using the same procedure explained above for the nonlinear
Morison’s equation. The tan#ð Þ value for maximum force (fL)max is calculated
from Eq. (3.80b) as written by,

tan# ¼ A=ð2kÞ ! 0�#� p=2ð Þ ð3:83aÞ

Having used this relation of # in Eq. (3.80a) for the linearized force fL, its max-
imum value and amplitude can be calculated as stated by,

fLð Þmax¼ CD ûr n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k 2 þ A2
p

þ AUc n

� �

ð3:83bÞ

f̂L ¼ CD ûr n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4k2 þ A2
p

þ AUc n
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� lfL

h i

! f̂L ¼ ûr n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2C2
M þ A2C2

D

q

ð3:83cÞ

The mean values of powers can be written readily from Eq. (3.71c) as,

E f̂ k
L

	 


¼ x2C2
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D

� �

k
2

ffiffiffi

2
p

rur n

� �k
C 1þ k=2ð Þ ð3:83dÞ

Then, the linearization coefficient A can be obtained by equalizing the means of

powers of the force amplitudes, i.e., from E f̂ k
n

	 


¼ E f̂ k
L

	 


, as written by,

A ¼ 1
CD

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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�x2C2
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v

u

u

t ð3:83eÞ

As it may be seen through Eqs. (3.75c)–(3.83e) the linearization coefficient A is a
function of the standard deviation of the relative normal water velocity ur n. The
calculation of this standard deviation (rur n ) is presented in the next section.
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3.9.1 Calculation of Standard Deviation of the Relative
Normal Water Velocity

The relative water velocity vector {ur} at a location in the sea is given by Eq.
(3.73b). By using Eq. (3.55a) the relative normal water velocity vector to a
member is calculated from,

fur ng ¼ ½Tn� fug � f _dg
� �

!
fur ng ¼ fung � f _dng
fung ¼ ½Tn�fug and f _dng ¼ ½Tn�f _dg

(

ð3:84aÞ

in which [Tn] is given by Eq. (3.55b) and f _dg is the velocity vector of the structural
member in the global coordinates. Since both the water and structural velocity
vectors, {u} and f _dg, are with zero means, the variance of the relative normal
velocity is calculated from,

r2
ur n
¼ E jur nj2

h i

¼ E fu	r ng
Tfur ng

	 


ð3:84bÞ

Having introduces fur ng from Eq. (3.84a) into Eq. (3.84b) it can be written that,

r2
ur n
¼ E junj2

h i

þ E j _dnj2
h i

� E fu	ng
Tf _dng

	 


� E f _d	ng
Tfung

	 


ð3:84cÞ

and having used the following property of the covariance r _dnun
, the variance and

the standard deviation of the relative normal water velocity can be obtained as
written by,

r _dnun
¼ r	

un
_dn

� �

!
r2

ur n
¼ r2

un
þ r2

_dn
� 2Re run

_dn

� �

rur n ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
un
þ r2

_dn
� 2Re run

_dn

� �

r

8

>

>

<

>

>

:

ð3:84dÞ

in which Re(.) denotes the real part of the covariance, the variance r2
un

will be

calculated from Eq. (3.64c), the calculations of r2
_dn

and run
_dn

are explained here. In

order to calculate these variances member velocities in translational directions
ð _dx; _dy; _dzÞ need to be calculated first. They are derived from the corresponding
member displacements in the frequency domain as written by,

f _dg ¼ i x fdg where fdgT ¼ fdx; dy; dzg ð3:85aÞ

The member displacement vector {d} will be extracted from the displacement
vector {D} of the structural system in the frequency domain, which is given
generally by Eq. (1.259) in Chap. 1. For convenience, it is rewritten here for the
wave load application in the frequency domain as stated by,
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fDg ¼ ½H�DPfPg !
fDg ¼ ½H�DPfHgPgg or

fDg ¼ fHgDgg

(

ð3:85bÞ

in which [H]DP is a matrix of the complex frequency response (see Sect. 1.7.2),
fHgPg is the transfer function vector between global wave forces and the water
elevation g (explained in Chap. 4) and fHgDg is the transfer function vector
between global displacements {D} and the water elevation g. With this informa-
tion, the member displacement vector {d} can be as,

fdg ¼ fhgdgg where fhgdg ! extracted from fHgDg ð3:85cÞ

Having introduced {d} from Eq (3.85c) into Eq. (3.85a) and transformed it to the
member normal direction, the member normal velocity vector f _dng can be
obtained for a zero-current condition in the frequency domain as written by,

f _dng ¼ ½Tn�f _dg ! f _dng ¼ fhg _dng
g where fhg _dng

¼ i x½Tn�fhgdg ð3:85dÞ

in which fhg _dng
is the transfer function vector between f _dng and g. On the other

hand, by using Eqs. (3.55a) and (3.57a) the normal water velocity vector {un} can
be stated for a zero-current condition as,

fung ¼ fhgung g ! fhgung ¼ x em z�i xwð Þ½Tn�f/g ð3:85eÞ

in which the vector f/g of the wave propagation direction is given in Eq. (3.57a).
Then, by using Eqs. (3.85d) and (3.85e), the auto- and cross-spectral functions of
_dn and un can be stated in terms of the sea spectrum for a zero-current condition as
written by,

S _dn
_dn
ðxÞ ¼ fh	gT

_dng
fhg _dng

SggðxÞ ¼ x2fh	gT
dg½Tn� fhgdg SggðxÞ

Sun
_dn
ðxÞ ¼ fh	gT

ungfhg _dng
SggðxÞ ¼ i x2 em zþi xwð Þf/	gT ½Tn�fhgdg SggðxÞ

ð3:86aÞ

in which fhgdg is given in Eq. (3.85c), [Tn] is given by Eq. (3.55b) and f/g is

given in Eq. (3.57a). Then, the auto- and covariances, r2
_dn

and run
_dn
; will be

calculated from the following integrations of these spectral functions,

r2
_dn
¼
Z

1

0

S _dn
_dn
ðxÞ dx and run

_dn
¼
Z

1

0

Sun
_dn
ðxÞ dx ð3:86bÞ

In the case of wave–current interaction, the spectral functions, S _dn
_dn
ðxÞ and

Sun
_dn
ðxÞ; will be modified to include current effects on the spectral shapes. In this

case, the sea spectrum becomes Sggðxa;UcÞ as given by Eq. (3.38a) and the
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transfer functions fhg _dng
and fhgung can be obtained in the relative and absolute

frequency domains (xr) and (xa), as written below, see Eq. (3.39d).

With wave-current interaction!
fhgung ¼ xr em z�i xwð Þ½Tn�f/g
fhg _dng

¼ i xa½Tn�fhðxaÞgdg

(

ð3:87aÞ

provided that the structural response is formulated in the absolute frequency (xa)
domain. In Eq. (3.87a), the wave number m is related to the relative frequency (xr)
through the dispersion relation given by Eq. (3.36b) and xr is stated in terms of xa

in Eq. (3.36c). Then, the spectral functions, S _dn
_dn
ðxaÞ and Sun

_dn
ðxaÞ; under wave–

current interaction, can be obtained as given by,

S _dn
_dn
ðxaÞ ¼ x2

afh	g
T
dg½Tn� fhgdg Sggðxa;UcÞ

Sun
_dn
ðxaÞ ¼ i xaxr em zþi xwð Þf/	gT ½Tn�fhgdg Sggðxa;UcÞ

ð3:87bÞ

The variance and covariance, r2
_dn

and run
_dn
; are dependent on structural

response velocities that makes the linearization coefficient A also dependent on the
structural response. Therefore, an iterative solution is required for a correct result.
At each iteration step, the linearization coefficient A is updated. The first iteration
starts without wave–structure interaction. From numerical experiments it seems
that a few iteration cycles are sufficient for correct results. However, it depends on
the loading regime. For a drag force sensitive response, higher iteration cycles may
be required.

3.10 Calculation of Consistent Current Forces of Members,
Hydrodynamic Damping Ratio and Added Mass
Matrices of Members

Before we present the calculation of hydrodynamic damping ratio and the added
mass matrix, we make a little modification of the force acting on a flexible structural
member, i.e., member is moving, shown in Fig. 3.12b. The total force acting on a
flexible member is consisted of two parts as being the wave force due to Morison’s
equation and the inertia force of water due to structural acceleration. Thus, the force
of Morison’s equation given by Eq. (3.45a) is modified as written by,

Force on a flexible member:! f ¼ CDjujuþ CM _uð Þ þ pD2qw=4
� �

€d ð3:88aÞ

in which €d is the acceleration of the member and u is the water velocity at the
location where the force is calculated. The term in the first bracket is the contri-
bution of the Morison’s equation and the term in second bracket is the contribution
of the water inertia force per unit member length. By using the total relative water
velocity, ðu� _d þ UcÞ; instead of u in Eq. (3.88a) it can be stated as,

236 3 Water Wave Theories and Wave Loads



f ¼ CDju� _d þ Ucjðu� _d þ UcÞ þ CM _u� CA
€d ð3:88bÞ

in which CA is the added mass constant which is defined as,

Added mass constant:! CA ¼
pD2

4
qwca ! ca ¼ cm � 1ð Þ ð3:88cÞ

where ca is the added mass coefficient. In the vectorial form, similar to Eq. (3.74a),
the linearized normal force of the member can be written in three parts in the
global coordinates as,

ffngG ¼ ff ngG;wave þ ffngG;current � ffd ngG;struc: ð3:88dÞ

The first term is due to waves, the second term is due to current and the third one is
due to structural deformations, which are defined in the global coordinates as,

ff ngG;wave ¼ ½Tn� CDAfug þ CMf _ugð Þ
ffngG;current ¼ CDA½Tn�fUcg
ffd ngG;struc: ¼ ½Tn� CDA f _dg þ CAf€dg

� �

ð3:88eÞ

The member consistent force vector due to wave forces ff ngG;wave is given by Eq.
(3.60e). Calculation of the consistent current forces of members is presented in the
following section.

3.10.1 Calculation of Consistent Current Forces of Members

Having introduced the current force vector ffngG;current from Eq. (3.88e) into Eq.
(3.60d), the consistent current force vector in the global coordinates can be
obtained as written by,

pcf gG¼ CD

Z

‘

0

A

N1½Tn�
N3½Th�
N2½Tn�
N4½Th�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ds

0

B

B

@

1

C

C

A

fUcg ð3:89aÞ

Table 3.13 Integration functions of the consistent current forces, qc1, qc2, qc3, qc4

Function For 0� jaj � 0:5ð Þ For jaj � 0:5ð Þ
qc1 ‘ 0:5þ 3a=20þ a2=30þ a3=168ð Þ bc �a3 þ 6aþ 12þ ea 6a� 12ð Þ½ �
qc2 ‘ 0:5þ 7a=20þ 2a2=15þ a3=28ð Þ bc �6a� 12þ ea a3 � 6aþ 12ð Þ½ �
qc3 ‘2 1=12þ a=30þ a2=120þ a3=630ð Þ bc a2 þ 4aþ 6þ ea 2a� 6ð Þ½ �
qc4 �‘2 1=12þ a=20þ a2=60þ a3=252ð Þ bc 2aþ 6þ ea �a2 þ 4a� 6ð Þ½ �
Definition: bc ¼ ‘=a4ð Þ
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in which Ni (i = 1, 2, 3, 4) are defined in Eq. (3.59c) and the vector {Uc} is given
in Eq. (3.73a). The integrations are carried out by assuming the following expo-
nential distribution of A.

A ¼ A1ean ! a ¼ ln A2=A1ð Þ ð3:89bÞ

in which A1 and A2 are the values of A at the member ends (1) and (2), and n is
defined in Eq. (3.59c). The result can be written as,

Consistent current forces

in global coordinates

)

! pcf gG¼ CDA1

qc1½Tn�
qc3½Th�
qc2½Tn�
qc4½Th�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

fUcg ð3:89cÞ

where the integration functions qci (i = 1, 2, 3, 4) are presented in Table 3.13.

3.10.2 Calculation of Hydrodynamic Damping Ratio

The hydrodynamic damping ratio is calculated by using hydrodynamic damping
matrices of members. The hydrodynamic damping matrix of a member in the global
coordinates is calculated by introducing the velocity related part of the force vector
ffd ngG;struc: due to structural deformations given in Eq. (3.88e), into the member
consistent force vector given by Eq. (3.60d). It can be obtained as written by,

p _d

� �

G¼ CD

Z

‘

0

A

N1½Tn�
N3½Th�
N2½Tn�
N4½Th�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

f _dg

0

B

B

@

1

C

C

A

ds ð3:90aÞ

in which f _dg is the translational velocity vector at a point of the member. It is
stated in terms of the velocity vectors f _dLg and f _dGg at the member ends in the
local and global coordinates as written by,

f _dg ¼ ½t�T ½Nu�f _dLg ! f _dg ¼ ½t�T ½Nu�½T �f _dGg ð3:90bÞ

where the transformation matrix [t] is given by Eq. (3.58d), the shape function
matrix [Nu] is given in Eqs. (3.59b) and (3.59d), the transformation matrix [T] is
given in Eq. (3.60a). Having introduced f _dg from Eq. (3.90b) into Eq. (3.90a) and
carried out some related matrix and vector multiplications, the member consistent
force vector due to structural velocities can be obtained [115, 116] as written by,

p _d

� �

G
¼ ch½ �f _dGg ð3:90cÞ

where the matrix [ch] is a symmetric hydrodynamic damping matrix for a member
defined as,
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ch½ � ¼ CD

c11½Tn� �c13½Th� c12½Tn� �c14½Th�
c13½Th� c33½Tn� c23½Th� c34½Tn�
c12½Tn� �c23½Th� c22½Tn� �c24½Th�
c14½Th� c34½Tn� c24½Th� c44½Tn�

2

6

6

4

3

7

7

5

ð3:90dÞ

in which the matrices [Tn] and [Th] are given by Eqs. (3.55b) and (3.60c)
respectively. The coefficients cij (i = 1 to 4 and j = i to 4) are calculated from the
following integrations,

cij ¼
Z

‘

0

A NiNjds where i ¼ 1 to 4 and j ¼ i to 4ð Þ ð3:90eÞ

Table 3.14 Coefficients of the hydrodynamic damping matrix in Eq. (3.90d) for jaj � 0:50ð Þ
Function For jaj � 0:50ð Þ
c11 bh ea 216a2 � 1440aþ 2880ð Þ � a6 þ 12a4 þ 24a3 � 216a2 � 1440a� 2880

	 


c12 6 bh ea a4 � 2a3 � 36a2 þ 240a� 480ð Þ � a4 � 2a3 þ 36a2 þ 240aþ 480½ �
c13 ‘bh ea 72a2 � 600aþ 1440ð Þ þ a5 þ 4a4 � 12a3 � 192a2 � 840a� 1140

	 


c14 2 ‘bh ea �9a3 þ 96a2 � 420aþ 720ð Þ þ a4 þ 3a3 � 36a2 � 300a� 720½ �
c22 bh ea a6 � 12a4 þ 24a3 þ 216a2 � 1440aþ 2880

� �

� 216a2 � 1440a� 2880
	 


c23 2 ‘bh ea a4 � 3a3 � 36a2 þ 300a� 720ð Þ þ 9a3 þ 96a2 þ 420aþ 720½ �
c24 ‘ bh ea �a5 þ 4a4 þ 12a3 � 192a2 þ 840a� 1440

� �

þ 72a2 þ 600aþ 1440
	 


c33 2‘2bh ea 12a2 � 120aþ 360ð Þ � a4 � 12a3 � 72a2 � 240a� 360½ �
c34 6 ‘2bh ea �a3 þ 12a2 � 60aþ 120ð Þ � a3 � 12a2 � 60a� 120½ �
c44 2 ‘2bh ea a4 � 12a3 þ 72a2 � 240aþ 360ð Þ � 12a2 � 120a� 360½ �
Definition: bh ¼ A1‘=a7

Table 3.15 Coefficients of the hydrodynamic damping matrix in Eq. (3.90d) for
0� jaj � 0:50ð Þ

Function for 0� jaj � 0:50ð Þ
c11 A1‘ 13þ 3aþ 19a2=36þ 11a3=144ð Þ=35
c12 A1‘ 9þ 9a=2þ 23a2=18þ 19a2=72ð Þ=70
c13 A1‘

2 11=3:5þ aþ 17a2=84þ a3=31:5ð Þ=60
c14 �A1‘

2 13=6þ aþ 19a2=72þ 11a3=216ð Þ=70
c22 A1‘ 13=5þ 2aþ 29a2=36ð Þ=7þ 23a3=720½ �
c23 A1‘

2 13=7þ aþ 5a2=16:8þ a3=15:75ð Þ=60
c24 �A1‘

2 11=7:5þ aþ 13a2=36ð Þ=28þ 7a3=1440½ �
c33 A1‘

3 1=1:5þ a=4þ a2=18þ a3=108ð Þ=70
c34 �A1‘

3 1þ a=2þ a2=7:2þ a3=36ð Þ=140
c44 A1‘

3 1þ a=1:6þ a2=4:8ð Þ=105þ a3=2160½ �
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By assuming an exponential distribution of the linearization coefficient A given in
Eq. (3.89b), the coefficients cij are calculated and presented in Tables 3.14 and
3.15. In the dynamic analysis of structures, if the damping matrix is used, then the
hydrodynamic damping matrix given by Eq. (3.90d) for an element will be added
to the member structural damping matrix. Since, in the mode superposition method
of the dynamic analysis (see Sect. 1.7.1.5), the damping ratios to the critical are
used, the hydrodynamic damping ratios to the critical will be calculated first to add
them to the structural damping ratios. For this purpose, generalized hydrodynamic
dampings will be calculated for the eigenmodes as stated by, for an eigenmode r,

chð Þr¼ f/g
T
r Ch½ �f/gr ! chð Þr¼

X

NLM

i¼1

f/igT
r ch½ �if/igr ð3:91aÞ

in which (ch)r is the generalized hydrodynamic damping for the eigenmode r, [Ch]
is the hydrodynamic damping matrix of the structural system, {/}r is the eigen-
mode vector, NLM denotes the number of loaded members, [ch]i is given by Eq.
(3.90d) for the member i. Having calculated the generalized hydrodynamic
damping for an eigenmode, the corresponding damping ratio is calculated from,

Hydrodynamic damping ratio:! ðnhÞr ¼
chð Þr

2xrmr
ð3:91bÞ

in which xr is the natural frequency and mr is the generalized mass for the
eigenmode r. Then, the total vibration damping ratio for the eigenmode r can be
obtained by adding the structural and hydrodynamic ratios as written by,

Total damping ratio:! nr ¼ ðnsÞr þ ðnhÞr ð3:91cÞ

where (ns)r denotes the structural damping ratio for the eigenmode r. Having
obtained the vibration damping ratio nr, the mode superposition method can be
used to find a dynamic response as it is explained in Sect. 1.7.1.5.

3.10.3 Calculation of Added Mass Matrices of Members

The added mass matrix of a member in the global coordinates is calculated by
introducing the acceleration related part of the force vector ffd ngG;struc:, which is
given in Eq. (3.88e), into the member consistent force vector given by Eq. (3.60d).
The consistent force vector due to structural accelerations can be obtained as,

p€d

� �

G
¼ CA

Z

‘

0

N1½Tn�
N3½Th�
N2½Tn�
N4½Th�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

f€dg

0

B

B

@

1

C

C

A

ds ð3:92aÞ

240 3 Water Wave Theories and Wave Loads

http://dx.doi.org/10.1007/978-1-84996-190-5_1
http://dx.doi.org/10.1007/978-1-84996-190-5_1


in which f€dg is the translational acceleration vector at a point of the member.
Having introduced f€dg into Eq. (3.92a) the consistent force vector p€d

� �

G
can be

obtained as written by, similar to Eq. (3.90c),

p€d

� �

G¼ ma½ �f€dGg ð3:92bÞ

where the matrix [ma] is a symmetric added mass matrix of the member, which is
produced by the co-vibrating water around the member. As similar to the hydro-
dynamic damping matrix of a loaded member, the added mass matrix can be
obtained in the global coordinate system as stated by,

ma½ � ¼
‘CA

35

13 ½Tn� �ð11‘=6Þ ½Th� ð9=2Þ ½Tn� ð13‘=12Þ ½Th�
ð11‘=6Þ½Th� ð‘2=3Þ ½Tn� ð13‘=12Þ ½Th� �ð‘2=4Þ ½Tn�
ð9=2Þ ½Tn� �ð13‘=12Þ½Th� 13 ½Tn� ð11‘=6Þ½Th�

�ð13‘=12Þ½Th� �ð‘2=4Þ ½Tn� �ð11‘=6Þ½Th� ð‘2=3Þ½Tn�

2

6

6

6

4

3

7

7

7

5

ð3:92cÞ

Having calculated the added mass matrix, the total mass matrix of a loaded
member will be calculated simply by superimposing the added and structural mass
matrices. Thus, in the global coordinates, it is written as,

m½ � ¼ ms½ � þ ma½ � ð3:92dÞ

in which [ms] is the structural mass matrix of the member in the global coordi-
nates. In the following section, application of wave forces to a monopod offshore
tower is presented.

L

M dec

d
h s

z

H

D

f

x

SWL

Fig. 3.18 A monopod tower
under a linear wave and the
wave loading
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3.11 Examples

The static analysis of a 2D jacket structure under wave loads has been presented in
Sect. 1.8.2 by using the SAPOS program [117]. In this section, static analysis of a
monopod tower will be presented by using the Airy (linear) wave theory. The
monopod tower is shown in Fig. 3.18. It is subjected to a linear wave with
wavelength L, wave height H and wave number m. The water depth is denoted by
d, the height and diameter of the tower are denoted by hs and D respectively, the
wave load is denoted by f. SWL and Mdec indicate respectively the still water level
and the mass of the deck. The maximum bending moment and shear force of the
tower at the bottom are required under:

• Deterministic Wave Loading
• Random Wave Loading

The calculations of maximum values of the bending moment and shear force of
the tower at the bottom are presented for these two cases in the following sections.

3.11.1 Example of a Monopod Tower Under Deterministic
Wave Loading

The wave loading acting on a monopod tower is calculated by using the Morison’s
equation given by Eq. (3.45a) assuming that the wave profile is sinusoidal as given
in Eq. (3.67a) and the structural response is static, i.e., dynamic response contri-
bution is not considered. Under these conditions, the velocity and acceleration are
stated from Eq. (3.67a) as,

u ¼ ĝ hðzÞ sin h

_u ¼ ĝ x hðzÞ cos h

)

! hðzÞ ¼ x
cosh mðzþ dÞ

sinh md
and h ¼ xt � mxð Þ

ð3:93Þ

where ĝ is the wave amplitude. Having used these quantities in Eq. (3.45a), the
distributed wave force f(z) can be written as,

f ðzÞ ¼ ĝ hðzÞ CDĝ hðzÞ j sin hj sin hþ CM x cos h½ � ð3:94Þ

in which the drag and inertia force constants, CD and CM, are defined in Eq.
(3.45b). Since maximum bending moment and shear force of the tower will be
calculated here, the maximum value of the Morison’s wave loading is not cal-
culated at this time. The bending moment of the tower at the bottom is calculated
from the following integration,
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M ¼
Z

0

z¼�d

d þ zð Þ f ðzÞ dz ð3:95aÞ

Having introduced f(z) from Eq. (3.94) into Eq. (3.95a), the bending moment is
written as,

M ¼ ĝ2CD

Z

0

z¼�d

d þ zð Þ h2ðzÞ dz

0

@

1

Aj sin hj sin hþ . . .

. . .þ ĝxCM

Z

0

z¼�d

d þ zð Þ hðzÞ dz

0

@

1

A cos h

ð3:95bÞ

from which it can be calculated as expressed by,

M ¼ ĝ
g

m
ĝ Bdj sin hj sin hþ Bmcos hð Þ ð3:95cÞ

where the constants Bd and Bm of the drag and inertia terms are obtained as written
below.

Bd ¼
CD

4
2md 1þ md

sinh ð2mdÞ

� �

� tanh md

� 


Bm ¼ CM md tanh ðmdÞ þ 1
cosh ðmdÞ � 1

� � ð3:95dÞ

The maximum value of M occurs at the time station obtained from the derivative
of M written as,

oM

ot
¼ 0 ! 2ĝBdj sin hjcos h� Bm sin h ¼ 0ð Þ ð3:96aÞ

from which the h value is obtained from the solution of,

cos h ¼ Bm

2ĝBd

sin h
j sin hj ! cos h ¼

Bm= 2ĝBdð Þ if sin h[ 0ð Þ
�Bm= 2ĝBdð Þ if sin h\0ð Þ

(

ð3:96bÞ

The (-) value of cos h corresponds to the minimum value of M, and therefore we
take only the (+) value which corresponds to the maximum value of M. Thus,

cos h ¼ Bm

2ĝBd
! 0� h� p=2ð Þ ! 0� Bm

2ĝBd
� 1

� �

ð3:96cÞ

The value of h is calculated from Eq. (3.96c) provided that the indicated boundary
condition is satisfied. Otherwise, the maximum moment is produced purely due to
the inertia force term of the Morison’s equation. Having used this h value in Eq.
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(3.95c) and by taking into account the validity condition indicated, the maximum
bending moment can be stated as,

Mmax ¼

g

m
ĝ2Bd þ

B2
m

4Bd

� �

if
Bm

2Bd
� ĝ

� �

ĝ
g

m
Bm if

Bm

2Bd
[ ĝ

� �

8

>

>

>

<

>

>

>

:

ð3:96dÞ

The total shear force at the bottom of the tower is calculated from the following
integration,

V ¼
Z

0

z¼�d

f ðzÞ dz ð3:97aÞ

or, having introduced f(z) from Eq. (3.94) into Eq. (3.97a) and carried out the
integration, it can be obtained that,

V ¼ ĝg ĝVd j sin hj sin h þ Vm cos hð Þ !
Vd ¼

CD

2
1þ 2md

sinhð2mdÞ

� �

Vm ¼ CM tanh ðmdÞ

8

>

<

>

:

ð3:97bÞ

which is similar to the statement of the bending moment given by Eq. (3.95c).
Using this similarity, the maximum shear force at the bottom of the tower can be
expressed as written by,

Vmax ¼
g ĝ2Vd þ

V2
m

4Vd

� �

if
Vm

2Vd
� ĝ

� �

gĝVm if
Vm

2Vd
[ ĝ

� �

8

>

>

<

>

>

:

ð3:97cÞ

For a given wave (with wave height H and wavelength L), maximum values of
the static bending moment and total shear force at the bottom of the tower can be
calculated from Eqs. (3.96d) and (3.97c). For the deep water condition, the con-
stants of the drag and inertia terms of the maximum bending moment and shear
force can be simplified as written below.

For deep water condition:! Vd ¼
CD

2
Vm¼ CM

8

<

:

9

=

;

and
Bd ¼

CD

4
2md � 1ð Þ

Bm¼ CM md � 1ð Þ

8

<

:

9

=

;

ð3:98Þ
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As it can be seen from these statements and Eqs. (3.97c) and (3.96d), for the deep
water condition, the maximum of the static shear force depends only on the wave
amplitude while the maximum static bending moment depends on both wave
amplitude and wave number.

3.11.2 Example of a Monopod Tower Under Random
Wave Loading

In this section, the bending moment and shear force of the tower at the bottom is
calculated under random wave loading. It can be considered in two cases as:

• random maximum values of the bending moment and shear force at a given
fixed frequency, i.e., a given wave profile with random amplitudes

• random bending moment and shear force in the whole frequency region, i.e.,
random wave profiles and amplitudes as given by Eq. (3.20), at the bottom of the
tower

In the first case, the randomness in the maximum values is introduced by the
wave amplitude ĝ only as it can be seen from Eqs. (3.96a) and (3.97c). Since the
water elevation g is assumed to be a stationary zero-mean narrow-banded Gaussian
process, the probability distribution of its amplitude will be a Rayleigh distribu-
tion. Thus, the probability density function of ĝ can be stated as similar to
Eq. (3.70) by,

fĝðĝÞ ¼
ĝ
r2

g
exp � ĝ2

2r2
g

 !

! for 0� ĝ�1ð Þ ð3:99Þ

in which rg is the standard deviation of the water elevation g. The mean values of
the maximum bending moment and shear force are calculated by using
Eqs. (3.96d) and (3.97c) from the following integrations.

E Mmax½ � ¼ g

m
Bm

Z am

0
ĝ fĝðĝÞ dĝþ

Z 1
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Bdĝ
2 þ a2

m

� �

fĝðĝÞ dĝ

� �

E Vmax½ � ¼ g Vm

Z av

0
ĝ fĝðĝÞ dĝþ

Z 1

av

Vdĝ
2 þ a2

v

� �

fĝðĝÞ dĝ

� � ð3:100aÞ

in which the parameters am and av are defined as,

am ¼
Bm

2Bd

� �

and av ¼
Vm

2Vd

� �

ð3:100bÞ

Having carried out the integrations in Eq. (3.100a), the required means of maxi-
mum values can be obtained as written below.
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in which the parameters lm and lv are defined by,

l2
m ¼ a2

m= 2r2
g

� �� �

and l2
v ¼ a2

v= 2r2
g

� �� �

ð3:101cÞ

For a given wave period T (wave number is calculated from the dispersion
relation given by Eq. (3.14b)), the mean values of the maximum bending moment
and shear force are calculated from Eqs. (3.101a) and (3.101b).

In the second case, when the wave profile and amplitude are both random, the
calculation of the static bending moment and shear force will be somewhat dif-
ferent than those presented above in the sense that they will be expressed in terms
of the random water elevation g. For this purpose, we use the real and imaginary
parts of the water elevation g as stated from Eq. (3.15) by,

g ¼ ĝ sin hð Þ and i g ¼ ĝ cos hð Þ ð3:102Þ

Having introduced these relations into Eqs. (3.95c) and (3.97b), the static bending
moment and shear force can be written as,

M ¼ g

m
Bdj gj gþ i Bmgð Þ and V ¼ g Vd j gj g þ i Vmgð Þ ð3:103Þ

which are nonlinear functions of the random water elevation g. In order to apply
the spectral method one of the linearization technique presented in Sect. 3.8 is
used, e.g., linearization by using the criterion of the minimum mean square error.
Then, the linearization constant A will be, from Eq. (3.63c),

A ¼
ffiffiffi

8
p

r

rg ð3:104Þ

With this value of A, Eq. (3.103) can be stated in the linearized form as written by,

M ¼ g

m
BdA þ i Bmð Þg and V ¼ g VdA þ i Vmð Þg ð3:104bÞ

which are stationary zero-mean Gaussian processes as they follow the same pro-
cess of g. The spectra of M and V are calculated from,
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Their variances are calculated from the following integrations of their spectra.

r2
M ¼

Z

1

0

SMðxÞ dx and r2
V ¼

Z

1

0

SVðxÞ dx ð3:106Þ

As similar to the amplitude of g, the maxima of M and V have Rayleigh
probability distributions from which the means and variances can be readily cal-
culated from Eq. (2.71b) as written by,

lMmax
¼

ffiffiffiffiffiffiffiffi

p=2
p

rM

r2
Mmax
¼ 2� p=2ð Þr2

M

( )

and
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¼
ffiffiffiffiffiffiffiffi

p=2
p

rV

r2
Vmax
¼ 2� p=2ð Þr2

V

( )

ð3:107Þ

in which lMmax
and lVmax

denote mean values of maxima of M and V respectively
which are different than those presented by Eqs. (3.101a) and (3.101b).

Exercise 1

For given waves, evaluate the mean values of Mmax and Vmax presented in Eqs.
(3.107) (3.101a) and (3.101b). Explain the differences in these mean values.

Exercise 2

The spectra of M and V presented in Eq. (3.105) are obtained assuming that the
linearization process is carried out on the bending moment and shear force given in
Eq. (3.103). Their spectra can also be calculated by using a linearization process of
the Morison’s equation. The followings are required.

• Find out the differences of the variances of M and V calculated from the different
spectral approaches, i.e., from Eq. (3.105) and those based on a linearization
process of the Morison’s equation.

• Explain these differences.

Exercise 3

The aforementioned examples are carried out by using the Airy (linear) wave
theory. In this exercise, the Stokes Second-order Wave Theory will be used. The
following horizontal water particle velocity and acceleration are given.

u ¼ ĝ x
cosh y

sinh ðmdÞ sin hþ 3
4
ĝ m

cosh 2y

sinh 4ðmdÞ sin 2h

� 


_u ¼ ĝ x2 cosh y

sinh ðmdÞ cos hþ 3
2
ĝm

cosh 2y

sinh 4ðmdÞ cos 2h

� 


9

>

>

>

=

>

>

>

;

! y ¼ mðZ þ dÞ

ð3:108Þ

3.11 Examples 247

http://dx.doi.org/10.1007/978-1-84996-190-5_2


It is required that,

• Repeat the example under deterministic wave loading presented in Sect. 3.11.1
by using the Stokes Second-order Wave Theory.

• Linearize the nonlinear velocity and acceleration given in Eq. (3.108) in terms
of the first-order water elevation g, which is assumed as g ¼ ĝ sin hð Þ .

• Linearize Morison’s equation in terms of g assuming that it is stated by using the
velocity acceleration given in Eq. (3.108).

• Repeat the example under random wave loading presented in Sect. 3.11.2 by
using the linearizations made above.
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Chapter 4
Spectral Analysis of Offshore Structures
Under Wave and Earthquake Loadings

4.1 Introduction

Structural response analyses under dynamic loading are well documented in
general in many text books, see e.g. [1–10], especially for offshore applications,
see e.g. [11–14]. The response analysis can be carried out either in the time domain
or in the frequency domain as depending on the analysis and the loading type [15].
For a nonlinear analysis, the time domain approach is traditionally used [16] and,
for the linear analysis, both time domain and frequency domain analyses may be
used. For the spectral analysis, a frequency domain approach is more adequate and
therefore it is used generally. Offshore structures are continuously subjected to
random water waves, and therefore, a spectral analysis method is essentially used
to determine response statistical quantities that needed in the calculation of fatigue
damages and averages of extreme-value responses [17–20]. In order to apply a
spectral analysis procedure to offshore jacket structures, the calculation of wave
forces on structural members and their linearization techniques has been presented
in details in Chap. 3. These forces have been formulated in terms of the random
water elevation so that the corresponding responses will also depend on this
random variable. Since the stochastic description of the random water elevation is
determined as presented in Sect. 3.4, stochastic structural responses can be
calculated in terms of the spectral values of the random water elevation through a
spectral analysis procedure that will be presented in this chapter.

One other important loading category of offshore structures is introduced by
seismic ground motions [21–27] which are commonly known as earthquakes that
may cause catastrophic consequences in both economical and social terms. In order
to avoid these unpleasant consequences of earthquakes, structures to be built in
seismically active offshore areas must be designed against probable structural
failures. Earthquakes occurring in ocean environments cause also tsunamis [23],
which are huge long water waves traveling long distances without dissipating
sufficient energy to become harmless. Since tsunamis are water waves created by

H. Karadeniz, Stochastic Analysis of Offshore Steel Structures,
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earthquakes their impacts on structural systems can be considered in the wave
loading category. In this chapter, the earthquake loading due to random ground
motion and related structural responses will be presented. Earthquakes are complex
random phenomena and their sizes are used in practice to indicate their signifi-
cances. The size of an earthquake can be measured in terms of magnitude and
intensity scales [26, 27]. The magnitude of an earthquake is the amount of energy
that released from its source, and the intensity is a measure of an earthquake hazard
at a specific location, which differs from location to location. Earthquakes are
recorded at different locations by seismometers as being accelerations of the ground
motion in time domain, which are termed as time histories [28]. Time histories at
different sites may differ considerably from each other in duration, frequency
content, and amplitude. The average duration of strong-motion acceleration is about
45 s and, with increasing intensity, the duration decreases, and becomes on the
average of 20–25 s [29]. The spatial variation of seismic ground motions has an
important effect on the response of long structures [30]. Since they extend over long
distances parallel to the ground, their supports undergo different motions during an
earthquake. The spatial variation of the ground motions is described by a deter-
ministic time delay function, which is required for the waveforms to reach faraway
supports of the structures, and a stationary Gaussian process representing the ran-
dom ground motion. The time varying property of the ground motion makes the
process nonstationary and, in the spectral form, it is represented by a coherency
function [31–37]. The detail of this subject will be presented in Sect. 4.5.

4.2 Dynamic Analysis of Structures in the Frequency Domain,
the Transfer Function Approach

The calculation of response displacements of a linear structural system in the
frequency domain is outlined in Sect. 1.7.2. The formulation of the global dis-
placements in the frequency domain has been given by Eq. (1.229), which is
rewritten below, in general for the convenience as,

fDðxÞg ¼ ½HðxÞ�DPfPðxÞg ! ½HðxÞ�DP ¼ ½K� þ ix½C� � x2½M�
� ��1 ð4:1Þ

where {P(x)} is the system load vector and [H(x)]DP is defined as the structural
transfer function matrix between the displacement and load vectors. For each
frequency, Eq. (4.1) must be solved to find the frequency content of displacements.
Since this procedure requires multiple matrix inversion, the solution of Eq. (4.1) is
practically time-consuming, and therefore, the modal analysis procedure is usually
applied, in practice, to obtain the displacements. By using the modified modal
analysis, the displacements vector is written from Eq. (1.265) as

fDðxÞg ¼ ½K��1fPðxÞg þ
X

q

j¼1

ajðxÞ fjðxÞf/gj

 !

ð4:2Þ
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in which the first term is the contribution of the quasi-static response and the
second term in brackets is the contribution of the dynamic response. The vector {/
}j is the jth. natural mode vector, aj(x) and fj(x) are respectively the eigenmode
participation factor and the generalized force, which are defined by Eq. (1.264a)
and the generalized force is

fjðxÞ ¼ f/gT
j fPðxÞg ð4:3Þ

Once the load vector fPðxÞg and structural eigenmodes information are known,
the response displacements in the global coordinates can be easily calculated from
Eq. (4.2). The stiffness matrix [K] needs to be inverted once for all frequency
variations, and therefore, the calculation will be relatively very fast. In the case of
wave loading, the structural load vector fPðxÞg is stated in terms of the random
water elevation g(x) and a transfer function vector fHðxÞgPg in the frequency
domain as explained in Sect. 3.7.3 for the consistent member forces. For the global
system, it can be written as,

fPðxÞgwave ¼ fHðxÞgPggðxÞ ð4:4aÞ

where the subscript (wave) denotes loading due to waves. fHðxÞgPg denotes the
system transfer function vector between the wave load vector fPðxÞg and the
random water elevation g(x), which is obtained from the assembly process of
member transfer functions. Having used Eq. (4.4a) in Eqs. (4.2) and (4.3), the
global displacements can be stated as written by,

fDðxÞgwave ¼ fHðxÞgDggðxÞ

!
fHðxÞgDg ¼ ½K�

�1fHðxÞgPg þ
X

q

j¼1

hðxÞf gjg

hðxÞf gjg¼ ajðxÞ f/gT
j fHðxÞgPgf/gj

8

>

>

<

>

>

:

ð4:4bÞ

in which fHðxÞgDg is the response transfer function vector for the global dis-
placements under the wave loading. When the structure is subjected to the ground
motion with a random base acceleration, €ug, like in the case of an earthquake, the
corresponding system load vector can be stated in a similar way to Eq. (4.4a) as
written in the frequency domain by,

fPðxÞgg ¼ fHðxÞgP€ug
€ugðxÞ ð4:5aÞ

where the subscript (g) denotes loading due to a ground motion, fHðxÞgP€ug

denotes the system transfer function vector between fPðxÞgg and the random base
acceleration €ugðxÞ. Having used Eqs. (4.5a) in (4.2) and (4.3), the global dis-
placements under an earthquake loading can be stated as written by,
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fDðxÞgg ¼ fHðxÞgD€ug
€ugðxÞ

!
fHðxÞgD€ug

¼ ½K��1fHðxÞgP€ug
þ
X

q

j¼1

hðxÞf gj€ug

hðxÞf gj€ug
¼ ajðxÞ f/gT

j fHðxÞgP€ug
f/gj

8

>

>

<

>

>

:

ð4:5bÞ

in which fHðxÞgD€ug
is the response transfer function vector for the global dis-

placements under an earthquake loading. Details of the calculations are presented
in the following section.

4.3 Calculation of Response Transfer Functions of Offshore
Structures

In the previous section, definitions of response transfer functions for the global
displacements under wave and earthquake forces, fHðxÞgDg and fHðxÞgD€ug

, are

presented. In this section, their calculations are explained in detail.

4.3.1 Response Transfer Functions for Wave Loads

Response transfer functions of global displacements under the wave loading,
which are defined in the vectorial form in Eq. (3.42b), are calculated by using
transfer functions of global wave forces fHðxÞgPg and the eigenvalue information
of the structural system. The transfer functions of global wave forces are obtained
from the assembly process of the transfer functions of member wave forces. For a
member, the transfer functions of wave forces in the global coordinates can be
deducted from Eq. (3.60e) as written by,

transfer functions of the wave

loading for a member

)

! hwðxÞf gG¼ x

q1½Tn�
q3½Th�
q2½Tn�
q4½Th�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

f/g ð4:6aÞ

in which qj (j = 1,2,3,4), ½Tn�, ½Th� and f/g are explained in Sect. 3.7.3. For each
loaded member, the vector of transfer functions hwðxÞf gG will be calculated from
Eq. (4.6a) and then assembled to form the vector of transfer functions of the wave
forces, fHðxÞgPg, in the global coordinates. Once the vector fHðxÞgPg is calculated
the transfer function vector fHðxÞgDg will be calculated by using Eq. (4.4b) in which
the quasi-static term (the first term) can be calculated easily since the system stiffness
matrix [K] is inverted only once. Calculation of the dynamic term (the second term)
can also be carried out easily as stated below for a vibration mode (eigenmode).
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dynamic contribution of response

transfer functions for an eigenmode

ðjÞ under wave loading

9

>

=

>

;

!
hðxÞf gjg¼ bjgðxÞf/gj

bjgðxÞ ¼ ajðxÞ f/gT
j fHðxÞgPg

(

ð4:6bÞ

where bjgðxÞ is a frequency dependent scalar function which defines the partici-
pation of the eigenmode vector j to the transfer functions of the global displace-
ments. aj(x) is the natural frequency dependent eigenmode participation factor
given by Eq. (1.264a), and f/gj is the eigenmode vector for the jth. vibration
mode. As stated in Eq. (4.4b), the total dynamic contribution to the transfer
functions of the global displacements is obtained by superimposing the contri-
butions of eigenmodes considered.

4.3.2 Response Transfer Functions for Earthquake Loading

For offshore structures, the earthquake loading is somewhat different than that for
onshore structures. The existence of water surrounding offshore structures pro-
duces additional hydrodynamic forces on structures during a ground motion like in
the case of an earthquake [38]. Besides this hydrodynamic force, earthquakes
produce inertia forces on offshore structures due to the ground acceleration as they
occur for onshore structures. In this section, these forces are explained separately
in the following sub-sections.

4.3.2.1 Hydrodynamic Forces Produced by Earthquakes

The additional hydrodynamic force produced by earthquakes can be calculated
using the Morison’s equations which have been explained in detail in Chap. 3 for
wave-current-structure interactions. In order to calculate this additional hydrody-
namic force, the earthquake ground velocity and acceleration will be added to the
relative water particle velocity and acceleration. For this purpose, it is assumed
that the sea water is inviscid and do not move with the ground during the earth-
quake. It is also assumed that the structure is fixed at the bottom to make the same
motion with the ground at the bottom. Under these conditions, the motion of the
structure is like as shown in Fig. 4.1. The assumption of water at the sea bottom
may be crude due to roughness of the bottom. In the reality, the water at the bottom
moves with the ground. But, this motion decreases gradually toward the sea sur-
face, and therefore, this assumption may be considered to be reasonable for deep
water environments. Relative velocity and acceleration of water particles are used
in the Morison’s equation to calculate the wave force as written by Eq. (3.88b) in
the absence of earthquakes. In the case of earthquakes, the relative velocity and
acceleration of water particles that used in Eq. (3.88b) will be modified to include
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the ground velocity and acceleration. These modified relative velocity and
acceleration of water particles can be stated from Fig. 4.1 as written by, in the
normal direction to the member axis,

relative water particle velocity and

acceleration during an earthquake

)

!
ur ¼ uþ Uc � ð _d þ _ugÞ
_ur ¼ _u� ð€d þ €ugÞ

(

ð4:7aÞ

where u and Uc are respectively wave and current velocities, d and ug are
respectively structural and ground deformations as shown in Fig. 4.1. With these
relative velocity and acceleration the Morison’s equation can be written similarly
to Eq. (3.88b) as,

f ¼ CD uþ Uc � ð _d þ _ugÞ
�

�

�

� uþ Uc � ð _d þ _ugÞ
� �

þ CM _u� CAð€d þ €ugÞ ð4:7bÞ

In the vectorial form, it can be stated similarly to Eq.(3.88d) as written by,

ffngG ¼ ff ngG;wave þ ffngG;current � ffdngG;struc: � ffug ngG;ground ð4:7cÞ

where the force vectors ff ngG;wave, ffngG;current and ffdngG;struc:have been defined in
Eq. (3.88e). The vector ffug ngG;ground denotes the hydrodynamic force vector in the
global coordinates due to the ground motion. It is calculated from,

ffug ngG;ground ¼ ½Tn� CDA f _ugg þ CAf€ugg
� �

ð4:7dÞ

in which f _ugg and f€ugg are the velocity and acceleration vectors of the ground in
the global coordinates, CD and CA are respectively the drag and added mass

ug d

SWL

water 
depth

ug

ground motion

dtot

u

wave
velocity

Uc

current
velocity

Fig. 4.1 Deformation of an offshore structure under wave and earthquake actions
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constants defined in Eqs. (3.45b) and (3.88c) respectively, [Tn] is the transfor-
mation matrix defined in Eq. (3.55b), and A is the linearization coefficient of the
Morison’s equation which has been explained in Sects. 3.8 and 3.9 in the absence
of earthquakes. In the presence of earthquakes, it can be calculated as explained in
Sect. 3.9 provided that the relative water velocity vector furng in Eq.(3.84a) is
taken to be furngg which is defined as,

furngg ¼ fung � f _dng þ f _ugng
� �

!
furngg ¼ furng � f _ugng
furng ¼ fung � f _dng

(

ð4:7eÞ

This relative velocity vector is a function of two independent random variables,
one is the water elevation g and the other one is the earthquake ground acceleration
€ug. Since the structural velocity vector f _dng is dependent on both the water ele-
vation g and the earthquake ground acceleration €ug, the components, furng and
f _ugng, of the relative velocity vector furngg are not independent. Since the line-
arization coefficient of the Morison’s equation A is dependent on the standard
deviation of this relative normal water velocity, a similar procedure presented in
Sect. 3.9.1 can be applied to calculate it. If the structural velocity vector f _dng is
not taken into account in the calculation of hydrodynamic forces, the loading will
be independent of the structural response velocities. In this case, calculation of the
standard deviation of the relative normal water velocity can be simplified con-
siderably. In the formulation presented here, it is assumed that the linearization
coefficient A of the Morison’s equation is available. By introducing Eq. (4.7d) into
the general statement of the consistent member force vector given by Eq. (3.60d)
the hydrodynamic consistent force vector of a submerged member, which is
produced by an earthquake, can be obtained in the global coordinates as stated by,

p _ug

� �

G;hyro
¼

h _ugðxÞ
� �

G;hyro
_ugðxÞ

h _ugðxÞ
� �

G;hyro
¼

Z

‘

0

CDA þ ixCAð Þ

N1½Tn�
N3½Th�
N2½Tn�
N4½Th�

8

>

>

>

<

>

>

>

:

9

>

>

>

=

>

>

>

;

ds

0

B

B

B

@

1

C

C

C

A

fdg
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>

>

>

>

>

>

<

>

>

>

>

>

>

:

ð4:7fÞ

where h _ugðxÞ
� �

G;hyro
is the transfer function vector between p _ug

� �

G;hyro
and the

absolute ground velocity _ugðxÞ and {d} is a constant vector containing cosine
directions (translational components) of the ground motion in the global coordi-
nates. The integration in Eq. (4.7f) can be calculated in a similar way explained in
Sect. 3.10.1. The drag term (the term containing CDA) in Eq. (4.7f) is similar to the
statement of the consistent force vector due to a constant current which is given by
Eq. (3.89a). From this similarity, the integration of the drag term is readily available
from Eq. (3.89c). The integration of the inertia term (the term containing ixCA) in
Eq. (4.7f) can be calculated easily using the shape functions Nj (j = 1 to 4) given by
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Eq. (3.59c). Having carried out these operations, the transfer function vector of
consistent hydrodynamic forces due to a ground deformation can be obtained as
written by,

h _ugðxÞ
� �

G;hyro
¼ CDA1

qc1½Tn�
qc3½Th�
qc2½Tn�
qc4½Th�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

þ ‘

12
ixCA

6 ½Tn�
‘ ½Th�
6 ½Tn�
�‘ ½Th�

8

>

>

<

>

>

:

9

>

>

=

>

>

;

0

B

B

@

1

C

C

A

fdg ð4:7gÞ

where qcj (j = 1 to 4) are presented in Table 3.13 and A1 is the value of A at the
member end (1).

4.3.2.2 Inertia Forces Produced by Earthquakes

In addition to hydrodynamic forces, earthquakes produce also inertia forces on
structural elements due to structural masses vibrating with the earthquake ground
acceleration. These forces are calculated at member (element) levels from the
dynamic equilibrium equation of a member in which the inertia term (term with
the structural mass) is calculated by using the total acceleration vector of the
member. For offshore structures subjected to wave, current, and earthquakes, the
dynamic equilibrium equation of a member can be stated as similar to Eq. (1.84). It
is written by,

½k�fdg þ ½cs�f _dg þ ½ms� f€dg þ fDg€ug

� �

� pf gG¼ ffint:gG ð4:8aÞ

in which the vectors fDg, pf gG and ffint:gG are respectively the earthquake
direction vector, consistent applied load vector and the vector of internal forces at
the ends of the member, which are defined in the global coordinates. The earth-
quake direction and consistent applied load vectors are defined as written by,

fDgT ¼ fdgT f0gT fdgT f0gT� �

pf gG¼ pwf gGþ pcf gG� p _ug

� �

G;hyro
� p _d

� �

G
� p€d

� �

G

ð4:8bÞ

where the vector fdg is the same as defined in Eq. (4.7f) and the calculation of the
vector pf gG is carried out by using Eq. (4.7c). The terms, pwf gG and pcf gG, of this
vector are calculated respectively from Eqs. (3.60e) and (3.89c). The term

p _ug

� �

G;hyro
is calculated from Eq. (4.7f) and the terms, p _d

� �

G
and p€d

� �

G
are cal-

culated respectively from Eqs. (3.90c) and (3.92b). Having substituted the statements
of these force vectors in Eq. (4.8b) and rearranged Eq. (4.8a) it can be written that,

½k�fdGg þ ½c�f _dGg þ ½m�f€dGg � pwf gGþ pcf gG� p€ug

� �

G

� �

¼ ffint:gG ð4:8cÞ

in which [c] and [m] are the total damping and mass matrices of the member in the
global coordinates defined as,
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½c� ¼ ½cs� þ ch½ � and ½m� ¼ ½ms� þ ma½ � ð4:8dÞ

The terms [cs] and [ms] in Eq. (4.8d) are the structural damping and mass matrices,
[ch] and [ma] are the hydrodynamic damping and added mass matrices which are
calculated respectively from Eqs. (3.90d) and (3.92c). The vector p€ug

� �

G
in Eq.

(4.8c) is the total force vector of the member in the global coordinates produced by
the earthquake. This force vector is defined as,

p€ug

� �

G
¼ h _ugðxÞ
� �

G;hyro
_ug þ ½ms�fDg€ug ð4:8eÞ

in which the first term is the hydrodynamic force vector as defined in Eq. (4.7f)
and the second term is the inertia force vector produced by the structural mass
vibrating with the ground acceleration. The response transfer functions for the total
earthquake forces are presented in the following section.

4.3.2.3 Response Transfer Functions for Combined Earthquake
Hydrodynamic and Inertia Forces

The combination of the earthquake hydrodynamic and inertia forces of a member
is calculated from Eq. (4.8e). In order to find the transfer function of this combined
earthquake force, the ground velocity _ug is stated in terms of the ground accel-
eration €ug in the frequency domain. Having carried out this operation, the earth-
quake force vector can be written as,

p€ug

� �

G
¼

h€ug

� �

G
€ugðxÞ

h€ug

� �

G
¼ ½ms�fDg �

i

x
h _ugðxÞ
� �

G;hyro

8

<

:

ð4:8fÞ

in which h€ug

� �

G
is the transfer function vector of the total earthquake forces of a

member. For the whole system, the transfer function vector fHðxÞgP€ug
defined in

Eq. (4.5a) will be obtained by using the assembly process of member transfer
functions h€ug

� �

G
. The contribution of concentrated masses at the deck of the

platform will be added to this assembled transfer function, fHðxÞgP€ug
. Having

calculated the vector fHðxÞgP€ug
for the system, the associated response transfer

function vector fHðxÞgD€ug
will be calculated by using Eq. (4.5b) in a similar way

presented in Sect. 4.3.1 for the wave loading. Calculation of the quasi-static
contribution from Eq. (4.5b) is straightforward and calculation of the dynamic
contribution for an eigenmode is similar to Eq. (4.6b). It is written as,

dynamic contribution of response

transfer functions for an eigenmode

ðjÞ under earthquake loading

9

>

=

>

;

!
hðxÞf gj€ug

¼ bj€ug
ðxÞf/gj

bj€ug
ðxÞ ¼ ajðxÞ f/gT

j fHðxÞgP€ug

(

ð4:8gÞ
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where bj€ug
ðxÞ is a frequency dependent scalar function which is similar to bjgðxÞ

defined in Eq.(4.6b). The only difference is, in bj€ug
ðxÞ, the earthquake loading is

used instead of wave loading.

4.4 Calculation of Response Spectra of Offshore Structures

In the preceding sections, response transfer functions for the global displacements
have been presented for both wave and earthquake loadings. By using these
transfer functions, response spectra of the structure that required, which may be for
displacements, forces or stresses, will be presented in this section. The calculation
is explained firstly for the stochastic wave and earthquake loadings separately, and
then for the combination of these loading cases. In these calculations, current loads
do not produce any dynamic response. Since a constant current profile is assumed,
they are purely static as given by Eq. (3.89c).

4.4.1 Response Spectra Under Stochastic Wave Loads

Stochastic wave loads are formulated in terms of transfer functions and the water
elevation g of random waves as stated vectorially in the frequency domain in
Eq. (4.4a). The water elevation g is a random scalar quantity which characterizes
the randomness of waves. It is taken to be the input variable of response spectra of
offshore structures under stochastic wave loads. Its stochastic description and
spectral representation are presented in Sect. 3.4. Knowing its spectral values the
calculation of response spectra of structures, which are subjected to only wave
loads for the time being, is presented in this section. The spectral analysis and
input–output relations have been presented generally in Sects. 2.5 and 2.6. Their
applications to random wave loads and corresponding structural responses are
explained here. If we assume that the outputs are global displacements of the
structure, the input–output relation has already been constructed as stated vecto-
rially in Eq. (4.4b), which is rewritten below for the convenience.

fDðxÞgwave ¼ fHðxÞgDggðxÞ ð4:9aÞ

By using Eq. (2.136) and Eq. (4.9a), the spectral matrix of displacements can be
readily obtained as written by,

Spectrum of displacements

under random wave loads

)

! ½SDwaveðxÞ� ¼ fHðxÞg
�
DgfHðxÞg

T
Dg SggðxÞ

ð4:9bÞ
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in which SggðxÞ is the spectral function of the random water elevation g, the transfer
function vector fHðxÞgDg is calculated from Eq. (4.4b), the superscripts, (*) and
(T), denote respectively a complex conjugate and transposition. Any structural
response output which is derived from displacements can be calculated in a similar
way step-by-step. Since every step requires a matrix operation, the step-by-step
calculation procedure is not efficient in terms of calculation time. An alternative and
most powerful algorithm is to calculate firstly the transfer function of the response
which is required, and then to apply the spectral calculation. This can be carried out
only if the transfer function vector fHðxÞgDg is evaluated at all frequency points
considered. This evaluation can be carried out easily using Eq. (4.4b). Response
transfer functions of member displacements are extracted from the transfer func-
tions of the global displacement fHðxÞgDg, and consequently transfer functions of
member internal forces and stresses are calculated for the frequencies considered.
Then, the spectral values of the response required are calculated by using the
procedure presented above in Eq. (4.9b). For example, if the response is assumed to
be a stress in a member, its transfer function is calculated by using transfer func-
tions of displacements. It is denoted by hsg(x). Since this stress transfer function is a
scalar function, the spectrum of the stress is calculated similarly to Eq. (4.9b) from,

Sss xð Þ ¼ h�sg xð Þhsg xð ÞSgg xð Þ ! Sss xð Þ ¼ hsg xð Þ
�

�

�

�

2
Sgg xð Þ ð4:9cÞ

The calculation algorithm of a stress spectrum is summarized below in Fig. 4.2.
In the case of wave-current actions, the response will be nonzero-mean process

due to static current loads which are given by Eq. (3.89c) for members. But, as
explained in Sect. 3.5, the existence of current alters the spectral form of the water
elevation g. In this case, the global displacement vector {D} can be stated in two
terms in the frequency domain as,

fDðxÞg ¼ fDðxÞgwave þ flDg ð4:10aÞ

in which fDðxÞgwave is given by Eq. (4.9a) and flDg is a mean value displacement
vector. fDðxÞgwave is a stochastic process with zero mean and flDg is calculated
from the stiffness equation as written by,

½K�flDg ¼ Pcf gG ð4:10bÞ

where {Pc}G is the vector of system forces in the global coordinates due to a constant
current. Similar to the displacements, any response quantity of the structure comprises
a stochastic term with zero mean and a constant term defining the mean value response.

4.4.2 Response Spectra Under Stochastic Earthquake Loading

The response spectra of offshore structures under an earthquake loading are similar
to those calculated from wave loads. They are calculated by using the response
transfer functions defined in Eq. (4.5b). For the convenience, the system
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displacement vector fDðxÞgg due to an earthquake ground motion is rewritten in
terms of transfer functions fHðxÞgD€ug

, from Eq. (4.5b), as,

fDðxÞgg ¼ fHðxÞgD€ug
€ugðxÞ ð4:11aÞ

in which €ugðxÞ is the acceleration of the ground in the frequency domain due to
the earthquake motion. This acceleration is a random process and constitutes the
input of the response spectra under earthquake loadings. Once a spectral function
of the ground acceleration, S€ugðxÞ, is known, the calculation of any response
spectrum of the structure will be carried out in the same way as explained in the
preceding section for the wave loads. Thus, as similar to Eq. (4.9b), the spectral
matrix of system displacements is written by,

Spectrum of displacements

under earthquake loadings

)

! ½SDgðxÞ� ¼ fHðxÞg
�
D€ug
fHðxÞgT

D€ug
S€ugðxÞ

ð4:11bÞ

Any response spectrum can also be calculated by using the calculation algorithm
presented in Fig. 4.2. As it can be realized from these spectral calculations, the
determination of the earthquake spectrum S€ugðxÞ is the central issue in the spectral
earthquake analysis of structures. In the following sections, the stochastic ground
motion and its spectral representation under earthquakes are presented briefly.

Calculate transfer functions of wave forces of 
members, w G

h ( ) , from Eq.(4.6a)

Construct transfer functions of the system 
wave forces, P{H(  )}

{           }

, by using assemblage

Calculate transfer functions of the system 
displacements, D{H( )} , from Eq.(4.4b)

Extract transfer functions of member 
displacements from D{H( )}

Calculate transfer function of 
the stress required, sh

Calculate stress spectrum

ssS from Eq.(4.9c)( )( )

Fig. 4.2 Calculation algorithm of a stress spectrum under stochastic wave loads
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4.4.2.1 Stochastic Earthquake Ground Motion

Earthquakes are random ground motions displaying a broadband character. They
may result from various sources among which the tectonic-related earthquake
motions are the largest and most important [23–28] for engineering, economical, and
social points of view since their consequences are mostly catastrophic, especially in
the near fault region. Earthquakes are measured in terms of magnitudes and inten-
sities. The magnitude is the amount of energy that released during the earthquake.
It is a unique measure for all locations, i.e. it is site independent. The best known
measure of the earthquake magnitude is the Richter scale [39]. The intensity is a scale
of the effect of an earthquake hazard at a specific location. It is based on observed
human behavior and structural damages at a specific location so that the earthquake
intensity scale is site dependent. There are numerous intensity scales that are in use
currently in different parts of the world [26] such as the modified Mercalli (MMI)
scale in the United States, the European Macroseismic scale (EMS-98) in Europe, the
Shindo intensity scale in Japan, etc. The earthquake ground motion decreases with
distance from the source of the earthquake and gradually dies away. This feature of
the earthquake motion is termed as the attenuation. It is a function of not only the
distance but also earthquake magnitude and geological site conditions [40–43]. The
attenuation relations can be obtained by a statistical process of earthquake data
(a regression analysis) measured at different locations. The basic data of earthquakes
are recordings of ground accelerations at different sites during different earthquakes
in time series, which contain valuable, and complete information that used in seismic
analysis [23, 25]. These data vary significantly from site-to-site due to various
factors. Depending on these factors, especially the magnitude and local site response,
the recorded strong ground motions can display long duration that cause potential
damages. The maximum amplitude of a recorded acceleration is defined as the peak
ground acceleration (PGA), and similarly, the peak ground velocity (PGV) and peak
ground displacement (PGD) are defined to indicate respectively the maximum
amplitudes of the ground velocity and displacement [23]. The time histories of the
ground velocity and displacement are obtained from integrations of the recorded time
history of the ground acceleration. Based on the recorded time histories of the ground
acceleration, which are mostly broadband random processes, spectral functions of
the ground acceleration are determined. This spectral representation is presented
briefly in the following section.

4.4.2.2 Spectral Representation of Stochastic Earthquake Ground Motion

The earthquake ground motion is provided by accelerograms in time domain that are
recorded by accelerographs. For an earthquake occurrence, the earthquake accel-
erograms recorded at different locations are typically different from each other even
the locations are within the range of dimensions of engineering structures and even
there are similarities in accelerograms. These differences become larger for larger
distances between recording stations (separations distance) due to different arrival
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time of seismic waves at different stations (wave passage effect), different soil
conditions at different locations (site effect). These phenomena of the earthquake
motion are fully described by so-called the coherency effect and being considerable
for lifeline and large-scale engineering structures, which can be properly modeled by
using multi-support excitation input [44–50]. In the literature, there are numerous
publications [30–33, 37, 44, 51–63] to address the coherency of the earthquake
motion. In this case, for linear structures, a response value of the structure
(e.g. displacement, force, stress) is calculated by superimposing relevant responses
under multiple support excitations due to a nonuniform earthquake ground motion.
Multiple support excitations are shown schematically in Fig. 4.3 for an example
offshore structure with three supports which are numbered as (1), (2), and (3). Each
support is subjected to a random ground acceleration, namely €ug1, €ug2 and €ug3. A
response value (displacement, force, stress) at a location in the structure, which is
denoted by r, can be calculated generally in the frequency domain as written by,

Frequency response under

multiple-support excitations

)

! rðxÞ ¼
X

n

j¼1

Hr €ugjðxÞ €ugjðxÞ ð4:12aÞ

where Hr €ugjðxÞ is the transfer function between the response r and the ground
acceleration at the support j, €ugjðxÞ, and n is the number of prescribed supports of
the structure. The frequency response r(x) given by Eq. (4.12a) can be conve-
niently written in the vector notation as,

rðxÞ ¼ fHr €ugðxÞg
Tf€ugðxÞg ð4:12bÞ

in which the vector fHr €ugðxÞg contains all transfer functions Hr €ugjðxÞ for (j = 1 to
n), and the vector f€ugðxÞg contains all support accelerations €ugjðxÞ for (j = 1 to n).

g1u g2u g3u

(1) (2) (3)

Fig. 4.3 Multiple support excitation of an offshore structure under a nonuniform earthquake
ground motion
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From Eq. (4.12b), the spectrum of the response r, Srr(x), can be easily stated by
using the input–output relation of a linear systems as similar to Eq. (2.136). It is
written as,

Response spectrum under

multi-support random excitations

)

! SrrðxÞ ¼ fHr €ugðxÞg
�T ½S€ugðxÞ�fHr €ugðxÞg

ð4:13Þ

in which the superscript (*) denotes the complex conjugate of a row vector, and
½S€ugðxÞ� is the spectral matrix of the ground accelerations at the supports, €ugjðxÞ
for (j = 1 to n). This spectral matrix is formed as written by,

½S€ugðxÞ� ¼

S11ðxÞ : : S1jðxÞ : : S1nðxÞ
: : : : : : :
: : : : : : :

Sk1ðxÞ : : SkjðxÞ : : SknðxÞ
: : : : : : :
: : : : : : :

Sn1ðxÞ : : SnjðxÞ : : SnnðxÞ

2

6

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

7

5

ð4:14Þ

in which the term, in general, SkjðxÞ denotes the cross spectrum of the ground
accelerations at the supports k and j respectively, i.e. €ugkðxÞ and €ugjðxÞ. Based on
the recorded earthquake data at different sites, the spectral matrix of the earthquake
ground motion can be calculated in the smoothed forms. By using the spectral
information of two recording stations of the earthquake, say k and j, a coherency
function of the seismic motion is defined [33, 51–57] as written by,

Coherency function of

a seismic motion

)

! ckjðd;xÞ ¼
SkjðxÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

SkkðxÞSjjðxÞ
p ð4:15aÞ

in which d denotes the separation distance between the locations k and j in the
earthquake wave propagation direction. Its absolute value varies between zero and
one, i.e. 0� jckjðd;xÞj � 1. The coherency function is conveniently stated in an
alternative form [56] written as,

Alternative statement of

the coherency function

)

! ckjðd;xÞ ¼ jckjðd;xÞj exp½ihkjðd;xÞ� ð4:15bÞ

where i ¼
ffiffiffiffiffiffiffi

�1
p

� �

, jckjðd;xÞj is the modulus, which is also called as loss of coher-
ency or lagged coherency, and hkjðd;xÞ is the phase of the coherency function
describing the wave passage effect between the locations k and j. The real part of
ckjðd;xÞ, i.e. Re ckjðd;xÞ, is called the unlagged coherency. The modulus jckjðd;xÞj
is a measure of the similarity in the seismic motion which indicates the degree of
linearity between recorded data at the stations k and j. The phase of the coherency
function is defined [33, 54, 56] as written by,
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Definition of phase of

the coherency function

)

! hkjðd;xÞ ¼ arctan
ImSkjðxÞ
ReSkjðxÞ


 �

ð4:16aÞ

For a seismic wave propagating with an approximately constant velocity c along
the line between the stations k and j, the phase of the coherency function can be
obtained [64] as written by,

hkjðd;xÞ ¼ �
d x
c

ð4:16bÞ

which is a function of the separation distance d, frequency x, and the apparent
velocity of the wave propagation c. For the lagged (loss of) coherency, or the
modulus jckjðd;xÞj, there have been numerous parametric expressions reported in
the literature, see e.g. [30, 56] for a survey. The most popular one mentioned in the
literature is introduced in [33]. It is written as,

the lagged coherency !

jckjðd;xÞj ¼ A exp �BðxÞ
a


 �

þ ð1� AÞ exp �BðxÞð Þ

BðxÞ ¼ 2jdj
bðxÞ 1þ A a� 1ð Þ½ � and

bðxÞ ¼ k 1þ x
x0


 �b
" #�1=2

8

>

>

>
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:

ð4:17aÞ

where A, a, k, b, and x0 are five empirical parameters. These parameters can be
obtained from the minimization of the error function defined [54] as,

f ðA; a; k; b; x0Þ ¼
X

ns

i¼1

X

nx

j¼1

arctan cðdi;xjÞ
� �

� arctan jcðdi;xjÞj
� �� 
2 ð4:17bÞ

in which ns and nx are respectively the station pairs and discrete frequencies, and
di denotes the separation distance between the station pair i. It has been reported
[54] that, for large separation distances and frequencies, Eq. (4.17a) produces
erroneous values for a and k parameters. Therefore, for large d and x values, the
coherency model given in Eq (4.17a) is degenerated to a simpler form [54] written
as,

jckjðd;xÞj ¼ A exp � 2jdj
v

1þ x
x0


 �b
" #1=2

0

@

1

Aþ ð1� AÞ ð4:17cÞ

in which v ¼ a k=ð1� AÞð Þ. This model of jckjðd;xÞj contains four empirical
parameters as A, v, b, and x0. In order to give an idea about the magnitudes of the
empirical parameters, the values estimated from data [33] are written below.
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A¼ 0:736; a¼ 0:147; k¼ 5210; x0¼ 6:85; b¼ 2:78 ð4:17dÞ

These values may be varied according to soil conditions and stations of the data that
they are estimated from. It is, usually, assumed that the supports of the structure
have the same site conditions with different separation distances and frequencies
(homogeneous ground condition), and therefore, the processes of ground acceler-
ations at the supports will be identical, i.e. SkkðxÞ ¼ S€ugðxÞ

� �

where (k = 1 to Ns)
with Ns is the number of supports, and S€ugðxÞ is the spectrum of the ground
acceleration at a point (point earthquake spectrum). In this case, the spectral matrix
of ground accelerations at the supports given by Eq. (4.14) will be stated in terms of
the coherency functions and the point earthquake spectrum as written by,

½S€ugðxÞ� ¼

c11ðd; xÞ : : c1jðd;xÞ : : c1nðd;xÞ
: : : : : : :
: : : : : : :

ck1ðd;xÞ : : ckjðd;xÞ : : cknðd;xÞ
: : : : : : :
: : : : : : :

cn1ðd;xÞ : : cnjðd;xÞ : : cnnðd;xÞ
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6

6
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6
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S€ugðxÞ ð4:18Þ

The point earthquake spectrum S€ugðxÞ is also defined as the homogeneous
earthquake spectrum for random ground motion which is assumed to be a zero-
mean ergodic-Gaussian process of finite duration represented by a filtered white
noise. This spectrum is represented by the modified Kanai–Tajimi spectrum [4]
which is stated as written by,

S€ugðxÞ ¼
1þ 4n2

g x=xg

� �2

1� x=xg

� �2
h i2

þ4n2
g x=xg

� �2
Sf ðxÞ S0 ð4:19aÞ

where ng is the characteristic ground damping ratio, xg is the characteristic ground
frequency, Sf ðxÞ is the filter spectrum for low frequency region to avoid diffi-
culties and singularity when the frequency approaches zero, and S0 is an intensity
factor. The filter spectrum is given [4] by

Sf ðxÞ ¼
x=xf

� �4

1� x=xf

� �2
h i2

þ4n2
f x=xf

� �2
ð4:19bÞ

in which xf and nf are respectively the characteristic frequency and damping ratio
of the filter. The intensity factor S0 is calculated from the integration of Eq. (4.19a)
as it is obtained to be,

S0 ¼
4ngr2

€ug

p 1þ 4n2
g

� �

xg

ð4:19cÞ

4.4 Calculation of Response Spectra of Offshore Structures 269



in which r€ug is the standard deviation (rms) of the ground acceleration. The
original Kanai–Tajimi spectrum, which does not include the filter spectrum Sf ðxÞ,
has a constant value equal to S0 at the zero frequency, (x ¼ 0). When this
acceleration spectrum is transformed to the spectrum of ground displacement, at
the zero frequency point, there will be a singularity and, in the small frequency
region, high values of the displacement spectrum are obtained. This occurrence
may result in exaggerated response spectral values in the small frequency region,
and consequently, wrong response statistical values. Using the filter spectrum in
the original Kanai–Tajimi spectrum, as stated in Eq. (4.19a), prevents this unde-
sirable situation. In order to demonstrate the effect of the filter spectrum, the
modified Kanai–Tajimi spectrum is plotted for nf = 0.6 and for different values of
the characteristic filter frequency xf. In this demonstration, the standard deviation
of the ground acceleration, the characteristic of ground frequency, and damping
ratio are respectively assumed to be,

r€ug ¼ 0:25 m/s2; xg¼ 15 rad/s, ng¼ 0:6 ð4:19dÞ

The shapes of these spectra are shown in Fig. 4.4 where it is seen that the filter
spectrum dominates the small frequency region while, in the high frequency
region, it has inconsiderable effect. If all supports undergo the same random
ground motion, i.e. €ugkðxÞ ¼ €ugðxÞ

� �

for (k = 1 to Ns), then a unified ground
motion is obtained with the homogeneous earthquake spectrum given by
Eq. (4.19a). In this case, the response transfer functions will be calculated as
explained in Sect. 4.3.2.3, and the response spectra will be calculated by using the
response transfer functions explained in Sect. 4.4.2 and presented by Eq. (4.11b)
for the displacements. Under multiple support excitations, as in the case of non-
uniform ground motion, the calculation of response transfer functions is somewhat
different than that explained in the Sect. 4.3.2.3. This calculation is explained
briefly in the following section.

4.4.2.3 Calculation of Structural Response Transfer Functions Under
NonUniform Earthquake Ground Motion

When the structure is subjected to a random multiple ground motion the calcu-
lation of response transfer functions differs from that under a uniform ground
motion which is presented in the Sect. 4.3.2.3. In this case, a matrix partitioning is
used in the dynamic equilibrium equation, for which the displacements of the
structure are separated into two parts as,

1. prescribed displacements at the supports (base displacements of the structure)
which are denoted by the vector {ug},

2. all other structural displacements excluding the supports (displacements of
superstructure at the unconstrained degrees of freedom) which are denoted by
the vector {D} in the global coordinate system.
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It is now assume that the structure is subjected to ground motion only. Thus, the
forces acting on the structure are the support reactions which are denoted by the
vector {Pg}, and forces at the superstructure are zero. Under this condition, the
dynamic equilibrium equation of the structure can be written as,

Kdd Kdu

KT
du Kuu

� �

D

ug

( )

þ Cdd Cdu

CT
du Cuu

� � _D

_ug

( )

þ Mdd Mdu

MT
du Muu

� � €D

€ug

( )

¼
0

Pg

( )

ð4:20Þ

in which the bold characters denote matrices and vectors, i.e. D ¼ fDg, ug ¼ fugg,
Pg ¼ fPgg and Kdd = [Kdd], Kdu = [Kdu], etc. Eq. (4.20) gives two sets of
equations. The zero loading set can be stated explicitly in terms of the support
motion as written by,

KddDþ Cdd
_DþMdd

€D ¼ � Kduug þ Cdu _ug þMdu€ug

� �

ð4:21aÞ

At this time, we assume that the displacement vector D is decomposed into a
pseudo-static and a dynamic components as written by,

D ¼ Ds þ Dd !
Ds: pseudo-static component

Dd: dynamic component

(

ð4:21bÞ

The pseudo-static component is calculated from Eq.(4.21a) by setting all dynamic
terms to zero which leads to the following equation.

Ds ¼ �Rug where R ¼ K�1
dd Kdu ð4:21cÞ
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Fig. 4.4 The modified Kanai–Tajimi earthquake spectrum for different filter frequencies, xf
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Having substituted Eqs. (4.21c) and (4.21b) into (4.21a) it can be obtained that,

KddDd þ Cdd
_Dd þMdd

€Dd ¼ � Cdu � CddRð Þ _ug � Mdu �MddRð Þ€ug ð4:21dÞ

In Eq. (4.21d), the damping force term is usually small in comparison with the
inertia force term [45], and therefore, it is neglected. Then, the differential equa-
tion of the dynamic component Dd of the displacement vector becomes as written
by,

KddDd þ Cdd
_Dd þMdd

€Dd ¼ � Mdu �MddRð Þ€ug ð4:22aÞ

which can be solved as explained in Sect. 4.2. The response transfer function
matrix of this displacement vector, HDd€ugðxÞ, can be stated implicitly from Eq.
(4.1) as written by,

DdðxÞ ¼ HDd€ugðxÞ €ugðxÞ

HDd€ugðxÞ ¼ Kdd þ ixCdd � x2Mdd

� ��1
MddR�Mduð Þ

ð4:22bÞ

By using the modal analysis method the response transfer function matrix
HDd€ugðxÞ can be obtained explicitly from Eq.(4.2) as stated by,

HDd€ugðxÞ ¼ K�1
dd þ

X

q

j¼1

ajðxÞuju
T
j

 !

MddR�Mduð Þ ð4:22cÞ

in which uj denotes the eigenmode vector of the jth. natural mode, i.e. uj ¼ f/gj,
ajðxÞ is the modal participation factor, see Eq. (4.2), and q is the number of
eigenmodes included. The response transfer function matrix of the quasi-static
displacements can be readily written from Eq. (4.21c) as,

DsðxÞ ¼ �RugðxÞ ¼ HDs€ugðxÞ€ugðxÞ ! HDs€ugðxÞ ¼
1
x2

R ð4:22dÞ

Since the total displacements, D, are obtained from the superimposition of the
quasi-static and dynamic components of the displacements as written in Eq.
(4.21b), the transfer function matrix of the total displacements can be stated as,

DðxÞ ¼ HD€ugðxÞ €ugðxÞ ! HD€ugðxÞ ¼ HDs€ugðxÞ þHDd€ugðxÞ
� �

ð4:23aÞ

Having substituted the statements of HDs€ugðxÞ and HDd€ugðxÞ from Eqs. (4.22d) and
(4.22c) into (4.23a) it can be obtained that,

HD€ugðxÞ ¼
1
x2

Rþ K�1
dd þ

X

q

j¼1

ajðxÞuju
T
j

 !

MddR�Mduð Þ ð4:23bÞ

When a lumped mass matrix is used, the off diagonal term will be zero, i.e.
Mdu ¼ 0. In this case, Eq. (4.23b) will be simplified as written by,
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HD€ugðxÞ ¼
1
x2

Iþ K�1
dd þ

X

q

j¼1

ajðxÞuju
T
j

 !

Mdd

" #

R ð4:23cÞ

in which I denotes a unit matrix. The calculation of the matrix R can be carried out
easily from Eq. (4.21c) by applying unit displacements at supports and solving to
the structural displacements Ds.

4.4.2.4 Calculation of Spectral Responses Under Non-Stationary
Multi-Support Ground Excitation

In the spectral earthquake analysis, it is mostly assumed that the random earthquake
ground acceleration is a filtered white noise stationary Gaussian process. Its spectral
representation is given by the Kanai–Tajimi spectrum as shown in Fig. 4.4. This is
an adequate simplifying assumption to ease the calculation of spectral responses of
structures. However, it is realized from the study of recorded accelerograms that the
earthquake ground excitation is generally a non-stationary random process [65],
and therefore, the due response spectra depend on not only the frequency content
but also a function of time. Non-stationary responses of structures have been
studied in the past and reported in the literature, see i.e. [34–36, 58] and [65–89].
In this section, calculation of response spectra of structures under non-stationary
multi-support earthquake excitation are explained briefly.

A non-stationary unified earthquake ground motion is represented by a uni-
formly modulated random process [71, 76] which is defined as,

€xgðtÞ ¼ aðtÞ €ugðtÞ ð4:24aÞ

In Eq.(4.24), €xgðtÞ is the non-stationary earthquake ground acceleration, a(t) is a
deterministic envelope time function and €ugðtÞ is the unified stationary earthquake
ground acceleration for which the spectral function is defined by Eq. (4.19a).
Similar to the stationary multiple support excitations presented in the previous
sections, the non-stationary multiple support excitations can be written from Eq.
(4.24a) as,

f€xgðtÞg ¼ ½aðtÞ�f€ugðtÞg ð4:24bÞ

where [a(t)] is a diagonal matrix allowing different deterministic time functions at
different supports. The calculation procedure of non-stationary random vector
processes is explained below in general. Then, the spectral formulation of multi-
support earthquake random excitations is obtained from the general formulation.
For this purpose, two non-stationary input processes and the corresponding
response output processes are used. The assumed non-stationary input vector
processes are denoted by {y1(t)} and {y2(t)}, and the corresponding response
output vector processes are denoted by {z1(t)} and {z2(t)}, respectively. As similar
to Eq. (4.24b), the non-stationary input processes are defined as,
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non-stationary input processes !
fy1ðtÞg ¼ ½a1ðtÞ�fx1ðtÞg
fy2ðtÞg ¼ ½a2ðtÞ�fx2ðtÞg

(

ð4:25aÞ

whrere {x1(t)} and {x2(t)} are stationary input vector processes with zero mean,
[a1(t)] and [a2(t)] are diagonal matrices containing deterministic time functions for
the elements of the stationary {x1(t)} and {x2(t)} processes. The corresponding
output processes for a linear system at the time stations, t1 and t2, are obtained
from the convolution integral explained in Sect. 2.6 as written by,

fz1ðt1Þg ¼
Z

t1

�1

½hðt1 � s1Þ�fy1ðs1Þgds1

fz2ðt2Þg ¼
Z

t2

�1

½hðt2 � s2Þ�fy2ðs2Þgds2

ð4:25bÞ

in which [h(t)] is a matrix of system impulse response functions which are shown
in Fig. 4.5 with non-stationary input processes. Having introduced Eqs. (4.25a)
into (4.25b) the response output processes at time stations, t1 and t2, can be
obtained as written by,

non-stationary output processes!

fz1ðt1Þg¼
Z

t1

�1

½hðt1�s1Þ�½a1ðs1Þ�fx1ðs1Þgds1

fz2ðt2Þg¼
Z

t2

�1

½hðt2�s2Þ�½a2ðs2Þ�fx2ðs2Þgds2
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ð4:25cÞ

The cross-correlation matrix of the non-stationary output processes, {z1(t1)} and
{z2(t2)}, can be written from Eq. (2.131a) as,

½Rz1z2ðt1; t2Þ� ¼ E fz1ðt1Þgfz2ðt2ÞgT� 


ð4:26aÞ

Since {x1(t1)} and {x2(t2)} are stationary processes Eq. (4.26a) can be stated as
written by,

½Rz1z2ðt1; t2Þ� ¼
Z

t1

�1

Z

t2

�1

½hðt1 � s1Þ�½a1ðs1Þ�½Rx1x2ðsÞ� ½a2ðs2Þ�T ½hðt2 � s2Þ�T ds1ds2

where s ¼ s2 � s1ð Þ
ð4:26bÞ

in which ½Rx1x2ðsÞ� is the cross-correlation matrix of the stationary {x1(t)} and
{x2(t)} processes. It is obtained from the Fourier transform of their cross-spectral
matrix as written by,
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½Rx1x2ðsÞ� ¼
Z 1

�1
½Sx1x2ðxÞ� eixsdx with ðs ¼ s2 � s1Þ ð4:26cÞ

Having introduced Eqs. (4.26c) into (4.26b), the cross-correlation matrix of the
response outputs ½Rz1z2ðt1; t2Þ� can be expressed as written by,

Cross-correlation of

non-stationary functions

)

! ½Rz1z2ðt1; t2Þ�

¼
Z 1

�1
½A�1ðt1;x� ½Sx1x2ðxÞ� ½A2ðt2;x�T dx ð4:27aÞ

in which [Aj(t,x)], where (j = 1,2), is a matrix of modulating functions as
depending on the time t and frequency x, the superscript (*) denotes a complex
conjugate. The matrix of modulating functions is defined as stated by,

½Ajðt;x� ¼
Z

t

�1

½hðt � sÞ�½ajðsÞ�eixsds ð4:27bÞ

When (t1 = t2 = t) the integrant of ½Rz1z2ðt1; t2Þ� in Eq. (4.27a) is defined as the
evolutionary power cross-spectral matrix. It is written as,

Evolutionary cross-

specral matrix

)

! ½Sz1z2ðt;xÞ� ¼ ½A�1ðt;x�½Sx1x2ðxÞ� ½A2ðt;x�T ð4:28aÞ

For this special case, since {z1(t)} and {z2(t)} are zero mean value non-stationary
processes, the cross-correlation matrix ½Rz1z2ðt1; t2Þ� becomes as to be the cross-
covariance matrix. It is stated from Eqs. (4.27a) and (4.28a) as written by,

Cross-covariances of

non-stationary processes

)

! ½Rz1z2ðt; tÞ� ¼ ½rz1z2ðtÞ� ¼
Z 1

�1
½Sz1z2ðt;xÞ� dx

ð4:28bÞ
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Fig. 4.5 An impulse response function and non-stationary input functions. a an impulse response
function, b non-stationary input functions
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When ({z1(t)} = {z2(t)} = {z(t)}), which is the case of multi-support non-
stationary earthquake excitations, the cross-covariance matrix given by Eq. (4.28b)
becomes as the auto-covariance matrix. When it is compared with the stationary
processes, the statements given by Eqs. (4.28a) and (2.133) become similar, i.e.,

stationary to non-stationary: ½HzðxÞ� ! ½Azðt;x�
non-stationary to stationary: ½Azðt;x� ! ½HzðxÞ�

ð4:29Þ

The stationary case is obtained from the non-stationary case when the matrix of
deterministic time functions in Eq. (4.27b) becomes a unit matrix, i.e.
[a(t)] = I where I is a unit matrix. The calculation of the evolutionary power
cross-spectral matrix from Eq. (4.28a) requires the calculation of the matrix of
modulating functions, [Aj(t,x)]. Under assumed deterministic time functions, i.e.
[aj(t)], it is calculated by using Eq. (4.27b). For different deterministic time
functions, the corresponding modulating functions have been calculated and
reported in the literature [90].

4.5 Calculation of Response Statistical Quantities

In the previous sections, calculation of response spectra of offshore structures under
wave and earthquake loadings has been presented. Since the input random wave
elevation g(t) for the wave loading, and the earthquake ground acceleration €ugðtÞ for
the earthquake loading, are zero mean stationary processes, the corresponding
responses become also zero mean random processes. If the non-stationary earth-
quake motion is considered, then the response becomes also non-stationary with
zero mean. Statistical quantities of a response random variable are defined as the
mean value, variance and probability distribution information such as skewness,
kurtosis, and spectral bandwidth which are explained in Chap. 2. For stationary
processes, these statistical quantities are calculated from spectral moments of the
response process considered using Eq. (2.96) in Chap. 2. The spectrum of the
response considered, i.e. a stress process due to wave loading, will be calculated
from Eq. (4.9c). In the case of stationary multi-support earthquake excitations, a
response spectrum will be calculated from Eq. (4.13). In the case of non-stationary
earthquake excitations, variances, and covariances of the derived processes cannot
be calculated directly from spectral moments of responses which are given by Eq.
(2.100). Calculation of the variance rzzðtÞ of a response non-stationary process z,
which is a time function, is explained in the previous section. The variances and
covariances of the derived processes of z, which may be rz_zðtÞ, r_z_zðtÞ, rz€zðtÞ, r_z€zðtÞ
and r€z€zðtÞ, can be calculated as similar to the calculation of rzzðtÞ by using the
evolutionary spectra of the derived processes. This subject has been studied and
reported in the literature, see e.g. [91–98]. Statistical characteristics of a non-
stationary response process are defined in terms of the standard deviations of z and
its derivative processes. These characteristics are:
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Up-crossing frequency . . .. . .. . . :! x0ðtÞ ¼ r_zðtÞ=rzðtÞ
Average frequency of maxima :! xmðtÞ ¼ r€zðtÞ=r_zðtÞ

Spectral Bandwidth. . .. . .. . .. . . :! eðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� x2
0ðtÞ=x2

mðtÞ
q

ð4:30Þ

where rzðtÞ, r_zðtÞ and r€zðtÞ are respectively standard deviations of z, _z and €z. It is
worth noting that the process z can be a narrow banded at a time and a broad
banded at another time instances.

4.6 Example

For the demonstration purposes, a jacket type offshore structure is analyzed by
using the SAPOS program [99]. The structure, geometrical data and the 3D cal-
culation model are shown in Fig. 4.6. It is supported on piles of 25 m depth in the
soil as shown in Fig. 4.6. The soil properties are given in Table 4.1. Member
dimensions and material properties of the structure are given in Table 4.2. It is
assumed that the members in water are empty. Added masses of surrounding water
of submerged members are taken into account by increasing the structural mass
density according to the following statement:

Total mass density of submerged members :! qtot ¼ qs þ
qwc

4
D

h


 �

ð4:31Þ

where qs is the mass density of structural material, qw is the mass density of water, c
is the added mass coefficient, D and h are respectively diameter and wall thickness
of the structural member, which are given in Table 4.2. It is assumed that the water
depth is 75.0 m and the jacket is subjected to uni-directional random waves in the
global X direction as shown in Fig. 4.6. The Pierson–Moskowitz (PM) sea spec-
trum, which is given by Eq. (3.31a) in Chap. 3, for an assumed sea state of
Hs = 9.0 m is used in the analysis. It is shown in Fig. 4.7 where xz is the zero
crossings frequency and xp is the peak frequency of waves. It is also used a long-
term Weibull probability distribution function of sea states given by Eq. (3.41) as
shown in Fig. 4.8. In the analysis, the water structure interaction is taken into
account with one iteration. The wave force data, marine growth, density of water
and parameters of the Weibull probability distribution are given in Table 4.3 where
cd and cm are respectively drag and inertia force coefficients, A, B and C are the
parameters of the Weibull distribution. In the spectral analysis of the structure, both
the quasi-static and dynamic contributions of the response are considered.

Two natural mode shapes are used for the calculation of the dynamic response
contribution. The mode shapes with corresponding natural frequencies are shown in
Fig. 4.9. These two mode shapes are the same in orthogonal directions with the
same natural frequencies. The spectrum and spectral moments of the hot-spot
normal-stress at the bottom of a leg of the jacket are calculated for the assumed sea
state of Hs = 9.0 m. For the calculation of the hot-spot normal-stress, a stress
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concentration factor of (SCF = 2.0) is assumed. The calculated hot-spot stress
transfer function is illustrated in Fig. 4.10 where the peak corresponds to the natural
frequency of (x1 = 2.98 rad/s). The stress spectrum is illustrated in Fig. 4.11

Mdeck

20.0m
+15.0m

-25.0m

-50.0m

-75.0m

Z

X

Y

32.0m

-100.0m

SLW

SOIL

Fig. 4.6 An example jacket type offshore structure, geometrical data and 3D calculation model

Table 4.1 Properties of the soil under the example jacket structure

Axial skin friction, kx Subgrade modulus, ky Subgrade modulus, kz

100 MPa 100 MPa 100 MPa

Table 4.2 Member dimensions, material properties and mass of the deck of the example jacket

Members Diameter (mm) Thickness(mm)

Bracings at top (+15.0 m) Rigid Rigid
Horizontal bracings and diagonals 1,200 16
Vertical diagonals 1,600 20
Top legs (above SWL) 2,000 35
Piles and Legs in water (below SWL) 1,750 30
Material properties (steel): E = 205 GPa, qs = 7,800.0 kg/m3, Poisson’s ratio = 0.30
Mass of the deck……. : Mdeck = 4,800 ton, Added mass coefficient = 0.9

Frequency (rad/sec)
0.00 0.75 1.50 2.25 3.00 3.75

17.5

14.0

10.5

 7.0

3.5

0.0

Hs = 9.0m
 = 

p = 0.42 rad/sec
z 0.59 rad/sec

Fig. 4.7 Pierson–Moskowitz sea spectrum
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where the first peak corresponds to the peak frequency of waves at xp = 0.42 rad/s
and the second peak corresponds to the lowest natural frequency of the structure at
x1 = 2.98 rad/s. The stress spectral moments calculated from this spectrum are
m0 = 0.345 9 1015, m2 = 1.626 9 1015 and m4 = 13.72 9 1015. By using Eqs.
(2.116) and (2.117) in Chap. 2, the mean frequencies of zero crossings and maxima
of the hot-spot stress are calculated to be x0 = 2.172 rad/s and xm = 2.905 rad/s.
From Eq. (2.102) the spectral bandwidth of the hot-spot stress process is calculated
to be e = 0.664 which indicates that, for the assumed sea state, the stress process is
not narrow banded. It is a stochastic process between narrow and broadband.

0.0 2.0 4.0 6.0 8.0 10.0
Significant wave height (Hs)

0.45

0.36

0.27

0.18

0.09

0.0

A = 0.60
B = 1.67
C = 1.20

Fig. 4.8 Weibull probability distribution

Table 4.3 Wave force data and parameters of the Weibull probability function

cd cm Marine growth thick., tmarine Density of water, qw A B C

1.0 1.6 20 cm 1,024 km/m3 0.60 1.67 1.20

ω1=2.98 rad/sec
ω2=2.98 rad/sec

(a) (b)

Fig. 4.9 Natural mode shapes and frequencies of the example jacket structure. a First natural
mode shape. b Second natural mode shape
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Exercise 1

A monopod tower shown in Fig. 4.12 is subjected to uni-directional random waves.
The tower is fixed at the bottom. It is made of steel and has a length of
hs = 120.0 m, a diameter of D = 15.0 m with a wall thickness of t = 0.08 m. The
mass of the deck is Mdec = 300.0 ton. The water depth is d = 100.0 m, the drag
and inertia force coefficients are respectively cd = 1.3 and cm = 2.0. The structural
damping ratio is assumed to be n = 0.01. The random waves are represented by the
Pierson–Moskowitz sea spectrum given by Eq. (3.31a) in Chap. 3 with a sea state of
Hs = 9.0 m. The mass density of water is assumed to be qw = 1,024 kg/m3 and
added mass coefficient is c = 0.9. The deep water condition is used in the analysis.
The stress concentration factor at the bottom of the tower is assumed to be
SCF = 2.0. The following items are required:

1. Calculate natural frequency of the tower with and without containing water up
to still water level (SWL)

2. Calculate the added damping ratio due to surrounding water of the tower
3. Plot transfer function of the normal hot-spot stress at the bottom of the tower

Frequency (rad/sec)
0.00 0.75 1.50 2.25 3.00 3.75

*10
8

7.0

5.6

4.2

2.8

1.4

0.0

Fig. 4.10 Transfer function of hot-spot normal-stress

0.00 0.75 1.50 2.25 3.00 3.75
Frequency (rad/sec)

*1015

1.55

1.24

0.93

0.62

0.31

0.00

Fig. 4.11 Spectrum of the hot-spot stress
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4. Calculate and plot the spectrum of the hot-spot stress
5. Calculate stress spectral moments, variance, frequencies of zero-crossings and

maxima, and the bandwidth parameter of the hot-spot stress process at the
bottom of the tower.

Exercise 2

The monopod tower shown in Fig. 4.12 is now subjected to a stationary earth-
quake random ground motion which is represented by the modified Kanai–Tajimi
spectrum given by Eq. (4.19a). It is assumed that the characteristic ground
damping ratio and frequency are respectively ng = 0.6 and xg = 15.0 rad/s. The
characteristic damping ratio and frequency of the filter are assumed respectively to be
xf = 1.5 rad/s, nf = 0.6. The standard deviation of the ground acceleration is
assumed to be r€ug ¼ 0:25 m/s2. The followings are required to be calculated.

1. Calculate and plot the transfer function of the absolute horizontal displacement
at the top of the tower

2. Calculate and plot the spectra of the displacement at the top and hot-spot
normal stress at the bottom

3. Calculate stress spectral moments, variances, frequencies of zero-crossings and
maxima, and the bandwidth parameters of the displacement at the top and the
hot-spot stress at the bottom of the tower.
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Chapter 5
Fatigue Analysis of Offshore Structures

5.1 Introduction

Fatigue is an important phenomenon that causes damages and failure around the weld
toe at member connections of offshore structures. Fatigue occurs due to high stress
concentrations in the long term since loading conditions are time-dependent and
continuous in sea and ocean environments. Because of severe corrosion and uncertain
cyclic loading in the sea environment, fatigue becomes potentially one of the main
problems causing degradation in the long-term structural integrity. Structures to be
built in such environments are imposed on wind, wave, current, and earthquake
exposures. Among them, waves play a major role in fatigue failure due to their
continuity in time in random sequences, as being tiny, moderate, and sometimes
catastrophic, which produce random fluctuating stress responses in structural com-
ponents. Explorations and productions of offshore energy resources in more hostile
and deeper ocean environments require structures that are relatively flexible and
dynamic sensitive. For such structures, fatigue damage accumulations and conse-
quently the fatigue failure become more important due to stress fluctuations with large
amplitudes that cause failure in a shorter time period. Since fatigue is one of the main
design criteria for offshore structures, it requires a sophisticated and advanced analysis
procedure to be formulated and determined in a proper way to maintain the long-term
integrity of welded joints of the structure for a safe and reliable operation. However,
fatigue is a complex phenomenon that a little is known about its cumulative excursion
in time under random loading. It depends on loading types, structural material, joint
configuration, initial conditions and imperfections of the geometry, etc.

In the theoretical point of view, methods of the fracture mechanics suffer from
lack of completeness to solve this complicated problem in a general sense. Fatigue
damage occurs in two main stages as being crack initiation and crack growth
including propagation of one dominant crack and the final fracture. The fracture
mechanics approach can be performed straightforwardly if the critical value of
fracture toughness at the service conditions [1] is known. The amount of fracture
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toughness involved in the development offracture criterion depends on some factors.
These are the knowledge of service conditions of the structure such as temperature
and loading, the desired level of performance in the structure such as plane-strain,
elastic–plastic, or plastic behavior, and the consequences of structural component
failure. Owing to these complexities, the fracture mechanics approach can be applied
to the fatigue damage estimate for very simple cases of structural components that
are mostly far from the realistic welded joint configurations of offshore structures.
However, in general, it provides some useful explanations and results in the fatigue
damage formulation in the uncertainty space. Due to considerable variations in
the controlling parameters of uncertainties, a reliability-based fatigue [2–12] and
fracture mechanics assessments [13–17] need to be essentially carried out.

In the experimental point of view, our knowledge of fatigue is mainly based on
experimental observations. Therefore, fatigue testing and interpretation of test
results are of utmost importance. Fatigue test results constitute the basis of design
and assessment procedures for the fatigue resistance of offshore structural com-
ponents to cyclic loadings. As a phenomenon, fatigue strength cannot be theo-
retically formulated from fundamental engineering principles, but is rather
analytically modeled from experimental observations. For offshore structures,
laboratory tests have been carried out to obtain fatigue data for design purposes,
see for example [18]. The analysis of existing experimental data and corre-
sponding fatigue damage formulation is crucial to successful design of offshore
structures. However, most of the data have been produced from constant amplitude
tests, and few from variable amplitude tests (random loading). In all loading
conditions, some specific joint types have been tested, and therefore the data
available are subjected to some limitations of the joint types as well as the loading
conditions. In practical applications, no limitation does exist concerning loading
and other environmental factors that cannot be represented in a laboratory setup.
The joint configurations in practice are also much more complex than those used in
experimental tests. Therefore, owing to these limitations and uncertainties in
loading and environment, a probabilistic fatigue analysis will be more eligible than
a deterministic one for offshore steel structures. The probabilistic fatigue damage
estimate of offshore structures can be carried out by using a fatigue model, which
is based on available fatigue data obtained from experiments, and theoretical tools
that have been developed so far. This chapter outlines the procedure of analytical
calculation for probabilistic fatigue damages and fatigue life of offshore steel
structures assuming that the experimental fatigue model (S–N curve) is provided.

5.2 Fatigue Phenomenon and Fatigue Damages

In general, fatigue is defined as a process of damage accumulation in a material
under fluctuating stress histories. Eventually, it results in failure and even the
maximum working stress remains below the ultimate elastic limit of the stress.
It reduces local strengths of structural materials. The phenomenological details of
the fatigue process may be different for different materials [19], but it is common
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for all materials that the process of progressive change in a material under fluc-
tuating stresses may be ended by development of cracks or complete fracture after
a sufficient number of stress cycles. For tubular welded joints, the fatigue crack
starts mainly at the weld toe where stress concentration occurs as shown in Fig. 5.1
for a T joint assuming that any initial imperfection does not exist to cause high
stress concentrations. Then, the microscopic crack grows gradually through the
thickness and along the circumference of the stressed member, e.g., chord in
Fig. 5.1, to become visible, and finally to a degree of fully damaged cross-section.
The stress concentration at the weld toe is defined as the hot-spot stress.

In the fatigue process, the damage develops gradually in early stages and then
accelerates very rapidly in late stages toward the end at the location of the hot-spot
stresses. The first stage consists of a threshold, crack initiation, and formation as
schematically shown in Fig. 5.2. The second stage belongs to the crack-propagation
process which follows a linear propagation rule in the logarithmic scale. The third
stage belongs to unstable crack growth and fracture which finalizes with the failure
as shown in Fig. 5.1. In the threshold region of Stage I, i.e., DK B DKth where
DK and DKth are, respectively, stress- and threshold stress-intensity factors, cracks
do not propagate [1]. This point defines an endurance fatigue limit of the
(S–N) curve. In this region an infinite fatigue life is obtained. Stage II represents the
crack propagation process according to the Paris–Erdogan crack propagation Law
[20] which dominates the process of fatigue damage accumulation. In Stage III, the
acceleration of the crack propagation process increases and, at a maximum (critical)
constant stress-intensity factor, DKmax, the crack grows to failure as an unstable
fracture when the remaining cross-sectional area is too small to take a stress value.
There are two main methods applied practically to predict the fatigue damage
growth in offshore structural members. These are the fracture mechanics approach
and the (S–N) curve approach as presented briefly in the following sections.

5.2.1 Fracture Mechanics Approach to Predict
Fatigue Damages

Fracture mechanics approach is used at the design stage of offshore structures as it
provides the basis for fatigue life prediction, and also during the operational stage

Chord

Brace

nominal stress

hot-spot stress

saddle point
weld toe crack

crown point

Fig. 5.1 A tubular T joint,
definition of the hot-spot
stress in the chord, and a
possible crack region due to
the fatigue damage
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to make decisions on inspection scheduling and repair strategies [18]. Like other
large and complex structures, offshore tubular structures can also have crack-like
imperfections, notches, or other kind of discontinuities. The fundamental concept
of the fracture mechanics is the characterization of the stress field in terms of a
single parameter, DK, which is called as the stress intensity factor, in the vicinity
of a crack [1]. This parameter is related to both the stress r and crack size a. For an
infinite plate with different crack geometries under a uniform stress r shown in
Fig. 5.3, the stress intensity factors are written in Fig. 5.3 [21]. Welded tubular
joints are much more complicated than a plate shown in Fig. 5.3 regarding the
geometry and the loading case in which cracks are usually in a complex stress
field. Therefore, the stress intensity factor in tubular-welded joints should contain
the effect of the geometrical and loading complexities. This is achieved by defining
the range of the stress intensity factor as written [15, 18, 22, 23] by,

a
a2a

2c
Through Thickness 
Crack

Edge Crack
Surface Crack

Fig. 5.3 Different crack geometries and related stress intensity factors for an infinite plate
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Fig. 5.2 Crack developments in materials under cyclic stress processes
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DK ¼ DShY
ffiffiffiffiffiffi

pa
p

ð5:1Þ

in which Y is a correction function accounting for a free front surface, finite plate
width, crack geometry, non-uniform stress field, geometrical discontinuity, and
changes in structural restraint [18]. In Eq. (5.1), the parameter a is the crack size and
DSh is the range of stress amplitude at the hot spot. For cracked tubular welded joints,
different analysis methods can be applied to determine the correction function
Y using different solutions of the stress intensity factor for semi-elliptical surface
cracks. Empirical and semi-empirical solutions which are based on experimental
results and those obtained from the finite element analysis are used for this purpose,
see e.g. [18, 22, 23]. As far as experimental method is concerned an analytic
expression of Y can be obtained from curve fitting to experimental data as being a
function of crack size a, member thickness and the applied stress range [18, 23]. The
finite element method is widely used to calculate the stress intensity factor (SIF) of
tubular joints since it includes all leading parameters and produces accurate results.

Having defined the range of stress intensity factor, a crack growth law must
be established to estimate the cumulative fatigue damage. For this purpose, the
Paris–Erdogan crack growth law [20] is commonly used in practice as given by,

da

dN
¼ C DKð Þm ð5:2Þ

where C and m are material constants and N is the number of stress cycles. Having
introduced Eq. (5.1) into (5.2), for a constant hot-spot stress range DSh, the
expression of the fatigue life (number of stress cycles to failure, N) can be cal-
culated from the integration of Eq. (5.2) as written by,

N ¼ DSh
ffiffiffi

p
p

ð Þ�m

C

Z

af

ai

Y
ffiffiffi

a
p� ��m

da ð5:3Þ

where ai and af are, respectively, the initial and final crack sizes.
For variable amplitude stress ranges, an incremental procedure can be applied

to estimate the crack growth with an equivalent hot-spot stress range denoted by
DSeq. For a hot-spot stress range DSj, an infinitesimal crack size increment d(Daj)
can be expressed by using Eqs. (5.1) and (5.2) as written by,

dðDajÞ ¼ C Y
ffiffiffiffiffiffi

pa
p� �m

DSj

� �m
dðDNjÞ ð5:4Þ

in which d(DNj) is the corresponding infinitesimal increment of the number of
stress cycles to failure for the stress range DSj. The differential crack size, da, is
obtained by summation of infinitesimal crack size increments, d(Daj), for all
different stress ranges as written by,

da ¼
X

k

j¼1

dðDajÞ ! da ¼ C Y
ffiffiffiffiffiffi

pa
p� �m

X

k

j¼1

DSj

� �m
dðDNjÞ ð5:5aÞ
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where k is the number of different applied stress ranges. Having divided Eq. (5.5a)
by differential number of stress cycles, dN, the crack growth law given by
Eq. (5.2) can be expressed as,

da

dN
¼ C Y

ffiffiffiffiffiffi

pa
p� �m

X

k

j¼1

DSj

� �m dðDNjÞ
dN

� �

with dN ¼
X

k

j¼1

dðDNjÞ ð5:5bÞ

The ratio, dðDNjÞ=dN, in Eq. (5.5b) is simply the probability, P(DSj), that the
stress range DSj occurs in the life time. Therefore, Eq. (5.5b) can be rewritten as,

da

dN
¼ C Y

ffiffiffiffiffiffi

pa
p� �m

X

k

j¼1

DSj

� �m
PðDSjÞ ¼ C DSeqY

ffiffiffiffiffiffi

pa
p� �m ð5:6aÞ

in which DSeq is an equivalent hot-spot stress range [24] defined as,

DSeq ¼
X

k

j¼1

DSj

� �m
PðDSjÞ

 !1
m

¼
Z

1

0

smf DSh
ðsÞ ds

0

@

1

A

1
m

ð5:6bÞ

The function f DSh
ðsÞ in Eq. (5.6b) is the probability density function of the variable

(random) hot-spot stress range DSh. This technique of equivalent stress range
assumes that the material constants C and m are same for all different stress ranges,
i.e., a single linear function is used for all stress ranges to represent the crack growth
rate in the logarithmic scale. If, however, different linear functions are applied for
different stress ranges to represent the crack growth rate (multiple segment repre-
sentation of the crack growth), then an equivalent crack growth concept is defined
[25]. The multiple segmented crack growth occurs with the corrosion fatigue crack
growth [16]. In this case, for the segment j, the material constants are denoted by Cj

and mj. For the hot-spot stress range DSh in the region of segment j, with lower and
upper bounds, i.e., (DSj�1�DSh�DSj), the contribution of the crack growth rate
can be stated from Eqs. (5.1) and (5.2) as written by,

da

dN

� �

j

¼ Cj Y
ffiffiffiffiffiffi

pa
p� �mj DShð Þmj P DSj�1�DSh�DSj

� �

ð5:7aÞ

where P(.) is the probability that the stress range DSh is in the region of
(DSj�1�DSh�DSj). For all stress ranges, i.e., for all segments, the total crack
growth rate is calculated by superimposing contributions of individual segments.
It can be written from Eq. (3.7a) as,

da

dN

� �

AV

¼
X

k

j¼1
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j
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Z

DSj

DSj�1
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ð5:7bÞ
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where f DSh
ðsÞ is the probability density function of the hot-spot stress range DSh,

k is the number of segments and da=dNð ÞAV denotes the average value of the crack
growth rate for all stress ranges applied. By using this average crack growth rate,
the fatigue life is calculated from the integration,

N ¼
Z

af

ai

da

da=dNð ÞAV

ð5:8Þ

in which ai and af are the initial and final crack sizes, respectively. By introducing
(da/dN)AV from Eq. (5.7b) into (5.8), the fatigue life N can be numerically
calculated.

5.2.2 S–N Curve Approach to Predict Fatigue Damages

The S–N curve approach is based on experimental fatigue-test data. In this
approach, the fatigue life N, which is the number of stress cycles to failure, is
related to the hot-spot stress range Sh with the constant amplitude. In the light of
fracture mechanics formulation as given by Eq. (5.3), it can be written that,

N ¼ CS�k
h ð5:9Þ

where C and k are constants which are determined from the regression of the fatigue-
test data [26] in the logarithmic scale as shown in Fig. 5.4. In the logarithmic scale,
Eq. (5.9) is a linear function as written in the natural logarithmic scale by,

ln N ¼ ln C� k ln Sh ð5:10Þ

which is shown in Fig. 5.4. The S–N curve approach is commonly used in practice
and well described in Recommended Practices and Guide for fatigue design of
offshore structures [27–31]. A multi-segmented S–N line approach [32–34] which
is shown in Fig. 5.4 can also be used for a better curve fitting to the fatigue-test
data. The multi-segmented S–N fatigue model allows for an endurance limit under
which stress ranges do not produce fatigue damages practically. The S–N line of a
segment, e.g., segment j is defined as written by,

NjðShÞ ¼ CjS
�kj

h ! Shð Þj � Sh� Shð Þjþ1 ð5:11Þ

which is valid only in the hot-spot stress range defined in Eq. (5.11). Each segment
has its own fatigue constants, Cj and kj, and accordingly a fatigue life Nj for a constant
amplitude stress range Sh. In practice, the hot-spot stress range is defined in terms of
the nominal stress range Sj and a stress concentration factor (SCF) as stated by,

Sh ¼ SCF� Sj

� �

ð5:12Þ
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In the fatigue damage calculation, the hot-spot and nominal stress ranges are
calculated as being normal to the weld toe. The SCF can be accurately calculated by
using a FE analysis of tubular joints. But, in practice for different joint configuration
and loading types, approximate empirical parametric formulae [23, 29, 35] may be
used to estimate the SCF. A number of semi-empirical relations are also available in
the literature [27] as depending on the joint type and member dimensions.

5.2.3 Cumulative Fatigue Damage Rule

Having defined a relation between the stress range and the number of stress cycles
to failure as presented above, a damage accumulation rule is used to predict the
cumulative damage under different stress ranges. For this purpose, the Palmgren–
Miner’s rule [36–38] is commonly used in practice and it is implemented in design
codes [28–31]. This rule assumes a linear fatigue damage accumulation for
different stress ranges. It is stated for a number of constant amplitude stress blocks
as written by,

D ¼
X

q

j¼1

nðSjÞ
NðSjÞ

ð5:13Þ

in which q is the number of stress blocks applied, n(Sj) is the number of constant
amplitude stress cycles for the block j with the stress range Sj, N(Sj) is the number
of stress cycles to failure for the stress range Sj, and D is the cumulative damage
rate in the lifetime. The stress blocks and corresponding fatigue lives are shown in
Fig. 5.5. The Palmgren–Miner’s rule states that the total fatigue damage for all
applied stress blocks is obtained by linear summation of damages produced by
individual stress blocks. Since the total damage D is a fraction between working
stress cycles and those to failure, it is assumed that fatigue failure occurs when this
fraction reaches unity, i.e., (D = 1.0), theoretically. In general, if we denote the
ultimate value of the damage ratio as Df, then fatigue failure occurs when the total
damage ratio D exceeds this reference damage value Df, i.e., ðD�Df Þ.
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ln Cj ln N
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segment 1
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Fig. 5.4 A regression line (S–N Line) of fatigue-test data and a multi-segmented S–N model
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Investigations to check the validity of the theoretical value of Df, which is unity,
have revealed that it varies considerably under realistic circumstances, e.g., for
welded structures a range of Df ¼ ð0:5� 2:0Þ has been considered to be appro-
priate [39, 40]. In DNV [29] and NORSOK [35] codes, this range is taken to be
Df ¼ ð0:1� 1:0Þ which produces rather conservative results [18]. It has been
reported [41, 42] that the Palmgren–Miner’s damage sum (Df) is greater than unity
for low–high loading sequence and less than unity for high–low loading sequence
tests. For deterministic fatigue analysis, a mean value of Df equals unity can be
used in practical applications. For probabilistic analysis, the reference damage
value Df should be taken as random with mean value of unity

5.3 Cycle Counting Procedure for Random Stresses

In the case of variable amplitude stress variation, the stress range and cycle cannot
be defined as simple as those for constant amplitude stress variation. In practice,
stress time histories of offshore structures under wave and other random loading
sequences are random, and therefore, stress cycles and corresponding ranges can
only be determined by counting algorithms. The main issue of a counting procedure
is that the stress history must be available in the time domain by recording, sim-
ulated numerically or obtained from a time domain dynamic analysis. In the sto-
chastic analysis of offshore structures, stress spectra are calculated usually by
applying a spectral analysis method. In order to apply a cycle counting algorithm
the stress time history must be generated first from the corresponding spectrum.
Then the cycle counting is processed. A number of methods have been proposed for
stress cycle counting [43]. The methods most commonly accepted for use in con-
nection with Codes and Standards are the Reservoir and Rainflow methods [44, 45].
The reservoir cycle counting is employed for short stress histories while the
rainflow counting is employed for longer and more complex stress histories [44].
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Fig. 5.5 Example of different applied stress blocks and corresponding fatigue lives, Ni. a Applied
stress blocks b S-N line
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It has been reported [43] that the rainflow method is generally regarded as the best
estimator of the fatigue damage in actual lives, and therefore, it is used largely in
practice. As the rainflow cycle counting method is the most commonly adopted for
use in practice it is explained briefly in the following section.

5.3.1 Rainflow Cycle Counting

When the stress-time history is random, determination of the stress cycles and
ranges are not possible analytically. In this case, a cycle counting algorithm is
applied to determine stress cycles and ranges from the time series of the stress
process. For this purpose, the rainflow cycle counting method is widely used in
practice and implemented in design codes. The rainflow method has obtained its
name from an analogy of rain falling down a pagoda roof. It was developed by
Matsuishi and Endo in 1968 [46], and since then it has been studied and well
documented in the literature, e.g., [43–45, 47–50]. Rychlik presented a mathe-
matical definition for the rainflow cycle counting method [51–56], which enables
closed-form computations from the statistical properties of the load signal. Since
the cumulative damage is affected by the loading sequence, in random loading, the
loading sequence is also random. Thus, the classical rainflow cycle counting
method does not take into account the loading sequence to reduce the Palmgren–
Miner’s damage sum. A modification of the classical rainflow cycle counting has
been proposed to eliminate this drawback [57]. For long stress time series, an
alternate rainflow algorithm was proposed to count cycles by dividing the long
series into smaller parts [50]. In this section, the principle of the classical rainflow
cycle counting method is presented.

The rainflow cycle counting method is based on visualization of rainflow over a
sequence of pagoda roofs. Essentially, it counts half cycles. To simulate a pagoda
roof from a stress time series, the peaks and troughs of the stress time series are
connected by linear lines as shown in Fig. 5.6b. Then the linearized model is
rotated clock wise with 90� such that the time axis is in vertical direction with the
origin at the top and positive downward, as shown in Fig. 5.7a in which example
stress values of peaks and troughs are written relative to mean values. In this
figure, the odd numbers denote the troughs and even numbers denote the peaks.
Rainflow is assumed to begin from a peak or a trough and keeps falling on the roof
until it stops according to the following conditions.

1. A drop begins to flow right from a trough or left from a peak onto subsequent
roofs.

2. When a drop starts from a trough, it stops if it meets an equal or deeper trough
than that it is started from, e.g., path (1–2–20) in Fig. 5.7b. The drop falls on
another roof until a stop condition arises, e.g., path (3–4–40–6–60–10–100) in
Fig. 5.7b. The drop stops flowing when it meets a flow from an earlier path,
e.g., path (5–40) in Fig. 5.7b.
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3. When a drop starts from a peak, it stops if it meets an equal or larger peak than
that it is started from, e.g., path (2–3–30) in Fig. 5.7b. The drop falls on another
roof until a stop condition arises, e.g., path (6–7–70–9–90) in Fig. 5.7b. The drop
stops flowing when it meets a flow from an earlier path, e.g., path (8–70) in
Fig. 5.7b.

4. A drop stops flowing when it reaches the tip of the roof (end of stress history
record).

5. The stress range of a half cycle, which is equivalent to that of a constant
amplitude load, is defined as the projection of a rainflow path between the start
and stop points.

As an example, the rainflow paths and corresponding stress ranges of half
cycles for the stress history given in Fig. 5.6a are written in Fig. 5.7.
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Fig. 5.6 An example stress time history and the equivalent linearized model. a An actual stress
time histrory b the equivalent linearized model
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Fig. 5.7 An example pagoda roof and corresponding rainflow cycle counting patterns. a The
pagoda roof model of stress history b the rainflow patterns
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5.4 Probability Distribution of Random Stress Ranges

As it occurs in offshore structural analysis, the stress process of a structural system
in practice is usually stochastic due to environmental random loading or other
phenomenal loading condition. For narrow-banded stress processes with zero
means, stress ranges are defined as double of stress peaks, and for Gaussian stress
processes, the probability distribution of stress peaks follows the Rayleigh dis-
tribution as given by Eq. (2.121). For broad-banded stress processes with Gaussian
distribution, probability distribution of stress peaks (maxima) approaches Gaussian
when spectral bandwidth parameter approaches unity, i.e., ðe! 1Þ. In practice, for
offshore structures, the peak distribution of the stress process will neither be
Rayleigh nor be Gaussian. In addition, stress ranges identified by the rainflow
counting algorithm cannot be related to stress peaks as they are also random.
Therefore, for broad-banded processes, a probability distribution of stress ranges
cannot be deducted using the probability distribution of stress peaks. The subject
of fatigue damages under broad-banded processes has been studied by various
investigators and presented in different forms [34, 58–65]. The simplest and one of
earliest form, for a broad-banded process, is the concept of a damage correction
factor [58] of the damage based on the narrow-banded stress assumption. Later,
this simple damage correction factor has been extended to a stress process with
two separated spectral peaks [60]. In some other studies, different types of peak
distributions are used to calculate damages of broad-banded stress processes
[34, 61, 63, 64]. Based on rainflow data, semi-empirical formula of the stress range
distribution have also been introduced [39, 65], which are assumed to be superior
to those of peak distributions. In this section, an alternative probability distribution
of stress ranges is presented.

Since the probability distribution of stress maxima is the combination of
Gaussian and Rayleigh types, see Eqs. (2.127a) and (2.127b), a similar formula-
tion can also be used for the distribution of stress ranges. As the Rayleigh dis-
tribution is a special case of the two parameters Weibull distribution, for the
generality, we assume that the probability distribution of stress ranges can be
defined parametrically as the sum of the Gaussian and Weibull types. Thus, the
distribution function is written as,

FsðxÞ ¼ FgsðxÞ þ FwsðxÞ ! x ¼ S=
ffiffiffiffiffiffi

m0
pð Þ ð5:14aÞ

where Fgs(x) is the Gaussian-type distribution and Fws(x) is the Weibull-type
distribution, x denotes the normalized stress range, or stress range variable,
S denotes the stress range and m0 is the zeroth spectral moment (variance) of the
stress process. They are defined as written by,
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FgsðxÞ ¼ e2erf
x

Ae
ffiffiffi

2
p

� �

! 0� x� þ1ð Þ and

FwsðxÞ ¼ a a erf
1
e

x

B

� �C=2
� �

� exp � x

B

� �C
� �

erf
a
e

x

B

� �C=2
� �	 


! a ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

1� e2
p

ð5:14bÞ

in which e is the bandwidth parameter, m0 is the zeroth spectral moment (variance)
of the stress process, A, B, and C are parameters to be determined, and erf(.)
denotes the error function. In the extreme cases, when e = 1 and e = 0, the density
function Fs(x) becomes, respectively, Gaussian and Weibull distributions which
are:

FsðxÞ ¼ erf
x

A
ffiffiffi

2
p

� �

¼ 2U
x

A

� �

� 1 ! for e ¼ 1ð Þ : Gaussian

FsðxÞ ¼ 1� exp � x

B

� �C
� �	 


! for e ¼ 0ð Þ : Weibull

ð5:15Þ

in which U(.) denotes the standard normal cumulative distribution function. In the
case of e = 0 and C = 2, the function Fs(x) becomes a Rayleigh distribution. The
probability density function (PDF) of the normalized stress range x is obtained
from the derivative of Eq. (5.14a) as written by,

fsðxÞ ¼
oFgsðxÞ

ox
þ oFwsðxÞ

ox
¼ fgsðxÞ þ fwsðxÞ
� �

ð5:16aÞ

where fgs(x) and fws(x) denote, respectively, Gaussian- and Weibull-type density
functions which are obtained as written by,

fgsðxÞ ¼
2e

A
ffiffiffiffiffiffi

2p
p exp � x2

2A2e2

� �

! 0� x� þ1ð Þ and

fwsðxÞ ¼ a
C

B

x

B

� �C�1
exp � x

B

� �C
� �

erf
a
e

x

B

� �C=2
� �

! a ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

1� e2
p ð5:16bÞ

which are defined in the positive region of x, i.e., 0� x� þ1ð Þ. For extreme
values of e, the PDF of the normalized stress range x becomes as written by,

fsðxÞ ¼
2

A
ffiffiffiffiffiffi

2p
p exp � x2

2A2

� �

! for e ¼ 1ð Þ : Gaussian ð5:17aÞ

fsðxÞ ¼
C

B

x

B

� �C�1
exp � x

B

� �C
� �

! for e ¼ 0ð Þ : Weibull ð5:17bÞ

In practical application, e.g., calculation of fatigue damages with integer slopes of
S–N lines, the moments of stress-range probability distribution may be useful.
They are calculated from,
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Mn ¼
Z

1

0

xnfsðxÞ dx ¼
Z

1

0

xn f gsðxÞ þ f wsðxÞ
� �

dx ð5:18aÞ

Having introduced fgs(x) and fws(x) from Eq. (5.16b) into Eq. (5.18a, b), the
moments for (n = 0, 1, 2, …, m) can be obtained as stated by,

Mn ¼
1
ffiffiffi

p
p

ffiffiffi

2
p

A
� �n

enþ2 C
1
2
ðnþ 1Þ

� �

þ Jn

Jn ¼ Bna
Z

1

0

y
n
C erf

a
e
ffiffiffi

y
p� �

e�y dy ! a ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

1� e2
p ð5:18bÞ

in which C(.) denotes Gamma function. The first part is the contribution of the
Gaussian distribution and the second part (Jn) is the contribution of the Weibull
distribution. All these formulations are dependent on the parameters A, B and C. In
order to calculate the probability distribution and moments of the stress range x the
parameters A, B and C must be determined. This subject is presented in the
following section.

5.4.1 Parameters of the Probability Distribution
of Stress Ranges

For a general stress process, the probability distribution of the stress range has been
defined by Gaussian and Weibull distributions in terms of parametric constants as it is
presented in the previous section. The Gaussian part has only one parameter, A, and
the Weibull part has two parameters, B and C, as they are clearly seen in Eq. (5.16b).
For a narrow-banded stress process, the Gaussian part disappears and the Weibull
part becomes the Rayleigh distribution with the parameters of B and C equal to:

narrow-banded stress process (e ¼ 0Þ ! B ¼ 2
ffiffiffi

2
p

C ¼ 2

(

ð5:19Þ

For a general process, all parameters (A, B, C) must be determined from experi-
mental stress range data. For this purpose, the following steps are carried out for a
spectral shape.

• Artificial stress time histories are generated from a stress spectrum with a
random phase angle by using Monte Carlo simulation.

• Stress ranges are identified by using the rainflow cycle counting algorithm for all
Monte Carlo simulations.

• Based on these simulations, mean values of the probability density histogram
are calculated.
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• Spectral moments of the stress range are calculated using the mean value
histogram, and accordingly the parameters A, B, and C.

This procedure is repeated for a large number of spectral shapes of the stress
process to obtain population data with respect to spectral bandwidth parameter, e.

There are alternative techniques to calculate the parameters A, B, C. The most
probable techniques may be:

1. Using the minimization of the mean square error of the probability density
function with respect to the parameters A, B and C.

2. The Parameter A is calculated from the minimization of the mean square error.
The parameter B is calculated from the third spectral moment, and the
parameter C is calculated from the fourth spectral moment.

In the first technique, the mean square error is defined as the sum of errors at all
intervals of the probability density histogram. It is written as,

E ¼
X

ns

i¼1

yi � fsðxiÞð Þ2 ð5:19aÞ

where ns is the number of intervals of the histogram, yi is the value of the histo-
gram at the interval i and fs(xi) is the value of the PDF given by Eq. (5.16a) at the
same interval i. The minimization of this error requires that,

oE

oA
¼ 0;

oE

oB
¼ 0;

oE

oC
¼ 0 ð5:19bÞ

from which the following statements can be obtained.

X

ns

i¼1

yi
ofsðxiÞ

oA
�
X

ns

i¼1

fsðxiÞ
ofsðxiÞ

oA
¼ 0 ð5:20aÞ

X

ns

i¼1

yi
ofsðxiÞ

oB
�
X

ns

i¼1

fsðxiÞ
ofsðxiÞ

oB
¼ 0 ð5:20bÞ

X

ns

i¼1

yi
ofsðxiÞ

oC
�
X

ns

i¼1

fsðxiÞ
ofsðxiÞ

oC
¼ 0 ð5:20cÞ

Since these equations are highly nonlinear an iterative solution may be appro-
priate. The solution algorithm can be:

1. Chose an initial value of A between ð0:17�A� 2:0Þ. For (e = 1), the PDF of
the stress range will be Gaussian and A is calculated by using the minimization
of the mean square error. It is obtained approximately as A ¼ 0:17. In this case,
the stress range is not equal to double of the stress amplitude. Instead, it equals
roughly 0.17 times amplitude, i.e., x ¼ 0:17ĵsjð Þ. From a numerical investiga-
tion it is obtained that the maximum value of A equals approximately 2.0
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around (e = 0.45) as shown in Fig. 5.8a. Therefore, an initial value of
A between (0.17–2.0) is appropriate.

2. Chose the value of C = 2.0.
3. Calculate B from Eq. (5.20b).
4. Calculate C from Eq. (5.20c).
5. Repeat steps (3–4) until both B and C converge.
6. Using B and C calculated from previous steps, calculate A from Eq. (5.20a).
7. Repeat steps (3–6) until A converges.

The convergence of this algorithm is very fast and provides good results for all
spectral bandwidth parameter, e.

In the second algorithm of the determination of A, B and C mentioned above,
the third and fourth equal spectral moments calculated from PDF and histograms
are used together with the minimization of the mean square error. It is an iterative
calculation as presented below.

1. Choose A between (0.17–2.0) and C = 2.0.

Fig. 5.8 a Population of parameter A of the Gaussian part of the PDF and its mean curve,
b population of parameter B of the Weibull part of the PDF and its mean curve, c population of
parameter C of the Weibull part of the PDF and its mean curve
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2. Since A and C are known, calculate B using the third probability moment which is

obtained as M3 ¼
ffiffiffiffiffiffiffiffi

8=p
p

e5A3 þ J3

� �

where J3 is calculated from Eq. (5.18b).

3. Since A and B are known from the previous steps, calculate C using the fourth
probability moment which is obtained as M4 ¼ 3 e6A4 þ J4

� �

where J4 is cal-
culated from Eq. (5.18b).

4. Since B and C are known from the previous steps, calculate A by using the
minimization of the mean square error, i.e., by using Eq. (5.20a).

5. Repeat steps 2 through 4 until a required convergence is obtained.

This iteration algorithm is quite fast and convergent. It produces better results for
higher probability moments than other methods. Therefore, it is adopted in this
book. For each e value, the parameters A, B, and C are calculated and their
populations are generated with respect to e. Then, by using nonlinear regression
analysis, analytical statements of their mean values are obtained as functions of the
spectral bandwidth parameter, e. Since the population data of A, B, and C are
scattered, their variances are estimated from,

r2
X ¼

1
ðN � 1Þ

X

N

i¼1

xi � lXðeiÞ½ �2 ð5:21Þ

in which N is the number of population, X denotes one of the A, B, or C parameter,
and lX is its mean curve as function of e. The mean curves and variances of the
parameter A is obtained for all e values as shown in Fig. 5.8a, and written by,

lA ¼ 1:1639þ 1:1228 e1=4 � 2:1178 e4

r2
A ¼ 0:001415

ð5:22Þ

The mean curves of the parameters of the Weibull part, B and C, are defined in two
regions of e as being one for 0� e� 0:8ð Þ and one for 0:8� e� 1:0ð Þ. Their
populations and mean curves are shown in Fig. 5.8b and c, respectively. The
analytical statements of the mean curves are presented below.

lB ¼ 2
ffiffiffi

2
p
þ 0:0511 e1=2 � 1:4192 e3 þ 1:0106 e5

lC ¼ 2þ 0:2765 e1=2 � 1:9953 e3 þ 1:6042 e5

9

=

;

! for e� 0:8ð Þ

lB ¼ b0 þ b1eþ b2g2 þ b3g3 þ b4g4

lC ¼ c0 þ c1eþ c2h2 þ c3h3 þ c4h4

)

! for e� 0:8ð Þ

ð5:23aÞ

in which bi and ci (i = 0, 1, 2, 3, 4) are constants obtained from the regression
analysis, and gi and hi (i = 2, 3, 4) are some functions of e. The constants are
presented in Table 5.1. The functions gi and hi (i = 2, 3, 4) are obtained as they
are presented in Eq. (5.23b).
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ð5:23bÞ

The value of lB at e = 1 is approximately lB = 6.11 while lC is infinity. The
variances of these parameters are calculated to be:

r2
B ¼ 0:0010686

r2
C ¼ 0:0039160

ð5:23cÞ

The populations of the parameters A, B, and C are created by using bimodal
stress spectra. For this purpose, a monopod column is used in a water depth of
d = 100.0 m and a wall thickness of h = 0.20 m. A Pierson–Moskowitz sea
spectrum is assumed. By using only the inertia force term of the Morison’s
equation the simplified stress spectrum at the bottom of the column is obtained as,

SssðxÞ ’
7:57x1011 10:194� 1=x2ð Þ2exp � 3:118

H2
s x

4

� �

x5 1� x2

x2
k

� �2

þ0:0004
x2

x2
k

" # ð5:24Þ

in which xk is the natural frequency of the column and Hs is the significant wave
height. This function displays two peaks, one at the fundamental wave frequency
and one at the natural frequency xk. By changing xk and Hs different shapes are
produced to obtain e values between 0:0\e\1:0ð Þ which covers the range of
narrow- and broad-banded stress processes.

Table 5.1 Constants of the
parameters B and C of the
Weibull part of the PDF for
ðe� 0:8Þ

Constants of the parameter B Constants of the parameter C

b0 = 2.979926 c0 = 2.064185
b1 = -0.626589 c1 = -0.391006
b2 = 844.9065 c2 = 7.8145
b3 = -674.7054 c3 = -2.6068
b4 = 298.7593 c4 = 0.1293
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5.5 Spectral Fatigue Damages Based on Multilinear
(S–N) Model

In previous sections, all ingredients of the fatigue damage calculation have been
presented. These are:

• S–N fatigue model given by Eq. (5.9)
• Cumulative damage model given by Eq. (5.13)
• The PDF of stochastic stress ranges given by Eq. (5.16a) and (5.16b)

In the case of random stress histories, the damage of one stress cycle with the hot-
spot range Sh is calculated from Eq. (5.13) as given by,

dD ¼ 1
NðShÞ

ð5:25aÞ

For a multi-segmented S–N fatigue model, by using Eqs. (5.11) and (5.12) in
(5.25a) the damage of one stress cycle for the segment j can be written as,

dDj ¼
1
Cj

SCF Sð Þkj! Sj � S� Sjþ1
� �

ð5:25bÞ

or, by using the normalized stress range variable x from Eq. (5.14a), it can be
stated as,

dDj ¼
1
Cj

SCF rSð Þkj xkj !
xj� x� xjþ1

x ¼ S=rS

(

ð5:25cÞ

in which rS is the standard deviation of the nominal stress process. The mean value
of dDj is calculated by using the PDF of x given by Eqs.(5.16a) and (5.16b). It can
be stated as,

E½dDj� ¼
1
Cj

SCF rSð Þkj

Z

1

0

xkj fsðxÞ dx ¼ 1
Cj

SCF rSð Þkj Mkj ð5:26Þ

where Mkj is a spectral bandwidth factor of the stress process calculated similarly
to Eq. (5.18b) from,

Mkj ¼
e2

ffiffiffi
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ffiffiffi

2
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þ a Bkj
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0

x
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C erf

a
e

ffiffiffi

x
p� �

e�xdx

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

1� e2
p

ð5:27aÞ

In this statement, the parameters A, B and C are calculated from Eqs. (5.22) and
(5.23a). For the extreme cases, (e = 0.0) and (e = 1.0), i.e., for narrow- and broad-
banded stress processes, the Mkj factor becomes as,
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Mkj ¼
ffiffiffi

2
p� �kj

C 1þ kj

2

� �

! narrow band (Rayleigh)

Mkj ¼
0:23886ð Þkj

ffiffiffi

p
p C

1þ kj

2

� �

! broad band ðGaussian)

ð5:27bÞ

The total mean damage of one stress cycle, E[dD], for the complete
(S–N) model is calculated from a probabilistic summation of mean damages of all
segments as written by,

E½dD� ¼
X

NL

j¼1

PjðSÞE½dDj� ð5:28aÞ

in which NL denotes the number of segments of the (S–N) fatigue model shown in
Fig. 5.4, E[dDj] is calculated from Eq. (5.26) and Pj(S) is the probability that a
stress range S falls into the region of the segment j. It is calculated from Eq. (2.15)
as written by,

PjðSÞ ¼
Z

xjþ1

xj

fsðxÞ dx with x ¼ S=rSð Þ ð5:28bÞ

where the PDF fs(x) is given by Eq. (5.16a).
Having calculated the mean fatigue damage of one stress cycle E[dD], the

fatigue damage that occurs during a sea state is calculated by multiplying E[dD]
with the number of stress cycles that occur during the sea state. This is stated as,

DHs ¼ nsHsE½dD� ¼ THs=Tmð ÞE½dD� ð5:29aÞ

in which nsHs is the number of total stress cycles in a sea state denoted by Hs, THs is
the period of the sea state Hs and Tm is the mean period of stress maxima in the sea
state Hs. The cumulative damage for all identical sea states (sea states with the
same period of THs) is calculated as,

Dtotð Þi¼ NHsð ÞiDHs ¼ NHsð Þi THs=Tmð ÞE½dD� ð5:29bÞ

where (NHs)i denotes the number of identical sea states. For a lifetime T, the total
damage is obtained by accumulation of the damages of identical sea states as
stated by,

Dtot ¼
X

NHS

i¼1

Dtotð Þi ¼
X

NHS

i¼1

NHsð Þi THs=Tmð ÞE½dD� ð5:29cÞ

in which NHs is the total number of different identical sea states in the lifetime
T. Having multiplied and divided Eq. (5.29c) by the total number of sea states in
the lifetime T, the cumulative damage, Dtot, can be conveniently written as,
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Dtot ¼
X

NHS

i¼1

NHsð Þi
N

N
THs

Tm
E½dD� ¼

X

NHS

i¼1

Pi Hsð ÞN
THs

Tm
E½dD� ð5:29dÞ

where N is the total number of sea states occur in the lifetime T and Pi(Hs) is the
probability that a sea state occurs in T. Having stated N in terms of periods T and
THs, the total damage can be written as,

Dtot ¼
X

NHS

i¼1

Pi Hsð Þ
T

THs

THs

Tm
E½dD� ¼ T

X

NHS

i¼1

1
Tm

Pi Hsð Þ E½dD� ð5:30aÞ

Equation (5.30a) is the formulation of the total fatigue damage when the sea
states are discrete, i.e., scatter diagrams are used for the long-term probability
distribution of sea states. Dtot in Eq. (5.30a) can also be interpreted as the prob-
abilistic damage accumulation for all sea states in the lifetime T. The ratio,
ðT=TmÞ, is the total number of stress cycles in the lifetime T and the total damage
of one sea state in T, which is denoted by (Dtot)Hs, can be expressed as,

ðDtotÞHs ¼
T

Tm
E½dD� ð5:30bÞ

When it is multiplied by the probability that the sea state occurs in T, i.e., by
Pi(Hs), the damage contribution to the total damage is obtained. Then, the total
damage can be expressed as the summation of contributions of all sea states. It is
written as,

Dtot ¼
X

NHS

i¼1

ðDtotÞHs Pi Hsð Þ ð5:30cÞ

Equation (5.30c) is the same statement as that written in Eq. (5.30a). If, however,
a continuous sea state is used instead of discrete sea states, then the total damage in
the long term is calculated as being the mean value of ðDtotÞHs given in
Eq. (5.30b). It is stated from Eq. (5.30b) as written by,

Dtot ¼ T

Z

1

0

Z

1

0

1
Tm

E½dD� fHs;Tzðh; tÞ dh dt ð5:31Þ

in which fHs; Tzðh; tÞ is the density function of the joint probability distribution of
the significant wave height and zero-crossings period of waves, Hs and Tz, in the
long term. It has been explained in Sect. 3.6. In this statement, Tm and E[dD] are
dependent on the sea state parameters, namely on the significant wave height Hs

and the zero-crossing period of waves Tz
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5.6 Examples

For the demonstration of the fatigue damage and fatigue lifetime calculations, an
example jacket type structure is used. The fatigue analysis is carried out by the
SAPOS program [66]. The structure, stress locations on member cross-sections, and
the 3D analysis model are as shown in Fig. 5.9. The structure is supported on piles
of 25 m depth in the soil and the data of soil are given in Table 4.1 in Chap. 4.
Member dimensions and material properties of the structure are given in Table 5.2.
It is assumed that the members in water are empty. Added masses of surrounding
water of submerged members are taken into account by increasing the structural
mass density according to the Eq. (4.31) given in Chap. 4. In this analysis, it is
assumed that the water depth is 50 m and the jacket is subjected to random waves in

SLW

Mdeck

16.0m
+12.5m

-10.0m

-30.0m

-50.0m

Z

X

Y

27.0m

-75.0m

SOIL

+5.0m

Member 5

a stress location

Member cross-section

Zlocal

Ylocal

Fig. 5.9 An example jacket-type offshore structure for the fatigue damage calculation by
SAPOS

Table 5.2 Member dimensions, material properties, and mass of the deck of the example jacket

Members Diameter
(mm)

Thickness
(mm)

Bracings and diagonals at top (+12.5 m) Rigid Rigid
Bracings and diagonals at level +5.0 m 800 8
Bracings and diagonals at level -10.0 m and bracings at level

-30.0 m
1,200 14

Jacket legs, Vertical diagonals and diagonals at level -30.0 m 1,200 16
Top legs (above +5.0 m) 2,000 50
Piles 1,200 16
Material properties (steel): E = 205 GPa, qs = 7,800.0 kg/m3, Poisson’s ratio = 0.25
Mass of the deck: Mdeck = 7,000 ton, added mass coefficient = 0.9

Table 5.3 Wave force data and parameters of the Weibull probability function

cd cm Marine growth thick., tmarine Density of water, qw A B C

1.3 1.6 20 cm 1,024 km/m3 0.60 1.67 1.20
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the global X direction as shown in Fig. 5.9. In the short term, the Pierson–Mo-
skowitz (PM) sea spectrum is used and, in the long term, a Weibull probability
distribution function for the significant wave height Hs is used with the parameters
A, B, and C given in Table 5.3. It is shown in Fig. 4.7. In the analysis, the water-
structure interaction is taken into account. The wave force data, marine growth, and
density of water are given in Table 5.3 where cd and cm are, respectively, drag and
inertia force coefficients. In the analysis of the structure, both the quasi-static and
dynamic contributions of the response are taken into account. Three natural mode
shapes are used for the calculation of the dynamic response contribution. The first
two mode shapes are obtained as being flexural in orthogonal directions with the

Table 5.4 Results of the eigenvalue solution of the example jacket structure

Mode Eigenvalue Natural frequency (rad/sec) Natural period (sec)

1 7.3282 2.707 2.321
2 7.3282 2.707 2.321
3 33.1930 5.761 10.906

0.285

0.228

0.171

0.114

0.057

0.000
0.0 1.6 3.2 4.8 6.4 7.2

Member :5
Stress Loc. :0.0

ε :0.594

(S / σ  )S

0.00 0.83 1.66 2.49 3.32 4.14 4.97
Frequency (rad/sec)

* 1014

1.48

1.15

0.82

0.49

0.16

0.00

Member : 5
Stress loc. : 0

Fig. 5.10 Stress spectrum (a) and PDF (b) of the stress range at the bottom of member 5 shown
in Fig. 5.9 of the example structure for Hs = 2.5 m (a) and e = 0.594 (b)
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S–N curve for welded joints
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same natural frequency and the third mode shape is torsional. The results of the
eigenvalue solution of the jacket are presented in Table 5.4. For the calculation of
the hot-spot normal stress, a stress concentration factor of (SCF = 2.0) is assumed.
The stress spectrum and probability density function of the stress range, for
Hs = 2.5 m and e = 0.594, at the bottom of the member 5 and at the stress location
in the local Y direction shown in Fig. 5.9 are illustrated in Fig. 5.10. For the fatigue
damage calculation, API Basic Design S–N curve for welded joints [28] is used.
This S–N curve consists of two segments as shown in Fig. 5.11. The same stress
concentration factor, SCF = 2.0, for the normal force and bending moments, is
used for demonstration purposes. Fatigue damages on the bottom cross-section of
the member 5, which is shown in Fig. 5.9, at the stress location in the local Y axis
are calculated for a number of Hs values by using the SAPOS program. The results
are presented in Table 5.5 together with the occurrence probabilities of the sea
states. In this table, x0 and xm are, respectively, mean frequencies of the zero-
crossings and maxima of the stress process at the location specified above. As it is
seen from Table 5.5, for small sea states, fatigue damages are considerably small
and occurrence probabilities of small sea states are much higher than those of
higher sea states. As it is also seen from Table 5.5 the probabilistic cumulative
damage for all sea states is almost equivalent to the fatigue damage caused by a
single sea state with (Hs = 3.0 m) approximately. For different stress locations, the
probabilistic cumulative damages and fatigue lives in years are presented in
Table 5.6. The given stress locations are measured from the local Y axis in degrees.
As it is expected the maximum damage occurs at the stress location in the wave
direction which coincides with the local Y axis shown in Fig. 5.9.
Exercise 1

Table 5.5 Occurrence probabilities of sea states and corresponding fatigue damages per year at
the given stress location

Sea state (Hs) Occurrence probability Stress x0 (rad/sec) Stress xm (rad/sec) Damage/year

1.150 0.521756 2.577 2.663 0.000561
2.828 0.398667 1.948 2.549 0.001844
5.452 0.075942 1.300 2.351 0.010820
9.138 0.003612 0.927 2.126 0.05533
14.431 0.000023 0.717 1.932 0.23390
Probabilistic cumulative damage 0.002055

Table 5.6 Probabilistic cumulative damages and fatigue lives at different stress locations

Stress location Probabilistic cumulative damage/year Fatigue life (years)

0 0.00205481 486.662
15 0.00162059 617.061
30 0.00130057 768.891
45 0.00108663 920.280
60 0.00095309 1049.220
90 0.00085966 1163.240
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The fatigue analysis of the monopod tower, which is described in Sect. 4.6 for the
Exercise 1, is required. The tower is shown in Fig. 4.11 and the data are explained
in the exercise 1. The fatigue analysis will be carried out after the calculation step
5 in the Exercise 1 is completed. The following items are required. Calculate mean
fatigue damage for one stress cycle for the sea state of Hs = 9.0 m by using
Eq. (5.26) for a single S–N curve, and Eq. (5.28a) for multi segmented S–N curve.
The S–N curves to be used are API X and Basic Design S–N curves [28, 30], ABS
T(CP and T(FC) S–N curves [30] and that based on experimental fatigue data [26,
67]. These S–N curves are shown in Figs. 5.11, 5.12 and 5.13.

1. Plot probability density function of stress ranges given by Eq. (5.16a) and
(5.16b), for the sea state of Hs = 9.0 m.

2. Calculate probabilistic cumulative fatigue damages and lifetimes in the long-
term sea states by using Weibull probability distribution with the parameters
given in Table 5.3.

3. Repeat the calculations in items 1 and 2 assuming that stress ranges are narrow-
banded, and thus, their probability distributions are Rayleigh type.
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ln C ln N

ln Sh

1
1
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ln C=95.19
k=4.38

k1

1

ln C1

ln C1=68.76
k1=3
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k2=5.0

17.37

(a) (b)

Fig. 5.12 API X and ABS T(CP) S–N curves [30]
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Fig. 5.13 ABS T(FC) [30] and experimentally determined [26, 67] S–N curves
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4. Compare the fatigue damages calculated from the narrow- and broad-banded
stress assumptions
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Chapter 6
Reliability Analysis of Offshore Structures

6.1 Introduction

Design of structures is carried out to satisfy the condition that the structures remain
safely in operational circumstances and withstand possible extreme loading
sequence. This safety condition is assured in the deterministic analysis by reducing
the resistance, or increasing the strength, of the structure by a factor. Generally, the
safety factor is understood to be the ratio between the expected strength of the
structure and the expected applied load. Alternatively, the safety condition can
also be satisfied by increasing the applied load by a load factor. A combination of
resistance, strength, and load factors can also be used. This analysis procedure is
known as the partial safety factor method and explained in detail in the literature,
see e.g., [1, 2]. It has been used in practice extensively [3–19] to allow a safe
margin in the analysis. In practice, structures, applied loads, and environmental
conditions contain uncertainties that are not taken into account in a deterministic
base analysis procedure which uses only the mean or expected values of design
parameters. Actually, both the strengths and loads are variables and their values
are scattered about their respective mean values. When these scatters are con-
sidered in the analysis, the safety factor could potentially be less than unity, and
therefore the traditional safety factor design would fail. This drawback of the
safety factor design is overcome by using probabilistic and other non-deterministic
methods for design under uncertainty. Probabilistic methods in structural design
are steadily increasing in latest design philosophy, especially in the aerospace,
automotive, and the ocean engineering industries [20] since they provide more
confidence about the safety of the structure during an operational lifetime under
uncertainty. Some codes of practice have already included provisions for reli-
ability analysis either in the calibration of partial safety factors or for the use of
reliability methods in design and analysis [2, 21–26]. The reliability method
provides a systematic procedure for evaluating influences of uncertainties in the
various design parameters, which affects the safety factor. Consequently, it can
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assist design engineers in judging the acceptability level of the risk. The reliability
method deals with the probability evaluation of a system that it performs its
function over an assumed lifetime under specified service conditions. The struc-
tural response, consequently the structural strength, depends on many factors such
as loads, boundary conditions, stiffness, and mass properties that include uncer-
tainties. On the other hand, different resistance categories of the structure to be
compared with corresponding strengths also include uncertainties that are incor-
porated in the probabilistic structural analysis. The latter uncertainties concern
mostly experimental data and they arise due to the lack of knowledge and scarcity
of data available. This kind of uncertainties is grouped into the epistemic uncer-
tainty [27]. In general, uncertainties are considered in two main categories [28] as:

• Epistemic uncertainty
• Aleatory uncertainty

The epistemic uncertainty is due to lack of knowledge about the behavior of the
system and can be reduced by increasing the knowledge through research, or other
similar activities, and collecting more relevant data. In principle, it can be elim-
inated with sufficient study, and therefore, it can be affected by human activities.
The aleatory uncertainty, or variability, is the natural randomness in a process. It is
inherent in the behavior of the system under study, e.g., wind speed, intensity of
earthquake ground motion, and fatigue phenomenon in structures. The aleatory
uncertainty is irreducible and can be characterized in the analysis by frequency
distributions of the randomness, such as by probability distributions of repre-
senting parameters of the randomness. These two categories of uncertainties can
be encountered in most engineering problems, and the analyst should decide their
degrees in the analysis by using available information through a study, or collected
data, and also his experience. Whatever uncertainty types are concerned the
uncertainties, in general, should be taken into account in the design of structures.
This subject involves a probabilistic analysis. It is performed by a reliability
analysis that this chapter deals with as it is presented in the following sections.

6.2 Structural Reliability Methods

In a safe design of structures, there are various failure modes to be checked and
satisfy the prescribed safety conditions. The response is considered satisfactory or
safe when the design requirements imposed on the structural behavior are met.
Each design requirement is termed as the limit state or constraint. There are
different types of limit states as:

• Ultimate limit states
• Conditional limit states
• Serviceability limit states
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The ultimate limit states correspond to the maximum load carrying capacity of
the structure due to e.g., plastic, fatigue, and buckling deformations. The condi-
tional limit states correspond to the load carrying capacity of the structure if a local
failure occurs in the structural system due to e.g., exceeding the material strength
or instability. The serviceability limit states are related to the normal use of the
structure, but some constraints such as e.g., limitation of deflection, vibration, or
local damages are imposed for some reasons. The study of structural reliability
concerns the calculation and prediction of the probability of limit state violation at
any stage during its life. The probability of occurrence of a limit state violation,
which is termed as a failure state, is a numerical measure of the chance that the
failure state occurs in the structural lifetime. The objective of the reliability
method is to find this numerical measure of the probability of a failure occurrence.
In general, reliability methods are categorized in three levels as:

• Level-I reliability methods
• Level-II reliability methods
• Level-III reliability methods

The simplest method is Level-I, which is the classical design procedure. In this
method, the safety of structures is achieved by using safety factors on applied loads
and material resistances. The uncertainties that may occur in a structural design are
incorporated in these safety factors. Then, the analysis is carried out deterministi-
cally. The safety factors can be different for different load combinations and material
resistances. This type of analysis is known as the partial safety factor procedure that
is commonly used in practice. The Level-I method is not further discussed in this
book and attention is laid on more realistic reliability analysis methods. The Level-II
reliability method is still approximate, but more precise. In this method, any type
uncertainties are incorporated in the design by representative random parameters
with assumed or prescribed probability models, i.e., by probability distributions,
mean values, standard deviations, and correlation coefficients. This method uses
approximations of the failure surface between failure and safe domains of the pre-
scribed limit state function to a hyperplane or quadratic surfaces at design points.
The Level-III method is the most accurate reliability analysis method, in which
uncertain quantities in the design are modeled by their joint distribution functions.
The probability of failure is directly calculated from the probability integral. These
methods of the reliability analysis are well documented and can be found in a
number of textbooks, see e.g., [1, 2] and [29–33]. In the reliability analysis, all
possible failure modes of the system are taken into account to calculate the system
reliability. Failure of a structural component may cause hazards to some other
components, and even it may or may not lead directly to the system failure. The
system reliability methods are already been developed and well documented, see
e.g., [30, 34–36]. The system reliability for both parallel and series systems can be
calculated in terms of the component reliability that is calculated from the first-order
approximation of the failure function. This highlights the importance of the com-
ponent reliability in the estimation of global system reliability. In many cases,
reliability aspects are time dependent. The reason may, for instance, be fluctuating
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loads or some kind or degrading mechanism on the resistance side. The instanta-
neous, or point in time, failure probability at time t in those cases should also be
formulated as in the same manner of formulating failure probability for time
invariant system [1, 37–39] so that the failure probability will be a function of time.
The interest herein often lies in estimating the probability of failure over a time
interval, say from 0 to tL. For both cases, time-independent and time-dependent
reliability methods, the basis of the analysis is the same. Time-independent reli-
ability methods receive considerable attention in practice. They are also encountered
in more realistic time-variant reliability analyses. In some cases, time-dependent
failure modes are transferred into corresponding time-independent modes. There-
fore, time-independent reliability methods for component structural failure modes
are presented in the following sections.

6.2.1 Design Variables, Limit State Functions, and Failure
Probability in the Reliability Analysis

As we have mentioned in the introduction, a structural design contains some
uncertainties that may arise partly from structural material used, from different
applied loads, from structural configuration, dimensions, and modeling, from the
environment where the structure will be built, etc. All these uncertainties are taken
into account in the analysis by representative random parameters or variables with
assumed or determined probability distributions. Each uncertain category is rep-
resented by an individual random variable Yi so that the design will be a function
of multiple random variables, Yj (j = 1,2,..,n), representing uncertainties that occur
in the design. These random variables are called as design, or basic, variables of
the reliability analysis. The collection of design variables in a vector form is the
design variables vector denoted by Y = (Y1, Y2,…,Yn). The design variables may
be independent, correlated, or partly independent, and partly correlated with
assumed or known probability distributions. For a safe design, their values will be
calculated from the reliability analysis together with the probability of a failure
mode, and these values of variables are called design values. The mathematical
representation of a failure mode, or a serviceability condition, is defined as the
limit state, or the failure, function of the reliability analysis. A failure mode can be
any event that causes a structural danger or unfavorable situation in the structural
behavior. Examples of failure modes may be those are stress condition that
exceeds the ultimate limit stress capacity, excessive buckling or plastic stresses,
fatigue phenomenon, etc. of a structural member or members, or the complete
system collapse mechanism. There may also be some other conditions that even
structural members and the structure do not fail due to serviceability or operational
restrictions, the structural behavior is taken to be unfavorable. In such cases, the
excess of the structural behavior from the specified limit is the serviceability
failure mode. The mathematical statement of a failure mode is written as,
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gðYÞ ¼ 0 ð6:1Þ

which can be any function of the design variables, linear or nonlinear. We define
the following regions as depending on the value of the failure function.

gðYÞ � 0 ! Failure ðunsafe) region

gðYÞ [ 0 ! Safe region

gðYÞ ¼ 0 ! Failure ðlimit state) surface

ð6:2Þ

When the failure (limit state) function is zero, then we obtain a surface between
the safe and unsafe regions. By definition, we call this surface as the failure (limit
state) surface. The negative value of the failure function defines the failure region
and the positive value defines the safe region. The simplest case of the failure
function can be written as,

Z ¼ gðYÞ ¼ R� Sð Þ !
S�R : Failure region

S\R : Safe region

S ¼ R : Failure surface

8

>

<

>

:

ð6:3Þ

where R denotes the resistance and S denotes the loading (stress) terms. When the
stress S is greater than or equal to the resistance R, then failure occurs. Thus, we
can write the probability of failure as,

PF ¼ P R� Sð Þ ¼ P gðYÞ� 0ð Þ ¼ P Z � 0ð Þ ¼ FZ 0ð Þ ð6:4aÞ

where FZ(.) is the probability distribution (cumulative distribution) function, CDF,
of the failure function Z. It can also be calculated from the joint probability density
function of R and S, fRS(r,s), as written by,

PF ¼ P R� Sð Þ ¼
Z

D

fRSðr; sÞ dr ds ð6:4bÞ

in which D denotes the failure domain. If we assume that R and S are independent,
then the joint probability density function fRS(r,s) becomes to be:

fRS r; sð Þ ¼ fR rð ÞfS sð Þ ð6:4cÞ

By using this statement in Eq. (6.4b) it can be written that,

PF ¼ P R� Sð Þ ¼
Z

1

�1

Z

s

�1

fRðrÞ dr

0

@

1

A fSðsÞ ds ¼
Z

1

�1

FRðsÞ fSðsÞ ds

with FRðsÞ ¼
Z

s

�1

fRðrÞ dr

ð6:4dÞ
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from which the probability of failure is obtained as the mean value of the prob-
ability distribution function of the resistance R evaluated at any stress variable s,
FR(s). If we assume that the probability distribution of the failure function,
Z = g(Y), is Normal (Gaussian), from Eq. (6.4a) we can write the failure proba-
bility as,

FZðzÞ ¼ U
z� lZ

rZ

� �

! PF ¼ FZð0Þ ¼ U � lZ

rZ

� �

ð6:5aÞ

where U(.) is the Standard Normal Distribution Function which has zero mean and
unit variance. Equation (6.5a) can be written in a slightly different form as,

b ¼ lZ

rZ

� �

! PF ¼ U �bð Þ ð6:5bÞ

in which b is defined as the Reliability Index, and the probability of failure is
calculated from the Standard Normal Distribution Function at u ¼ �bð Þ provided
that the failure function Z is Normally distributed [40]. This means that the resis-
tance and loading functions, R and S, are independent and Normally distributed. The
b index and the failure probability are shown in Fig. 6.1 where the shaded area
indicates the failure probability. In the Level-II reliability method, all we need is to
calculate the mean value lZ and the standard deviation rZ of the Normally dis-
tributed failure function Z = g(Y), and consequently to calculate the reliability
index b. In some situations, it is very simple and, in some other situations, it is
relatively complicated. For example, if failure functions Z can be stated as a linear
superposition of independent Normally distributed design variables Y, i.e.,

Z ¼ a0 þ
X

n

i¼1

aiYi ð6:6aÞ

then the calculation of lZ, rZ and b are straightforward as written below.

lZ ¼ a0 þ
X

n

i¼1

ailYi
and rZ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i¼1

a2
i r

2
Yi

s
 !

! b ¼ lZ

rZ

� �

ð6:6bÞ

In general, if the failure function is defined as given by Eq. (6.3) with Normally
distributed independent resistance and loading, R and S, then the reliability index b
is calculated from,

b ¼ lR � lS
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
R þ r2

S

p ð6:6cÞ

For nonlinear failure functions, correlated design variables and/or non-Nor-
mally distributed design variables, the calculation of b is not as simple as
explained above. For different cases of design variables and the failure function,
the calculation of b is presented briefly in the following sections.

320 6 Reliability Analysis of Offshore Structures



6.2.2 First-Order Reliability Methods

In the aforementioned section, we have assumed that the design variables are
independent Normally distributed random variables and the failure function is a
linear combination of design variables. Consequently, the failure function becomes
a Normally distributed random variable. On this basis, the reliability index b is
defined and calculated. However, in most practical applications, failure functions
are nonlinear and, in some situations, the design variables are correlated with non-
Normal distributions. First of all, the correlated and non-Normal design variables
are transformed to independent Standard Normal variables space, U, with zero
means and unit variances. Then, the nonlinear failure function g(Y) in the original
design variables space, Y, is also transformed to a failure function g(U) in the
U space, which is also a nonlinear function of the independent Standard Normal
variables. A first order approximation of the failure surface g(U) = 0 at some
design points is made. This is equivalent to representing the failure surface by
tangent hyperplanes at the design points in the U space [1, 2, 41]. The hyperplane
at a design point is obtained by using the Taylor series solution of the nonlinear
failure function g(U). This method of calculating b is called as FORM. This is
exact for linear failure functions and approximate for nonlinear failure functions.
Its approximation depends on the degree of the nonlinearity in the failure function.
Different methods of FORM are available depending on the condition of design
variables. In the following sections, these methods are briefly explained.

6.2.2.1 Calculation of b for Nonlinear Failure Functions of Independent
Normal Random Variables

Calculation of the reliability index b for linear failure function of independent
Normal random variables is presented above in Sect. 6.2.1. In this section, we
assume that the failure function is nonlinear and design variables are independent
and Normal. In order to calculate b, as it is mentioned above, the original problem
will be transformed to the Standard Normal variables space U first. Then the
linearization process is performed [41]. The transformation from the original
Y space to U space, which is the space of independent normalized Normal vari-
ables, can be written as,

Y¼lYþrYU ð6:7Þ

u

(u)

PF =Φ(-β) 

β

Fig. 6.1 Standard normal
probability density function
and failure probability

6.2 Structural Reliability Methods 321



where lY is the vector of mean values of Y and rY is a diagonal matrix containing
the variances of Y. Having used Y from Eq. (6.7) in the failure function g(Y), the
failure function g(U) in the U space can be obtained. Next step is to perform the
linearization of g(U) at design points, say at U¼U�where U�denotes a design
point. This is written as,

Z ¼ gðUÞ � gðU�Þ þ rgT
U� U� U�ð Þ ð6:8aÞ

in which rgU� is the gradient vector of g(U) with respect to U evaluated at
U ¼ U�, i.e.,

rgT
U� ¼ rgT

U

�

�

U¼U�

� �

! rgT
U ¼

ogðUÞ
ou1

;
ogðUÞ
ou2

; . . .;
ogðUÞ
oun

� 	

ð6:8bÞ

The mean value lZ and standard deviation rZ of the linearized failure function
Z = g(U), and consequently, the reliability index b can be written from Eq. (6.8a) as,

lZ � g U�ð Þ � rgT
U�U

�

rZ � rgU�j j

)

! b¼ lZ

rZ
¼ g U�ð Þ � rgT

U�U
�

rgU�j j ð6:9aÞ

in which rgU�j j is the absolute value of the gradient vector rgU� , i.e.,

rgU�j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rgT
U�rgU�

q

ð6:9bÞ

With the help of Eq. (6.9a) the failure function g(U) at the failure surface can be
stated in terms of b as written by,

b rgU�j j¼g U�ð Þ � rgT
U�U

� ! gðUÞ � b rgU�j j þ rgT
U�U ¼ 0 ð6:9cÞ

from which the reliability index b is stated alternatively as,

b¼aTU

 �

! a ¼ � rgU�

rgU�j j ð6:10aÞ

In Eq. (6.10a), a denotes a unit vector being normal to the tangent hyperplane (unit
direction vector) at the linearization point U�. Since a is a unit vector its absolute
value is equal to one, i.e.,(aTa = 1). In Eq. (6.10a), having multiplied b by (aTa)
from both sides and rearranged the statement, it can be obtained that,

aT ba� Uð Þ ¼ 0! U ¼ ba ð6:10bÞ

If the the design variables vector U is known, then the unit direction vector a and
consequently the reliability index b can be calculated from Eq. (6.10a). Conversely,
if b and a are known, then the U vector will be calculated from Eq. (6.10b). Cal-
culation of b and the final design point U� is carried by an iterative procedure starting
from an initial vector U = U0 as shown in Fig. 6.2. The reliability index b is the
shortest distance from the origin to the tangent hyperplane at the final design point on
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the failure surface g(U) = 0. Thus, the calculation of b in U space becomes as an
optimization problem to find the minimum value. It is stated as,

b ¼ min
gðUÞ¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i¼1

U2
i

s

ð6:11Þ

The failure function and design variables are given or specified in the original
variables space Y. The transformation from U to Y and vice versa is given by Eq.
(6.7). By using this transformation, the gradient vector, rgU , with respect to U can
be calculated in terms of the gradient vector, rgY , with respect to the original
design variables Y as written by,

rgU ¼
og

oU
¼ oY

oU

� �T
og

oY
! rgU ¼ rT

YrgY ð6:12Þ

The iterative calculation algorithm is presented below in Fig. 6.3. At the final
calculation step, the failure function g(U*) will be obtained to be zero, i.e.,
g(U*) = 0, and b will be (b = ai

T U*) as it is given in Eq. (6.10a). In this algo-
rithm, the convergence of iteration is quite fast and after few iteration cycles the
correct result is obtained. As the start vector, U0 = 0, can be used which corre-
sponds to the mean values lY of the original design variables vector Y.

6.2.2.2 Calculation of b for Correlated Normal Random Variables

It is assumed in this section that the original design variables Y are correlated and
Normally distributed. The failure function g(Y) can be linear or nonlinear. The
design variables Y are given with mean values, lY, and correlation coefficient
matrix qY as,

lT
Y ¼ lY1; lY2; . . .; lYnf g and qY ¼

1 q12 : q1n

q12 1 : q2n

: : : :
q1n q2n : 1

2

6

6

4

3

7

7

5

ð6:13aÞ

g(U)=0
u2 

u1

Failure region

Safe region

Start point

Tangent hyper-plane 

U*

U0

β

α

Fig. 6.2 Tangent
hyperplane, b, unit direction
vector a and the final design
point U*
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In this statement, the correlation coefficient qij of the design variables Yi and Yj is
defined as,

qij ¼
rYiYj

rYirYj
ð6:13bÞ

where rYiYj is the covariance and rYi and rYj are the standard deviations of Yi and
Yj. The first step is to transform Y vector to a correlated Normal variables vector
X with zero means and unit standard deviations (normalized Normal Variables),
i.e., lXi = 0 and rXi = 1 (i = 1,2,..,n). This is done by the transformation,

Y ¼ lY þ rYX ð6:14Þ

in which rY denotes a diagonal matrix containing standard deviations of Y, i.e., rYi

(i = 1,2,..,n). It can easily be verified from Eq. (6.14) that the correlation coeffi-
cient matrices of Y and X are equal. Thus, qX ¼ qYð Þ. The second step is to
transform the correlated normalized Normal variables vector X to the U variables
space (normalized uncorrelated Normal variables space). This transformation can
be performed by two methods as:

• Choleski Triangulation Method
• Orthogonal Transformation (Eigenvalue Solution) Method

These two methods are briefly outlined below. First, the Choleski triangulation
method is explained.

In the Choleski triangulation method, the correlated Normal random variables,
X, are transformed to the Standard Normal Variables, U, space. This transfor-
mation is written as,

X ¼ TU ð6:15aÞ

where T is an unknown transformation matrix that will be calculated. For this
purpose, we use the correlation coefficient matrix of X, which is stated from
Eq. (6.15) as written by,

qX ¼ TE UUT
� 


TT ! qX ¼ TTT ð6:15bÞ

*

*

U
i

U

g

g

∇

∇

= −
∇

αα

Calculate g(U) and gU using 
Eqs(6.7) and (6.12)

i iβ=U αα

Guess Ui vector 
as U*=U0 

*

*
T *

i i

U

g(U )β
g

= +
∇

Uαα

No

Yes

Stop

Convergence

Fig. 6.3 Calculation
algorithm of the reliability
index b for nonlinear failure
functions
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Since, (qX = qY), the transformation matrix T can be calculated from Eq. (6.15b)
by the Choleski decomposition method from which it is clear that T will be a lower
triangular matrix. Having introduced Eq. (6.15a) into Eq. (6.14), the original
design variables vector Y can be transformed to the standard normal variables
space, U, by the transformation:

Y ¼ lY þ DU! D ¼ rYTð Þ ð6:16aÞ

Having introduced this transformation into the failure function g(Y) it is calculated
in the U space, i.e., g(U). For the iteration of the reliability index, the gradient
vector with respect to the standard normal variables, rgU, can be easily calculated
in terms of the gradient vector with respect to the original design variables Y,rgY,
as written by,

rgU ¼ DT og

oY
! rgU ¼ DTrgY


 �

ð6:16bÞ

Having obtained the failure function g(U) and its gradient vector rgU, The reli-
ability index b is calculated as explained in the previous Sect. 6.2.2.1.

An alternative transformation method from the correlated normalized Normal
variables vector X to the U variables is to use the orthogonal transformation which
forms an eigenvalue problem. For this purpose, we use auxiliary independent
Normal random variables with zero means, i.e., lVi = 0 (i = 1,2,…,n), which are
denoted by the vector V as it is defined by,

V ¼ CTX ð6:17aÞ

Eq. (6.17a) is an orthogonal transformation. Since V is an independent variables
vector the covariance matrix of these variables will be diagonal and it is denoted
by rV. It is calculated from,

rV ¼ E VVT
� 


¼ CT E XXT
� 


C! rV ¼ CTqXC

 �

ð6:17bÞ

This equation is an eigenvalue problem and can be solved by an eigenvalue solver.

The variances of V are the eigenvalues of qX, i.e., r2
Vi
¼ ki

� �

with (i = 1,2,…,n).

The eigenvalue ki and the eigenvector Ci, which is the ith. column of the matrix
C are calculated from the eigenvalue solution,

qXCi ¼ kiCi with C ¼ C1;C2; . . .;Ci; . . .Cn½ �
r2

Vi
¼ ki

ð6:17cÞ

Having calculated the transformation matrix C from Eq. (6.17c) in which, it is
transformed to the U variables space as written by,

V ¼ rVU ð6:18aÞ

Since the transpose of an orthogonal matrix is equal to its inverse, from Eq. (6.17a)
it can be stated that,
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V ¼ CTX ¼ rVU! X ¼ CrVUð Þ ð6:18bÞ

Having introduced X from Eq. (6.18b) into Eq. (6.14), the original design variables
vector Y can be stated similar to that given by Eq. (6.16a). This is written as,

Y ¼ lY þ DU! D ¼ rYCrVð Þ ð6:18cÞ

with this transformation the reliability index b can be calculated as explained
above in the case of the Choleski triangulation method.

6.2.2.3 Calculation of b for Non-Normal Independent Random Variables

In practice, probability distributions of design variables are not always Normal.
Usually, they are non-Normal although they may be independent which is the case
considered in this section. For such case, in order to calculate the b index, the non-
Normal design variables are transformed to equivalent Normal random variables at
design points. For this purpose, probability distributions and probability density
functions of non-Normal and Normal variables are equalized at design points of the
reliability iteration [42]. For original non-Normal design variables Yi and equivalent
standard Normal variables Ui (i = 1, 2,…,n), this is given at any point as,

FYðYiÞ¼UðUiÞ ! Yi ¼ F�1
Y UðUiÞð Þ ð6:19aÞ

and from the derivative of both sides, it can be stated that,

oU Uið Þ
oUi

¼ oFY Yið Þ
oYi

oYi

oUi
! u Uið Þ¼ f YðYiÞ

oYi

oUi
! oYi

oUi
¼ u Uið Þ

f YðYiÞ
ð6:19bÞ

where u(.) and fY(.) denote the probability density functions of the standard
Normal random variable and the original design variable. The gradient of the
failure function, rgUi , with respect to the standard Normal variable Ui can be
written by using the chain rule as,

og

oUi
¼ og

oYi

oYi

oUi
! rgUi¼

u Uið Þ
f YðYiÞ

rgYi ð6:19cÞ

This transformation is equal to the transformation defined as (with unknown
standard deviation ri and mean value li to be determined),

Yi ¼ li þ riUi ð6:20aÞ

The standard deviation is calculated from Eqs. (6.19b) and (6.20a) and the mean
value li is calculated from Eqs. (6.19a) and (6.20a) as written by,

ri ¼
oYi

oUi
¼ u Uið Þ

f YðYiÞ
and li¼ F�1

Y UðUiÞð Þ � riUi ð6:20bÞ
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For a given or updated iteration point in the U space, U*, the corresponding original
design variables vector Y* is calculated by using Eq. (6.19a), and consequently, the
failure function gðY�i Þ ¼ g F�1

Y UðU�i Þ

 �
 �

is calculated. For the reliability iteration
in the U space, the gradient rgU is calculated by using Eq. (6.19c). Having
calculated the failure function and its gradient in the U space, the rest of the
reliability iteration is carried out by using the algorithm given in Fig. 6.3.

6.2.2.4 Calculation of b for Non-Normal Correlated Random Variables

If the failure function g(Y) is a function of non-Normal correlated random vari-
ables, which are denoted by the vector Y, in order to calculate the reliability index
b, these variables are transformed to uncorrelated standard Normal variables U For
this purpose, two transformation methods are used [2, 43, 44]. These methods are:

Rosenblatt transformation
Nataf transformation

The Rosenblatt transformation is used if the joint probability distribution
function of the random variables Y is known or given as a sequence of conditional
probability distribution functions, i.e., if FY(Y1, Y2, …,Yn) or fY(Y1, Y2, …,Yn) is
known [2, 43]. This transformation uses equal probability distribution functions of
uncorrelated standard Normal variables U and the conditional distribution func-
tions of the correlated non-Normal variable Y. It is stated as,

UðU1Þ ¼ FY1ðY1Þ
UðU2Þ ¼ FY2ðY2jY1Þ

..

.

UðUnÞ ¼ FYnðYnjY1; Y2; . . .; Yn�1Þ

ð6:21Þ

where FYiðYijY1; Y2; . . .; Yi�1Þ is the distribution function of Yi given (Y1, Y2,…,
Yi-1) for (i = 1,2,…,n). This conditional probability distribution function is cal-
culated from the integration of the corresponding probability density function
(PDF) as written by,

FYiðYijY1; Y2; . . .; Yi�1Þ ¼
Z

Yi

�1

fYiðzjY1; Y2; . . .; Yi�1Þ dz ð6:22aÞ

in which fYiðzjY1; Y2; . . .; Yi�1Þ is the conditional probability density function of Yi

defined by,

fYiðzjY1; Y2; . . .; Yi�1Þ ¼
fYðY1; Y2; . . .; zÞ

fYðY1; Y2; . . .; Yi�1Þ
ð6:22bÞ
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where z is a variable for Yi, i.e., z ¼ �1 to Yið Þ, and fY Y1; Y2; . . .; Yið Þ is the joint
probability density function of the random variables (Y1, Y2, …, Yi). Having
introduced Eq. (6.22b) into Eq. (6.22a) the conditional distribution function can be
calculated from,

FYiðYijY1; Y2; . . .; Yi�1Þ ¼

R

Yi

�1
fYðY1; Y2; . . .; Yi�1; zÞdz

fYðY1; Y2; . . .; Yi�1Þ
ð6:22cÞ

The joint PDF fY Y1; Y2; . . .; Yið Þ is calculated from the integration,

fY Y1; Y2; . . .; Yið Þ ¼
Z

1

�1

. . .

Z

1

�1

fY Y1;Y2; . . .; Yi; Yiþ1; . . .; Ynð ÞdYiþ1. . .dYn

ð6:22dÞ
In the reliability iteration as given in Fig. 6.3, the initial standard normal variables,
U, are chosen and updated at each iteration cycle. In order to calculate the failure
function, g(Y), in the original design variables space, the variables Yi are calculated
from the transformation given by Eq. (6.21). This is written as,

Yi ¼ F�1
Yi

UðUiÞjY1; Y2; . . .; Yi�1ð Þ where ði ¼ 1; 2; . . .; nÞ ð6:23aÞ

In the iteration, the gradient vector rgU with respect to the standard normal
variables U is also required. It is calculated in terms of the gradient vector rgY

with respect to the original design variables Y. Since Y is a function of U the
gradient vectors, rgY and rgU, are calculated from the following relations.

Y ¼ f ðUÞ ! rgY ¼ JT og

oU
¼ JTrgU ! rgU ¼ JT


 ��1rgY ð6:23bÞ

where J is the Jacobian matrix defined as,

J ¼

oU1

oY1
: :

oU1

oYn

: : : :
: : : :

oUn

oY1
: :

oUn

oYn

2

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

5

ð6:23cÞ

For the Rosenblatt transformation, UðUiÞ ¼ FYiðYijY1; Y2; . . .; Yi�1Þ, the deriva-
tives can be written as,

oUðUiÞ
oYj

¼ oUðUiÞ
oUi

oUi

oYj
¼ oFYiðYijY1; Y2; . . .; Yi�1Þ

oYj
ð6:24aÞ

from which a term of the Jacobian matrix can be obtained as,
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oUi

oYj
¼ 1

uðUiÞ
oFYiðYijY1; Y2; . . .; Yi�1Þ

oYj
! oUi

oYj
¼ 0 for i\jð Þ ð6:24bÞ

From Eq. (6.24b), it can be intuitively seen that the Jacobian matrix J for
Rosenblatt transformation is a lower triangle matrix, i.e.,

J ¼

oU1

oY1
: : 0
: :
: :

oUn

oY1
: :

oUn

oYn

2

6

6

6

6

4

3

7

7

7

7

5

ð6:24cÞ

As it is mentioned above, if the joint probability density function of the original
design variables Y is known, then the transformation from Y to U, and vice versa,
can be carried out by using the Rosenblatt transformation. The gradient vectors are
calculated from Eq. (6.23b). In practice, the joint probability distribution is not
always known. In this case, the Nataf transformation is used.

When the complete probability information of correlated random variables is
not available, i.e., the joint probability distribution is not known, the Rosenblatt
transformation cannot be applied. In practice, usually the marginal probability
distribution functions of random variables, FYðYiÞ where (i = 1,2,..,n), with cor-
relation coefficients qij are available. In order to calculate the reliability index b
using such probability information, the Nataf transformation method is used
[2, 44–46]. The essence of this method is to transform first the original design
variables Y to jointly normalized normal random variables X, i.e., zero mean
values and unit variances (lX = 0 and rXi = 1), by using equal marginal and joint
probability distributions. In this context, the correlation coefficients q0ij of two
jointly normal variables, Xi and Xj, and the joint probability distribution function
FY(Yi,Yj) of two original random variables, Yi and Yj, are unknown. Since X is
jointly normal with zero mean and unit variances, the joint distribution function of
Xi and Xj is readily available. From the definition of the Nataf transformation it is
written that,

FYiðYiÞ ¼ UXðXiÞ ! Yi ¼ F�1
Yi
ðUXðXiÞÞ

FYðYi; YjÞ ¼ UXðXi;XjÞ ! fYðYi; YjÞdYidYj ¼ uXðXi;XjÞdXidXj

ð6:25Þ

in which UX(.) and uX(.) are probability distribution and density functions (joint
and marginal) of normalized normal variables. The uX(Xi,Xj) is defined as,

uXðXi;XjÞ ¼
1

2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� q0 2
ij

q exp �
X2

i þ X2
j � 2q0ijXiXj

� �

2 1� q0 2
ij

� �

2

4

3

5 ð6:26Þ

The correlation coefficient qij of Yi and Yj, which is known, is calculated from,
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qij ¼
1

rYirYj

Z

1

�1

Z

1

�1

Yi � lYið Þ Yj � lYj


 �

fYðYi; YjÞdYidYj ð6:27aÞ

or from Eq. (6.25) it is stated that,

qij ¼
1

rYirYj

Z

1

�1

Z

1

�1

Yi � lYið Þ Yj � lYj


 �

uXðXi;XjÞdXidXj ð6:27bÞ

which will be a function ofq0ij though uX(Xi,Xj) from Eq. (6.26). The variables Yi and Yj

are calculated from Eq. (6.25) dependently on Xi and Xj so that the integration given
by Eq. (6.27b) can be carried out iteratively to solve the correlation coefficient q0ij of

Xi and Xj. For practical calculations, the ratio R ¼ q0ij=qij

� �

is calculated and pre-

sented in [45] for a number of probability distribution functions. Thus, the correlation
coefficient of two jointly normalized normal variables Xi and Xj is calculated from,

q0ij ¼ R qij ð6:28Þ

and Xi is calculated from the transformation given by Eq. (6.25). With this
information the reliability index b can be easily calculated as explained previously
for correlated normal random variables in Sect. 6.2.2.2. The solution algorithm is:

1. Calculate correlation coefficient of Xi and Xj from q0ij ¼ R qij

� �

.

2. Select U vector.
3. Calculate X vector from X = TU (T is obtained from the Choleski decom-

position of qX with elements q0ij, see Sect. 6.2.2.2).

4. Calculate Y vector from Yi ¼ F�1
Y ðUXðXiÞÞ


 �

.
5. Calculate failure function g(Y) and the gradient rgU.
6. Calculate the reliability index b as given in Fig. 6.3.
7. Update U vector and go to step 3 until a required convergence is obtained.

6.2.3 Second-Order Reliability Method

The FORM methods use first-order (linear) approximation of the failure surface at
the design point. It will be accurate if the failure function is linear or weakly
nonlinear (relatively flat). For heavily nonlinear failure function, the FORM
methods may not be adequate to find a correct failure probability. In such cases, a
better approximation of the failure surface at the design point is required. For this
purpose, a second-order approximation of the failure surface at the design point is
used as shown in Fig. 6.4. The failure probability calculated on basis of the sec-
ond-order approximation is known as the Second-order reliability methods
(SORM) [29, 47–51]. It is a relatively complicated process and computationally
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more time consuming. By using the second-order Taylor series solution of the
failure surface in the U space at the design point U* the approximate failure
function can be stated [47, 50] as written by,

Z ¼ gðUÞ � gðU�Þ þ rgT
U� U� U�ð Þ þ 1

2
U� U�ð ÞTrg2

U� U� U�ð Þ ð6:29aÞ

in which rg2
U� is the second derivative matrix of the failure function, which is

known as the Hessian matrix, at the design point U*. It is defined as,

rg2
U� ¼

o2gðUÞ
oU1oU1

. . .
o2gðUÞ
oU1oUn

. . .

o2gðUÞ
oUnoU1

. . .
o2gðUÞ
oUnoUn

2

6

6

6

6

6

4

3

7

7

7

7

7

5

U¼U�

ð6:29bÞ

Having denoted FORM reliability index by bF and using Eqs. (6.9c) and (6.10a),
the second-order approximation of the failure function given by Eq. (6.29a) can be
stated at the failure surface (g(U) = 0) as,

gðUÞ � bF � aT Uþ 1
2

U� U�ð ÞT H U� U�ð Þ ¼ 0! H ¼ rg2
U�

rgU�j j ð6:29cÞ

in which H is the normalized Hessian matrix. In the second-order approximation
of the failure surface as given by Eq. (6.29c), the failure function is stated in the
form of two independent random functions, one is linear and other one is quadratic
in the U space. Due to limited knowledge on the probability distribution of the
quadratic term, an exact analytical calculation of the failure probability cannot be
performed. Therefore, some approximations are used in the calculation. Breitung
[48] has used an asymptotic approximation and obtained the failure probability in
terms of the FORM reliability index bF as written [51] by,

PF � Uð�bFÞ
Y

n�1

j¼1

1� bF jj


 ��1=2 ð6:30aÞ

in which n is the dimension of the U space and jj, where j = 1 to (n-1), are the
principal curvatures of the failure surface at the design point. Breitung [48] has
shown that Eq. (6.30a) asymptotically approaches the exact failure probability as
bF approaches infinity while bFjj


 �

(j = 1,2,…n-1) remain fixed. Therefore, the
asymptotic approximation gives good results for large values of bF. This
approximation of the failure probability, which is given by Eq. (6.30a), can be used
for 1� bFð Þ and bFjj\1


 �

(j = 1,2,..n-1) [51]. For smaller values of bF, the
results are not reliable. The drawback of the asymptotic approximation is that it
produces erroneous results when the curvatures are in the vicinity of (1/bF),

i.e., jj � 1=bF


 �

, due to the singularity at this point. For small bF values,
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especially for bF\1ð Þ, Tvedt [50] introduced an exact result in terms of a one-
dimensional integral given [51] as,

PF ¼
1
2
� 1

p

Z 1

0
sin bt þ 1

2

X

n�1

j¼1

tan�1ð�jjtÞ
 !

expð� t2

2
Þ

t
Q

n�1

j¼1
1þ j2

j t2
� �1=4

dt ð6:30bÞ

which may be used for small bF values. The Tvedt’s result is exact for a fitting
parabola to the failure surface so that it is considered as a second-order approxi-
mation. For moderate bF values, an interpolation between the results of Tvedt and
the asymptotic solutions, i.e., Eqs. (6.30a) and (6.30b), can be used. In the liter-
ature, some variations of the second-order reliability method are available [52–56].
In order to calculate the failure probability from SORM the principle curvatures jj,
j = 1 to (n-1), are required. Their calculation is outlined in the following section.

6.2.3.1 Calculation of Principle Curvatures

It can be shown [55] that the failure function g(U) can be expressed in terms of the
principal curvatures of the failure surface at the design point by using orthogonal
transformations. This transformation is defined as written by,

U ¼ RV ð6:31Þ

where R is the orthogonal transformation matrix to be determined and V is the vector
of rotated coordinates in the independent standard normal variables space. The first
axis, V1, of the vector V is chosen to coincide with the direction of the a vector shown
in Figs.6.2 and 6.4. The orthogonal transformation matrix R is obtained by using the
Gram–Schmidt orthogonalization [57]. In order to satisfy the condition that the first
axis, V1 of the vector V is in the direction of the a vector, the first column of R, i.e.,
R1, is taken to equal the a vector. The other columns of R are calculated by using the
Gram–Schmidt orthogonalization starting from the matrix,

g(U)=0u2 

u1

Failure region

Safe region 

FORM 

U*

2nd. order approximation 
SORMβ

α

Fig. 6.4 FORM (first-order)
and SORM (second-order)
approximations, b and unit
direction vector a
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B ¼

a1 0 : 0
a2 1 : 0
: : : :
an 0 : 1

2

6

6

4

3

7

7

5

¼ B1; B2; . . .; Bn½ � ð6:32aÞ

where the column (B1 = a) and other columns of B are all zero, except the
element bi of the column Bi which is equal to 1, i.e., (bi = 1) with (i = 2,3,…,n).
With this starting matrix B, the columns of the orthogonal transformation matrix
R, which are vectors, are calculated from,

Ri¼Bi �
X

i�1

j¼1

BT
i rj


 �

rj ! rj ¼
Rj

Rj

�

�

�

�

 !

where ði ¼ 2 to nÞ ð6:32bÞ

Then, the transformation matrix R is obtained as written by,

R ¼ R1; R2; . . .; Rn½ � ! R1 ¼ að Þ ð6:32cÞ

Having calculated the matrix R from Eqs. (6.32b) and (6.32c) the transformation
given by Eq. (6.31) can be carried out, and by introducing it into Eq. (6.29c), the
equation of the failure surface is obtained as written by,

gðUÞ � bF � aT RV þ 1
2

V� V�ð ÞT RT HR V� V�ð Þ ¼ 0 ð6:33aÞ

The vectors of the rotated coordinates at any point and at the design point on the
failure surface, V and V*, are defined as written by,

V ¼
V1

v

( )

! v ¼ V2; . . .;Vnf gT and V� ¼ bF; 0; . . .; 0f gT ð6:33bÞ

Since the matrix R is orthogonal, i.e., RT
i Rj ¼ 0


 �

for i 6¼ jð Þ, and having intro-
duced Eq. (6.33b) into Eq. (6.33a) the equation of the failure surface becomes as
written by,

bF � V1 þ
1
2

V1 � bFð Þ
v

� 	T

A
V1 � bFð Þ

v

� 	

¼ 0! A ¼ RTHR

 �

ð6:33cÞ

in which A is the rotated Hessian matrix. By using the following partition,

A ¼ A11 A12

AT
12 G

� �

ð6:33dÞ

and using it in Eq. (6.33c) it can be obtained that,

V1¼bF þ
1
2

A11 V1 � bFð Þ2þ2 V1 � bFð ÞA12vþ vT Gv
h i

ð6:33eÞ
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Since, near the design point V*, the value of V1 is approximately equal to bF, i.e.,
V1 � bFð Þ, Eq. (6.33e) can be stated approximately as written by,

V1¼bF þ
1
2

vT Gv ð6:34aÞ

where the vector v has a dimension of (n-1) and the matrix G has dimensions of
(n-1) by (n-1). At this point, we use another orthogonal transformation by
rotating the axes of the vector v around V1 and the new rotated vector is denoted
by y defined as,

v ¼ Q y ð6:34bÞ

in which Q is a normalized orthogonal matrix with dimensions of (n-1) by (n-1).
Having introduced Eq. (6.34b) into Eq. (6.34a) it can be stated that,

V1¼bF þ
1
2

yT By! B ¼ QT GQ

 �

ð6:34cÞ

which can be written in a quadratic form as,

V1¼bF þ
1
2

X

n�1

i¼1

jiy
2
i ð6:35Þ

where ji and yi (i = 1,2,…,n-1) are the principal curvatures of the failure surface
at the design point and the elements of the rotated vector y. Eq. (6.35) can be
written only if the matrix B is diagonal with the terms of ji on diagonals. From Eq.
(6.34c) it may be realized that B can be diagonal only if the orthogonal matrix Q is
the eigen matrix of G and ji (i = 1,2,…,n-1) are the corresponding eigenvalues
which are calculated from,

G� j Ij j¼ 0 ð6:36aÞ

in which I is the unit matrix with (n-1)9(n-1) and j is an eigenvalue. Alter-
natively, it can also be written for the ith. column, Qi, of orthogonal transformation
matrix Q as,

GQi¼ jiQi and Q ¼ Q1; Q2; . . .; Qn�1½ � ð6:36bÞ

Having calculated the principal curvatures ji of the failure surface at the design
point from Eq. (3.36a) or (3.36b), the failure probability PF can be calculated by
using Eq. (6.30a) or (6.30b). Since Qi is a normalized eigen vector it can be written

from Eq. (6.36b) that QT
i GQi¼ ji


 �

and QT
j GQi¼0 for j 6¼ i

� �

.
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6.2.4 Level-III (Exact) Reliability Methods

The failure probability of a structural component with respect to a single failure
mode has been given previously in Eq. (6.4b) as rewritten by,

PF ¼
Z

gðYÞ� 0

fYðyÞ dy ð6:37Þ

where Y is the vector of basic random variables (design variables). Calculation of
this integration requires that the failure surface, gðYÞ ¼ 0, and the joint probability
density function of Y, fYðyÞ, are known. The direct calculations of the failure
probability from the integration, given by Eq. (6.37), are called as Level-III reli-
ability methods. They are considered as the most accurate methods. The well-
known Level-III methods are:

• Analytical Integration (AI),
• Numerical Integration (NI)
• Monte-Carlo Simulation (MCS).

Unlike the Level-II methods, unfortunately all Level-III methods may be rather
time consuming. In general, the integral given by Eq. (6.37) cannot be computed
analytically. The Analytical Integration can only be eligible if a few basic design
variables are concerned and the failure surface has a simple form. For example, if
the failure function, Z ¼ gðYÞ, is stated in terms of independent functions of the
stress S and the resistance R as written by,

Z ¼ R� S ð6:38aÞ

their joint probability density function will be the product of PDF of each term as
given by Eq. (6.4c), which is rewritten below for convenience.

fYðr; sÞ ¼ fRðrÞ fSðsÞ ð6:38bÞ

Since the failure domain is defined as R\Sð Þ, the failure probability, PF, will be
calculated as the mean value of the probability distribution function FR(s) of the
resistance R, i.e.,

PF ¼
Z 1

�1
FRðsÞ fSðsÞ ds ¼ E½FRðsÞ� ð6:38cÞ

where E[.] denotes expectation operator and FR(s) is calculated from Eq. (6.4d). In
some cases, the analytical integration given by Eq. (6.38c) can be carried out.
However, for complicated distributions, complex limit state functions and multiple
basic variables, as well as a complex failure surface, the analytical integration is
not practically possible. In this case, a numerical integration procedure is applied
as explained in the following section.
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6.2.4.1 Numerical Integration Method

The analytical integration is not always possible due to complexities in the failure
functions, probability distributions of design variables or due to multiple design
variables, etc. In such cases, the numerical integration procedure is applied to
calculate the failure probability PF. For this purpose, all basic random variables in
the original Y space are transformed to the independent standard normal variables,
U, space. Then, the integration given by Eq. (6.37) is carried out numerically,
which can be stated [58] in the multiple summation as written by,

PF ¼
X

1

i¼�1

X

1

j¼�1
. . .. . .

X

1

k¼�1
I gðuÞð Þ fUðuÞDu ð6:39aÞ

where I(.) is a failure domain identifier, which equals 1 in the failure domain and 0
in the safe domain, i.e.,

IðgðuÞÞ ¼ 1 if gðuÞ� 0

IðgðuÞÞ ¼ 0 if gðuÞ[ 0
ð6:39bÞ

where u is the variable of the vector U. The infinite integration (summation) limits
in Eq. (6.39a) can be removed by appropriate upper and lower bounds if they are
available. The numerical integration is feasible only for a limited number of
random variables [59], e.g., maximum (n = 10). For more dimensional (n [ 10)
problems, the computation time of the numerical integration increases consider-
ably, and therefore, in most applications the numerical integration procedure is
applied only for validation of other methods with a small number of variables.

6.2.4.2 Monte Carlo Simulation Methods

As stated in the previous sections, calculations of the failure probability from Eq.
(6.37) by using the analytical and numerical integrations suffer from the ineffi-
ciencies due to difficult conditions in the failure state and excessive time-con-
suming characters in the calculation process. Consequently, these methods are not
feasible in practice. This drawback of the analytical and numerical integrations is
overcome by applying the Monte Carlo Simulation technique, which is always
feasible to apply. However, it can become inefficient when the limit state, of failure
condition, requires heavy calculations by calling a computer code such as a finite
element analysis suite. In this case, the Monte Carlo Simulation technique may not
be used also in practical applications. The basic idea in the Monte Carlo Simu-
lation technique is to sample random values of the design variables (vector Y),
which are generated on basis of their probability distributions. Then, the number of
samples falling into the failure domain (NF) is identified, i.e., NF is the number of
samples satisfying the condition of gðYÞ� 0. The failure probability, PF, is then
estimated from,
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�PF ¼
NF

N
� PF ð6:40aÞ

where N is the total number of samples. This estimator �PF of the failure probability
PF can also be written as,

�PF ¼
1
N

X

N

i¼1

I gðYÞð Þ ð6:40bÞ

where I(.) is as defined in Eq. (6.39b). This sample mean converges to the true
mean, PF, as the number of samples increases. Based on the law of large numbers,
it can be shown [60, 61] that the variance of the estimator �PF is,

r2
�PF
¼ PF 1� PFð Þ

N
ð6:41Þ

which is inversely proportional to N. Thus, for a small value of N, the estimation of
failure probability may be subject to a considerable uncertainty. To reduce this
uncertainty to an acceptable level, a large number of simulations are required. For
a given target coefficient of variation of the failure probability, V(PF), i.e.,
VðPFÞ ¼ r�PF

=PF , the minimum required number of samples N can be calculated
from Eq. (6.41) as stated by,

N [
1

V2ðPFÞ
1

PF
� 1

� �

ð6:42aÞ

In this statement, since PF is unknown, the worst case PF ¼ 1=2ð Þ obtained from
the maximization of the variance of estimator r2

�PF
may be used. Having introduced

this worst case in Eq. (6.42a) the following condition of the total number of
samples can be obtained.

N [
1

V2ðPFÞ
ð6:42bÞ

The efficiency of the direct MCS method depends on the magnitude of the
failure probability, i.e., smaller failure probabilities, which usually appear in
structural reliability, require larger numbers of samples. Since the probability of
failure in practice is small, most of sample values are wasted, and therefore the
direct MCS method becomes inefficient in the reliability methods. This drawback
of the MCS method can be overcome by generating samples on the base of a
different probability density function so that a large number of outcomes fall in the
failure domain. This technique is called as Importance Sampling and the related
probability density function, which is a selected Importance Sampling Density, is
indicated by hY(y). With this information, the failure probability given by Eq.
(6.37) can be rewritten as, without loosing the generality,

6.2 Structural Reliability Methods 337



PF ¼
Z

gðYÞ� 0

fYðyÞ
hYðyÞ

� �

hYðyÞ dy ð6:43aÞ

The estimator of the failure probability can then be given as, in the light of Eq.
(6.43a),

�PF ¼
1
N

X

N

i¼1

I gðYÞð Þ fYðyÞ
hYðyÞ

� �

ð6:43bÞ

in which the samples are based on the density function hY(y), instead of the density
function of basic design variables fY(y). The efficiency of this technique depends
on the selection of hY(y). Importance sampling is generally recognized as the most
efficient variance reduction technique. A successful choice of hY(y) produces
reliable results and reduces the number of simulations significantly, while an
inappropriate choice of hY(y) produces inaccurate results.

Other variance reduction techniques are also available as:

Adaptive sampling technique
Conditional expectation technique

Adaptive sampling technique updates sampling density dynamically as the
simulation proceeds [62, 63]. Conditional expectation technique consists of
Directional Simulation, which is recommended for convex safe sets [64] and Axis-
orthogonal Simulation technique, which is recommended for convex failure sets
[65, 66].

6.3 Inverse Reliability Method

In the standard reliability analysis of structures, the uncertainties in limit state
functions are modeled by random design variables with known or prescribed
probability distributions. Then, a reliability measure is calculated iteratively in the
form of the reliability index for a prescribed limit state function as explained in
previous sections. In some cases, the target reliability measure is given and the
unknown design variables are required with a deterministic design parameter or
one of statistical parameters (mean value or standard deviation) of the design
variables in the limit state function. This problem involves the inverse reliability
method [67, 68]. In a structural design, more than one parameter for a given
reliability measure may be required to determine. In this case, a unique solution
can be obtained only if sufficient numbers of constraints are provided as being
geometric or reliability related. Under insufficient constraints an optimum solution
may be obtained by using optimization which is not considered in this section. In
the case of reliability related constrains, different target reliability measures may
be used for different limit state functions. The solution of the inverse reliability

338 6 Reliability Analysis of Offshore Structures



problem is carried out by using the FORM reliability methods as explained in [67–
70] and used in different engineering applications [71–76]. In this section, the
solution of the inverse reliability problem is explained briefly for multiple
parameters to be determined. In the inverse reliability method for multiple
parameters, the number of limit state functions must be equal to the number of
unknown parameters to be determined. The multiple limit state functions in the
correlated non-Normal variables space (Y-space) is written as,

giðY;PÞ ¼ 0

given bi ¼ ai

)

for ði ¼ 1; 2; . . .; kÞ ð6:44aÞ

in which Y is the design variables vector representing uncertainties in the limit
state function, P is the vector of parameters to be determined using the reliability
constraints (bi = ai) with (i = 1,2,…,k), k is the number of parameters. The
vectors Y and P are defined as,

P ¼ p1; p2; . . .. . .; pkf gT

Y ¼ y1; y2; . . .. . .; ynf gT
ð6:44bÞ

In order to solve Eq. (6.44a), the limit state functions with unknown vector P are
stated in the standard normal independent variables space (U-space) as written by,

giðU;PÞ ¼ 0

given bi ¼ ai

)

for ði ¼ 1; 2; . . .; kÞ ð6:45Þ

For known P vector and unknown bi values, the solution methods have been
presented in the previous sections. For a prescribed U vector, the solution of the
limit state functions to the P vector can be obtained without any constraint such as
(bi = ai). Since the limit state functions, giðU;PÞ, are usually nonlinear functions
of the unknown P vector, the solution can be performed numerically in an iterative
sequence. For this purpose, the Newton–Raphson method is used, which requires
linearization of the limit state functions at some points of P, say P*. The linear-
ization of giðU;PÞ at (P = P*) is stated as,

giðU;PÞ ¼ giðU;P�Þ þ rgT
iP� P� P�ð Þ ¼ 0 where ði ¼ 1; 2; . . .; kÞ ð6:46aÞ

in which rgiP� is the gradient vector of giðU;PÞ with respect to P evaluated at
(P = P*), i.e.,

rgT
iP� ¼ rgT

iP

�

�

P¼P�

� �

! rgiP ¼
ogiðU;PÞ

op1
;
ogiðU;PÞ

op2
; . . .;

ogiðU;PÞ
opk

� 	T

ð6:46bÞ

where (i = 1, 2,…,k). The linearized limit state functions given by Eq. (6.46a) can
be stated for (i = 1, 2,…,k) in the vector form as written by,
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g U;P�ð Þ þ rgP� P� P�ð Þ ¼ 0! P ¼ P� � rg�1
P� g U;P�ð Þ


 �

ð6:46cÞ

where g U;P�ð Þ is a vector consisted of giðU;P�Þ for (i = 1,2,…,k) and rgP� is a
matrix consisted of the gradient vectors rgT

iP�. They are defined as,

g U;P�ð Þ ¼ g1ðU;P�Þ; g2ðU;P�Þ; . . .; gkðU;P�Þf gT

rgP� ¼ rg1P�; rg2P�; . . .; rgkP�½ �T
ð6:46dÞ

For a given initial vector P* and assumed U vector, the vector P will be updated by
using Eq. (6.46c). This update will continue until the vector g U;P�ð Þ becomes
zero, i.e., g U;P�ð Þ ¼ 0. This process will be repeated for each variation of the
U vector. For given P and U vectors of the limit state function giðU;P�Þ, the
corresponding unit direction vector ai will be calculated by using Eq. (6.10a) as
written by,

ai ¼ �
rgiU�

rgiU�j j ð6:47aÞ

in which rgiU� is the gradient vector of giðU;PÞwith respect to U evaluated at
(U = U*) given by Eq. (6.8b). Then, the U vector for the limit state function
giðU;PÞ will be updated by using Eq. (6.10a) as written by,

U ¼ biai ð6:47bÞ

Since the target reliability measure is different for different limit state functions, it
is realized from Eq. (6.47b) that the values of the U vector are different for
different limit state functions. The solution of the inverse reliability problem
requires a double iteration procedure as one is for the U vector and one is the
P vector which is shown in Fig. 6.5. This is a straightforward and normal calcu-
lation procedure.

Due to double iteration processes this calculation procedure may be somewhat
time consuming. However, it proves from some numerical investigations that an
accelerated calculation algorithm can be obtained. In this algorithm, the updates of
U and P are performed within a single iteration loop that reduces the computation
time. This accelerated calculation algorithm is shown in Fig. 6.6, in which the inner
loop (the Newton–Raphson iteration loop) of the straightforward calculation algo-
rithm shown in Fig. 6.5 may be disregarded. At the end of iterations, when |DU| & 0,
the condition of gi(U,P) = 0 is automatically satisfied. In this way, a considerable
shortcut of the execution time is obtained. Since the limit state functions, giðU;PÞ,
are nonlinear, there may be multiple solutions for P vector.Therefore, the solution
obtained from the calculation algorithms given in Figs.6.5 and 6.6 must be checked if
it is feasible or not. If the solution is not feasible, then another solution must be
searched by using a different trial (start) vector P*. The degree of the nonlinearity
with respect to P vector can be visualized by the graph of giðU;PÞ ¼ 0for an assumed
U vector. Only one element of the P vector, e.g., pj, is kept as being variable and the
rest are assumed to be known at a time. In this way, a single variable function,
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giðpjÞ ¼ 0, is obtained and the conditional graph of giðU;PÞ ¼ 0 can be plotted
easily. It is a conditional graph, because all variables and parameters are assumed to
be known except the parameter pj. By changing j from 1 to k, i.e., (j = 1, 2,…,k), the
conditional graphs of all elements of the vector P can be plotted. By changing the
values of the assumed variables and parameters, except pj, multiple conditional
graphs can be obtained. Although it may be computationally time consuming, this
process provides more information about the nonlinearity of the limit state functions
with respect to the vector P, which helps to find a feasible solution for the vector P.

6.4 Uncertainties in Spectral Stresses and Fatigue Damages
of Offshore Structures

Offshore structures are subjected to many uncertainties [77–82] that should be taken
into account in the design process. These uncertainties arise partly from environ-
mental conditions that offshore structures are subjected such as wave, current, wind
and earthquakes [77], and arise partly from underlying foundation, structural
materials and imperfections, damping phenomenon [83], degradations, and fatigue
strength data [84, 85]. Since the environmental conditions (among which waves are

Calculate α i from Eq.(6.47a) and 
update U vector from Eq.(6.47b) 

Guess U and P vec-
tors as U* and P*

No

Yes

Stop

Update P vector from Eq.(6.46c) 

gi(U,P)=0 |ΔU|=0
No Yes

Fig. 6.5 Normal calculation algorithm of the inverse reliability method

Calculate α i from Eq.(6.47a) and 
update U vector from Eq.(6.47b) 

Guess U and P vec-
tors as U* and P*

NoYes
Stop 

Update P vector from Eq.(6.46c) 

|ΔU|=0

Fig. 6.6 An alternative calculation algorithm of the inverse reliability method
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the most important phenomena) are random in time, corresponding response
behaviors become also random and can be determined by a spectral analysis pro-
cedure as it is presented in Chap. 4. By using a spectral analysis procedure the
statistical values of the response stresses can only be calculated, and any limit state
function [86–88] must be defined in terms of the stress statistical values such as in
the case of the fatigue damage formulation presented in Chap. 5. The fatigue
damage is one of the most important design criteria for the offshore structures in the
long term since the sea waves exist always in the offshore environment with ran-
domly varying sea conditions, smooth and harsh. Since spectral fatigue damages
include stress statistical values, in this section, the uncertainties occurring in the
fatigue damages are presented firstly. Then, fatigue and stress based reliability
calculations will be explained.

Uncertainties in the fatigue damage are generally embedded in response
characteristics of the stress process and the fatigue damage model used. Besides
commonly accepted uncertainties in offshore structural analysis, which are asso-
ciated with the modeling of structures and the random wave environment, there are
also uncertainties arising from joint flexibility and degradation of structural
members that occur during the response. They all appear in the response statistical
characteristics. In the cumulative fatigue damage, some other uncertainties arise
from the fatigue damage modeling and fatigue data obtained from laboratory
experiments as well as hot-spot stress modeling of structural joint configurations.
The uncertainties of the cumulative fatigue damage can be classified into two main
categories in general as:

Uncertainties in stress statistical characteristics.
Uncertainties in fatigue model parameters.

Most of uncertainties fall into the stress statistical characteristics which are
calculated from a spectral analysis. Uncertainties in the fatigue model are con-
sidered to be in stress concentration factors (SCF) and parameters of experimen-
tally determined damage model which can be an S–N line or a fracture mechanics
model. These uncertainties are briefly explained in the following sections.

6.4.1 Uncertainties in Stress Statistical Characteristics

The uncertainties occurring in the stress statistical characteristics, which are zero-
crossings period, period of maxima, and the standard deviation of stresses, involve
a spectral analysis. They can be further considered in two groups as one group is
from structural origin and the other group is from loading and environmental
origin. These two group uncertainties are presented below.
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6.4.1.1 Uncertainties Arising From Structural Origin

Uncertainties, which affect natural frequencies and structural transfer functions,
are considered in this category. These uncertainties are generally encountered in
the system stiffness and mass matrices and also in damping ratios, which are
discussed below separately.

Uncertainties in Stiffness Matrix

Major uncertainty sources in the stiffness matrix are mostly due to imperfections of
member thicknesses, joint flexibility, foundation parameters, and ovalization of
member cross-sections during the response in general. Imperfections in member
thicknesses occur during the fabrication. Since stiffness properties of tubular
members are linear functions of member thicknesses, a single variable Xt, having a
mean value of l Xtð Þ ¼ 1, represents the inherent uncertainties of all member
thicknesses assuming that they are fully correlated. Uncertainties in a joint flexi-
bility are more complicated than the uncertainties in member thicknesses. Mem-
bers are welded at joints of the structure so that original connections are always
rigid as it is assumed in the analysis. During the response of the structure, actual
joint behaviors display some flexibility in the vicinity of connections due to local
deformations of members [89], plastic deformations under an extreme loading case
or a fatigue crack accumulation in the long term. Apart from joint flexibility,
ovalization of member cross-sections changes stiffness of member during the
response process [90]. This is closely related to flexural deformation of members.
In the case of damage, the load carrying capacity of members is lost considerably,
but the member can still perform its functionality to some degree until it is fully
collapsed. This functionality of a flexible joint can be taken into account in the
analysis [91] by using a computation model that always includes uncertainties,
which can be represented by a random variable Xr. The stiffness matrix of a
damaged member becomes a nonlinear function of the uncertainty variables Xt and
Xr. The linearized form of this stiffness matrix can be stated in terms of the
uncertainty variables, Xt and Xr, as written by,

k ¼ Xtlkt þ Xrlkr ð6:48aÞ

where lkt and lkr are the mean value matrices related to member thicknesses and
joint flexibilities.

Some additional uncertainties in the stiffness matrix are also introduced by the
foundation due to the lack of proper determination of soil parameters. These are
spring coefficients if a spring system represents the foundation, or subgrade and
shear moduli if a structure–foundation interaction is used. In any case, all
uncertainties related to the foundation are represented by a single uncertainty
parameter, Xg, having a mean value of l Xg


 �

¼ 1. Then, the global stiffness matrix
of the structural system can be stated in the uncertainty space as written by,
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XKlK ¼ XtlKt þ XrlKr þ XglKg ð6:48bÞ

where XK is the uncertainty parameter of the system stiffness matrix with a mean
value of l XKð Þ ¼ 1, lK is the mean value of the system stiffness matrix, lKt, lKr

and lKg are respectively contributions of mean values of the system stiffness
matrix due to member thicknesses, joint flexibilities, and the foundation. By this
uncertainty modeling of the stiffness matrix, the single variable XK is assumed to
represent the total uncertainties related to the system stiffness matrix. The variance
of XK can be estimated from,

XK ¼ Xt
lKt

lK

� �

þ Xr
lKr

lK

� �

þ Xg
lKg

lK

� �

ð6:48cÞ

where lK ¼ lKt þ lKr þ lKg


 �

and the scalars lKt, lKr and lKg are the mean value
generalized stiffnesses calculated by using natural modes of the structural system.

Uncertainties in Mass Matrix

The uncertainty modeling of the system mass matrix is similar to that of the system
stiffness matrix in general. The mass matrix contains uncertainties that arise
mainly from added masses due to structure–water interactions and the structural
mass. The mass of the deck is also assumed to be uncertain because of its variation
during the service lifetime. Member thicknesses and the added mass are the major
uncertainty sources in the structural mass. As similar to the stiffness matrix, the
mass matrix can also be stated in the uncertainty space as,

XMlM ¼ XtlMt þ XalMa þ XdlMd þMw ð6:49aÞ

where XM , Xt, Xa and Xd are respectively uncertainty variables of the system,
member thicknesses, added and the deck mass matrices with unit mean values
whereas lM ; lMt; lMa; lMd are the corresponding mean value matrices and Mw is
the mass matrix due to water inside members, which is assumed to be fully
deterministic. The variable, Xt, is defined in the stiffness matrix and the variable Xa

is assumed to be fully correlated with the inertia force coefficient of the Morison’s
equation. The variable, XM , is assumed to represent total uncertainties in the
system mass matrix. Its variance can be estimated from,

XM ¼ Xt
lMt

lM

� �

þ Xa
lMa

lM

� �

þ Xd
lMd

lM

� �

þ mw ð6:49bÞ

where lM ¼ lMt þ lMa þ lMd þ mwð Þ and the scalars lMt, lMa, lMd and mw are the
mean value generalized masses calculated by using natural modes of the structural
system. Since both the stiffness and mass matrices are functions of the same
uncertainty variable, Xt, of the member thicknesses, the representative uncertainty
variables, XK and XM, will be correlated to some degree. The correlation coefficient
can be calculated from Eqs. (6.48c) and (6.49b).
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Uncertainties in Damping Ratios

Since the modal analysis technique is used in the spectral analysis of structures,
damping ratios are considered to be uncertain. For offshore structures, the damping
ratios consist of two parts as being structural and hydrodynamic contributions.
Uncertainties in the structural damping ratios are represented by an independent
uncertainty variable while uncertainties in the hydrodynamic damping ratios are
more complicated. Because of structure–water interactions, they are dependent on
the response itself and the linearization constant of the drag force term of the
Morison’s equation, in general. For the lack of simplicity, uncertainties introduced
by the linearization constant of the drag force term are ignored and a mean value
linearization constant is used. Hydrodynamic damping ratios depend on the drag
force coefficient, cd, thickness of the marine growth and also the mean value of the
linearization constant of the drag force term. It can be shown that the contribution
of the uncertainty introduced by marine growths to the hydrodynamic damping is
considerably small compared to the uncertainty introduced by the drag force
coefficient, cd . Therefore, the uncertainty introduced by marine growths is disre-
garded. The hydrodynamic damping ratio for a natural mode, n, can be stated in
the uncertainty space [92] as written by,

nn ¼ XnlðnsnÞ þ
Xcd
ffiffiffiffiffiffiffiffiffiffiffiffi

XKXM
p lðnhnÞ ð6:50Þ

where Xn is the uncertainty variable of the structural damping ratios with a mean
value of l Xnð Þ ¼ 1, lðnsnÞ is the mean structural damping ratio, Xcd is the
uncertainty variable of cd with a mean value of l Xcdð Þ ¼ 1, lðnhnÞ is the mean
value of the hydrodynamic damping ratio for the natural mode, n. The uncertainty
variables, XK and XM , are defined in Eqs. (6.48c) and (6.49b). Uncertainties in the
damping ratios affect the peaks of structural transfer functions so that they may be
considerable for dynamic sensitive structure. However, for dynamic insensitive
structures, a quasi-static analysis may be carried out to calculate responses, in
which case, uncertainties in the damping ratios and natural frequencies do not
affect any response value of the structure.

6.4.1.2 Uncertainties Arising from Loading and Environmental Origin

Other group of uncertainties in stress statistical characteristics arises from the
loading and environmental origins. These uncertainties are introduced by the wave
loading and modeling of random waves. The parameters of wave loads and wave
spectra are major uncertainty sources. They are briefly presented below.

6.4 Uncertainties in Spectral Stresses and Fatigue Damages of Offshore Structures 345



Uncertainties in Wave Loading

As it is presented in Chap. 3, the wave load is calculated by using the Morison’s
equation which is a nonlinear function of the wave velocity. In order to apply a
spectral analysis procedure in the response calculation of offshore tubular struc-
tures, the nonlinear wave load calculated from the Morison’s equation will be
linearized. The linearized wave load can be written in the vector form as,

q ¼ ADCDwn þ CM _un ð6:51Þ

where wn is the relative water velocity vector and _un is the water acceleration
vector being normal to the member axis. AD is the linearization constant which is
calculated as explained in Chap. 3, CD and CM are respectively the drag and inertia
force parameters calculated from,

CD ¼ qwcdDh=2

CM ¼ pqwcmD2
h=4

ð6:52aÞ

in which, qw is the water density cd and cm are respectively the drag and inertia
force coefficients, and Dh is the increased member diameter due to marine
growths. The uncertainties in the wave loading arise from the force coefficients, cd

and cm, which are assumed to be independent, and marine growths. For a sub-
merged member, the increased member diameter due to marine growths can be
expressed as written by,

Dh ¼ Dþ 2h ð6:52bÞ

where D is the original member diameter, h is the thickness of marine growths,
which includes uncertainties. It is assumed that marine growths on all submerged
members are fully correlated. The statistical values of the marine growth thickness
may be estimated from data of marine growth measurements in the offshore
environment where the structure to be built. The uncertainty in the member
diameter Dh can be represented by a random variable XD with a mean value of
l(XD) = 1 so that it can be written as,

Dh ¼ XDlDh ð6:52cÞ

where lDh is the mean value of the increased diameter of a submerged member. In
the whole system, the drag and inertia force parameters CD and CM , can be stated
in the uncertainty space as written by,

CD ¼ XCDlCD and CM ¼ XCMlCM ð6:53aÞ

where XCD and XCM are random variables representing uncertainties in CD and CM

while lCD and lCM are the values of CD and CM for the whole system, which are
calculated at the mean values of the drag force coefficient cd and cm, and also
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marine growth thickness h, i.e., Xcd ¼ 1, Xcm ¼ 1 and XD ¼ 1. For the whole
system, the mean values and variances of XCD and XCM can be calculated from,

XCD ¼ XcdXDð Þ and XCM ¼ XcmX2
D


 �

ð6:53bÞ

since Xcd, Xcm and XD are assumed to be the same for all submerged members.

Uncertainties in the Modeling of Random Waves

Random waves are described by spectral functions of the wave elevation, g, based
on observations so that they contain always uncertainties. In a wave-current field,
wave spectral functions can be determined in terms of the current velocity and the
sea spectrum in a zero-current field, SggðxÞ, as it is presented in Sect. 3.5. The sea
spectrum in a wave-current field has been given by Eq. (3.38a) as it is rewritten
below for the convenience.

Sggðxa;UÞ ¼
4

f 1þ fð Þ2
SggðxaÞ ð6:54aÞ

where f is a dimensionless parameter defined in Eq. (3.36c) as rewritten by,

f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 4xaU=g
p

ð6:54bÞ

In Eqs. (6.54a) and (6.54b), xa is the angular frequency in a stationary reference
frame (absolute frequency), U is current velocity in the wave direction, and g is the
gravitational acceleration. Current affects not only the sea spectrum but also
transfer functions of water velocity and acceleration. The uncertainty introduced
by the current, which is represented by a random current velocity U, is reflected
into the analysis via the dimensionless parameter f defined in Eq. (6.54b).

In a zero-current field, the Pierson–Moskowitz (PM) and JONSWAP spectral
functions describe commonly random waves in a short-term sea state. Uncer-
tainties arising from the modeling of these spectral functions are dependent on
representation of the severity of sea states. The PM spectrum is a special case of
the JONSWAP spectrum. It is presented in Sect. 3.4.2.2. Its function can be written
as,

SggðxÞ ¼
A

x5
exp � 5

4

x4
p

x4

 !

cgðxÞ ! gðxÞ ¼ exp � 1
2

x� xp

xpr

� �2
" #

ð6:55aÞ

where A is a constant of the sea state, xp is the peak frequency of waves, c is a
peak enhancement factor, and r is defined as r = ra if x \xp, and r = rb if
x[ xp. Since they are obtained from measured data, the parameters c, ra and rb

contain some uncertainties. Their mean values are given as c = 3.3, ra = 0.07,
and rb = 0.09. If c = 1.0 then the PM sea spectrum is obtained. The constant A in
Eq. (6.55a) depends on the modeling of the sea state. If only the significant wave
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height Hs represents the severity of the sea state, then the constant A is calculated
from,

A ¼ agg2 ð6:55bÞ

where g is the gravitational acceleration, ag is the shape parameter obtained from
wave data so that it contains always uncertainties. Therefore, it is used as an
uncertainty variable. If both Hs and Tz (zero crossings period of waves) represent
together the severity of the sea state, then the constant A and the peak wave
frequency xp is calculated from Eq. (3.33c) in terms of c. Uncertainties in A arise
from either ag or c as depending on the representation of sea states. The peak
enhancement function g(x) of the JONSWAP spectrum written in Eq. (6.55a) is
defined in a narrow frequency region around xp. It is assumed that variations in ra

and rb have insignificant effects on response spectra. Uncertainties in these
parameters may be included in c. Therefore, ra and rb may be considered as
deterministic. As a result, in the short-term sea state, ag and c represent the
inherent uncertainties if the severity of the sea state is described by Hs only. If the
severity of the sea state is described by both Hs and Tz, then the inherent uncer-
tainties in the sea spectrum are represented by c. In the long term, using a wave
scatter diagram does not introduce additional uncertainties assuming that the
measured wave scatter data are correct. However, if Hs is used only to describe the
short-term sea state, then a probability distribution function of Hs represents
the long-term sea state. More information about this subject has been given in
Sect. 3.6. In this section, it is emphasized that a three parameters Weibull distri-
bution function is generally used for the probabilistic model of the long-term
significant wave height as written by Eq. (3.41). The parameters of this Weibull
distribution function, A, B and C, contain some uncertainties since they are cal-
culated from wave data which are location dependent. These uncertainties are also
taken into account in the reliability analysis.

6.4.2 Uncertainties in Fatigue Model Parameters

Uncertainties in the fatigue damage, which are not related to the spectral analysis,
are considered in this category. They are encountered mainly in stress concen-
tration factors (SCF) at joints, in the experimentally determined fatigue parameters
(parameters of S–N lines), in the probability distribution of broad-banded stress
ranges and in the reference damage at which the fatigue failure occurs. Using a
multilinear S–N fatigue model, formulation of the cumulative fatigue damage in
offshore tubular structures has been presented by Eqs. (5.30a) and (5.31) in Sect.
5.5 in terms of the mean damage, E[dD], for one stress cycle. By using Eqs. (5.26)
and (5.28a) it can be stated as,
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E½dD� ¼
X

NL

j¼1

1
Cj

Pj SCF rSð Þkj Mkj ð6:56Þ

in which NL denotes the total number of segments of the (S–N) fatigue model
shown in Fig. 5.4, Cj and kj are respectively the constant and slope of the segment,
j, rs is the standard deviation of the nominal normal stress, Pj is the probability
that a stress range lies between the bounds of the segment j, which is calculated
from Eq. (5.28b), Mkj is a factor of non-narrowness of the stress process calculated
from Eq. (5.27a). In the non-narrowness factor Mkj, there are three parameters
(A, B and C) which are determined from numerical data based on Rainflow cycle
counting algorithm as presented in Sect. 5.4.1. These parameters contain some
uncertainties due to scattering of numerical data. Their mean values and variances
are calculated in Sect. 5.4.1 and given in Eqs. (5.22), (5.23a) and (5.23c).

Fatigue data are obtained from laboratory tests. The laboratory condition cannot
reflect the actual environmental condition in the sea. The test loading in the
laboratory cannot represent the actual loading in the sea. Therefore, the use of
experimental data in the fatigue damage calculation of real structures is indicative
only and it introduces inevitable uncertainties. Besides, the parameters of the
S–N model are calculated from statistical analysis of the experimental data that
display a wide range of scatter. This feature of the data leads to deviations from
mean lines so that extra uncertainties occur due to data scarcity and scattering. In
the case of a multilinear S–N model, it is assumed that two variables, Xfk and XfC,
represent uncertainties of all segments so that kj ¼ Xfk lkj and ln Cj ¼ XfC lln Cj

where lkj and lln Cj are the mean values of kj and ln Cj. It is also assumed that
these parameters are correlated [93]. In practice, as it is explained in Sect. 5.2.2,
stress concentration factors (SCF) are calculated from some empirical formula,
and therefore they include uncertainties. Different SCF may be used for different
stress components (axial force and bending moments). It is assumed that a single
variable XSCF represents uncertainties in all SCF.

The fatigue failure occurs when the cumulative fatigue damage Dtot reaches a
value Df . This limit value of the damage is considered as reference damage. It
displays a large variation in practice [94], and therefore, it should be treated as an
independent random variable. For steel structures a mean value of lDf ¼ 1 is
commonly used.

6.5 Stress Spectrum and Stress Statistical Values
in the Uncertainty Space

As it is presented in Sect. 6.5 the total mean fatigue damage, Dtot, is a function of
stress statistical characteristics, which are calculated from stress spectral moments.
In the reliability assessment, using a standard formulation of the spectral analysis
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may be excessively time consuming and it becomes impractical for large offshore
structures since, for each variation of uncertainty variables in the stress, the
spectral analysis procedure needs to be carried out. Therefore, an alternative
formulation is required to reduce the calculation time. The essence of the alter-
native formulation is to split the stress spectrum to become a function of uncer-
tainty variables in a way that the spectral analysis is carried out only once. In
general, the spectral analysis of offshore structures is presented in Chap. 4 and the
matrix of spectra of system displacements is given by Eq. (4.9b) as it is rewritten
below for the convenience.

½SDwave
ðxÞ� ¼ fHðxÞg�DgfHðxÞg

T
Dg SggðxÞ ð6:57aÞ

in which fHðxÞgDg is the vector of transfer functions between the system dis-
placements and the water elevation g, SggðxÞ is the sea spectrum (spectrum of
water elevation). For offshore structures, using Eq. (1.265), the transfer function
vector fHðxÞgDg can be stated as written by,

fHðxÞgDg ¼ ½K�
�1fHðxÞgPg þ

X

n

r¼1

hrðxÞfrðxÞf/gr ð6:57bÞ

where ½K� is the system stiffness matrix, fHðxÞgPg is the wave force transfer
function, n is the number of eigenmodes to be included in the analysis, hrðxÞ is the
modal transfer function for the eigenmode r, frðxÞ is the transfer function of the

generalized force, i.e., frðxÞ ¼ f/gT
r fHðxÞgPg, and f/gr is the corresponding

eigenmode vector. The modal transfer function, hrðxÞ, is calculated from
Eq. (1.264a) as written by,

hrðxÞ ¼
1
kr

x2
r

x2
r � x2


 �

þ 2inrxrx
� 1

" #

ð6:57cÞ

where xr , kr and nr are respectively the natural frequency, generalized stiffness,
and damping ratio for the eigenmode r. These parameters contain uncertainties.
Member stresses are calculated from member internal forces. The transfer func-
tions between member internal forces and the water elevation g can be written in
vector notation as,

fhðxÞgFg ¼ ½k�fhðxÞgdg þ fhðxÞgpg ð6:58aÞ

where ½k� is the member stiffness matrix, fhðxÞgdg is the transfer function vector of
member displacements which is extracted from Eq. (6.57b) and fhðxÞgpg is the
transfer function vector of member fixed-end forces under the wave loading. Since
transfer functions of member internal forces are calculated as written in Eq.
(6.58a) the transfer function of the normal stress rx at a location of a tubular
member can also be calculated by using the stress–force relation,
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rx ¼
My

Iy
z�Mz

Iz
yþ N

A
ð6:58bÞ

in which My, Mz are the bending moments about the local coordinates y and z, Iy, Iz

are the corresponding inertia moments, y an z are the coordinates of the stress
location on the member cross-section, N is the normal force, and A is the member
cross-sectional area. By using Eq. (6.58b) the transfer function, which is scalar,
between the normal stress rx and the water elevation g can be stated as written by,

hsgðxÞ ¼
1
Xt

XK hsqðxÞ þ Xt

X

n

r¼1

hrðxÞ hsrðxÞ
 !

þ hsf ðxÞ
" #

ð6:58cÞ

where Xt is a random variable representing uncertainties in member thicknesses,
XK is a random variable representing uncertainties in both system and member
stiffness matrices, hsqðxÞ is the transfer function of the quasi-static normal stress,
hr(x) is given by Eq. (6.57c), hsrðxÞ is modal normal-stress and hsf ðxÞ is the
normal stress due to member fixed-end forces. Since wave forces are calculated
from the Morison’s equation in terms of the drag and inertia forces, Eq. (6.58c) can
be further written in terms of contributions of these forces as,

hsgðxÞ ¼
1
Xt

CD hscdðxÞ þ CM hscmðxÞ½ � ð6:59aÞ

where hscdðxÞ and hscmðxÞ are respectively stress contribution factors of the drag
and inertia forces. CD and CM are the drag and inertia force parameters defined in
Eq. (6.53a) in terms of the uncertainty parameters XCD and XCM . The stress con-
tribution factors hscdðxÞ and hscmðxÞ can be calculated by using Eq. (6.58c) as
written by,

hscdðxÞ ¼ XK hsqdðxÞ þ Xt

X

n

r¼1

hrðxÞ hsdrðxÞ
 !

þ hsfdðxÞ
" #

hscmðxÞ ¼ XK hsqmðxÞ þ Xt

X

n

r¼1

hrðxÞ hsmrðxÞ
 !

þ hsfmðxÞ
" # ð6:59bÞ

where hsqdðxÞ; hsdrðxÞ; hsfdðxÞ are functions related to drag forces, and
hsqmðxÞ; hsmrðxÞ; hsfmðxÞ are functions related to inertia forces only. They are
obtained from the explicit manipulation of Eq. (6.58c). Having determined the
stress transfer function as given by Eq. (6.59a) the stress spectrum SssðxÞ is
calculated from,

SssðxÞ ¼ jhsgðxÞj2SggðxÞ ð6:60aÞ

where j � j denotes modulus of a complex function and SggðxÞ is the short-term sea
spectrum which is explained in Chap. 3. By using Eq. (6.59a) in Eq. (6.60a) the
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stress spectrum can be stated explicitly in terms of drag and inertia force com-
ponents as written by,

SssðxÞ ¼
1

X2
t

C2
D ScdðxÞ þ C2

M ScmðxÞ þ CDCM SdmðxÞ

 �

ð6:60bÞ

where ScdðxÞ; ScmðxÞ and SdmðxÞ are respectively auto- and cross-spectral
functions defined by,

ScdðxÞ ¼ jhscdðxÞj2SggðxÞ
ScmðxÞ ¼ jhscmðxÞj2SggðxÞ
SdmðxÞ ¼ hscdðxÞ h�scmðxÞ þ hscmðxÞ h�scdðxÞ


 �

SggðxÞ
ð6:60cÞ

In Eq. (6.60c), the superscript (*) denotes a complex conjugate. It is obvious that
these spectral functions contain uncertainties due to XK ; Xt; hrðxÞ see Eq. (6.59b),
and the sea spectrum SggðxÞ so that they affect the shape of the stress spectrum.
For an approximate calculation, it is assumed that all these uncertainties embedded
in stress spectrum are represented by a single uncertainty parameter XS. With this
approximation, the stress spectrum SssðxÞ can be stated in the uncertainty space as,

SssðxÞ ¼
XS

X2
t

C2
D lScd

ðxÞ þ C2
M lScm

ðxÞ þ CDCM lSdm
ðxÞ


 �

ð6:61Þ

in which CD and CM are given by Eq. (6.53a) in the uncertainty space of XCD and
XCM, the functions lScd

ðxÞ; lScm
ðxÞ and lSdm

ðxÞ are the mean values of the
spectral functions ScdðxÞ; ScmðxÞ and SdmðxÞ. Once the stress spectrum is
determined the stress spectral moments are calculated in the uncertainty space by
using Eq. (6.61) as written by,

mn ¼
Z

1

0

xnSssðxÞ dx or

mn ¼
XS

X2
t

C2
D ðmcdÞn þ C2

M ðmcmÞn þ CDCMðmdmÞn

 �

ð6:62Þ

in which ðmcdÞn, ðmcmÞn and ðmdmÞn are spectral moments calculated from the mean
value spectral functions lScd

ðxÞ, lScm
ðxÞ and lSdm

ðxÞ respectively. Then, stress
statistical characteristics are calculated from the spectral moments as written by,

rs ¼
ffiffiffiffiffiffi

m0
p

; T0 ¼ 2p

ffiffiffiffiffiffi

m0

m2

r

and Tm ¼ 2p

ffiffiffiffiffiffi

m2

m4

r

ð6:63aÞ

where rs is the standard deviation, T0 and Tm are respectively mean periods of zero
crossings and maxima of the stress process. The irregularity parameter, a, and the
bandwidth parameter, e, of the stress process are calculated from,
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a ¼ Tm

T0
and e ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� a2
p

ð6:63bÞ

With this uncertainty definition it is clear from Eqs. (6.62), (6.63a) and (6.63b) that
T0, Tm, a, and e are not functions of the uncertainty parameters XS and Xt unlike
standard deviation rs which is also dependent on XS and Xt. Further it can be seen
from Eq. (6.62) that, for only drag or inertia dominant structures, uncertainties in
CD and CM do not affect the mean periods T0 and Tm considerably.

6.6 Fatigue and Stress Based Reliability Calculations
of Offshore Structures

The methods of the reliability calculation is presented in Sect. 6.2. In this section,
its application to the fatigue and stress reliability calculations of offshore structures
are explained. In the analysis presented herein, the FORM reliability method is
used to calculate reliability indices. The limit state functions of the reliability
calculation are based on the total fatigue damage and the mean value of the normal
stress-amplitudes. For the fatigue damage, it is assumed that failure occurs when
the total fatigue damage Dtot reaches a reference damage Df . In other words,
damage occurs when the ratio Df =Dtot


 �

equals one. Thus, the limit state function
for the fatigue reliability calculation can be defined as written by,

gfatðYÞ ¼ ln Df � ln Dtot ð6:64Þ

in which Y denotes the vector of uncertainty variables. This function satisfies the
failure condition of gfatðYÞ� 0ð Þ. As presented in previous sections, Df and Dtot

contain uncertainties. For the stress based reliability calculation, the limit state
function can be defined on the mean value of stress-amplitudes as written by,

gstrðYÞ ¼ sd � lS=2 ð6:65aÞ

in which Y denotes the vector of uncertainty variables, sd is the threshold (design)
stress value and lS is the mean value of the stress range. Here, it is assumed that
the stress amplitude is half of the stress range. The mean value of the stress range
is calculated from the first probability moment of the stress range process. It can be
written from Eqs. (5.18a) and (5.18b) as,

lS ¼ rs

ffiffiffi

2
p

r

e3Aþ a B

Z

1

0

x
1
C erf

a
e

ffiffiffi

x
p� �

e�xdx

0

@

1

A ð6:65bÞ

where rs is given in Eq. (6.63a), a and e are given in Eq. (6.63b), A, B and C are the
parameters of the probability density function of the stress range process presented
in Sect. 5.4.1. The limit state functions gfatðYÞ and gstrðYÞ are continuously
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differentiable so that their gradients can be analytically calculated. For the fatigue
limit state function, the gradients are calculated from the statement,

ogfatðYÞ
oYi

¼ 1
Df

oDf

oYi
� 1

Dtot

oDtot

oYi
ð6:66Þ

In Eq. (6.66), calculation of the first term is straightforward. The second term is
more complicated and, usually, a numerical differentiation is applied for its cal-
culation. For the stress limit state function, the gradients can be calculated from
Eq. (6.65a) by numerical differentiation. The calculation algorithms of the fatigue
reliability for both full uncertainty and reduced uncertainty spaces are shown in
Fig. 6.7. As it is seen from Fig. 6.7 that, for the calculation with reduced uncer-
tainties, the spectral analysis are not repeated for the numerical calculation of
gradients of the failure function. This makes a considerable short cut in the total
calculation time. It may be very useful for a preliminary calculation of the reli-
ability index. If a small reliability index is obtained, then a precise calculation can
be carried out by considering full uncertainties to be sure that the structure remains
in the safe margin. In the following section, the reliability calculation is demon-
strated by a couple of examples.

6.7 Examples

In order to demonstrate the reliability calculation a couple of examples are pre-
sented in this section. The first example is a tubular steel member subjected to a
compression axial force and a bending moment. The second example is a jacket
offshore structure presented as shown by Fig. 5.9.

6.7.1 Reliability Calculation of a Tubular Steel Member

A tubular steel member like a jacket leg is assumed to be subjected to a com-
pressive axial force and a bending moment. The ultimate load carrying capacity of
the member is calculated by forming a full plastic hinge. In this calculation, the
effects of the shear force and torsion are neglected. For the ultimate load capacity,
the cross-section of the member is fully yielded as shown in Fig. 6.8.

In this figure, the notations are defined as,
Nm Axial force couples which produces bending moment M
N Compressive axial force
xg Gravity center of the cross-section above x (application point of the force

Nm)
ry Yield stress of the steel tube
h Wall thickness of the steel tube
R Radius of the steel tube
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The cross-sectional areas of the axial force couple, Nm, and the axial force N are
calculated as written by,

for Nm ! Am ¼ 2 R h h

for N ! An ¼ 2Rh p� 2 hð Þ
ð6:67Þ

The axial force N and plastic axial force Np of the whole tube are calculated from,

Mean values

Spectral analysis

Eigenvalue solution

Fatigue damage

Failure function 
and Derivatives 

Reliability Index

Alter design point 

ConvergenceStop

No

Yes

Mean values

Spectral analysis
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Failure function 
and Derivatives 

Reliability Index

Alter design point 
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of Spectral analysis  

Fig. 6.7 Calculation flow diagrams of the fatigue reliability analysis of offshore structures. a For
full uncertainties. b For reduced uncertainties
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Fig. 6.8 A tubular steel
member under compressive
axial force and bending
moment

6.7 Examples 355



N ¼ Anry ! N ¼ 2 R h ry p� 2 hð Þ
Np ¼ Ary ! Np ¼ 2 pR h ry

)

! N

Np
¼ 1� 2 h

p

� �

ð6:68aÞ

The application point xg of the force couple Nm, the bending moment M and the
plastic bending moment Mp are calculated as written by,

Z

h

�h

x dA ¼ xgAm ! xg ¼
R sin h

h

M ¼ 2Nmxg ¼ 2 Amry xg ! M ¼ 4 R2 h ry sin h

for h¼ p
2

� �

; M ¼ Mp ! Mp ¼ 4 R2 h ry

9

=

;

! M

Mp
¼ sin h

ð6:68bÞ
By using Eqs. (6.68a) and (6.68b) the yield surface of the tubular steel member can
be formulated as written by,

M

Mp
¼ sin

p
2

1� N

Np

� �� �

! M

Mp
¼ cos

p
2

N

Np

� �

ð6:69Þ

which states that, if ðM=Mp� cosðpN=2NpÞÞ, then failure occurs due to exceed-
ance of the load carrying capacity of the section. From this condition, the failure
function of the reliability analysis is defined as,

gðYÞ ¼ cos
p
2

N

Np

� �

� M

Mp
!

gðYÞ ¼ 0! Failure surface

gðYÞ\0 ! Failure region

gðYÞ[ 0! Safe region

8

>

<

>

:

ð6:70aÞ

Having introduced Np and Mp from Eqs. (6.68a) and (6.68b) into Eq. (6.70a) the
failure function can be obtained as written by,

gðYÞ ¼ cos
1

4R

N

hry

� �

� 1
4R2

M

hry
ð6:70bÞ

Eq. (6.70b) is used to calculate the reliability index of the tubular member for
exceeding load carrying capacity. In this failure function, it is assumed that the
axial force N, bending moment M, wall thickness h of the tube and the yield stress
ry are uncertain. The radius R is considered as deterministic. Two reliability
calculations are carried out as,

• All uncertainty variables (Y1, Y2, Y3, Y4) are assumed to be independent and
normally distributed.

• The axial force N and bending moment M (Y1 and Y2) are assumed to be
correlated and Normally distributed. Other variables are independent.

Deterministic and design variables of the reliability calculation with their sta-
tistical data are presented in Table 6.1. For the first calculation it is assumed that
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all design variables are independent. The FORM methods are used to calculate the
reliability index b. The failure function in the original design variables space (Y1,
Y2, Y3, Y4) is written as,

gðYÞ ¼ cos
1

4R

Y1

Y3Y4

� �

� 1
4R2

Y2

Y3Y4
ð6:71Þ

The gradient vector with respect to the original design variables can be calculated
from Eq. (6.71) as written by,

rgY ¼

� 1
4R

1
Y3Y4

sin
1

4R

Y1

Y3Y4

� �

� 1
4R2
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ð6:72Þ

The gradient vector with respect to the Standard Normal variables space U can
be calculated from Eq. (6.12). The reliability index b is calculated by using the
algorithm given in Fig. 6.3. For a given Standard Normal variables vector U, the
original variables vector Y is calculated by using Eq. (6.7), and then introducing it
to Eq. (6.71) the failure function in the U space can be calculated. The results of
the 4th reliability iteration are presented in Table 6.2.

In the second calculation, it is assumed that the design variables Y1 and Y2 (axial
force and bending moment) are correlated with the correlation coefficient of
q12 = 0.40 and their probability distributions are Normal. Thus, the correlation
coefficient matrix qY is written as,

qY ¼

1 0:4 0 0
0:4 1 0 0
0 0 1 0
0 0 0 1

2

6

6

4

3

7

7

5

ð6:73aÞ

Table 6.1 Design variables and deterministic data for the reliability calculation of the tubular
steel member with respect to yielding load capacity

Designation Design
variables

Mean value COV Standard
deviation

Probabiliy
distribution

Axial force (N) Y1 2000 kN 0.20 400 kN Normal
Bending moment (M) Y2 250 kNm 0.25 62.5 kNm Normal
Wall thickness (h) Y3 0.02 m 0.10 0.002 m Normal
Yield stress (ry) Y4 40000 kPa 0.10 4000 kPa Normal
Radius (R) – 0.80 m – – Deterministic
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The correlation of the axial force N and bending moment M to some degree is
realistic since both N and M are subject to the same loading uncertainties.
Therefore, a correlation between these variables is assumed. In this case, for the
calculation of the transformation from the correlated normalized Normal variables
to the Standard Normal variables (from X to U), the Choleski Triangulation
Method is used. The transformation matrix T is calculated from Eq. (6.15b) and
the transformation matrix D from U to Y (original design variables vector) vectors
is calculated from Eq. (6.16a). These transformation matrices are written as,

T ¼

1 0 0 0
0:4 0:91652 0 0
0 0 1 0
0 0 0 1

2

6

6

4

3

7

7

5

; D ¼

400:0 0 0 0
25:0 57:2825 0 0

0 0 0:002 0
0 0 0 4000

2

6

6

4

3

7

7

5

ð6:73bÞ

By using the transformation matrix D the reliability index b can be calculated as
explained above in the case of the calculation of b for independent design vari-
ables. The results of the 4th reliability iteration are presented in Table 6.3. As it is
seen from the comparison of Tables 6.2 and 6.3 that the reliability index b for
correlated variables is somewhat reduced.

6.7.2 Fatigue Reliability Calculation of an Example Offshore
Jacket Structure

In this section, the fatigue reliability calculation of offshore structures, which is
explained above in Sect. 6.6, is demonstrated. For this purpose, an example jacket
type structure, which is given in Sect. 5.6 and shown in Fig. 5.9, is used. The
structural data are shown in Table 5.2. For the assumed data presented in Sect. 5.6,
the result of the eigenvalue calculation, which is carried out by the SAPOS pro-
gram [95], is presented in Table 5.4. For the fatigue damage calculation, API
Design Basic S–N curve shown in Fig. 5.11 is used. In this calculation, it is
assumed that the marine growth thickness is same for all submerged members with
a mean value of lh = 0.20 m. The stress concentration factors (SCF) for all stress
components due to bending moments and axial force are also same with a mean
value of lSCF = 2.0. For the fatigue reliability calculation, the lifetime of the
structure is assumed as Tlife = 25 years. The short-term sea state is represented by
the Pierson–Moskowitz (PM) sea spectrum with the significant wave height Hs. In
the long term, the Weibull distribution given by Eq. (3.41) represents the proba-
bility distribution of Hs. The parameters, A, B and C, of this probability distri-
bution are assumed uncertain with mean values of lA = 0.60, lB = 1.67 and
lC = 1.20. The mean values of the drag and inertia force coefficients are assumed
as lcd = 1.3 and lcm = 1.6. The mean value of the reference damage at which
fatigue failure occurs is assumed as lDf = 1.0. Design variables, designations, and
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the statistical data that were used in the reliability calculation are shown in
Table 6.4. The reliability calculation is carried by the SAPOS program using the
reduced uncertainty variables as explained in Sect. 6.6. The FORM reliability
methods are used to calculate the reliability indices at different stress locations on
cross sections of the member 5 at elevations of (-30 m) and (-50 m) shown in
Fig. 5.9. It is observed that a maximum of four reliability iterations produces
accurate results. The results of the reliability indices after four iterations and the
corresponding failure functions are presented in Table 6.5. The stress locations h
are in degrees and measured from the local Ylocal axis shown in Fig. 5.9.

Exercise

A monopod tower is described in Sect. 4.6 for the exercise 1 as shown in Fig. 4.11.
By using the data used for the exercise 1 in Chap. 4 the fatigue reliability cal-
culation of the monopod tower will be carried out. For this calculation the narrow-
banded stress process will be used. The natural frequency of the tower is assumed
to be deterministic and the damping ratio to the critical is assumed uncertain with
ln = 0.015 and COV = 0.15. The maximum dynamic stress is calculated by
multiplying the maximum static stress with the dynamic amplification factor
(DAF) which is given as,

DAF ¼ x2
n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
n � x2


 �2þ4n2x2x2
n

q ð6:74Þ

where x is the frequency, xn denotes the natural frequency and n is the damping
ratio. The probability distribution of the significant wave height Hs in the long term
is Weibull distribution given by Eq. (3.41) with the mean value of parameters,

Table 6.2 Results of the 4th reliability iteration of the tubular steel member under yielding load
capacity. Design variables are independent and a is the unit direction vector

Vectors 1 2 3 4 g(U) and b

U 1.612244 0.319437 -1.385563 -1.385563
DgU -0.207208 -0.041124 0.179668 0.179668 g(U) = 0.00003
a 0.627075 0.124454 -0.543732 -0.543732 b = 2.55742
Y 2644.8975 269.9648 0.017229 34457.7466

Table 6.3 Results of the 4th reliability iteration of the tubular steel member under yielding load
capacity. Axial force N and bending moment M are correlated with q12 = 0.40. Other design
variables are independent and a is the unit direction vector

Vectors 1 2 3 4 g(U) and b

U 1.629965 0.275298 -1.308351 -1.308351
DgU -0.218887 -0.037023 0.177434 0.177434 g(U) = 0.00008
a 0.653326 0.110506 -0.529600 -0.529600 b = 2.48135
Y 2651.9858 306.5184 0.017383 34766.5957
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lA = 0.60, lB = 1.67 and lC = 1.20, and coefficient of variations are assumed as
COV = 0.10 for all parameters. The marine growth thickness is not taken into
account in the calculation. The stress concentration factor is assumed as lSCF = 1.5
and COV = 0.10. Since the diameter of the tower is large, only the inertia force
term is considered in response calculation with the values of lcm = 2.0 and
COV = 0.20 assuming that it is not a function of the frequency, x. Thus, the
frequency reduction function of the inertia force term is equal to 1. The wall
thickness of the tower is also assumed as uncertain with the values of lt = 0.08 m
and COV = 0.05. A single S–N fatigue model, which is shown in Fig. 5.13b, is
used in damage calculation with the values of llnC = 86.73, COV(lnC) = 0.0024,
lk = 3.8, COV(k) = 0.0026 and the correlation coefficient of qlnC,k = 0.96. The

Table 6.4 Input of design variables for the fatigue reliability calculation of the example jacket
structure. Design variables, probability distributions, means and coefficient of variations (COV)

Designation Design Variable Type Mean COV

Stress concentration factors (SCF) Y1 Log Normal 1.00 0.1000
Stress spectrum Y2 Log Normal 1.00 0.1500
Correlated fatigue parameters

(S-N) lines
lnC Y3 Normal 1.00 0.0240
k Y4 Normal 1.00 0.0260

Spectral bandwidth factor Mkj

of the stress process, see
Eq. (5.27a)

A Y5 Normal 1.00 0.0376
B Y6 Normal 1.00 0.0326
C Y7 Normal 1.00 0.0625

Coefficients in the long term
probability distribution of
Hs (Weibull distribution
given by Eq. (3.41)

A Y8 Normal 1.00 0.1000
B Y9 Normal 1.00 0.1000
C Y10 Normal 1.00 0.1000

Reference damage, Df Y11 Log Normal 1.00 0.2000
Drag force coefficient, cd Y12 Log Normal 1.00 0.2000
Inertia force coefficient, cm Y13 Log Normal 1.00 0.2000
Thickness of marine growth Y14 Log Normal 1.00 0.1000
Member thicknesses Y15 Log Normal 1.00 0.0500

Mean value of marine growth thickness : lh=0.20m, Service lifetime :Tlife =25 years
Correlation coefficient of fatigue parameters : qlnC,k =0.96

Table 6.5 Results of the reliability calculation of the example jacket structure. Reliability
indices b and failure functions

Stress location hc Member 5, Elevation :-50 m Member 5, Elevation :-30 m

b Failure function b Failure function

0.0 1.8596 0.000084 1.9294 0.000086
15.0 1.9917 0.000084 1.7627 0.000086
30.0 2.1112 0.000084 1.6040 0.000086
45.0 2.2063 0.000086 1.4641 0.000085
60.0 2.2743 0.000086 1.3516 0.000086
90.0 2.3226 -0.000002 1.2334 -0.000008
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reference damage is assumed as lDf = 1.0 and COV = 0.20. For reliability cal-
culation, the lifetime of the tower is assumed to be Tlife = 25 years and the FORM
reliability methods are used to calculate the reliability index, b.
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Chapter 7
Optimization of Offshore Structures

7.1 Introduction

Structural optimization is relatively new branch of structural engineering com-
pared to structural analysis and structural mechanics. This division of structural
engineering is developed by applying the optimization techniques to structural
design problems. Optimization which is a branch of applied mathematics, com-
putational mathematics, and operations research deals in finding solution of
problems where it is necessary to maximize or minimize a real function within a
domain which contains the acceptable values of variables while some restrictions
are to be satisfied. The domain naturally holds real or integer values for the
variables. The set of variables that maximizes or minimizes the real function while
satisfying the described restrictions are called optimum solution of the problem.
This solution is the best solution among the large amount of acceptable solutions
that satisfy constrains. The function that is to be required to be maximized or
minimized is called objective function and the restriction functions that are to be
satisfied in the solution are called constraints. Variables in an optimization
problem are parameters that describe a particular entity. Since optimization
problems are originated for finding solutions to decision making problems, the
variables in optimization problems are called decision variables. Financial deci-
sions of a bank or insurance company can be formulated as an optimization
problem. One typical example is making the right decision about the optimal
allocation of funds in such companies so that their profit can be maximized.
Similar decisions related to the optimization of stocks, cash, accounts receivable
are further examples of optimization problems. In these problems variables are
selected such that their values represent decisions to be made regarding the policy
of firms. This is why variables in optimization problems are called decision
variables. Mathematical model of an optimization problem can be expressed as in
the following.

H. Karadeniz, Stochastic Analysis of Offshore Steel Structures,
Springer Series in Reliability Engineering, DOI: 10.1007/978-1-84996-190-5_7,
� Springer-Verlag London 2013
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minimize WðdÞ
subject to hjðdÞ ¼ 0 j ¼ 1; . . .; ne

gkðdÞ� 0 k ¼ 1; . . .; ni
dL� d� dU

ð7:1Þ

where d = {d1,…,dn}T is the vector of decision variables, W(d) is the objective
function, hj(d) is the equality, and gk(d) is the inequality constraints of the opti-
mization problem under consideration. dL and dU are lower and upper bounds
vectors of variables. n represents the total number of variables, ne is the total
number of equality constraints, and ni is the total number of inequalities in the
optimization problem. It is possible that while both types of these constraints may
exist in some optimization problems, in some others either equality or inequality
type of constraints might be present. In fact there are optimization problems where
there may be no constraints to be satisfied at all. However, in most of practical
engineering problems constraints do exist. Optimization problems described in
Eq. (7.1) is also called mathematical programming problems. Here the word
programming should not be mixed with computer programming. It rather implies
finding a program or schedule in terms of training or logistics for the decision
making problem under consideration. Optimization techniques determine the
values of variables such that constraints given in Eq. (7.1) are satisfied and the
objective function shown in Eq. (7.1) attains its minimum or maximum value
depending on the formulation of the problem.

7.2 Structural Optimization

In structural design problems decision variables are called design variables. They
are the parameters that define the design problem. The solution of the design
problem intends to find the numerical values of these parameters. In the design of a
simple beam with a rectangular cross-section, the width and the depth of the
rectangular cross-section can be design variables. In a truss design problem they
can be taken as the cross-sectional areas of members. In a frame design problem
the second moment of areas of frame members such as its beams and columns can
be treated as design variables. The joint coordinates of a truss or a frame are
required to be considered as design variables in addition to the cross-sectional
dimensions of members if a designer intends to determine the optimum geometry
of these structures. Accordingly, the design variables are those parameters that
quantify the structural systems.

Design variables can have continuous, discrete, and integer values. If the value
of a design variable in a structural design problem can have any value, such design
variables are called continuous design variables as it is the case in the optimum
design of steel plate girders. The width of flange plates and web plates may have
any real value provided that no architectural limitations are present. The thickness
of steel plate from which the flanges and the web are to be cut is usually selected
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since they are only produced with certain thickness in the practice. In some other
structural design problems designer may not have this flexibility. In the design of
steel frames the steel sections are required to be selected from steel profiles list
available in the practice where the design variables have to have one of the fixed
values within this table. Such design variables are called discrete design variables.
In addition to these two there are certain cases where the value of a design variable
must be integer. If a design variable represents the total number of bolts required in
beam column connection it is apparent that the value of design variable cannot be
real, it should be integer. Similarly if a design variable represents the total number
of beams in longitudinal direction in a grillage system, it is required that it should
have an integer value in the solution of the design problem.

7.2.1 Objective Function

Objective function represents the measure which is used to evaluate the goodness
of acceptable solutions. It is expressed in terms of design variables. Designers in
structural design aim at finding the design solution among the all possible designs
which can be constructed economically. This necessitates taking the cost of a
structure under consideration as objective function to be minimized. In reinforced
concrete structures this is really the case because reinforced concrete structures
involve different materials. The unit cost of these different materials used in the
construction influence the total cost of the reinforced concrete structures. Hence
the objective function is usually taken as the total cost of concrete, reinforcing
bars, and the formwork used in the construction of the frame. Consequently, in the
optimum design of reinforced concrete structures the design solution which gives
the least cost among all other solutions is taken as the optimum solution. In steel
structures steel profiles are connected to each other to construct a steel frame. In
this case, there is only one material which is steel and cost of a steel structure is
somewhat related with its weight. The transportation of steel sections is priced
according to their weight. Cost of erection of the members is also function of the
weight of beam and column sections. The connection of members which involves
bolting and welding is not a function of their weight though the weight is also an
important factor. This is why in the optimum design of steel structures generally
the weight is taken as objective function to be minimized. However, it should be
emphasized that the minimum weight is not the minimum cost in the optimum
design of steel structures. This clearly indicates the fact that selection of objective
function affects the optimum solution to be obtained. If the aim is the minimum
cost then the cost function is to be written for the steel structure which is to be
minimized within the optimization process if the correct optimum solution is
desired.

In most of the practical optimum design problems there is only one objective
function in the design problem. The cost or weight is required to be minimized.
In some cases the stiffness of a structure is maximized. Such design problems are

7.2 Structural Optimization 367



called single-criterion optimum design problems. However, there are certain cases
there may be more than one objective function. In the design of satellite com-
munication dishes it is desired that the dish has the minimum weight and in the
meantime displacements of certain joint or joints are also minimum. In the design
of tall steel frames both the cost of the frame and its top story sway are required to
be minimized. Such structural design problems are referred to as multiobjective
structural optimization problems. However, in some other type of design problems
the objectives may be conflicting. It may be necessary that while certain mode of
natural frequency of a structure is required to be maximized while the compliance
of the structure is needed to be minimized. Certainly finding solution of such
multicriteria structural optimization problems is much more complicated than
single-criterion structural optimization ones.

7.2.2 Design Constraints

Structural designer is required to consider many restrictions during the design
process. Design of a structure should abide by provisions of a design code that is
adopted for the design. Basically the design codes make sure that structure to be
designed has sufficient strength to withstand the external loads that are expected to
act on the structure during its lifetime and it satisfies serviceability requirements.
Satisfying serviceability limitations mean there are no excessive displacements in
the structure which prevents the structure functioning properly during its service
life. Both of these limitations are clearly defined in design codes and what all
designer is supposed to do is to include these restrictions in the mathematical
formulation of the design problem. In the design of steel frames the design con-
straints have different forms depending on the assumed structural behavior in the
design process. If linear elastic behavior is adopted in the design process then the
stresses develop in structural members under the combined axial and bending
moments are required to be less than the allowable stresses of the steel material
from which the members are produced. However, if ultimate state design is
implemented in the design process then the strength constraint of a beam-column
member necessitates satisfaction of an inequality which is to be \1. This
inequality consists of combined axial and flexural strength of a beam column such
that the required axial and flexural strength of the member is less than its nominal
axial and flexural strength. In addition to strength constraints beam deflections and
lateral displacements of the frame are required to be less than certain value spe-
cified in the code. Lateral deflections are of two kinds. One makes sure that the top
story sway is less than its upper bound and the other is restricting the inter-story
drift of the frame. In addition to these it may be necessary depending on the type of
the design problem to impose lower and upper bound on the cross-sectional
properties if they are treated as design variables. Because steel profiles are pro-
duced in certain dimensions such that cross-sectional variables cannot have values
that are larger or smaller than those available in practice.
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7.2.3 Design Example

Steel build up I section is required to span 6 m. The beam is expected to carry
30 kN/m uniformly distributed load. The flanges and the web of I beam section are
decided to be cut from a steel plate that already exist in workshop which has 8 mm
thickness. These flange and web pieces are welded to each other to make the build up
section shown in Fig. 7.1. The modulus of elasticity of mild steel is 20,500 kN/cm2,
yield stress in bending is 25 kN/cm2, and in shear is 15 kN/cm2. It is desired that the
bending stress and shear stress are not to exceed their upper bound of yield stresses
while the maximum deflection of the beam is to be less than span/360 which is
1.67 cm. It is also necessary that the width and the depth of the welded beam should
not be\5 cm and 10 cm, respectively. Determine the optimum values of the depth
and the width of the beam so that it can be constructed by using the least amount of
steel.

It is apparent from Fig. 7.1 that the design variables are the width and depth of
the beam. Noticing that the thickness of the steel plate is 0.8 cm the area and the
moment of inertia of the steel beam can be expressed in terms of design variables
as

A ¼ 1:6bþ 0:8d; I ¼ 0:06667d3 þ 0:4bd2 ð7:2Þ

The maximum bending moment in the mid-span is Mmax = w‘2/8 = 33,750 kN cm
and the maximum shear force occurs at the supports as Vmax = w‘/2 = 225 kN.
The normal stress due to bending is r = M(0.5d ? 0.8)/I and the maximum shear
stress is calculated as s = V/Aweb where Aweb = 0.8d. The mid-span deflection is
d = 5w‘4/(384EI). The cost of the beam that includes the material, production, and
welding expenses is considered as the objective function which is related to the
design variables as C = 480b ? 4,800d. Hence the optimum design problem of the
welded beam can be formulated as follows:

minimize Cost ¼ 480ðbþ 10dÞ
subject to r ¼ 33; 750

0:06667d3 þ 0:4bd2
ð0:5d þ 0:8Þ� 25

s ¼ 225
0:8d

� 15

d ¼ 5
384

0:75� 6004

20; 500ð0:06667d3 þ 0:4bd2
� 1:67

ð7:3Þ

600cm

30kN/m

b

d

Fig. 7.1 Optimum design of welded beam

7.2 Structural Optimization 369



When these expressions are simplified, the following programming problem is
obtained.

minimize Cost ¼ 480ðbþ 10dÞ
subject to 1:6667d3 þ 10bd2 � 16; 875d � 27; 000� 0

d � 18:75� 0
0:11112d3 þ 0:6667bd2 � 61737:8� 0
b� 25; d� 10

ð7:4Þ

The inequalities, b C 25 and d C 10, given in Eq. (7.4) represent the lower bounds
imposed on the design variables which might be necessary from the practical point of
view. Finding the optimum solution of the above problem requires determining the
optimum values of the design variables; namely b and d such that the value of the
objective functions, Cost, given in Eq. (7.4) is the minimum and the design con-
straints; 1.6667d3 + 10bd2 – 16,875d – 27,000 C 0, d – 18.75 C 0, and 0.11112d 3+
0.6667bd2 – 61737.8 C 0 are satisfied. First, the graphical solution of the design

problem is sought by only considering the strength constraint, 1.6667d3 + 10bd2 –
16,875d – 27,000 C 0, for simplicity. The graphical solution of this problem is
shown in Fig. 7.2.

The curve in Fig. 7.2 represents the strength constraint. The values of the design
variables b and d that are taken from the upper part of this curve satisfy the strength
constraint (1.6667d3 + 10bd2–16,875d–27,000 C 0). This region is called as fea-
sible region shown in Fig. 7.2 as shaded area. The values of the design variables

0 20 40 60 80 100 120 140 160 180 200
10

12

14

16

18

20

22

24

26

28

30

b (width)  cm 

d 
(d

ep
th

),
 c

m

Feasible region 

Infeasible region 

Objective function, V=249.3 

Optimum solution 
b=93.3cm, d=15.6cm 

Strength constraint 

Objective function, V=200.0 

Objective function, V=350.0 

Fig. 7.2 Graphical solution of the optimum design problem of steel build up beam with strength
constraint only
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taken below this curve do not satisfy the strength constraints. This region is called
as infeasible region. The optimum solution is the one which satisfies the constraint
and in the meantime it makes the value of the objective function the minimum. To
determine this particular couple of values of the design variables we need to draw
the objective function. By keeping the constant out which does not have any effect
in specifying the slope of the objective function and only considering the terms in
the bracket as V = b ? 10d, we can plot the objective function which is the linear
function in the same graph by assigning values to V. For example if V is taken as
350, one gets the line located in the top part of the figure. V = 200 gives the line
which is shown in the bottom part of Fig. 7.2. The one that makes the objective
function the minimum is the one which is tangent to the feasible region.

This is obtained by letting V = 249.3 which corresponds to the optimum
solution. The values of the width and depth of the beam can be read from the graph
which gives the optimum solution as b = 93.3 and d = 15.6 cm with the objective
function value of 249.3 cm3.

The graphical solution of the design problem where all the constraints given in
Eq. (7.4) are considered is shown in Fig. 7.3. It is apparent from the figure that
deflection constraint is not active in the design problem compare to strength con-
straint. This means that the values of width and depth variables which satisfy the
strength constraint satisfy the deflection constraint. However, the boundaries of the
feasible region in this case are not only defined by strength constraint but also by
the lower bound applied to the width and depth variables. The lower bound on the
depth variable required because of shear strength constraint is 18.75 cm which is
larger than the practical limit included in the problem as d� 10. Hence the feasible
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region is bounded horizontally by the line d = 18.75. On the other hand, the lower
bound limitation imposed on the width of the beam is b� 25 which bounds the
feasible region from the left as shown in Fig. 7.3. In this case, the optimum solution
is the point where the objective function passes through the intersection point
of the horizontal line d = 18.75 and the strength constraint. This point gives the
values of b = 66.43 and d = 18.75 cm with the objective function value of
V = 253.93 cm3. It is apparent that this optimum solution is heavier than the one
where the only strength constraint is considered. Existence of further constraints
naturally reduces the feasible region which in turn affects the optimum solution.

7.3 Deterministic and Stochastic Solution Techniques
of Optimization

There are various classifications for the optimization techniques available in the
literature [1–3]. Among these probably the most general one is the one which
divides the algorithms into deterministic and stochastic ones. Deterministic opti-
mization techniques make use of derivatives of the objective function and con-
straints in the search of the optimum solution. They start the search at a pre-
selected initial point and compute the gradients of the objective function and
constraints at this point and take a step in the negative direction of the gradient of
the objective function in the case of minimization problems to determine the next
point. They continue the iterations until there is significant change in the values of
design variables within 2 consecutive iterations. All the mathematical program-
ming techniques fall into this classification. Among these linear programming,
integer programming, and nonlinear programming techniques are widely used in
solving engineering optimization problem [4–7]. Although these techniques are
successful in obtaining the solution of small size optimum design problems, they
present convergence difficulties in the design of real world problems. Furthermore,
in some cases the objective function and constraints may have irregular peaks for
which the gradient search can be quite difficult [8]. Among the constrained non-
linear programming methods, penalty function methods, feasible directions
method, reduced gradient method, sequential linear programming method, and
sequential quadratic programming method are widely used to find the optimum
solution of engineering optimization problems.

Computational drawbacks of existing derivative-based numerical methods have
forced researchers all over the world to rely on stochastic algorithms founded on
simulations of nature for solving computationally intractable engineering optimi-
zation problems since the past 2 decades. The basic idea behind these techniques is
to simulate the natural phenomena, such as survival of the fittest, immune system,
swarm intelligence, and the cooling process of molten metals through annealing
into a numerical algorithm. These methods are non-traditional stochastic search
and optimization methods and they are very suitable and efficient in finding the
solution of combinatorial optimization problems. They do not require the gradient
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information of the objective function and constraints and they use probabilistic
transition rules not deterministic ones [9–17]. These techniques are also known as
metaheuristics as they use heuristics to search the design space to attain a better
solution than the current one. Metaheuristic algorithms do not guarantee finding
the optimal solution but may end up reaching near optimal solution. They initiate
the search either generating a population randomly which consists of candidate
solutions of the optimization problem under consideration or they start with a
randomly selected single candidate solution and try to improve this solution during
the search process. Among these evolutionary algorithms are based on the
Darwinian theory of evolution and survival of the fittest. Immune system algo-
rithm simulates the body’s immune system into a numerical algorithm. Simulated
annealing is an iterative search technique inspired by annealing process of metals.
Particle swarm optimizer is based on the social behavior of animals, such as fish
schooling, insect swarming, and bird flocking. Ant colony optimization technique
is inspired from the way that ant colonies find the shortest route between the food
source and their nest. Harmony search algorithm is based on the natural musical
performance process that occurs when a musician searches for a better state of
harmony. Differential evolution iteratively tries to improve a candidate solution
with regards to a given measure of quality.

Among the mathematical programming techniques the sequential quadratic
programming method and among the metaheuristic algorithms the differential
evolution methods are adopted to obtain the reliability based design optimization
of offshore structures in this chapter. Only these 2 methods will be explained in
detail in the following sections due to the lack of space.

7.3.1 Sequential Quadratic Programming

Sequential quadratic programming is one of the most effective mathematical
programming technique for nonlinearly constrained optimization problems [2].
The method consists of approximating the original nonlinearly constrained prob-
lem with a quadratic subproblem and solving the subproblem successively until
convergence has been achieved on the original problem [18].

Sequential quadratic programming technique modifies the programming prob-
lem given in Eq. (7.1). This is obtained by using the Taylor’s expansion [19] as
written by,

minimize WðdÞ þ rWðdÞf gTDdþ 0:5DdT r2WðdÞ½ �Dd

subject to hjðdÞ þ rhjðdÞ
� �T

Dd ¼ 0 j ¼ 1; . . .; ne

gkðdÞ þ rgkðdÞf gTDd� 0 k ¼ 1; . . .; ni
DdL�Dd�DdU

ð7:5Þ

where r2WðdÞ½ � is the Hessian matrix, which is denoted by H. In actual imple-
mentation the real Hessian matrix is not used. Instead, a metric H is updated in
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each iteration as it is suggested in variables metric method [20]. In the application
of the method Dd is determined after the search direction s is found by solving the
following problem using quadratic programming.

minimize P ¼ rWðdÞf gT sþ 0:5 sT H s

subject to hjðdÞ þ rhjðdÞ
� �T

s ¼ 0 j ¼ 1; . . .; ne

gkðdÞ þ rgkðdÞf gT s� 0 k ¼ 1; . . .; ni
sL� s� sU

ð7:6Þ

The quadratic programming problem posed in Eq. (7.6) finds a feasible direction
s with respect to the current active constraints. After finding the search direction, one
has to determine the step size a. The calculation of the step size is based on the criteria
that the value of the objective functions should decrease and constraint satisfaction
have to improve. There are several ways to achieve this goal. One is to use exterior
penalty function method to minimize the following unconstrained function.

f ðdmþ1Þ ¼ WðdmÞ þ r
X

ne

j¼1

hjðdmÞ2 þ r
X

ni

k¼1

max gkðdmÞ; 0½ �2 ð7:7Þ

where r is known as penalty constant. Solution of Eq. (7.7) yields the value of g and
a. In the case where the minimization problem given by Eq. (7.7) is not desired to
solve, then the value of a can be taken as 1 for convenience. Once a is determined,
Dd is calculated as Dd ¼ a s. The value of new point is then calculated from

dmþ1 ¼ dm þ a s ð7:8Þ

The steps of sequential quadratic programming method are summarized in the
following.

1. Select initial design point d1, convergence tolerance e, and maximum number
of iterations maxiter. Set iteration counter m = 1.

2. Using quadratic programming solve the programming problem Eq. (7.6) and
find s.

3. Solve unconstrained programming problem Eq. (7.7) and find a or take a = 1.
Calculate next design point dm+1 from Eq. (7.8). Dd = dm+1–dm.

4. Stop the iterations if Ddk k� e or m = maxiter. If not, then m = m+1, update
metric H and go to step 2.

Further details of the method can be found in [20].

7.3.2 Differential Evolution Technique

Differential evolution technique is a stochastic, population-based direct search
method that makes use of heuristics to determine the optimum solution in a design
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domain. Similar to other metaheuristic techniques it does not need gradient
computations of the objective function and design constraints of the programming
problem. It belongs to the evolutionary optimization algorithms group. It is
originated by [21, 22]. It was developed to optimize real parameters of real-valued
functions. The stochastic search techniques find the optimum solution of uncon-
strained functions by searching the design space. Consider the following uncon-
strained optimization problem.

Find dopt such that the objective function W(d) has the minimum value within a
region defined as dL B d B dU.

Differential evolution algorithm sets up initial population by randomly gener-
ating np individuals that is expected to cover the entire design space. Uniform
probability distribution is used for all random decisions. An individual in a gen-
eration represents candidate solution for the optimization problem under consid-
eration which is same as the chromosomes or genomes of genetic algorithm.
However, here real numbered representation not binary representation is used for
the parameters. The individual is referred as an agent and the objective function is
called as fitness function in differential evolution algorithm. New parameter vec-
tors are generated by adding the weighted difference between 2 population vectors
to a third vector. This operation is called mutation. The mutated vector’s param-
eters are then mixed with the parameters of another predetermined vector, the
target vector, to yield the trial vector. This is referred as crossover. If the trial
vector yields a lower cost function value than the target vector, the trial vector
replaces the target vector in the following generation. This operation is called
selection. Each population vector has to serve once as a target vector so that np
competition takes place in one generation. Generations are continued until some
stopping criteria such as maximum number of generations is met. The steps of the
algorithm are summarized in the following.

1. Set up initial population by generating np number of agents d randomly in the
search space.

2. For each agent dj where j = 1,…, np carry out the following

• Select 3 agents da, db, and dc from the population randomly such that they
must be distinct from each other and that of dj.

• Select a random index k which is between 1 to np.
• Compute the agent’s trial vector dt by iterating over each i 2 1; 2; . . .. . .; nf g

as follows

– Select a random number ri*U 0; 1ð Þ.
– Compute the trial vector as dt ¼ da þ F db � dcð Þ if i ¼ k or ri�CR

otherwise dt ¼ dj where CR is the crossover rate and F is the scaling
(weighting) factor defined by users.

• Update the trial vector considering the lower and upper bound vectors as
dt ¼ dL if dt\dL, dt ¼ du if dt [ du.

• If W dtð Þ\W dj

� �

then replace the agent dj by dt.
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3. The agent do from the population having the lowest fitness W doð Þ is the best
found solution within this generation.

4. Continue the generation until stopping criteria is satisfied.

It is stated that control variables np, F, and CR of the differential evolution
algorithm are not difficult to choose in order to obtain good results [21]. It is found
reasonable to select the total value of the population between 5 and 10 times of the
number of parameters in the optimization problem. 0.5 and 0.1 can be a good
initial values for F and CR. It is best to carry out sensitivity analysis with few
values of these parameters in order to find the most appropriate ones for the
optimization problem under consideration. In [21] a comparative study is carried
out among adaptive simulated annealing, the annealed Nelder and Mead approach,
the breeder genetic algorithm, the easy evolution strategy and differential evolu-
tion algorithm, and it is affirmed that differential evolution method outperformed
all of the above-mentioned minimization techniques in terms of required number
of function evaluations necessary to attain the global optimum.

7.4 Mathematical Formulation of the Reliability-Based
Design Optimization

The traditional deterministic optimization, that seeks the minimum weight, volume
or cost under the specified requirements, has been successfully applied to the
engineering designs [23–32]. However, the existence of uncertainties in either
engineering simulations or manufacturing processes [33, 34] may affect the
obtained result using the deterministic optimization approach. Therefore, the
uncertainties associated with the loads, resistances, and structural responses must
be included in the optimization process in order to obtain optimal result under
realistic conditions. It is possible to represent uncertainties in the design of a
structure as random variables with assumed probability distribution functions. The
design optimization of a structure with the random variables is called reliability-
based design optimization (RBDO). In the RBDO model, an objective function
being either structural weight or expected cost of a structural system (i.e. including
the initial and failure cost) is minimized under prescribed probabilistic (reliability)
constraints. Therefore, it is required that one of the reliability analysis methods, as
compared with deterministic optimization, is included in structural optimization
process an addition in order to evaluate the reliability constraints, which can be
done either by stochastic simulations or by moment methods [33–36]. Thus, it can
be realized from above that 3 main components, namely, a structural analysis
program, an optimization program, and a reliability analysis program, should be
linked together to fulfill RBDO of the structural systems. An optimization program
is necessary to evaluate the design variables satisfying all constraints and mini-
mizing the objective function. The reliability analysis is used for the evaluation of
the reliability constraints that being the functions of the design variables and
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the random variables. The structural analysis program is employed to calculate the
structural responses. In addition sensitivity analysis, which is responsible for the
calculation of the variation of the structural response depending on the random and
design variables, is performed both for optimization and for reliability. Due to the
integration of components RBDO procedures requires prohibitive computational
effort. Depending on the scheme of the integration RBDO formulations can be
classified into 3 categories: (a) the 2 level approach, (b) the single loop approach,
(c) the decoupled approach [37, 38]. The first one [39–49] considers the probabi-
listic constraints inside the optimization loop. The RBDO problem is solved in
a single loop procedure, where the reliability analysis is avoided, in the second
[50–52]. The later [53, 54] consists of separating the reliability analysis from the
optimization procedure. These efforts are made to reduce the computation time
causing too many repeated searches in the 2 step (level) algorithm. Consequently, a
typical structural optimization problem recognizing uncertainties related to loads,
geometry, resistance, material, and so on is formulated in terms of random variables
vector X = {X1,..,Xnrv}T, and design variables vector d = {d1,…dn}T, where nrv is
the number of random variables, and n denates the number of design variables as
follows:

find d; which minimizes WðdÞ
subject to: Pfi ¼ PðGiðd;XÞ� 0Þ�Pfi;max i ¼ 1; . . .; nrc

ð7:9Þ

W(d) is the objective function (e.g. structural mass or volume), Gi(d, X) is defined
as the ith limit state function or performance function, and Gi(d, X) B 0 denotes
the failure domain, P(.) is the probability operator, Pfi, max is the admissible failure
probability, nrc is the total number of performance functions, or probabilistic
constraints. The design variables vector d in Eq. (7.9) may be either independent
deterministic variables or the mean values of a subset of random variables.
Typically, an upper, dU, and lower, dL, bounds vector is also defined for the design
variables in order to obtain a meaningful result.

In the above model the probabilistic constraints define the feasible region by
restricting the probability of violating the limit state function to the admissible prob-
ability. The corresponding failure probability for ith limit state function is given by

PðGiðd;XÞ� 0Þ ¼
Z

Giðd;XÞ� 0

fXðxÞdx ð7:10Þ

where fX(x) is the joint probability density function for all random variables
involved. Since the exact computation of Eq. (7.10) is impractical, 2 approximate
methods are often applied as: (a) stochastic simulations (e.g. crude Monte Carlo
[55], importance sampling [35]), (b) moment methods (e.g. first- and second-order
reliability methods FORM [33, 34]/SORM [56] to overcome the evaluation of
Eq. (7.10). Although the formers are potentially highly accurate, they generally
evaluate the limit state function by a requirement for a large number of samples.
In the moment methods, the reliability index, b, is calculated as an alternative
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measure of failure probability, in which the direct calculation of Pf is avoided. In
this case, the probabilistic constraints in Eq. (7.9) are simply replaced by the
reliability indices, which is often referred to as RBDO-based on reliability index
approach (RIA). An alternative approach, the performance measure approach
(PMA), proposed recently for the evaluation of probabilistic constraints [57–60]
may be more efficient and stable.

7.4.1 Reliability Index Approach for the RBDO

The formulation where the probabilistic constraints handle with the reliability
indices is expressed as:

find d; which minimizes WðdÞ
subject to: bi� bi; target i ¼ 1; . . .; nrc

ð7:11Þ

where bi and bi, target are the structural and the target reliability indices for the ith
limit state, respectively. Considering Eq. (7.9) it clearly realized that each
Pfi = P(Gi(d,X) B 0) is replaced by the reliability index bi using first-order reli-
ability methods (FORM). In the FORM, a transformation X = T(U) is required to
map the random variables X from original space into the U-space of independent,
standardized, and normally distributed variables U (i.e. u = T(x)) [61–64]. Hence,
the definition of the reliability index b associated with the limit state function Gi is
defined as the minimum distance from the origin to the point located on the limit
state surface and the limit state function where Gi(u) = 0 (see Fig. 7.4). This point
is called as the most probable failure point (MPFP) of the failure surface in the
standard normal space since the largest contribution to the probability integral
Eq. (7.10), comes from the region around that point. Thus, probability of failure is
defined as Pf = U(–b), in which U(.) is the standard normal cumulative distri-
bution function. According to FORM approximation based on the Hasofer-Lind
and Rackwitz-Fiessler (HLRF), an iterative search procedure is used to find the
u vector for a prescribed convergence tolerance (i.e. e = 0.001). This procedure is
formulated in Eq. (7.12)

ukþ1 ¼
rGT

uk u
k � GiðukÞ

rGT
uk rGuk

rGuk ð7:12Þ

uMPFP

u1

u2

0 
= uMPFP|| || 

G(u)=0 

Fig. 7.4 Illustration of
reliability index in the
standard normal space
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where rGuk = {qGi/qu1, qGi/qu2, …,qGi/qunrv}T is the gradient vector of the ith
limit state function with respect to vector uk at the kth iteration. Thus, the reli-
ability index is computed as bi = ||u|| at the end of the iterative search procedure.

From the definition related to b, it is also obtained by solving the constrained
optimization problem stated as:

minimum
u

bi ¼ uk k ¼
ffiffiffiffiffiffiffiffi

uT u
p

subject to GiðuÞ ¼ 0
ð7:13Þ

A general optimization method based on the gradient-based, i.e. sequential qua-
dratic programming, or the gradient-free, i.e. simulated annealing, algorithms can
be used to solve of Eq. (7.13).

7.4.2 Performance Measure Approach for the RBDO

The approaches formulated above estimate the probability of failure by the reli-
ability index. Tu and Tu et al. [57, 58] offered an alternative means to evaluate the
reliability constraints in the RBDO in order to avoid the problems of the RIA
concerned with the calculation of the reliability index associated with each reli-
ability constraints during an overall RBDO iteration. In this method, known as the
PMA, the reliability constraints are expressed by an inverse formulation as:

Gp
i ¼ Giðu�¼bi;target

; dÞ ð7:14Þ

where Gp
i is the performance measure corresponding to target reliability of ith

reliability constraint evaluated by an inverse reliability analysis, in which mini-
mum distances from the origin in U-space to limit state surfaces are equal to target
reliability indices, and subsequently, one of them, at which the limit state function
should be minimum, is selected. u�¼bi;target

is the solution to the inverse reliability

analysis associated with the optimization problem, which is defined as:

minimum
u

GiðuÞ ¼ 0

subject to uk k ¼ bi;target

ð7:15Þ

Besides using any optimization algorithms, the inverse reliability analysis based
on FORM [57–59] is also used as a tool to calculate u. The updated formula of the
developed algorithm based on the advanced mean value approach to solve the
problem in Eq. (7.15) is given by

ukþ1 ¼ �bi;target

rGT
uk

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

rGT
ukrGuk

q ð7:16Þ
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In addition, some enhanced algorithms developed by [65], i.e. the conjugate mean
value and the hybrid mean value algorithms, are employed to solve the problem in
Eq. (7.15). Thus PMA for RBDO can be expressed as

find d; which minimizes WðdÞ
subject to: G p

i � 0 i ¼ 1; . . .; nrc
ð7:17Þ

In contrast to the RIA formulation Eq. (7.13), which is numerically not stable for
certain type of distribution, the PMA formulation Eq. (7.15) is usually more
efficient and robust because it works on a fixed position, ||u|| = bi,target, in U-space.
In other words, the position of Gi(u) = 0 varies with the design point and the
search for Eq. (7.13) is performed until reaching the failure surface while the
region to be explored by the Eq. (7.15) is the hypersphere having radius equal to
the target reliability index [37, 38, 59, 65–70]. A schematic illustration of the
solution of Eq. (7.15) in the standard normal space (U-space) is shown in Fig. 7.5.

7.5 Sensitivity Analysis of RBDO of Offshore Structures

Sensitivity analysis quantifies the influence of each parameter on model, function,
response, etc. It is crucial integrant both for the reliability analysis and the opti-
mization methods based on the mathematical theory. For the reliability analysis
based on FORM, the updated formula given in Eqs. (7.12)–(7.16) needs the gra-
dient information rGuk of the limit state function with respect to random
variables.

Two distinct ways can be employed to calculate rGuk . The related gradient
information in rGuk = {qGi/qu1, qGi/qu2, …,qGi/qunrv}T can be directly calcu-
lated in normalized space in the first way. In the second, applying the chain rule of
differentiation, the gradient of the limit state function is calculated in the original
space, and then those are multiplied with the derivatives of corresponding random
variables calculated in the normalized space as:

rGuk ¼ oGi

ox1

ox1

ou1
;

oGi

ox2

ox2

ou2
; . . .;

oGi

oxnrv

oxnrv

ounrv

� �T

ð7:18Þ

|| ||u*  = i,target  

u1 

u2 
0 

i,target 

G p
i =Gi(

*
i,target

u= )

Fig. 7.5 Illustration of PMA
in the standard normal space
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Since the value of limit state function is generally obtained after performing the
structural analysis for a structural engineering problem the second way for
obtaining the related gradient information is easily linked to the structural analysis
program.

The calculation of the first term in Eq. (7.18) is performed by means of the
structural analysis program for the engineering problems in general. Those used
for this purpose are generally based on finite element method (FEM). The gradient
information is consequently calculated using [71, 72] one of; (1) Finite difference
method, (2) Direct differentiation, and (3) Adjoint method.

The second term of Eq. (7.18) (qx/qu) can be easily calculated considering
FXðxÞ ¼ UðuÞ ) u ¼ U�1ðFXðxÞÞ, where FX(x) is the cumulative distribution
functions of a continuous random variables and U(.) is the cumulative distribution
function for the standard normal distribution, as:

ox

ou
¼ oF�1

X ðUðuÞÞ
ou

¼ /ðuÞ
fXðxÞ

ð7:19Þ

in which /ð:Þ and fX(x) are, respectively the probability density function of the
standard normal distribution and the corresponding random variable.

The linear elastic static analysis of the structures under the external load can be
stated as based on FEM terminology

Kq ¼ F ð7:20Þ

where K is the structural stiffness matrix, q is the vector of nodal displacements,
and F is the vector of applied forces. The responses of the structure obtained after
performing the linear elastic static analysis are used in the evaluation of the
constraints that are generally given by

gi ¼ 1:0� rij j=ra
i � 0 i ¼ 1; 2; . . .;m ð7:21Þ

gjþm ¼ 1:0� qj

	

	

	

	=qa
j � 0 j ¼ 1; 2; . . .; r ð7:22Þ

where ri is the stress in the ith member and ra
i is the allowable stress for the same

member, qj is the displacement of the jth node, and qa
j is its upper bound. Thus,

the functions defined for the constraints are implicit functions of the variables,
s( = d [X). The derivatives of the constraint function with respect to s according
to methods mentioned above are calculated as explained in the following sections
[66, 71–75].

7.5.1 Finite Difference Method

The value of g is calculated depending on s at first. Then each variable is perturbed
(Ds) and the corresponding change in g is computed through multiple deterministic
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analyses. The derivative of g with respect to s it can be expressed as if the forward
difference approach is used for computation

og

os
¼ gðsþ DsÞ � gðsÞ

Ds
ð7:23Þ

Since the function g is evaluated n ? 1 times for n variables, the cost of the
gradient increases dramatically with the number of variables. However, it is pre-
ferred due to its simplicity. Moreover, it is easily linked with a commercial
software program in order to compute the derivatives without making any modi-
fication in the software.

7.5.2 Direct Differentiation Method

Using the chain rule of differentiation, the total derivative of g with respect to
s may be calculated as

dg

ds
¼ og

os
þ og

oq

dq

ds
ð7:24Þ

Differentiating both sides of Eq. (7.20) with respect to s dq/ds can be stated as

dq

ds
¼ K�1 oF

os
� oK

os
q

� �

ð7:25Þ

This result is substituted into Eq. (7.24) to obtain

dg

ds
¼ og

os
þ og

oq
K�1 oF

os
� oK

os
q

� �

ð7:26Þ

The sensitivity is directly calculated for each variable through Eq. (7.26).

7.5.3 Adjoint Method

An adjoint variables vector k is introduced as

k ffi og

oq
K�1

� �T

¼ K�1 ogT

oq
ð7:27Þ

Both sides of Eq. (7.27) is multiplied by the matrix K to obtain

Kk ¼ ogT

oq
ð7:28Þ
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After k in Eq. (7.28) is solved and substituted into Eq. (7.26), it becomes

dg

ds
¼ og

os
þ kT oF

os
� oK

os
q

� �

ð7:29Þ

Although the direct differentiation method and the adjoint method are mathe-
matically identical, their numerical performances might be different. The direct
differentiation method may be preferable compared to the adjoint method when
the number of variables is larger than the number of constraints and vice versa
[66, 71–75].

When a gradient-based algorithms are employed to obtain a solution of problem
given in Eqs. (7.11)–(7.17) the sensitivities of objective function and reliability
constraints with respect to the design variables must be supplied for the efficient
implementation. If the FORM and the inverse FORM approximations summarized
above in terms of Eqs. (7.12) and (7.16) are adopted for the reliability analysis for
the RIA and PMA, respectively, the sensitivities related to reliability constraints
might be computed efficiently depending on 2 type of design variables which are
considered in the RBDO application. One is a characteristic value y that is related
to the random distribution, such as the mean value of the random variable X. The
other is a deterministic parameter z, which is independent of the random variable
X. Therefore, the corresponding sensitivities of reliability constraint with respect to
design variables vary according to design variable type for the RIA and the PMA
[37, 38, 59, 66, 76–78].

Sensitivity for Reliability Index Approach (RIA)

For the RIA, the sensitivity of the ith reliability constraint is obtained from the
sensitivity of the reliability index, b. Recalling the definition of the reliability
index (b = (u*T u*)1/2) and the most probable point (u* = –b rGu

rGuk k), the gradient

of b with respect to y and z can be expressed as:

dbi

dy
¼ 1
rGu�k k

dGi

dy
and

dbi

dz
¼ 1

b
u�

du�

dz
ð7:30Þ

where u* is the coordinate of the most probable point, du* is described by the
derivative of the transformation of the associated distribution.

Sensitivity for Performance Measure Approach (PMA)

For the PMA, the sensitivity of the performance measure Gp
i to design variables is

expressed as the gradient of the performance function at the minimum perfor-
mance target point (MPTP = u�¼bi;target

). Since the most probable failure point

(MPFP) and the MPTP are the same if bi = bi, target, the performance measure
does not varies depending on u. Therefore, its sensitivity with respect to y and
z can be written more simply than that of the reliability index.
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dGp
i

dy
¼

dGiðd; u�¼bi;target
Þ

dy
and

dGp
i

dz
¼

dGiðd; u�¼bi;target
Þ

dz
ð7:31Þ

7.6 Examples

In this section, in the light of the information given in the previous sections, 2
types of design examples are presented. In the first one, 3 bar space truss is
considered as an example to demonstrate the mathematical modeling of a deter-
ministic optimum design problem. In the second, 3 numerical examples associated
with the monopod, the tripod, and the jacket type offshore towers are presented for
reliability-based optimum design.

7.6.1 Deterministic Design Optimization

The 3 bar space truss shown in Fig. 7.6 is subjected to the external loading shown
in the figure. It is decided to have the same cross-section for members 2 and 3
while member 1 can have a different section. Modulus of elasticity is taken as
20,000 kN/cm2. The displacements of joint 1 in X and Y direction are restricted to
be not more than 0.25 cm. The compressive stresses in 3 members are required to
be not more than 12 kN/cm2. The optimum design problem is to determine the
values of member areas such that the limitations imposed on displacements and
stresses are satisfied while the structure has the minimum weight.

The design variables are selected as cross-sectional areas of members.
Accordingly the cross-sectional area of member 1 is considered to be A1 and the
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Fig. 7.6 Three-bar space
truss
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cross-sectional areas of members 2 and 3 are represented by A2. In order to express
the displacements of joint 1 in terms of design variables, it is necessary to use the
matrix displacement method and obtain the stiffness equations which relate the
joints displacements to joint loads in global coordinates. The joint displacement
vector in global coordinate system is X ¼ x1 y1 z1f gT and corresponding joint load
vector in global coordinate system is P ¼ 50;�100; 0f gT . The joint load vector is
related to joint displacement vector as P ¼ K X where K is the overall stiffness
matrix. The overall stiffness matrix of the 3 bar truss can be constructed as

K ¼
a1 þ a2 þ a3 b1 þ b2 þ b3 d1 þ d2 þ d3

b1 þ b2 þ b3 c1 þ c2 þ c3 e1 þ e2 þ e3

d1 þ d2 þ d3 e1 þ e2 þ e3 f1 þ f2 þ f3

2

6

4

3

7

5

ð7:32aÞ

where the parameters in Eq. (7.32a) are as follows:

ai ¼ EAi cos2 ai=‘i ; bi ¼ EAi cos ai cos bi =‘i; ci ¼ EAi cos2 bi=‘i

di ¼ EAi cos ai cos ci =‘i; ei ¼ EAi cos bi cos ci =‘i; fi ¼ EAi cos2 ci=‘i

ð7:32bÞ

in which (i = 1, 2, 3) and cos ai; cos bi; cos ci are the direction cosines of member
i. ai; bi; ci are the angles of member i makes with each global X, Y, and Z axis
which are computed from the following expressions.

cos ai ¼
Xs � Xf

‘i
; cos bi ¼

Ys � Yf

‘i
; cos ci ¼

Zs � Zf

‘i
ð7:33Þ

Where Xf, Yf, Zf and Xs, Ys, Zs are the coordinates of the first and second end of
member i. The direction cosines of the members of 3 bar space truss are given in
Table 7.1.

Substituting these into the expression (7.32b) and also noticing that members
2 and 3 are required to have the same cross-section, the stiffness matrix given in
Eq. (7.32a) becomes:

K ¼
14:4A1 þ 7:2A2 �19:2A1 þ 19:2A2 0
�19:2A1 þ 19:2A2 25:6A1 þ 51:2A2 0

0 0 21:632A2

2

4

3

5 ð7:34Þ

where A1 is the cross-sectional area of member 1 and A2 is the cross-sectional area
of member 2 and 3.

Table 7.1 Direction cosines of members of 3 bar space truss

Member number (i) cos ai cos bi cos ci

1 0.60 -0.80 0.00
2 -0.30 -0.80 0.52
3 -0.30 -0.80 -0.52
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Inverse of the stiffness matrix has the following form.

K�1 ¼

5A1 þ 10A2

324A1A2

5A1 � 5A2

432A1A2
0

5A1 � 5A2

432A1A2

10A1 þ 5A2

1152A1A2
0

0 0
125

2704A2

2

6

6

6

6

6

4

3

7

7

7

7

7

5

ð7:35Þ

Using this matrix the joint displacements can be expressed in terms of cross-
sectional areas as written by

x1

y1

z1

8

<

:

9

=

;

¼

5A1 þ 10A2

324A1A2

5A1 � 5A2

432A1A2
0

5A1 � 5A2

432A1A2

10A1 þ 5A2

1152A1A2
0

0 0
125

2704A2

2

6

6

6

6

6

4

3

7

7

7

7

7

5

50
�100

0

8

<

:

9

=

;

ð7:36Þ

The x1; y1; z1 displacements of the joint 1 can be expressed in terms of design
variables from Eq. (7.36) as given in the following.

x1 ¼
�A1 þ 7A2

2:592A1A2
; y1 ¼

A1 þ 3:5A2

3:456A1A2
; z1 ¼ 0 ð7:37Þ

Noticing the fact that the displacement of joint 1 along global Y axis is neg-
ative, its absolute value is used in obtaining the constraints related with this
displacement so that it can be compared with its upper bound of 0.25 cm which is
positive.

Axial stresses at member ends can also be calculated by making use of matrix
displacement method. The stress at the first and the second ends of space truss
member is computed through the following matrix equation.

rif

ris


 �

¼ E

‘i

cos ai cos bi cos ci 0 0 0
0 0 0 cos ai cos bi cos ci

� � x1

y1

z1

8

<

:

9

=

;

ð7:38Þ

where E is the modulus of elasticity, ‘i is the length of member i. Substituting the
values of direction cosines of members, the stresses at the first and second end of
members are obtained as:

in member 1 :
r1f

r1s


 �

¼ 24 �32 0
�24 32 0

� � x1

y1

z1

8

<

:

9

=

;

ð7:39aÞ

in member 2 :
r2f

r2s


 �

¼ �12 �32 20:8
12 32 �20:8

� � x1

y1

z1

8

<

:

9

=

;

ð7:39bÞ
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in member 3 :
r3f

r3s


 �

¼ �12 �32 �20:8
12 32 20:8

� � x1

y1

z1

8

<

:

9

=

;

ð7:39cÞ

Remembering the fact that z1 ¼ 0, the stress expressions for members 2 and 3
become the same. Consequently, the stresses at the first and second end of member
1 and 2 become

r1f

r1s


 �

¼ 24x1 � 32y1

�24x1 þ 32y1


 �

;
r2f

r2s


 �

¼ �12x1 � 32y1

12x1 þ 32y1


 �

ð7:40Þ

Substituting Eqs. (7.37) and (7.38) into Eq. (7.40), the stresses are expressed in
terms of design variables as in the following.

r1f

r1s

( )

¼

97:222
A1

� 97:222
A1

8

>

>

<

>

>

:

9

>

>

=

>

>

;

;
r2f

r2s

( )

¼

13:89
A2

� 13:89
A2

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ð7:41Þ

The design requirements necessitate that displacements of joint 1 should not be
more than 0.25 cm and the axial stresses in members should be \12 kN/cm2.
Accordingly the displacement constrains become

x1 ¼
�A1 þ 7A2

2:592A1A2
� 0; y1 ¼

A1 þ 3:5A2

3:456A1A2
� 0:25 ð7:42Þ

Simplification of Eq. (7.42) yield:

�A1 þ 7A2 � 0:648A1A2� 0; A1 þ 3:5A2 � 0:864A1A2� 0 ð7:43Þ

Using the positive values of stresses given in Eq. (7.41) and applying the stress
limitation of 12 kN/cm2, the following stress constraints are obtained.

8:102� A1� 0; 1:1575� A2� 0 ð7:44Þ

Collecting the constraints, Eqs. (7.43) and (7.44), together with the objective
function the optimum design problem of 3 bar space truss has the following form.

min : W ¼ 500ðA1 þ 2A2Þ
subject to g1ðAÞ ¼ �A1 þ 7A2 � 0:648A1A2� 0

g2ðAÞ ¼ A1 þ 3:5A2 � 0:864A1A2� 0
g3ðAÞ ¼ 8:102� A1� 0
g4ðAÞ ¼ 1:1575� A2� 0

ð7:45Þ

Solution by Sequential Quadratic Programming

The solution of the optimum design problem given through Eq. (7.45) is first
obtained by the sequential quadratic programming method. This method linearizes
the nonlinear constraints at a selected initial design point as shown through Eq.
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(7.5) and transforms the nonlinear programming problem into a linear program-
ming problem. Applying this concept to the constraints of the optimum design
problem, Eq. (7.45), at a initial design point vector A0 the following linear pro-
gramming problem is obtained.

C½ � DAf g� bf g ð7:46aÞ

where [C] and {b} are defined as

C½ � ¼
rg1ðA0Þf gT

rg2ðA0Þf gT

rg3ðA0Þf gT

rg4ðA0Þf gT

2

6

6

4

3

7

7

5

¼

�1� 0:648A2; 0 7� 0:648A1; 0

�1� 0:864A2; 0 3:5� 0:864A1; 0

�1 0
0 �1

2

6

6

4

3

7

7

5

ð7:46bÞ

bf g ¼

�g1ðA0Þ
�g2ðA0Þ
�g3ðA0Þ
�g4ðA0Þ

8

>

>

<

>

>

:

9

>

>

=

>

>

;

¼

�A1; 0 þ 7A2; 0 � 0:648A1; 0A2; 0

A1; 0 þ 3:5A2; 0 � 0:864A1; 0A2; 0

8:102� A1; 0

1:1575� A2; 0

8

>

>

<

>

>

:

9

>

>

=

>

>

;

ð7:46cÞ

Selecting initial design point as A0 = {A1,0 = 5, A2,0 = 5}T and substituting the
values of A1,0 and A2,0 into Eq. (7.46a) the following linear programming problem
is obtained.

min : f ¼ DA1 þ 2 DA2

subject to

�4:24 3:76

�3:32 0:82

�1 0

0 �1

2

6

6

6

6

4

3

7

7

7

7

5

DA1

DA2

( )

�

�13:8

�0:90

�3:10

3:8425

8

>

>

>

>

<

>

>

>

>

:

9

>

>

>

>

=

>

>

>

>

;

ð7:47Þ

Solution of the linear programming given by Eq. (7.47) by the Simplex method results
in DA1 = 3.102 and DA2 = -3.8,425 after 2 simplex iterations. The values of design
variables then become A1,1 = 5 ? 3.102 = 8.102 and A2,1 = 5–3.8425 = 1.1575.
Substituting these new values into Eq. (7.46a) results in the following linear pro-
gramming problem.

min : f ¼ DA1 þ 2 DA2

subject to

�1:75 1:75

�0:0001 �3:5

�1 0

0 �1

2

6

6

6

4

3

7

7

7

5

DA1

DA2


 �

�

6:0765

�4:0506

0

0

8

>

>

>

<

>

>

>

:

9

>

>

>

=

>

>

>

;

ð7:48Þ

Solution of this new linear programming problem gives DA1 = 0.0 and
DA2 = 1.157. The new values of the design variables then become A1,2 = 8.102
and A2,2 = 1.1575 ? 1.157 = 2.315. Carrying out the linearization with these
new values yields the following linear programming problem.
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min : f ¼ DA1 þ 2 DA2

subject to

�2:5 1:75

�1:0 �3:5

�1 0

0 �1

2

6

6

6

4

3

7

7

7

5

DA1

DA2


 �

�

4:05

0:0008

0

1:1575

8

>

>

>

<

>

>

>

:

9

>

>

>

=

>

>

>

;

ð7:49Þ

Solution of this new linear programming problem gives DA1 = 0.0 and DA2 = 0.0
indicating that convergence is obtained after 3 iteration in the sequential quadratic
programming. Hence the optimum solution of the design problem is found to be
A1 = 8.102 cm2 and A2 = 2.315 cm2. Substitution of these values to the original
nonlinear programming problem of Eq. (7.45) shows that all the constraints are
satisfied and the objective function has the minimum value which is equal to
6,366 cm3. This substitution shows that the active constraint in the design problem
is the vertical displacement of the joint 1 which dominates the design problem
together with the stress constraints. The separate analysis of 3 bar truss under the
external loads gives the X and Y displacements of joint 1 as 0.167 cm and 0.25 cm
while the compressive stresses in members computed from the members forces
obtained as a result of analysis show that they are at their upper bounds of 12 kN/
cm2 which verifies the previous conclusion.

Solution by Differential Evolution Method

The same optimum design problem is also solved by differential evolution method.
This method is an evolutionary algorithm similar to genetic algorithms and evolu-
tionary strategies that are population based numerical optimization techniques. The
method creates new individuals on a particular manner. A new individual is generated
by adding the weighted difference between 2 individuals with a third. If the resulting
individual is better than a predetermined individual, the new vector replaces it.

The first step is to select the size of the population which is selected as 10 for
the optimum design problem given in Eq. (7.45). Since inequalities g3(A) and
g4(A) in Eq. (7.45) are lower bounds on design variables they are excluded from
the optimum design problem by applying upper and lower bounds on design

Table 7.2 Randomly selected individuals in the initial generation

Individual number A1 A2 g1(A) g2(A) f = A1 ? 2A2

1 8.1020 1.3828 -5.6822 3.2620 10.8676
2 8.7711 7.0547 0.5153 -19.9994 22.8805
3 9.9299 8.5701 -5.0840 -33.6010 27.0700
4 8.7385 9.2513 3.6346 -28.7298 27.2411
5 9.6125 8.5206 -3.0426 -31.3310 26.6537
6 8.7569 8.8609 2.9886 -27.2713 26.4788
7 8.2727 9.0122 6.5011 -24.5999 26.2970
8 9.4325 7.6528 -2.6386 -26.1503 24.7380
9 8.6717 1.5971 -6.4665 2.2954 11.8660
10 9.8257 2.0210 -8.5466 -0.2582 13.8678
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variables as 8:102�A1� 10 and 1:1575�A2� 10. The initial population is
constructed randomly within these bounds that are given in Table 7.2.

Inspection of the values given in columns belonging to g1(A) and g2(A) of
Table 7.2 reveals the fact that among these 10 individuals that are selected ran-
domly only the third, fifth, eighth, and tenth individuals satisfy both constraints of
g1(A) and g2(A) given in Eq. (7.45). Among these the tenth one has the least
objective function value as seen from the last column of the Table 7.2 and is
considered the best individual in this generation. In order to obtain the next
generation 3 individuals are randomly selected from the initial generation. Let
these be the r1, r2, and r3 individuals where r1, r2, and r3 are distinct. The donor
individual is calculated as

ti ¼ Ar1 þ FðAr2 � Ar3Þ ð7:50Þ

where F is mutation factor which is selected as 0.8. The trial individual ui is
developed from the elements of the target individual Ai and elements of the donor
individual ti with probability CR.

uj;i ¼
tj; i if randj;i � CR or j ¼ Irand

Aj; i if randj;i [ CR and j 6¼ Irand

( )

ð7:51Þ

where i ¼ 1; 2; . . .; 10, j ¼ 1; 2, randj,i is a random number and Irand is a integer 1
or 2 because there are only 2 design variables in the optimum design problem. Irand

ensures that ti 6¼ Aj;i. The target individual Ai is compared with the trial individual
ti and the one with the lowest objective function value is included in the next
generation.

Table 7.3 The second generation

Individual number A1 A2 g1(A) g2(A) f = A1 ? 2A2

1 8.1020 1.3828 -5.6822 3.2620 10.8676
2 8.7711 7.0547 0.5153 -19.9994 22.8805
3 9.9299 8.5701 -5.0840 -33.6010 27.0700
4 8.7385 3.0256 -4.6919 -28.7298 27.2411
5 9.6125 8.5206 -3.0426 -31.3310 26.6537
6 8.7569 8.8609 2.9886 -27.2713 26.4788
7 10.0000 9.0122 -5.3137 -24.5999 26.2970
8 9.4325 7.6528 -2.6386 -26.1503 24.7380
9 8.6717 1.1575 -7.0735 2.2954 11.8660
10 9.8257 2.0210 -8.5466 -0.2582 13.8678
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Ai ¼
ui if f ðuiÞ�FðAiÞ
Ai otherwise

( )

i ¼ 1; 2; . . .; 10 ð7:52Þ

The second generation is obtained by applying these rules to the initial
generation which is given in Table 7.2. It is apparent from Table 7.3 that 3 new
individuals that are fourth, seventh, and ninth are added to the initial generation by
replacing their previous counterparts. Inspection of the values of the constraints
g1(A) and g2(A) in the table shows that third, fourth, fifth, seventh, eighth, and
tenth individuals satisfy these constraints. Among these, once again, the tenth
individual has the least value for the objective function. Hence the best individual
of the initial generation continues to be the best individual in the second gener-
ation. The mutation, recombination, and selection are carried in a similar manner
explained above until the maximum number of generations is reached. In this
example the maximum number of generations is taken as 50. The best individuals
attained in every fifth generation are listed in Table 7.4.

It is apparent from the table that differential evolution method also finds the
same optimum solution where A1 = 8.102 cm2 and A2 = 2.315 cm2. It took 50
iteration with 510 function calls to reach this optimum design whereas sequential
quadratic programming found the same result in 3 iterations. Naturally it is clear
that metaheuristic methods are computationally expensive. However, they do not
need gradient computations of neither the objective function nor the constraints. In
some design problem they may be difficult to determine and they may not even
exist.

7.6.2 Reliability-Based Design Optimization

In this section, in the light of the information given in the previous sections, 3
numerical examples associated with the monopod, the tripod, and the jacket type

Table 7.4 Design history for 3 bar space truss

Iteration number A1 A2 f = A1 ? 2A2

1 9.8257 2.0211 13.8678
5 9.8257 2.0211 13.8678
10 8.1020 2.3679 12.8378
15 8.1020 2.3679 12.8378
20 8.1020 2.3679 12.8378
25 8.1020 2.3679 12.8378
30 8.1020 2.3679 12.8378
35 8.1034 2.3619 12.8272
40 8.1020 2.3303 12.7625
45 8.1020 2.3210 12.7440
50 8.1028 2.3152 12.7331
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offshore towers are presented. To implement the RBDO of the offshore towers
under some uncertainties associated with the loads, the material properties, and
environmental data, etc. the developed integrated framework based on the 2 level
approaches [42–47] is employed. It has both the RIA and PMA for the RBDO to
evaluate the probabilistic constraints. In addition, sequential quadratic program-
ming (SQP) [5, 19, 79, 80] and differential evolution (DE) [21, 22, 81] as opti-
mization methods in order to find the optimum design variables. The mass of the
tower is considered as being the objective function; the thickness and diameter of
the cross-section of the members of the towers are taken as being design variables
of the optimization. The probability distribution types and the characteristics of
statistical parameters of the random variables used in the RBDO of the offshore
towers are presented in Table 7.5. Three types of limit states as being the functions
of design and random variables are used in the RBDO of the tower. These are
based on: yielding stress, buckling stress, and natural frequency.

Yield stress function

The probabilistic constraint based on the limit-state-function related to yield stress
is defined as:

Gðd;XÞ ¼ fy � rnom; in which rnom ¼
N

A
	My

Iy

D

2
	Mz

Iz

D

2
ð7:53Þ

where fy is the yield stress, rnom is the nominal normal stress, N is the axial force,
My and Mz are the bending moments about y and z coordinate axes, A is the cross-
sectional area, Iy and Iz are the inertia moments, D is the diameter of the member.

Buckling stress function

The reliability constraint based on the limit-state-function related to buckling
stress is defined as:

Gðd;XÞ ¼ rcr � rnom ð7:54Þ

Table 7.5 The stochastic description of the random variables used in the RBDO of the offshore
towers

Description Mean (l) COV (r/l) Distribution

g gravity 9.81 m/sn2 – –
q steel density 7800 kg/m3 – –
qw water density 1024 kg/m3 – –
m Poisson ratio 0.30 – –
fy Yield stress 450.0 MPa. 0.06 Lognormal
E Young modulus 210.0 GPa. 0.05 Lognormal
Mdeck Mass of the deck problem depended 0.10 Lognormal
Hmax Maximum wave height 22.73 m 0.05 Shift Weibull
awave Wave steepness 0.06 0.125 Lognormal
cm Inertia force coefficient 1.60 0.10 Lognormal
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in which rcr is the critical buckling stress of the member, which is calculated using
the DNV rule [42–47, 82, 83].

Natural frequency function

The limit state function based on the natural frequency is defined as:

Gðd;XÞ ¼ xn � xlimit ð7:55Þ

in which, xn is the lowest natural frequency of the tower and xlimit is a threshold
frequency. The purpose of considering a frequency limit state function is to keep
the lowest natural frequency at a reasonable level to reduce dynamic responses and
consequently fatigue damages. The threshold frequency is kept far from the peak
frequency of the sea spectrum to reduce the dynamic response quantities. A rea-
sonable value of (xlimit = 3.0 rad/s) is adopted for the threshold frequency.

The following formulation summarizes the RBDO of the offshore towers from
the point of view of the aforementioned information.

find d

minimum WðdÞ ¼ q
P

ne

j¼1
AjLj

subject to: bi� bi;target for RIA
Gp

i � 0 for PMA i ¼ 1; . . .; nrc

ð7:56Þ

where q is density of steel, Aj and Lj are the area and the length of the element j, ne
is the total number of elements of tower, ndv is the number of design variables
adopted for the optimization, nrc is the total number of reliability constraints.
A value of bi, target = 3.70 (i = 1,…,nrc) is adopted as target reliability index [84].

Hmax

p(Z) 

X 

Z 
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T

 j=1,…,3 

Mdeck 

Fig. 7.7 A monopod tower with 3 segments
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7.6.2.1 A Simple Example for Monopod Offshore Tower

For the sake of simplicity, the monopod tower is firstly investigated in order to be
followed by the step of RBDO process. It is assumed to be conical and divided
by 3 segments (see Fig. 7.7). Parameters related to jth segment cross-section such
as radius Ravj , area Asj , diameter Davj , and moment of inertia Ij, are calculated,
respectively as

Ravj ¼
Rj þ Rjþ1

2
; Davj ¼ 2Ravj

Asj ¼ 2pRavj tj; Ij ¼
p
8

D3
avj

tj j ¼ 1; . . .; nseg
ð7:57Þ

In Eq. (7.57), tj is thickness of the jth segment and nseg represents the number of
segments. Yield stress function, buckling stress, and natural frequency given in
Eqs. (7.53)–(7.55) are considered as a service limit state functions being dependent
on design and random variables for the RBDO of the tower.

Considering Eq. (7.53), the reliability constraint based on the limit-state-
function related to yield stress can be stated as

Gðd;XÞ ¼ fy � rnom ¼ fy �
Nj

Asj

þMj

Ij

Davj

2

� 


ð7:58Þ

in which j represents the number of segments, Nj is the normal (axial) force, Mj is
the bending moment, Ij and Davj are the inertia moment, and average diameter of
jth section, respectively, fy is the yield stress. The maximum normal force N acting
on the jth segment is calculated from

Nj ¼ Mdeck þ
X

nseg¼3

j¼1

qAsj Lej

" #

g ð7:59Þ

where Mdeck denotes the mass of the deck, Lej is the length of the jth segment, q is
density of the steel, and g is the gravity acceleration. It is assumed that numbering
of segment is started from bottom. The bending moment at the bottom of any
segment is calculated from [85]

M ¼
Z

0

Z¼�bbj

ðbbj þ ZÞpðZÞdz ð7:60Þ

where bbj is the bottom boundary of the segment j, p(Z) is the wave force cal-
culated by using the Morison’s equation. For large diameters, the contribution of
the drag force term is negligible in comparison with the inertia force term. Hence,
the drag force term is ignored and only the inertia force term is considered in the
corresponding equation. Besides, since the marine growths are not taken into
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account the increased diameter for the member is also ignored. Hence, the bending
moment can be obtained as expressed by,

Mj ¼
Davj

2
gqw

m
ĝ Cm ð7:61Þ

in which, ĝ is the wave amplitude and given by ĝ = Hmax/2 (Hmax is the maximum
wave height), qw is the water density, m is the wave number (m ¼ 2pawave=Hmax,
where awaveis the wave steepness), and Cm is the parameter of the inertia force term
defined as

Cm ¼
p
2

cmDavj m bbj tanhðmdwÞ þ
coshðmðdw � bbjÞÞ

coshðmdwÞ
� 1

� 


ð7:62Þ

in which dw is the water depth, cm is the inertia force coefficient.
Considering Eq. (7.54), the reliability constraint based on the limit-state-

function related to buckling stress can be stated as

Gðd;XÞ ¼ rcr;j � rnom ¼ rcr;j �
Nj

Asj

þMj

Ij

Davj

2

� 


ð7:63Þ

The critical buckling stress rcr, j of the jth segment is calculated from the DNV
rule [42–47, 82, 83] as given by

rcr;j ¼
fy
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ k4
j

q ð7:64Þ

In Eq. (7.64) fy is the yield stress, and k is a dimensionless buckling parameter
calculated from

k2
j ¼

fy

raj þ rbj

raj

rEaj

þ
rbj

rEbj

� 


ð7:65Þ

where raj and rbj denote the stresses due to normal force and bending moment,
respectively, the stresses rEaj and rEbj are defined as

rEaj ¼ 1:5� 50vð ÞCaj

p2E

12ð1� m2Þ
tj

Lrj

� 
2

rEbj ¼ 1:5� 50vð ÞCbj

p2E

12ð1� m2Þ
tj

Lrj

� 
2 ð7:66aÞ

where the corresponded parameters in Eq. (7.66a) are

7.6 Examples 395



Caj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ðqanÞ2
q

; Cbj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ðqbnÞ2
q

qa ¼ 0:5 1þ
Ravj

150tj

� 
�0:5

; qb ¼ 0:5 1þ
Ravj

300tj

� 
�0:5

n ¼ 0:702Z; Z ¼
Lrj

Ravj tj

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� m2
p

; Lrj ¼
Lej

nr þ 1

ð7:66bÞ

in which, m is the Poisson’s ratio, E is the Young’s modulus, nr is the number of
ring-stiffeners (here, nr = 0, because ring-stiffener is not considered in the opti-
mization of the tower), v is a parameter and taken as 0.02. However, since the top
segment is in the air, it is not subjected to a bending moment, and therefore, the
critical buckling stress is calculated from [87]:

rcrtop
¼ E

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3ð1� m2Þ
p

ttop

Ravtop

� 


ð7:67Þ

in which, ttop and Ravtop
represent thickness and average radius of the top segment.

Recalling Eq. (7.55), the reliability constraint based on the limit-state-function
related to natural frequency can be stated as

Gðd;XÞ ¼ xn � xlimit ¼
ffiffiffiffiffiffi

k

m�

r

� 3:0 ð7:68Þ

where k and m* are the generalized stiffness and mass, respectively. The gen-
eralized mass m* is calculated depending on the deflection shape d of the
structure. Having used the function of d, which is given approximately by

dðzÞ ¼ 3
2

z

hs

� 
2

� 1
2

z

hs

� 
3

, where z is measured from the bottom of the tower, the

generalized mass for a segment can be stated as

m�j ¼ qAsj

Z

zjþ1

zj

d2ðzÞdz ¼
qAsj

4h4
s

z7
jþ1 � z7

j

7h2
s

�
z6

jþ1 � z6
j

hs
þ

9ðz5
jþ1 � z5

j Þ
5

" #

ð7:69Þ

In Eq. (7.69), j = 1,…,nseg, hs is the height of the tower, zj and zj+1 represent
Z coordinates of first and second node of segment j. From this definition, the
generalized mass for the tower with segments can be stated as

m� ¼ Mdeck þ
X

nseg

j¼1

m�j ð7:70Þ

where Mdeck is the mass of the deck and nseg represents the number of segment.
Due to the segments having different t and R there are discontinuities along the

tower. Therefore, the flexural rigidity formulation k ¼
R

hs

0
EIðo2d=oz2Þdz is not used
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directly to calculate the flexural rigidity of the tower. Instead, a segmented inte-
gration is carried out. It is obtained as stated by,

k ¼ 3EInseg

h3
s

1

P

nseg�1

j¼1

Inseg

Ij
a 3� ð3þ ðj� 1ÞÞaþ ð3ðj2 � jÞ þ 1Þa2f g

" #

þ a3

ð7:71Þ

where Ij (j = 1,…,nseg) represents inertia moments of the jth segments, a is equal
to 1/nseg.

Up to now, the formulations to employ the limit state functions based on the
yield stress, buckling stress, and natural frequency are defined. Now the RBDO
process of the tower can be summarized as

Find the design variables vector d consisting of thicknesses of segments tj and
radii of bottom and top (R1 and R4), which are assumed to be independent, such
that the objective function W(d) taken as the mass of the tower has the minimum
value within a region defined as 0.010 m B tj(j = 1,2,3) B 0.10 m., 5.0 m B R1

B 10.50 m., and 2.50 m B R4 B 5.25 m. The radii, between the bottom and top
are linearly linked to R1 and R4. The probability distribution types and charac-
teristic statistical parameters of the random variables are presented in Table 7.5.
A shifted Weibull distribution, FHmax

ðhÞ ¼ 1� exp � h� Að Þ=Bð Þ½ �, is used for
Hmax with A = 21.6 m. and B = 1.13 m. [86]. Mass of the deck is taken as 2 9

106 kg. For the admissible bi,target values, the minimum value 3.0 is considered for
this example, only.

For the calculation convenience, only the point-based algorithm SQP and RIA
are employed as the optimization method and the reliability approach. The initial
design point is taken into account as d0 = {t1 = 1.50 cm. t2 = 1.50 cm.
t3 = 1.50 cm. R1 = 6.0 m. R4 = 4.50 m.}T. At this point, N1 = 24.16 MN.,
N2 = 22.11 MN., N3 = 20.28 MN., M1 = 841.60 MN.m., M2 = 241.67 MN.m.,
M3 = 0, rcr,1 = 54.27 MPa., rcr,2 = 61.26 MPa., rcr,3 = 412.05 MPa.,
xn = 1.18 rad/sec. and W(d0) = 0.463 megaton(Mt.). Depending on these values,
reliability indices for the related limit state functions based on the buckling
stresses b1 = -20.56, b2 = -12.60, b3 = 19.83, based on the natural frequency
b4 = -18.27 and based on the yield stresses b5 = -2.19, b6 = 4.82, b7 = 19.76
are found after the reliability analysis based on the FORM in the RIA is performed.
Since the last segment is in the air it is not subject to moment. Therefore, corre-
sponding moment value M3 is equal to zero. To make the optimization using SQP
it needs the gradients related to objective function and constraints in addition to
their values. The gradients associated with the design variables are calculated for
the objective function as

rWðd0Þ ¼ 13:937 12:406 4:533 0:044 0:044f gT , for the buckling stress
constraints as
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rG1ðd0;XÞ ¼ 1383:352 �30:131 �11:011 �0:719 �1:070f gT

rG2ðd0;XÞ ¼ 0:0 1431:143 �13:067 �0:629 �1:082f gT

rG3ðd0;XÞ ¼ 0:0 0:0 1196:914 �0:0009 �0:001f gT , for the natural fre-
quency constraint as

Mdeck

Hmax

p(Z) 

X 

Z 

10
.0

 m
*1

2=
12

0.
0 

m
 

t1

 R2

t12

R12

R13

d=[tj,…, R1, R13]
T

 j=1,…,12 

 R1

Fig. 7.8 Monopod tower

Table 7.7 Results of the RBDO of monopod tower

d with RIA with PMA

Deterministic
optimization

RBDO RBDO (d is
random)

RBDO RBDO (d is
random)

SQP DE SQP DE SQP DE SQP DE SQP DE

t1 (cm) 4.47 4.41 5.80 5.78 6.35 6.42 5.81 5.79 6.35 6.41
t2 4.17 4.15 5.43 5.42 5.95 5.97 5.43 5.51 5.95 6.09
t3 3.89 3.85 5.04 5.05 5.52 5.54 5.04 5.01 5.52 5.60
t4 3.57 3.54 4.63 4.61 5.06 5.24 4.63 4.78 5.06 5.14
t5 3.24 3.23 4.19 4.18 4.58 4.65 4.19 4.17 4.58 4.65
t6 2.89 2.92 3.72 3.73 4.37 4.28 3.72 3.71 4.07 4.33
t7 2.52 2.54 3.23 3.25 3.73 4.06 3.23 3.28 3.72 3.89
t8 2.17 2.16 2.71 2.70 3.62 3.45 2.71 2.89 3.54 3.63
t9 1.81 1.93 2.20 2.44 2.88 3.29 2.20 2.71 2.88 2.98
t10 1.52 1.67 1.82 1.87 2.24 2.42 1.82 1.85 2.75 2.30
t11 1.11 1.39 1.29 1.32 1.74 1.56 1.29 1.44 1.48 1.68
t12 1.00 1.04 1.00 1.05 1.14 1.01 01.00 1.00 1.00 1.13
R1 (m) 10.50 10.50 10.50 10.49 10.50 10.49 10.50 10.48 10.50 10.49
R13 4.21 4.08 5.10 5.04 5.25 5.25 5.11 4.95 5.25 5.25
W(d) Mt. 1.278 1.287 1.708 1.716 1.956 1.987 1.709 1.731 1.947 1.987
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rG4ðd0;XÞ ¼ 516:128 116:551 �64:874 3:757 1:569f gT and for the
yield stress constraints as

rG5ðd0;XÞ ¼ 538:216 �3:858 �1:410 0:848 �0:996f gT

rG6ðd0;XÞ ¼ 0:0 509:287 �1:828 0:0063 0:101f gT

rG7ðd0;XÞ ¼ 0:0 0:0 570:806 0:155 1:697f gT

After repeating the RBDO procedure which is illustrated above, the optimum
point is obtained using IMSL-Library [80] at the 12 iterations as d12 =

{t1 = 5.98 cm. t2 = 3.79 cm. t3 = 1.07 cm. R1 = 9.70 m. R4 = 4.64 m.}T,
W(d12) = 1.928 Mt.

The iteration history for this problem is presented in Table 7.6, along with
reliability indices and mass of the tower.

7.6.2.2 Monopod Offshore Tower

The RBDO of offshore structures is applied to the design of a monopod tower with
twelve segments as shown in Fig. 7.8. A total of 14 design variables, which consist
of thicknesses of each segment and the radii at the bottom (R1) and top (R13)
segments, and 6 random parameters presented in Table 7.5 are considered in the
optimization process. R1 and R13 are assumed to be independent of each other.

Other radii, between the bottom and top are linearly linked to R1 and R13. The
structural elements are made of steel frames with the cross-section of tubular
member to be represented by thickness and radii. Three optimum solutions are
indicated in Table 7.7 considering different optimization cases including the
deterministic optimization performed without consideration of any uncertainties in

+20.0m

-50.0m

Dt

d=[tj,…, Dj]
T

j=1, 2, 3

SWL

a=10.0m

a

a

Mdeck

Fig. 7.9 Tripod tower
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parameters, the RBDO fulfilled with random parameters given in Table 7.5, and
the RBDO with the random design variables in addition to the random variables
presented in Table 7.5. For this case, lognormal distributions with (COV = 0.05)
are assumed for the probability models of design variables and mean value of the
distributions are taken as design variables of the optimization. The adopted lower
and upper boundaries for the design variables are 1.0 B ti(cm) B 10.0, 5.0
B R1(m) B 10.50, and 2.50 B R13(m) B 5.25 for the thicknesses and the radii,
respectively.

For the design variables ti (i = 1,…,12), R1, and R13, the values of 2.0 cm,
8.50 m, and 3.50 m are assumed as the initial points in the optimization method
based on the SQP as it is a point-based algorithm. For DE, the population size is
taken as 30; the rates of 0.70 and 0.85 are used for the mutation and crossover. The
drag force term of the Morison’s equation is ignored in the analysis of the
monopod tower since it is negligible compared to the term related to inertia force.
Mass of the deck is taken as 2.0 Mt.

Table 7.8 Results of the RBDO of tripod tower

d with RIA with PMA

Deterministic
optimization

RBDO RBDO (d is
random)

RBDO RBDO (d is
random)

SQP DE SQP DE SQP DE SQP DE SQP DE

t1 (cm) 1.21 1.22 1.78 1.89 1.61 1.67 1.78 1.77 1.58 1.64
t2 4.29 4.28 6.51 6.47 3.76 3.78 6.51 6.52 3.76 3.78
t3 1.00 1.00 1.00 1.00 2.42 2.41 1.00 1.00 2.42 2.43
D1 (m) 10.00 10.00 10.00 10.00 10.00 9.99 10.00 9.99 10.00 9.95
D2 10.00 10.0 10.00 9.99 10.00 10.00 10.00 10.00 10.00 9.98
D3 1.00 1.00 1.00 1.00 6.34 6.32 1.00 1.00 6.34 6.31
W(d) Mt. 0.618 0.619 0.917 0.918 1.103 1.105 0.916 0.916 1.102 1.107

16.0m

+20.0 m.

+10.0m 

-10.0m

-30.0m 

-50.0m

Z

X

Y

-60.0m
27.0m 

 D  t 

d=[tj,…, Dj]
T

 j=1, 2, 3,4 

SWL 

Mdeck

Fig. 7.10 Jacket tower

7.6 Examples 401



7.6.2.3 Tripod Offshore Tower

Figure 7.9 illustrates a tripod tower composed of 3 member groups. The upper and
lower boundaries for the design variables are thicknesses and diameters of member
groups, which are adopted as 1.0 B ti(cm, i = 1,2.3) B 10.0, and
1.0 B Di(m) B 10.0. In the RBDO of the tower, the diameter of the second
member group is taken to be at least equal to that of the first member group
(D2 C D1) from the point of view of practical. As the initial points for the ti and Di

(i = 1,…,3) the values of 2.0 cm and 3.50 m are taken in deterministic optimi-
zation. However, ti(i = 1,2,3) = 2.0 cm, D1 = 5.0 m, D2 = 6.0 m and
D3 = 3.50 m are assumed for the both of the optimizations performed under the
uncertainties. To employ the optimization with DE the values of 20, 0.70, and 0.85
are used for the population size, mutation, and crossover rates, respectively. Only
the inertia force term is taken into account and mass of the deck is taken as 3.0 Mt.

As similar to Table 7.7, Table 7.8 also presents the results obtained for the
different optimization cases explained above. For the RBDO in which d is random
normal distributions with (COV = 0.05) are assumed for the probabilistic models
of design variables and mean values of the distributions are taken as design
variables of the optimization.

7.6.2.4 Jacket Type Offshore Tower

The integrated framework is finally applied to solve the RBDO of the jacket tower
shown in Fig. 7.10. The jacket consists of 74 elements, which are collected into 4
groups. The first group of the members contains the legs of the structure, hori-
zontal braces, and diagonals locating between the level of +20.0 m and +10.0 m
are collected into the second group, vertical diagonals are collected into the third
group and finally horizontal braces and diagonals between the level of +20.0 m

Table 7.9 Results of the RBDO of jacket tower

d with RIA with PMA

Deterministic
optimization

RBDO RBDO (d is
random)

RBDO RBDO (d is
random)

SQP DE SQP DE SQP DE SQP DE SQP DE

t1 (cm) 1.37 1.37 1.77 1.77 1.95 1.95 1.77 1.79 1.95 1.96
t2 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
t3 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
t4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
D1 (m) 2.35 2.35 2.79 2.78 2.79 2.79 2.79 2.80 2.80 2.78
D2 2.17 2.17 2.88 2.90 3.01 2.98 2.88 2.81 3.00 2.99
D3 1.00 1.00 1.00 1.00 1.00 1.01 1.00 1.00 1.00 1.01
D4 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
W(d) Mt. 0.662 0.662 0.836 0.837 0.883 0.883 0.836 0.837 0.882 0.883
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and -50.0 m form the fourth member group, Fig. 7.10. The specified ranges of the
design variables consisting of thicknesses and diameters of member groups are
given by 1.0 B ti(cm, i = 1, 2, 3, 4) B 5.0, and 1.0 B Di(m) B 3.50.

Mass of the deck is taken to be equal to 6.40 Mt. and the drag force coefficient
cd of the wave loading is also taken as being random. A lognormal distribution
with (lcd = 1.30; COV = 0.10) is assumed for the probability model of the cd.
However, in contrast with Table 7.5, in which a reduction factor is used for the
coefficient cm, the mean value of inertia force coefficient cm is taken as 2.0 for this
example. The values of 1.5 cm and 1.75 m are taken as initial values for the ti and
Di (i = 1,…,4) in deterministic optimization whereas the initial values ti = 2.0 cm
and Di = 1.85 m are used for RBDO implementations. The values of 30, 0.70, and
0.85 are used for the population size, mutation, and crossover rates, respectively in
order to start the optimization with DE.

As well as in Tables 7.7 and 7.8, 3 optimum solutions are indicated in Table 7.9
including the deterministic optimization, the RBDO, and the RBDO with the
random design variables in addition to the random variables presented in
Table 7.5. For the RBDO, that d is considered as being random, lognormal dis-
tributions with (COV = 0.06) are assumed for their probability models and mean
values of the distributions are taken as design variables of the optimization.
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7.6.3 Exercises

7.6.3.1 Exercises for Deterministic Design Optimization

Exercise 1

Redesign 3 bar space truss of Fig. 7.6 by adopting pipe sections for its members
having outer diameter of D and wall thickness of t. Use the Euler critical stress as
upper limit for the stress constraints and keep the same displacement limitations.

Exercise 2

A plane truss shown in Fig. 7.11 is required to support the loading which is also
shown in Fig. 7.11. Euler critical stress is the upper bound for the axial stresses
that develop in members. The displacements of joint 1 along global X and Y axis
are restricted to be\10 mm. Modulus of elasticity is 200 kN/mm2. Formulate an
optimum design problem solution of which gives the optimum location of joint 2
as well as cross-sectional areas of members such that the truss has the minimum
weight. Treat the coordinates of joint 2 as design variables. Use sequential pro-
gramming method to determine the optimum solution.

Exercise 3

The rectangular hollow section shown in Fig. 7.12 is used as cantilever beam to
carry 600 kN of point load. The allowable bending stress is 265 MPa and the
modulus of elasticity is 200 kN/mm2. The vertical displacement of the tip of the
cantilever is required to be \4 mm. Formulate an optimum design problem such
that solution of which yield the optimum values of w, h, and t that makes the beam
to have the minimum weight.

2 m

50 kN/m 2

3

1

8 m

Cable

10 mm

10 mm
10 mm

b

d

Fig. 7.13 A cable tied I
beam
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Exercise 4

In Fig. 7.13, the beam 1–2 is tied to support 3 with cable 2–3. The allowable
bending stress is 265 MPa and the modulus of elasticity is 200 kN/mm2. The beam
AB has I-shaped cross-section which will be produced from a steel plate with
10 mm thickness. The allowable stress of the cable material is 400 MPa. For-
mulate an optimum design problem such that solution of which gives the optimum
values for the width b and depth d of I-section as well as the diameter of the cable
so that the structure has the minimum weight.

7.6.3.2 Exercises for Reliability-Based Design Optimization

Exercise 1

Repeat the RBDO procedure given above for the monopod tower with 3 segments
under the same reliability constraints. However, for this case, consider design
variables as being random. Assume normal distributions with (COV = 0.05) for
the probability models of design variables and take the mean value of the distri-
butions as design variables of the optimization. bi,target(i = 1,…,nrc) = 3.0

Exercise 2

Find the minimum mass of the monopod tower with 6 segments under the reli-
ability constraints based on the limit-state-function related to yield stress, buckling
stress, and natural frequency. Case 1: design variables are not random, Case 2:
design variables are random. For their probability models, assume the lognormal
distributions with (COV = 0.05) and take the mean value of the distributions as
design variables of the optimization. bi,target(i = 1,…,nrc) = 3.0

Exercise 3

For the Exercise 2, show the changes on the design variables and the mass of the
monopod tower with six segments considering the bi,target(i = 1,…,nrc) = 3.10,
3.70, 4.20 and 5.0, respectively.
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