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Preface

Live cell imaging has now become a routine tool in biomedical and life science research. It
is hard to imagine an active academic research department, pharmaceutical or biotech-
nology company without access to this technology and without using it on a regular
basis. Over the last decade, major progress in this area has been achieved, making this
core biochemical, cell and molecular biology techniques even more versatile, affordable,
and mature. On the other hand, we continue witnessing numerous new, breakthrough
developments which advance this technology even further, extending its capabilities and
measurement standards. A variety of advanced-imaging methodologies, probe chemistries,
experimental procedures, dedicated instruments, integrated systems, and a large number
of new applications have come to the fore very recently. One can mention, for example,
ultra-high resolution methods breaking the canonical diffraction limits, multi-photon exci-
tation imaging and sample manipulation (e.g., (un)caging, permeabilization), new chemi-
cally and genetically engineered probes for key markers and parameters of cellular function,
multi-color imaging, specialized detection formats, custom-built systems employing new
optoelectronics and engineering solutions, user-friendly multi-mode microscopes, soft-
ware, and data analysis algorithms. All this provide unprecedented opportunities for the
real-time investigation of live objects, including individual cells, sub-cellular organelles,
and even individual molecules, with high level of detail and information content. Being
until recently a privilege of large institutions and centralized facilities, live cell imaging sys-
tems are now spreading into small labs, while sophisticated high content imaging stations
are being deployed to screening labs.

At the same time, the wide and ever increasing range of imaging techniques and appli-
cations necessitates regular updates for existing users as well as an up-to-date introduc-
tion and some general guidance for newcomers to this area. This volume of the Meth-
ods in Molecular Biology series provides a comprehensive compendium of experimental
approaches to live cell imaging in the form of several overview chapters followed by rep-
resentative examples and case studies covering different aspects of the methodology. The
21 chapters of this volume are prepared by leaders in these fields, and the outstanding
contribution of the authors is gratefully acknowledged. The book provides a range of
state-of-the-art protocols extensively validated in complex biological studies. It highlights
new experimental and instrumental opportunities and helps researchers to select appropri-
ate imaging methods for their specific biological questions and measurement tasks. Each
method also highlights the potential challenges and experimental artefacts which are likely
to appear and which unfortunately are still not very uncommon. We believe that this vol-
ume will contribute to the further development and dissemination of this fundamentally
important technology which spans across many disciplines including molecular and cell
biology, chemistry, physics, optics, engineering, cell physiology, and medicine.

Dmitri B. Papkovsky
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General Principles and Overview



Chapter 1

Instrumentation for Live-Cell Imaging and Main Formats

Martin Oheim

Abstract

Unlike immunofluorescence confocal microscopy of fixed samples or microscopic surface analysis in mate-
rial sciences that both involve largely indestructible samples, life-cell imaging focuses on live cells. Imag-
ing live specimen is by definition minimally invasive imaging, and photon efficiency is the primordial
concern, even before issues of spatial, temporal or, spectral resolution, of acquisition speed and image
contrast come in. Beyond alerting the reader that good live-cell images are often not the crisp showcase
images that you know from the front page, this chapter is concerned with providing a fresh look on
one of the routine instruments in modern biological research. Irrespective of whether you are a young
researcher setting up your own lab or a senior investigator choosing equipment for a new project, at some
stage you will most likely face decision making on what (fluorescence) imaging set-up to buy. In as much
as this choice is about a long-lived and often relatively costly piece of equipment and, more importantly,
impacts on your future experimental program, this choice can be a tricky one. It involves considering a
multitude of parameters, some of which are discussed here.

Key words: Fluorescence, live-cell imaging, microscopy, instrumentation.

1. Introduction

Fluorescence microscopy has evolved from an add-on contrast
mode of the laboratory light microscope to a puzzling mul-
titude of formats probing different aspects of molecular fluo-
rophores. Classically requiring nothing else but a bright white
light source for wide-field illumination (often termed a “burner”),
a set of fluorophore-specific filters housed and purchased as a pre-
assembled “cube,” and an imaging detector (“camera”), the rapid
technological evolution of scientific instruments has involved vir-
tually all elements of the fluorescence microscope.

D.B. Papkovsky (ed.), Live Cell Imaging, Methods in Molecular Biology 591,
DOI 10.1007/978-1-60761-404-3 1, © Humana Press, a part of Springer Science+Business Media, LLC 2010
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Fundamental choices for the user concern the illumina-
tion source, where arc-lamps are increasingly being replaced by
lasers or high-power light-emitting diodes (LEDs) as discrete-
wave-band illumination devices, pulsed or continuous-wave exci-
tation, point scanning vs. whole-field excitation, filter-based
or dispersion-based fluorescence band selection, integrating vs.
photon-counting detectors, multi-channel or spectral detection,
intensity of lifetime detection, to name only a few. To these
options concerning instrumentation add those coming from the
rapid progress in the synthesis and generation of molecular fluo-
rophores, photolabile caged compounds, fluorescent and photo-
switchable proteins, and photoactivated ion channels that often
call for specific add-ons and imaging modalities. Moreover, the
detection of intrinsic signals (autofluorescence, scattered light,
higher harmonic generation) offers interesting alternatives to
conventional fluorescence imaging depending on the introduc-
tion of exogenous probes.

For a novice, it might appear difficult to navigate through
this diversity of instrumentation, formats, and probes and to have
an educated choice among the variety of equipment or software
available. This chapter, without attempting to be complete, is
meant to provide the groundwork for choosing and evaluating
instrumentation for live-cell imaging. Emphasis is on principles
and constraints imposed by the different techniques rather than
on a detailed discussion of specific equipment.

1.1. Further Reading
and Web Resources

It is beyond the scope of this introduction to provide a detailed
discussion of the ever increasing number of different formats of
fluorescence microscopy. Fluorescence microscopy in its many
variants is a standard theme in undergraduate and graduate
courses, and a number of excellent reviews and textbooks are
devoted to this subject; see below for a selection. To these, we
have added the online resources provided by the different scien-
tific societies as well as companies. We also alert the reader to
the many excellent hands-on training courses that are held each
summer and which – at least for the more prestigious ones – com-
bine excellent theoretical training with the possibility to get your
hands on the most recent pieces of equipment and thus provide
valuable information before decision making about which piece
of equipment to get for your own lab. Other important sources
of first-hand information are the numerous cost-free optics and
photonics journals.

1.2. Selected
Fluorescence
Textbooks

Although by no means complete, these recent (re-)editions of
classic books provide an in-depth coverage of many aspects of
fluorescence microscopy techniques, with a specific emphasis on
biological and live-cell imaging.
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1. Lakowicz, J. R., Principles of Fluorescence Spectroscopy,
Springer, Heidelberg, New York, 3rd edition, 2006

2. Pawley, J. B. (ed.), Handbook of Confocal Microscopy,
Springer, Heidelberg, New York, 3rd edition, 2006

3. Goldman, R. D. and Spector, D. L. (eds.) Live Cell Imaging
– A Laboratory Manual. CSHL Press, Cold Spring Habor,
2005

4. Imaging in Neuroscience and Development – A Laboratory
Manual. CSHL Press, Cold-Spring Habor, 2005

1.3. Web-Based
Resources

Almost all microscope suppliers now offer free online tuto-
rials that cover many aspects of microscopy: resolution, con-
trast generation, microscopic optics, and basics of fluorescence
microscopy. They also point the reader toward related courses
(often organized in partnership with the companies) and review
articles.

1. Olympus Microscopy resource center: http://www.
olympusmicro.com/primer/java/index.html

2. Zeiss Microscopy, http://www.zeiss.com/, and then link to
“Technical Information”

3. Nikon Microscopy, http://www.microscopyu.com/
tutorials/, and, specifically on confocal microscopy,
http://www.microscopyu.com/articles/confocal/

4. Leica Microsystems, http://www.leica-microsystems.com/
website, then link to “Leica Scientific Forum”

5. Molecular Expressions Images from the Microscope,
National High Magnetic Field Laboratory (NHMFL), Tal-
lahassee, http://micro.magnet.fsu.edu/

1.4. Courses There is an ever-increasing number of courses that permit both
theoretical training and hands-on experience. Here are some of
the better known ones:

1. Marine Biological Laboratory (MBL), Woods Hole,
http://www.mbl.edu/education/

2. Cold Spring Habor Laboratory, Cold Spring Habor,
http://meetings.cshl.edu/courses.html

3. NIH Bio-trac courses, Bethesda, http://www.biotrac.com/
pages/courses.html

4. Live-Cell Microscopy Course, UBC, Vancouver,
http://www.3dcourse.ubc.ca

5. Quantitative Fluorescence Microscopy Course, Mount
Desert Island Biological Laboratory (MDIBL),
http://www.cbi.pitt.edu/qfm/index.html
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6. Marine Biological Association, Plymouth, The Microe-
lectrode Techniques for Cell Physiology, http://
www.mba.ac.uk/events.php

7. European Molecular Biology Organization, Practical
Courses, EMBO Course on Light Microscopy in Living
Cells, Heidelberg, http://www.mba.ac.uk/events.php

A more comprehensive list is found by linking to
http://www.olympusfluoview.com/resources/courses.html

1.5. Free Photonics
Journals

Another valuable source of information for beginning as well as
confirmed microscopists is freely available monthly journals. A
particularity of the photonics market, there are quite a few of
them. Although often in close (sometimes all-too-close) prox-
imity with advertiser and manufacturer opinion, these publica-
tions are a showcase of recent developments in optics, microscopy,
and biophotonics. They provide up-to-date information on new
equipment, notable technical achievements, and provide an excel-
lent overview of trade fairs and meetings, both to come (which
is good if you are to chose components for your microscope),
or in the form of brief synopses, reviewing recent trends. While
not replacing the academic literature, they certainly broaden your
horizon and keep you connected to the often rapidly evolving
technology at no extra cost.

1. Photonics Spectra
2. Europhotonics
3. Biophotonics International, all three from Photonics

Media, Laurin Publishing, http://www.photonics.com
4. BioTechniques, from Informa Healthcare, http://www.

biotechniques.com
5. Optics & Laser Europe, IOP Publishing, http://

www.optics.org
6. Photonik international (German) from AT-Fachverlag,

http://www.photonik.de
7. Photoniques, de la Société Française d’Optique,

http://www.photoniques.com

1.6. Keep Your Cells
Alive

When imaging live samples, the first question arising is how to
use the limited photon budget without compromising sample
viability. Careful controls should be made to develop a quan-
titative notion of how the used intensities affect the biological
process under study. The result is often surprising because pho-
todamage starts gradually before obvious signs occur. For exam-
ple, two studies investigating how ample was two-photon photo-
damage when imaging intracellular free calcium ([Ca2+]i) (1, 2)
found that the slope and kinetics of neuronal calcium signals
were attenuated much earlier than electrophysiological signs of
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photodamage occurred. Thus, before starting your imaging,
begin by thinking how you can

• optimize the photon yield (i.e., the number of collected
signal photons vs. photons injected into the sample),

• avoid excitation wavelengths at which the sample absorption
(and hence heating and photodamage) is strong,

• minimize the applied dye concentration,
• avoid producing crisp showcase images but aim for live cells,
• repeat the same experiment using different excitation inten-

sities and using different emission bands,
• choose the imaging format that excels in your specific appli-

cation.
This last point is crucial because it involves a choice of equip-

ment and may lead you to the conclusion that the ideal experi-
ment is impossible with existing material and can only be realized
through an external collaboration. Figure 1.1 provides a scheme
(3) that helps rationalizing this decision making. Although over-
simplistic, this scheme is useful because it points at the limita-
tions of particular techniques and brings up useful parameters
that should go into your consideration, e.g., background rejec-
tion, optical sectioning, imaging speed, or penetration depth (to
only name a few).

1.7. Do You Really
Need a Microscope?

Free yourself from the acquired wisdom that the choice is among
the diverse upright and inverted scopes offered by the “big four,”
Zeiss, Leica, Nikon, and Olympus, and that the decision is merely
a question of preference, compatibility with existing equipment,
or the best commercial offer. Instead, ask yourself the following
questions:

• Do I really need a microscope?
• Do I need eyepieces, bulky microscope bodies, inaccessible

and unchangeable intermediate optics, and a limited flexibil-
ity governed by the elements to select from the suppliers’
catalogue?

• You probably already have a good routine microscope for cell
culture, patch-clamping, or checking immunofluorescence
labeling before going to your facility’s confocal or routine
imaging. But do you need to combine different imaging for-
mats as expensive (and often sub-optimal) add-ons on the
same instrument?

• Or can you do better, with dedicated, small, and inexpensive
set-ups?

A number of companies now offer modular solutions that
allow you to configure the microscope the best way according
to your needs. These solutions provide an interesting alternative
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Fig. 1.1. Abbreviations: Y/N – yes/no; TLM – transmitted-light microscopies; SHG, THG –
second (third) harmonic generation; CARS – coherent anti-Stokes Raman scattering;
TIRFM – total internal reflection fluorescence microscopy; WFM – wide-field microscopy;
2PEF – two-photon excitation fluorescence; CLSM –confocal laser scanning microscopy;
ROI – region of interest; SDC – spinning-disk confocal.

to the often somewhat finicky custom microscopes assembled
from optical bench systems and also provide a means to gen-
erate hybrids between commercial microscope components and
custom optomechanics. All of these approaches have in common
that they offer full control of what you put in your microscope
and allow replacing specific components that become limiting in
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a given application. We later discuss two examples of such custom
microscopes built in our own laboratory.

Below, some of such modular microscopes the author is cur-
rently aware of are listed.

1. Olympus BXFM series (part of the BX51/BX61 upright
microscope series). Most components of this upright
microscope are sold individually, permitting to build your
own structures.

2. Zeiss Axio Scope 1.Vario, a more recent but similar,
component-based upright and highly modular micro-
scope originally designed for the material sciences,
http://www.zeiss.de/C12567BE0045ACF1/Contents-
Frame/8FE44E3197A08FEBC125742E005BD1E1.

3. Already somewhat more reductionist is the SliceScope
from Scientifica. It is a commercial minimally stripped
down microscope body (without eyepieces) for com-
bined electrophysiology and DIC/fluorescence imaging,
http://www.scientifica.uk.com.

4. A similar system, equipped with Dodt contrast, is avail-
able from Siskiyou, http://www.siskiyou.com/imaging
system mrk200-infrared-fluorescence.shtml.

5. TILL Photonics, offers a highly modular automated
microscope that even goes below a bench or a
robotic sample handler. Here the approach is rather
to rethink the microscope body and to evolve in
the direction of screening-by-imaging, http://www.till-
photonics.com/Products/imic.php. With their now selling
YANUS-4 laser scan head driven by all-digital smartmove
boards, they equally offer a building block for constructing
your own confocal or two-photon laser scanning micro-
scope.

6. Somewhat more integrated, Prairie Technologies’ Ultima
is a confocal attachment with (optionally) two sets of
galvanotmetric mirrors or acousto-optic deflectors for
combined imaging and uncaging, http://www.prairie-
technologies.com/ultima.htm.

7. Becker & Hickl has a confocal scan head (DCS-120) and
detector modules for both intensity and fluorescence life-
time measurements, http://www.becker-hickl.de/.

8. Even further toward DIY, the opto-mecanical compo-
nent supplier Linos (formerly Spinder und Hoyer) has
its classical microbench, a 40 by 40 mm cage and
rail system with components (eyepieces, revolver, lenses,
C-mounts, apertures, ...) ready to build a microscope
from scratch, http://www.linos.com/pages/home/shop-
mechanik/banksysteme/mikrobank/.
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Also exists in a 20 × 20-mm nanobench version. Unfor-
tunately, the future of the even larger macrobench (150 ×
150 mm) is with a question mark.

9. AHF (http://ahf.de) has the missing part for the
microbench: a 45◦ holder for a 1-mm 25 × 63-mm (Zeiss
or Olympus) standard dichroic mirror.

10. Interestingly, Thorlabs offers a fair number of cage
system components that are largely compatible with
the Microbench, thus considerably enlarging the choice
of optical components, http://www.thorlabs.com/
navigation.cfm?Guide ID=2002.

2. Instrumenta-
tion

2.1. Understanding
the Building Blocks
of the Laboratory
Microscope

It is quite instructive to forget what you know about laboratory
microscopes for a moment. Modern fluorescence microscopes are
highly modular and can be thought of as a box with lots of arms
sticking in and out (Fig. 1.2). Excitation arms can be different
channels of epi-illumination, a laser injected through a side port
for total internal fluorescence or photoswitching, a spinning-disc
confocal attachment, or a pulsed UV-lamp for flash-photolysis.

For a given excitation channel i and fluorophore j, excita-
tion is fully described in terms of the source spectral emission
S(λ), transmission of the excitation filter EX(λ), and the reflectiv-
ity diachroic beamsplitter (1–BS(λ)), which, for a give excitation
channel, are multiplied along the excitation optical path:

exi (λ) = S(λ) · EXi (λ) · (1 − BS(λ)) [1]

combined with the sample molar extinction εj and absorbance
spectrum Ej(λ) and integrated over λ to give an excitation spectral
function:

ξi j =
∫

dλ exi (λ) · E j (λ) · ε j . [2]

On the emission site, one proceeds analogously for each
detection arm k by multiplying the fluorophore quantum yield
and emission spectrum, spectral transmission of the dichroic and
emission filters, and the detector spectral sensitivity:

emk(λ) = BS(λ) · EMk(λ) · D(λ). [3]

Upon integration,

ξ ′
jk =

∫
dλφ · Fj (λ) · emk(λ) [4]
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Finally, the product of eqs. [2] and [1.4],

ξi jk ≡ ξi jξ
′

jk [5]

measures the signal of one mole/l of fluorophore j viewed
through channel k upon excitation in channel i, and similarly for
all permutations ijk.

Optimizing the photon yield now consists in maximizing
the detection spectral function, while balancing the excitation
spectral function with that of other fluorophores present in the
sample.

This balancing can be achieved not only by choosing appro-
priate filters but also by considering the source and detector spec-
tra and the microscope intermediate optics and objective lens.
Their transmission can conveniently be combined with that of
the beamsplitter, thereby accounting for the double passage of
excitation and emission light through the microscope.

The following list provides a quick overview of the principal
choices available and briefly discusses their respective advantages
and disadvantages with respect to the scheme shown in Fig. 1.2.

D(λ)

S(λ)

EM(λ)EX(λ)

BS(λ)

M excitation channel(s) N fluorophore(s) L detection channel(s)

S(λ) · EX1(λ) · (1–BS(λ)) E1(λ) · (ε1φ1) · F1(λ)

E2(λ) · (ε2φ2) · F2(λ)S(λ) · EX2(λ) · (1–BS(λ)) BS(λ) · EM2(λ) · D(λ)

BS(λ) · EM1(λ) · D(λ)

… … …
a

b

Fig. 1.2. (a) Schematic respresentation of an upright epifluorescence microscope. S – source; EX – excitation filter; BS –
diachroic beamsplitter; EM – emission filter; D – detector. See main text for details. (b) Box plot of the different excitation
and emission channels along with their spectral throughput, obtained by multiplying instrument and fluorophore spectral
properties along the excitation and detection arms. See main text for details.
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Light sources: the choice is no longer only between Hg-
and Xe-burners but involves a large variety of sources including
arc-lamp based monochromators, lasers (gas, diode-pumped solid
state, DPSS), laser diodes, white light and color LEDs, and pho-
tonic crystal fibers for supercontinuum generation. These vary in

• wavelength, tuning range, bandwidth and power,
• luminous density,
• noise and long-term stability,
• cost,
• coherence, polarization,
• pulsed vs. continous-wave (CV) operation.

Excitation filters: typically, band-pass filters are used to nar-
row down the source spectrum and select specific wavelength
bands, clean up laser lines, attenuate illumination intensity, or
select a polarization direction. Main choices are between hard-
and soft-coated interference filters as well as holographic notch
filters. Important selection criteria include the following:

• their in-band transmission and off-band rejection (optical
density),

• bandwidth or line-width,
• tolerance to high illuminating intensities (burnout, hole-

burning).
A similar reasoning must be made for the dichroic mirror
that, for the more common long-pass, separates excitation
and emission light by reflecting the excitation light onto
the sample and transmitting the collected fluorescence. Chief
parameters to consider in addition to center wavelength and
steepness are as follows:

• Spectral holes: many dichroics perform nicely close to
the transition wavelength, but display large variations and
spectral holes at remote wavelength. “Extended range”
(“XR”) dichroics can be a solution, as are the new hard-
coated filters that typically outperform the older soft
coatings.

• Transmitted excitation light. Although often not a problem,
low-light applications can suffer from the residual transmit-
ted light that can be orders of magnitude more intense than
the collected fluorescence. Stacking dichroics or matched
long-pass filters can be an answer.

• Finally, particularly for multi-color scanning microscopies,
the angle-dependence of the cut-on of the dichroic can
result in surprising chromatic changes depending on whether
paraxial regions or the periphery of the field-of-view is
imaged. Typically, the cut-on wavelength changes as
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λ(θ) = λ0

√
1 − (sinθ/neff)2, [6]

For angles θ increasing beyond 45◦, neff is determined by
the dichroic of the order of 1.7–1.86 for most of the coatings,
but varies for p- or s-polarized light so that their average must
typically be considered for the collected fluorescence.

The microscope intermediate optical path (tube lens, scan lens,
epi-illuminator, projection lenses in the case of compound mag-
nifiers) and the objective are often not considered in detail, until
unanticipated losses occur. For example, both UV and near-IR
transmission become a problem, e.g., in fura-2 Ca2+ imaging,
flash photolysis, or photoactivation, as well as two- or three-
photon microscopy using far-IR excitation.

• UV transmission. With the increasing demand for highly
corrected objectives (and tube lenses), high refractive index
glasses and optical cement are often used chromatic correc-
tions that limit UV transmission. Also, with microelectron-
ics getting smaller and smaller, the formerly used UV-light
inspection techniques often fail because of resolution limita-
tions. Thus, dedicated UV-transmitting optics is getting rarer
and rarer.

• Another often overlooked aspect is limiting intermediate
apertures (filter cubes, lenses, irises) that reduce the col-
lected light fraction of scattered fluorescence photons in
two-photon microscopy. While scattered photons are usu-
ally rejected in fluorescence imaging (because they are not
assigned to the pixel of their origin and hence blur the image)
they constitute useful signal in 2PEF microscopy that seeks
to optimize the light collection. Thus, keeping the product
of d sin(θ eff) constant is of crucial importance for not using
light. Here, d is the size of the imaged spot and θ eff is the
half-angle of the effective numerical aperture.

Much of the same reasoning is true for choosing and optimiz-
ing detectors. Know your microscope is the rule toward getting
optimal results.

2.2. The Performance
Triangle

Irrespective of all these parameters, you can only distribute your
collected photons once. Thus, whenever you take an image of
a live cell, you take from the budget of photons that your sam-
ple emits before irreversibly undergoing photodamage and pho-
todestruction. If you invest them into higher spatial resolution,
higher temporal resolution or larger image contrast (signal-to-
noise ratio) is your choice. And it is often a difficult one.

Resolution vs. magnification. On most available microscopes,
resolution is diffraction-limited. Thus, the smallest distance that
two objects can be close by and still be detected as two is defined
by the numerical aperture of the objective, according to Abbe’s
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law. Importantly, the detector spatial resolution (i.e., the pixel
size in an imaging detector, or the scan angle for a laser-scanning
microscope) must be adapted, according to Nyquist’s sampling
theorem: two picture elements (pixels) per resel (resolution ele-
ment), 0.61λ/(NA). Smaller pixels do not enhance resolution but
increase photobleaching by void oversampling.

Superresolution, i.e., imaging beyond the diffraction limit has
attracted wide interest over the last years and extensive reviews
have been published. By narrowing down the fluorescence excita-
tion volume (through stimulated emission depletion, STED, or
structured illumination and image reconstruction methods) or
by sequentially imaging individual fluorophores and reconstruct-
ing the image from the sum projection (STORM, PALM, and
its variants) high spatial frequency information can be obtained.
But again, superresolution translates into sampling at higher spa-
tial frequencies, so that at a constant photo budget, either the dye
concentration in the sample must be increased or the field-of-view
must be reduced. Also, some super-resolution techniques require
sample pre-bleaching, photoactivation, or the STED beam in
addition to the conventional excitation light. It is safe to say
that for many of these exciting developments, a critical evaluation
of the photodamage resulting in the live samples still has to be
done.

Image contrast comes from the number of meaningful sig-
nal photons over the unwanted background in a given fluores-
cence detection channel. Thus, spectral considerations directly
come into play. If contrast is generated by splitting up the sig-
nal in many different spectral channels, then each of these chan-
nels will contribute to the noise and the signal-to-noise ratio will
inevitably drop. Therefore, “multi-”spectral imaging is generally
preferable over “hyper-”spectral imaging and a small number of
detection channels followed by spectral unmixing outperforms
full-blown spectral images (4, 5). Similarly, contrast in a given
spectral bin can of course be increased by cranking the laser power
up, but this again increases photobleaching and tears from the
available photon budget. Therefore, it is useful to keep the “per-
formance triangle” of fluorescence microscopy (see Fig. 1.3) in
mind, any improvement in one of the image parameters comes at
the expense of the others.

2.3. Additional
Considerations

• Long-term observation of live samples critically relies on con-
stant observation conditions, both in terms of the instrument
(i.e., maintaining the focal stability and minimizing thermal
drift) and of the biological sample (control of physiologi-
cal temperature, ambient CO2, and humidity levels). Due to
condensation, placing the entire microscope in an incubator
is not preferred, but many suppliers offer small-on stage or
plexiglass-box incubators that can be fitted to many routine
microscopes.
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spatial resolution

contrast

temporal resolution

Fig. 1.3. The performance triangle. Distributing a constant photon budget into any of
these three imaging parameters inevitably reduces the other two.

• Deciding between a motorized vs. manual set-up is not only
a question of price and convenience. Many microscopists
like the manual and thus more direct focus and stage con-
trol, e.g., when placing recording electrodes or local perfu-
sion systems under visual control. On the other hand, many
motorized systems now come with a fairly well-developed
software, allowing the user to generate look-up tables of
stage positions, objective z-positions or even automated fol-
low software that keeps patch pipettes already placed above
the sample plane in the field-of-view whilst searching for the
cell to record from.

• High-throughput microscopy is increasingly becoming an
option through the ongoing integration of machine vision,
robotics, microfluidics, and automated analysis software. Sev-
eral commercial systems are available, albeit at high cost.

• Shared set-ups vs. single-user set-ups. Perform a realistic eval-
uation of beamtime: which fraction of your experiment time
is effectively being used for imaging? Which part is devoted
to preparing and installing the sample? Which steps could
equally be performed elsewhere to free precious beamtime?
Most laboratory microscopes are under-used, but multi-user
set-ups require clear shared responsibilities, agreed-on stan-
dard operation protocols, and an efficient communication
among users. Otherwise, the gain in instrument use will eas-
ily be eaten up by problem solving and conflicts of unhappy
experimenters.

• Multi-functionality vs. dedicated set-up. Beyond budgetary
and space constraints, this often is a question of the type of
experiments you have in mind. All too complicated micro-
scopes are expensive, error-prone, and rarely all contrast
modes are being used in the same experiment. Thus, “small is
beautiful” is a guideline that more often than not gives good
returns, particularly when set-ups are shared or even open to
external users. Trained personnel and regular maintenance
will make all the difference.
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• Optimal optical performance in a given imaging format often
involves custom equipment or add-ons to commercial micro-
scopes. Typically being fairly labor-intensive, alignment sen-
sitive, and often run with custom software that resembles
beta-versions, these “expert systems” are less user-friendly
but outperform standard equipment. Many recent imag-
ing formats, including light-sheet based illumination, HILO
(6, 7), but also versatile STED or 2PEF microscopes, still
require building your own setup. At the same time, instru-
ment development and building is typically longer than
hoped for, so that the researcher has to evaluate the need
for quick results against instrument performance.

• Laser safety is obviously a concern, particularly with home-
built apparatus. While interlocks, beam stops, and protective
shutters are mandatory in commercial microscopes, custom
set-ups are often more reminiscent of open optical bench sys-
tems and do not comply with legal guidelines. Hence, devel-
opers and experimenters should stay in close contact and new
users should be briefed about risks.

3. Concluding
Remarks

Neither does this introduction replace a careful reading of the
original papers describing different imaging formats nor does it
replace making your own experience with the equipment you
bought. But it alerts the reader to consider some parameters that
are not so obvious when looking at microscope brochures and
reading the often very condensed “materials and methods” sec-
tions. If there is a simple conclusion, then it is this: know your
microscope. It pays for your research and your next budget.
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Chapter 2

Labels and Probes for Live Cell Imaging:
Overview and Selection Guide

Scott A. Hilderbrand

Abstract

Fluorescence imaging is an important tool for molecular biology research. There is a wide array of flu-
orescent labels and activatable probes available for investigation of biochemical processes at a molecular
level in living cells. Given the large number of potential imaging agents and numerous variables that can
impact the utility of these fluorescent materials for imaging, selection of the appropriate probes can be
a difficult task. In this report an overview of fluorescent imaging agents and details on their optical and
physical properties that can impact their function are presented.

Key words: Fluorescence, fluorescent labels, fluorogenic probes, sensors, microscopy, imaging.

1. Introduction

Fluorescence imaging is a vital tool for the investigation of bio-
logical processes in the fields of cell, molecular, and systems biol-
ogy. Its development has had a profound impact on our abil-
ity to decipher how these systems function at the cellular and
molecular level. The development of fluorescence microscopy as
an investigative tool has its origins in the 1850s with the first
descriptions of “refrangible radiations” from biological materials
by George Stokes (1). These radiations were later named fluo-
rescence. However, the use of fluorescence as a diagnostic tool
in microscopy would remain undeveloped until the construction
of the first UV light microscopes by August Köhler in 1904 (2).
Not long after the work of Köhler, the first purpose-built fluores-
cence microscopes were prepared, but it was not until the 1960s

D.B. Papkovsky (ed.), Live Cell Imaging, Methods in Molecular Biology 591,
DOI 10.1007/978-1-60761-404-3 2, © Humana Press, a part of Springer Science+Business Media, LLC 2010

17



18 Hilderbrand

that these instruments became commonplace. Some of the first
fluorescence microscopy experiments focused on observation of
the intrinsic fluorescence of the biological samples under inves-
tigation (3). These investigations were invaluable for expanding
our understanding of physiology, but they provided little insight
on the function of biochemical and other physiological processes
at a molecular level. For a more in depth investigation of these
processes within the cell, a switch from intrinsic to extrinsic fluo-
rophores is necessary. Today, numerous fluorescent materials are
available for use in fluorescence microscopy.

Fluorescent compounds suitable for live cell imaging can be
divided into two broad categories: labels and responsive probes.
Fluorescent labels are imaging agents whose fluorescence signal
remains constant. Good labels are typified by stable optical prop-
erties that do not vary significantly as a function of their local envi-
ronment. These fluorescent species are often coupled with target-
ing groups or have genetically controlled expression. Responsive
probes do not rely on preferential uptake or targeting. These sen-
sors rely on changes in fluorescence intensity, wavelength, or life-
time for their function, and can be small molecule, polymer, or
nanoparticle based. In this report we will provide an overview of
current fluorescent labels and probes for use in live cell imaging
of molecular processes.

2. Fluorescent
Labels

The first advances toward the development of modern fluores-
cent labels are credited to the immunologist, Albert Coons in
the 1940s. In his early research, he developed fluorescein isoth-
iocyanate (FITC) (4), which remains one of the most ubiqui-
tous fluorescent labels today, for coupling to antibodies targeted
against pneumococcal bacteria. Today, targeted labels are among
the most commonly employed fluorescent imaging agents. In
addition to antibodies, targeting groups can be proteins, pep-
tides, DNA aptamers, small molecule ligands, or stains for specific
macromolecular structures. The emissive reporters in these labels
can be fluorophores, fluorescent or bioluminescent proteins, or
nanoparticles such as quantum dots. The efficacy of imaging with
these compounds is dependent on their specific uptake, seques-
tration, or expression at a subcellular level.

2.1. Small Molecule
Fluorophores

Prior to the development of FITC labels, a limited number of
fluorophores with synthetic handles suitable for bioconjugation
were available. Many of these early labels were based on dyes with
fluorescence excitation in the UV (5). The fluorescence emission
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signals from these dyes can be difficult to separate from tissue
autofluorescence. In contrast, today there is a vast and often con-
fusing array of fluorophore labels available to scientists. These flu-
orophores span the optical spectrum from the UV to the visible
and extend into the near infrared (6–12). Many of the currently
available amine reactive fluorophores are summarized in Fig. 2.1
and the structures of some representative labels are shown in Fig.
2.2. Several factors must be considered in choosing the appropri-
ate fluorophores for constructing effective imaging agents. These
include method of attachment to the targeting group, excitation
and emission wavelengths, brightness, hydrophilicity, and cost.

There are many current chemistries available for the coupling
of fluorescent labels to biomolecules and targeting groups (Fig.
2.3). The most frequently employed synthetic handle for biocon-
jugation is the succinimidyl ester, which forms stable amide bonds
after reaction with primary and secondary amines. The isothio-
cyanate group may also be used for coupling to amines, generat-
ing a thiourea linkage. In cases where reaction of a succinimidyl
ester or isothiocyanate derivatized fluorophore with an amine is
not feasible, additional coupling groups are available. Iodoac-
etamide, maleimide, and dithiol-modified fluorophores are use-
ful for covalent conjugation to thiols. Hydrazine and hydrazide
modified dyes can be used for coupling to aldehydes and ketones,
forming relatively stable hydrazone linkages. More recently, the
development of bioorthogonal coupling schemes has attracted
significant interest for preparation of fluorescent probes.

Bioorthogonal couplings rely on use of reaction partners that
display little or no reactivity with common biological materials.
Two examples of these reactions are the Staudinger ligation (13)
and the “click” reaction (14). The Staudinger ligation involves
coupling of a methyl ester electrophilic trap with an azide to
generate an amide linkage and one equivalent of N2. This reac-
tion is mediated by oxidation of an adjacent phosphine. The click
reaction is a copper(I) catalyzed [3+2] cycloaddition between an
azide and an alkyne that results in the formation of a stable tri-
azole product (14). This reaction has excellent potential for use
in design of targeted fluorescent probes. However, there are only
a few azide or alkyne modified dyes currently available for this
reaction, most of which emit in the visible region. The poten-
tial utility of the click reaction in biology suggests that in the
coming years the selection of azide and alkyne modified dyes is
likely to expand greatly. For example, recent efforts have yielded
new, efficient synthetic routes to far-red/near infrared emitting
cyanine dyes modified with either azide or alkyne groups, one
example of which, CyAM-5 alkyne, is shown in Fig. 2.2 (15).
Although highly selective, cytotoxic copper(I) is necessary for
the traditional click coupling, and therefore direct use of this
reaction in living biological systems has not been possible. The
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Fig. 2.1. Commercial amine reactive fluorophore labels.
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Fig. 2.2. Representative structures of fluorescent labels with emission in the blue (7-(diethylamino)coumarin-3-carboxylic
acid NHS), green (BODIPY FL, FITC, and AF 488), orange (5-carboxy-tetramethylrhodamine NHS and Cy 3), far red
(CyAM-5 alkyne), and near infrared (Cy 7).

Fig. 2.3. Common coupling chemistries for attachment of fluorescent labels to targeting groups and biomolecules.

issue of copper cytotoxicity in the click reaction has been over-
come by Bertozzi and others via preparation of new ring-
strained cyclooctyne derivatives that do not require a catalyst
(16–18). The coupling of cyclooctyne containing fluorophores
with azide-modified sugars has been demonstrated for imaging
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of surface glycosylation in live cells (16) and zebra fish embryos
(19). Another bioorthogonal conjugation strategy compatible
with live cells was reported in 2008 (20, 21). This coupling
scheme involves use of an inverse-electron demand Diels–Alder
cycloaddition between a modified tetrazine and a norbornene
dienophile (20). The tetrazine-based coupling shows excellent
selectivity in biological media and was used to label SKBR3
breast cancer cells that were pre-treated with norbornene mod-
ified trastuzumab (Fig. 2.4). The availability of labels for use
with classical and bioorthogonal coupling reactions provides a
wide selection of methods for attachment of fluorescent reporters
to biological targets. The choice of coupling chemistry will be
dependent on the specific reactive chemical groups available on
the targeting molecule such as amines, thiols, or ketones. When
the coupling or labeling reaction must be performed in a bio-
logical environment in the presence of live cells, the copper-free
click reaction, Staudinger ligation, or the tetrazine cycloaddition
reactions are appropriate conjugation methods.

Fig. 2.4. Pre-targeting of GFP expressing SKBR3 human breast cancer cells with norbornene modified trastuzumab
antibodies followed by addition of tetrazine-VT680, which covalently couples to the norbornene groups in an inverse
electron demand Diels-Alder cycloaddition (panel A). Panel B shows confocal microscopy images of the cells after
pre-targeting and VT-680 treatment in the GFP channel (left), VT680 channel (center), and the merged image (right).

Coupling chemistries have been used to prepare a wide array
of imaging agents utilizing antibodies, aptamers, peptides, and
small molecules. For example, anti-human epidermal growth fac-
tor 2 (HER2) antibodies conjugated with IRDye 800 were used
to show antibody binding to HER2 expressing SKBR3 breast
cancer cells and for in vivo fluorescence imaging in a mouse



Labels and Probes for Live Cell Imaging 23

model (22). DNA aptamers have also been used to target tumor
cells (23). In much the same way, peptides have been coupled to
a variety of fluorophores for preparation of several targeted imag-
ing agents. This strategy has been widely used for targeting the
���3 integrin cell adhesion molecule with the RGD peptide motif
for investigation of cancer cells and tissues (24–27). Targeting
approaches need not be limited to short peptides. Larger pep-
tides and proteins may also be used for directed delivery of opti-
cal reporters. Probes for selective imaging of epidermal growth
factor receptor (EGFR) have been prepared via conjugation of
Cy5.5 fluorophores to the 6-kDa epidermal growth factor pro-
tein. This probe was demonstrated to specifically home in on
MDA-MB-468 cancer cells, which have high EGFR expression
levels, but not to MDA-MB-435 cells which do not express EGFR
(28). Small molecule based targeting strategies have also been
employed through use of well-known bioactive small molecules
such as folate (29) or through combinatorial approaches (30).

Peptide-based targeting has been expanded to incorporate
bacteriophage nanoparticles as multivalent peptide carriers. This
allows for facile integration of peptide screening for the cellu-
lar target of interest (via use of bacteriophage display libraries)
with optical imaging and microscopy techniques. The M13 bac-
teriophage, commonly used in bacteriophage screening, has ran-
domized peptide libraries displayed on its pIII coat proteins. The
bacteriophage particles also contain 2700 copies of the pVIII
coat protein, which have their amino termini exposed to the sol-
vent. These amine groups are available for bioconjugation to fluo-
rophores. Therefore, once a phage clone specific for the receptor
of interest is identified, it can be modified via standard succin-
imide or isothiocyanate coupling procedures to prepare a fluores-
cent targeted imaging probe. This strategy was first demonstrated
in 2004 (31) and further expanded for other imaging applications
(32–34).

In addition to the bioconjugation strategy and selection of
the targeting group, the optical properties of the fluorophore
are another important factor in the design of targeted probes
for live cell imaging. Although there are many fluorophores with
excitation and emission in the UV, these fluorescent labels are
not appropriate for certain imaging applications due to con-
cerns regarding exposure of the cells to UV light, which may
disrupt normal cell function. UV excitation may also result in
higher background fluorescence signal from the sample, arising
from the excitation of intrinsic biological fluorophores. Problems
may occur with other common dyes, such fluorescein. Fluores-
cein is a pH-sensitive dye with a fluorogenic pKa of 6.4; there-
fore, fluorescent labels containing fluorescein may display dis-
tinctly different fluorescence emission intensities depending upon
the pH of their local environment. Consequently, for imaging
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applications where the probe signal will be quantified, fluores-
cein may not be suitable. Other fluorophores with similar excita-
tion and emission such as BODIPY FL or AF488 (6), which is
based on a pH-insensitive rhodamine scaffold, are more appropri-
ate for use in experiments requiring probe quantification. In many
applications, labels with fluorescence emission in the NIR are pre-
ferred. NIR-emitting fluorophores are not susceptible to interfer-
ence from biological autofluorescence and are directly translatable
to many in vivo imaging applications due to the increased opti-
cal transparency of biological tissue between ∼650 and 1000 nm
(35). Fluorophores can show distinct changes in their fluores-
cence intensity and/or fluorescence emission wavelength based
on the polarity of their local environment. The fluorescence quan-
tum yields and emission wavelengths of dansyl fluorophores are
well known to vary with the polarity of the surrounding media.
Solvent polarity-based changes in fluorescence emission wave-
lengths and quantum yields can often be minimized by increas-
ing the polarity of the fluorophore. Fluorophores that show little
or no polarity-dependent changes on their optical properties tend
to contain one or more solubilizing groups such as sulfonate or
carboxylate moieties. For example, the optical properties of the
near infrared emitting fluorophore, Cy5.5, which has four sul-
fonate groups, are relatively insensitive to changes in the local
microenvironment.

Many fluorophores can be modified to act as optical switches
that are activated by exposure to UV light. Several applications
have made use of these photoactivatable or “caged” fluorophores.
Caged fluorophores have been employed in dynamic imaging
applications where specific temporal and spatial activation of a
small population of fluorophore labels is required. These masked
fluorophores, such as caged fluorescein, are prepared by reac-
tion of the fluorophore with o-nitrobenzylbromide to form the
non-fluorescent photoactivatable compound (36). The fluores-
cence can be activated by irradiation at 365 nm to cleave the
o-nitrobenzyl group, releasing the free fluorophore (Fig. 2.5). In
one early demonstration of this approach, microtubule flux in the
mitotic spindle was monitored following photoactivation of caged
fluorescein-labeled tubulin (36). Similarly, a caged resorufin was
used to observe intracellular actin filament dynamics (37). More
recently, a series of cell permeable caged coumarin derivatives (38,
39) has been designed for the study of intercellular gap junctions.
After intracellular delivery of these caged fluorophores, a small
population of the caged coumarins was activated and used as a flu-
orescent reporter to monitor the migration of the dye molecules
through the gap junctions (39).

The brightness of the fluorophore is a key consideration.
When targeting cellular components that are expressed in low
levels, the fluorescence signal from the optical reporter needs to
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Fig. 2.5. Uncaging of non-fluorescent o-nitrobenzyl modified resorufin (top) and coumarin (bottom) derivatives after
exposure to UV light.

be bright. The brightness is defined as the product of the flu-
orescence quantum yield and extinction coefficient of the fluo-
rophore. For imaging low concentrations of cellular targets, weak
fluorophores such as those based on NBD or pyrene may not be
suitable. Some of the brightest fluorophores emitting in the visi-
ble are based on rhodamine or BODIPY scaffolds. Both of these
fluorophore classes are typified by quantum yields approaching
unity and extinction coefficients of 80,000 M–1cm–1 or more. In
the far-red/NIR there are many bright fluorophores (6). Com-
mon NIR-emitting cyanine dyes are typified by large extinc-
tion coefficients often exceeding 200,000 M–1cm–1 and quantum
yields of 20% or greater (10). However, the fluorescence quantum
yields of fluorophores with emission > 800 nm begin to drop off
considerably (34). This is the result of the relatively small energy
difference between the ground and the excited states of these
dyes, which allows for enhanced non-radiative decay of the flu-
orophore from the excited state.

The polarity of the fluorophore is an important factor in
imaging agent design and may have a significant impact on the
function of the fluorescent label. Many popular fluorescent labels
are highly water-soluble polar species. Examples include AF488,
fluorescein, sulforhodamine 101, and most cyanine-based far-
red/NIR fluorophores. Imaging agents using polar fluorophores
may not be able to cross the cell membrane by passive diffusion
processes. Unless a targeted energy dependent transport mecha-
nism is utilized, they are better suited for use as components of
fluorescent reporters for imaging cell membrane or extracellular
matrix components. Other fluorescent labels, such as DNA stains,
rely on the permeability properties of the cell membrane for their
function. These charged fluorescent molecules are often unable to
penetrate healthy cells with intact membranes. If the membrane
is compromised, as occurs with apoptotic or necrotic cells, these
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dyes are able to enter the cell. One common method for preparing
cell-permeable labels relies on the activity of intracellular esterases.
The acetate or acetoxymethyl ester derivatives of many xanthene
dye derivatives, such as fluorescein, are non-fluorescent, and non-
polar, so that they may enter the cell via passive diffusion pro-
cesses. Once inside the cell, the fluorescence signal of these fluo-
rophores may be unmasked by intracellular esterase activity, which
cleaves the acetyl groups from the fluorescein backbone, regener-
ating fluorescein. The free fluorescein is negatively charged under
physiological conditions and therefore becomes trapped inside the
cell (Fig. 2.6).

Fig. 2.6. Internalization of non-polar fluorescein diacetate followed by cleavage of the
acetate groups by intracellular esterases, releasing polar fluorescein, which is trapped
inside the cell.

Many of the more elaborate commercially available fluo-
rophores are expensive, often costing over $200/mg. Certain
imaging applications may require large quantities of probe, espe-
cially those involving in vivo microscopy. There are several more
affordable fluorophore options with fluorescence emission in the
visible range, such as fluorescein and rhodamine isothiocyanate
derivatives (7). In contrast, there are few inexpensive commer-
cially available NIR-emitting fluorophores, although efficient and
inexpensive routes to prepare conjugatable fluorophores emitting
in the NIR from commercially available precursors have been
developed. The most common synthetic method is via nucle-
ophilic attack on chloride containing carbocyanine precursors
to install carboxylic acid functionality (34, 40, 41). These reac-
tions can often be performed in a simple one-pot procedure with
> 90% efficiency and do not require any purification step
(34, 42).

2.2. Quantum Dot
Labels

Luminescent semiconducting nanocrystals (QDs) are commonly
used as labels for imaging at the cellular and subcellular levels
(43 , 44). As with small molecule fluorophores, QDs have been
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used for imaging a variety of cellular and subcellular targets. For
example, targeting HER2 receptors on breast cancer cells and
cytoplasmic actin and microtubule fibers has been demonstrated
(44). Quantum dots are available with amine or carboxylic acid
surface groups for bioconjugation reactions and come in a wide
range of emission colors from the visible to NIR (6). Unlike
organic dyes, quantum dots may be excited over a broad wave-
length range with the highest extinction coefficients, often greater
than 1,000,000 M–1cm–1, observed in the UV. These materials
have several advantages over traditional fluorophores. The broad
excitation range of QDs allows for simultaneous excitation of
multiple quantum dots with different emission wavelengths using
a single wavelength light source. Furthermore, QDs are not
susceptible to rapid photobleaching under intense excitation,
and therefore may be more suitable for confocal and other
microscopy techniques, which require prolonged high intensity
light exposure. Despite their significant advantages, QDs are
not ideal for all imaging applications. Issues concerning QD
blinking may complicate single molecule imaging experiments.
Many quantum dots materials contain toxic cadmium (45), which
was recently shown to leach out of the nanocrystal cores into
the surrounding environment under certain biologically rele-
vant conditions (46). In addition, commercially available QDs
typically have a hydrodynamic diameter of 20–30 nm, signifi-
cantly larger than small molecule organic fluorophores. The large
size of the quantum dots may be a liability for imaging appli-
cations where the size of the fluorescent reporter could inter-
fere with the function of the biological process under inves-
tigation. Actin fibers labeled with QDs have a proportionally
decreased percent motility when compared to the correspond-
ing AF488 organic fluorophore labeled filaments (47). Addition-
ally, larger QDs may not be suited for monitoring fast diffus-
ing neurotransmitters (48). As a result of their potential limita-
tions for monitoring certain cellular processes, significant effort
has been put forth to design improved quantum dots for live
cell imaging applications. A large fraction of the typical QD
diameter comes from polymer surface coating of the particles;
therefore, efforts to decrease the thickness of this coating while
maintaining ideal solubility characteristics could open QDs to
new potential imaging applications. Following this strategy, QDs
employing a short polyethylene glycol modified dihydrolipoic
acid head group with a hydrodynamic diameter of 11 nm have
been reported (49). Furthermore, the new smaller QDs have
been engineered to contain only one site for biological labeling
(49). Glutamate receptors labeled with the new, smaller QDs
displayed a demonstrably improved ability to diffuse into neu-
ronal synapses in comparison the corresponding commercial QD
labeled receptors.
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2.3. Genetically
Encoded Labels

The researchers Roger Tsien, Martin Chalfie, and Samu Shimo-
mura were recently awarded the 2008 Nobel prize in chemistry
for their pioneering research on the identification, cloning, and
modification of fluorescent proteins (50). Like QDs, genetically
encoded fluorescent or chemiluminescent proteins are becoming
commonplace. Recent reviews provide a comprehensive overview
(51, 52). As with quantum dots and organic fluorophores,
attention has been paid to developing fluorescent proteins in a
rainbow of emission colors. Dozens of variants of these fluores-
cent proteins have been detailed in the literature (51), several of
which are in use today with emission in the blue, green, yellow,
orange, red, and far red from EGFP, EYFP, mOrange, mCherry,
and mPlum, respectively. Unlike QDs and small molecule fluo-
rophores, these species are useful in imaging applications where
they can be used to monitor gene expression (53). Fluorescent
proteins are also well suited for investigation of chemotaxis. Flu-
orescent protein expressing cells were used to investigate the role
of the hematopoietic protein-1 (HEM-1) complex in cell motility
(54, 55). The use of fluorescent proteins has been advantageous
for the investigation of cell mitosis after challenge of human MDA
cells with the anti-mitotic chemotherapeutics docetaxel (56) and
paclitaxel (57).

Bioluminescent enzymes, like fluorescent proteins, are geneti-
cally encoded labels, although they require an additional substrate
to generate a luminescent signal. Bioluminescent proteins have
been isolated from a variety of organisms such as Photinus pyralis
(firefly) (58), Renilla reniformis (sea pansy) (59), and Pyrophorus
plagiophthalamus (click beetle) (60,61) with emission at ∼480,
∼560, and ∼600 nm, respectively. The firefly and click beetle
luciferases use luciferin, whereas the sea pansy luciferase requires
colenterazine as a substrate. The lux operon may be used to inves-
tigate bacterial systems. This operon encodes both the luciferase
and other proteins necessary for synthesis of the luciferin substrate
(62, 63).

3. Responsive
Probes

The use of targeted fluorescent labels and genetically encoded flu-
orophores has been invaluable in expanding our understanding
of how the molecular machinery of the cell functions. However,
these probes do not provide a detailed direct view of the function
of many signaling molecules and messengers involved in cellular
function. To investigate the interactions of these molecules, acti-
vatable or switchable smart probes are necessary.
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The phenomenon of fluorescence is a particularly versa-
tile process, with many different parameters that can be uti-
lized for development of activatable probes. These properties
include fluorescence intensity shifts, wavelength shifts, chemilu-
minescence activation, and fluorescence lifetime changes. Of these
photophysical properties, most often biochemical probes are
based on strategies to develop turn-on or wavelength-shift
probes. Optimized fluorogenic probes share many selection cri-
teria with targeted fluorescent labels. Factors to consider include
biocompatibility and water solubility of the probes, suitability
for extracellular or intracellular delivery, brightness of the fluo-
rophore, and fluorescence excitation and emission wavelengths.
In addition to these variables, other circumstances may influence
the choice of probe. For example, selectivity of the imaging agent
for the enzyme or analyte of interest is an important considera-
tion. It is typically quite difficult to design a fluorogenic probe
that displays complete selectivity to the target of interest. Vir-
tually every known probe displays at least some basal activation
by competing analytes or enzymes. The magnitude and mode of
the fluorescence response is another factor. Typically activatable
probes displaying an increase in emission or shifts in the absorp-
tion or emission spectra are preferred. Many turn-off fluorescence
based sensors have been designed, but these agents are more dif-
ficult to use for cell imaging due to complications arising from
detecting fluorescence decreases by microscopy. Turn-on probes
can often be designed to show extremely strong fluorescence acti-
vation, often over 100-fold, but may not be suitable for exper-
iments where quantitative measurements are required. With an
off–on fluorescence response, it is difficult to account for base-
line fluorescence signal arising from the non-activated probe and
variations in the local concentration of the imaging agent. When
quantitative measurements are required, sensors with a ratiomet-
ric fluorescence response are preferred. These sensors are suitable
for quantitative measurements of analyte concentration because
they allow for determination of the fluorescence activation in a
manner independent of the local probe concentration. In the fol-
lowing sections, an overview of current turn-on and wavelength-
shift fluorescence-based probes for bioimaging will be presented.

3.1. Enzyme
Activation

Many enzyme activatable probes are based on the well-known
phenomenon of self-quenching by organic fluorophores when
held in close proximity to each other. An early example of this
strategy in a fluorogenic probe suitable for use with live cells is
a NIR-emitting fluorescent sensor for cathepsin D activity (Fig.
2.7). Cathepsin D is an aspartic protease that is known to be over-
expressed in breast cancer cells. The probe consists of a polylysine
polymer backbone modified with polyethylene glycol (PEG) poly-
mers on the lysine side chains to improve solubility of the probe.
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Fig. 2.7. Enzymatic activation of a polylysine based NIR activatable probe for cathepsin D.

In addition, several of the lysine side chains are further modified
with a cathepsin D specific cleavage sequence containing NIR-
emitting Cy5.5 fluorophores (64). Up to 24 Cy5.5 fluorophores
are incorporated per polylysine polymer. The high density of
fluorophores allows for efficient self-quenching of the dyes. In this
case, more than 99% of the fluorescence emission of the Cy5.5 flu-
orophores is quenched in the probe (64). Upon cleavage of the
probe with cathepsin D, up to 60-fold increase in fluorescence sig-
nal is possible. The effectiveness of this probe was demonstrated
in vivo by imaging of mice bearing cathepsin D positive tumors
where a signal-to-noise ratio of up to 22.8 was reported between
tumor and non-target tissue (65). This flexible design strategy for
enzyme activatable probes is useful for both endo- and exopep-
tidase enzymes. In addition to cathepsin D, fluorogenic probes
for other enzymes such as cathepsin K, caspase-1, and MMP-2
utilizing this activation strategy have been reported (66–68).

An alternative strategy employed for the design of enzyme
activatable probes does not rely on dye–dye quenching interac-
tions. Instead, its fluorescence switching is based on chemical
modification of the fluorophore reporter to alter its optical emis-
sion properties. One method for achieving this is by alterating the
electronic structure of the fluorophore via formation of covalent
bonds on portions of the fluorophore that are directly involved in
fluorescence emission. For example, many classes of fluorophores
such as 7-amino coumarins, rhodamines, fluoresceins, and Nile
blue derivatives have amine or phenoxy groups that are part of
their conjugated chromophore system and are available for chem-
ical modification. Modification of these groups often has a dra-
matic effect on the fluorescence emission of the fluorophore.
These changes are typified by strong hipsochromic shifts of the
absorption maximum of the dye and a concomitant blue shift of
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the emission maximum. In many cases, the quantum yield of the
modified fluorophore is also significantly decreased. Enzyme acti-
vatable probes using this strategy can often show greater than
100-fold activation. This approach is useful for detection of enzy-
matic activity from exopeptidases. Many of these fluorogenic
enzyme substrates have been prepared by conjugation of an amine
group on 7-amino coumarin or rhodamine 110 to the carboxy
terminus of a peptide sequence specific for the enzyme of inter-
est. Formation of the amide bond on the coumarin or rhodamine
abolishes the characteristic fluorescence emission at approximately
430 or 520 nm for the coumarin and rhodamine, respectively.
Enzyme action on the substrate releases the coumarin and restores
its fluorescent signal. A range of fluorogenic probes for peptidases
activated by cathepsins (69), caspases (70, 71), elastases (72), and
trypsin (72) have been developed using this approach. This strat-
egy has also been adapted to fluorogenic probes for sugars and
phosphatases (73).

3.2. Metal Ion
Sensing

The design of effective probes for metal ions faces many chal-
lenges. The primary concerns are selectivity, metal ion affinity, and
fluorescence response. There are numerous activatable and ratio-
metric fluorescence-based sensors for detection of bio-relevant
ions such as Ca2+, Mg2+, Na2+, K2+, Zn2+, Cu2+, Fe3+, and H+.
However, with the exception of pH responsive sensors (H+ ions),
nearly every metal ion probe has side reactivity with analytes other
than the targeted metal ion. Therefore the presence or absence of
potential interfering ions influences the probe choice. The affin-
ity of the analyte to the probe is another factor. The Kd values for
analyte dissociation from the fluorescence-based sensor should be
matched to the expected concentration of the ion under investi-
gation to yield optimal response.

Fluorescent probes for calcium ions form one of the most
diverse classes of metal ion sensors. The wide array of probes is in
part due to the importance of calcium as a signaling molecule in
biology. Cellular Ca2+ plays many functional and regulatory roles
from muscle fiber contraction to signal transduction. Dozens
of Ca2+ responsive sensors have been detailed in the literature,
and a complete review of these probes is beyond the scope of
this chapter. For more detailed information on Ca2+ probes,
there are several excellent literature reviews (74, 75). Calcium
ion probes can be divided into two broad categories: intensity
based and ratiometric. Probes in both classes have a wide range of
reported Kd values. For example, the fluorogenic Oregon Green
488 BAPTA-1, -6F, and -5 N probes, which are all based on the
BAPTA (1,2-bis(o-aminophenoxy)ethane-N,N,N ′,N ′-tetraacetic
acid) chelating group have tunable Ca2+ Kd values. By varying
the substituents on the BAPTA chelator, the Kd for Ca2+ can be
altered from 170 nM to 20 �M (Fig. 2.8) (6). Many low affinity
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Fig. 2.8. Fluorogenic oregon green-based Ca2+ selective probes. The K d values of these sensors can be tuned by altering
the electron-withdrawing properties of the substituents on the BAPTA chelating moieties.

calcium binders also display selectivity for Mg2+. The Mg2+ probe
Mag-Fluo-4 has Kd values of 4.7 mM and 22 �M for Mg2+ and
Ca2+, respectively (6). The Mg2+ binding of this probe is well
matched to the typical sub- to low-millimolar cellular magne-
sium levels (76). Ratiometric probes for Ca2+ can either show a
change in absorption wavelength or emission wavelength upon
coordination of the divalent ion. Examples include Fura-2 and
Indo-1 for absorption and emission wavelength shift sensors,
respectively (77). Ratiometric response with both classes of
probes is possible, although sensors showing shifts in fluorescence
emission are preferable since only one excitation source is nec-
essary. This is particularly important in applications where laser
excitation is used or where analysis will be performed by flow
cytometry.

In addition to activatable probes for calcium, which were first
reported in the early 1980s (78), recent years have seen the devel-
opment of selective probes for many other metal ions. In the past
decade significant attention has been directed toward imaging
intracellular zinc to investigate its roles in biological homeosta-
sis and signal transduction. Here we give an overview of several
widely applied sensors for zinc. For a more complete survey of
current Zn2+ selective probes, please see one of several recent
reviews (79–81). Much of the pioneering work on design of effi-
cient fluorescence-based zinc sensors originated in the Lippard
and Nagano laboratories. The Lippard lab has reported a series of
fluorescein-based probes for zinc using the dipicolylamine chelat-
ing group (82–85). The earliest of these probes, Zinpyr-1 displays
a threefold increase in emission upon binding Zn2+ and has a 0.7
nM binding affinity (82). Sensors with decreased Zn2+ affinity
have subsequently been prepared via replacement of one of the
pyridyl arms of the dipicolylamine chelating motif with thiophene
or thioether coordinating groups, decreasing the binding affinity
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Fig. 2.9. Representative Zn2+ selective sensors. ZP2 and ZS5 are intensity based turn-on probes with sub nanomolar and
micromolar Zn2+ affinities, respectively. ZNP1 is a ratiometric sensor with dual emission at 545 and 624 nm.

from the low nM to �M (Fig. 2.9) (86). One of these low-affinity
probes, ZS5 was used to visualize glutamate-mediated Zn(II)
uptake in dendrites and Zn(II) release resulting from nitrosative
stress (86). As with Lippard, Nagano has focused on design of flu-
orescent Zn2+ sensors based on the fluorescein scaffold. Probes of
the ZnAF family have low fluorescence background and strong
activation of up to 69-fold upon Zn2+ coordination (87, 88).
These sensors have been used to visualize Zn2+ release in the rat
hippocampus (88) and to monitor presynaptic Zn2+ pools (89).
Systematic modification of the dipicolylamine chelating moiety on
these probes has enabled preparation of ZnAF probes with Kd val-
ues ranging from 2.7 nM to 600 �M (90). The ratiometric Zn2+

probes FuraZin and IndoZin, which are based on the related Fura
and Indo Ca2+ sensors, (91) were used to monitor intracellular
zinc uptake (92). Both FuraZin and IndoZin are excited at short
wavelength (<400 nm) (91). To minimize potential phototoxic
effects of UV excitation, long-wavelength ratiometric probes such
as Zin-naphthopyr-1 (ZNP1), which has a 0.55 nM Zn2+ affin-
ity, were designed (Fig. 2.9) (93). The ZNP1 probe has dual
emission at 545 and 624 nm, where increasing [Zn2+] induces a
dramatic increase in the 624-nm emission signal. The diacetate
derivative of this probe is membrane permeable and was used to
image release of Zn2+ from COS-7 cells in real time (93). A NIR-
emitting ratiometric probe, DIPCY, is based on a carbocyanine
fluorophore scaffold (94) This probe, which has a Zn2+ Kd of 98
nM, displays an approximate 50 nm red-shift in its absorbance
spectrum upon binding zinc.

Ion selective probes for H+ are one of the oldest and most
studied classes of ion sensors. Their development and use has been
vital for investigation of pH changes in the endosomal/lysosomal
system. Furthermore, disruption of acid/base homeostasis is asso-
ciated with the pathophysiology of diseases such as cancer, cystic
fibrosis, and immune dysfunction (95–98). Many fluorophores
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have intrinsic pH sensitivity. For example, fluorescein has a flu-
orogenic pKa of approximately 6.4 and has been used as a
dual excitation single emission ratiometric probe for intracellu-
lar pH (99, 100). However, fluorescein can leak from cells and
is used infrequently as a stand-alone probe for intracellular ratio-
metric pH imaging. New nanomaterials doped with FITC have
been developed for ratiometric pH imaging. In one example,
fluorescein and rhodamine isothiocyanate fluorophores (the rho-
damine is used as a pH insensitive reference) were incorpo-
rated into core/shell silica nanoparticles and used for monitoring
pH in intracellular compartments of mast cells (101). The dual
excitation-single emission pH probe BCECF is one of the most
widely used pH probes and is a fluorescein derivative modified
with two carboxyethyl groups in the 2′ and 7′ positions of the dye.
These additional carboxylate groups significantly improve intra-
cellular retention of the sensor and contribute to an increase in
the pH responsive pKa to 6.97 (102). However, as a result of its
dual excitation single-emission response, it is not ideal for imag-
ing with laser microscopes or for flow cytometry experiments.
To address this, single excitation dual emission pH responsive
fluorophores were developed. In the early 1990s the seminaph-
thorhodafluor scaffold was designed for ratiometric pH imag-
ing (103). In addition to having a single excitation dual emis-
sion response to pH with a pKa of approximately 7.5, the probe
exhibits red-shifted emission between 600 and 640 nm (103).
One of these derivatives, carboxy-SNARF-1 has been used for
imaging intracellular pH in chicken embryo epithelial cells (104).
Probes for sensing pH can also be combined with targeting strate-
gies. A series of pH responsive fluorogenic boron-dipyrromethene
(BODIPY) fluorophores with tunable pKa values between 3.8 and
6.0 were recently reported. These fluorophores can be conjugated
to targeting groups such as trastuzumab for use as fluorescence-
based switches and are activated by internalization into the endo-
somal/lysosomal system of cancer cells (105).

NIR fluorescent probes for pH sensing show potential for
use in intracellular and in vivo pH measurement. Most current
NIR pH probes are based on the carbocyanine scaffold. In one
approach, dealkylation of one or both of the indole nitrogens on
a non-pH responsive carbocyanine fluorophore renders it sensi-
tive to pH (Fig. 2.10) (106–109). In contrast to xanthene based
pH sensors, the carbocyanine dyes show an increase in fluores-
cence emission as the pH decreases. These probes have been used
to monitor agonist-induced G protein-coupled receptor internal-
ization into CHO or Hek293 cells (106). One pH responsive dye
HCyC-646 with a fluorogenic pKa of 6.2 and fluorescence emis-
sion at 670 nm was paired with pH insensitive Cy7 fluorophores
on a bacteriophage particle scaffold for use as an nanoscale NIR
ratiometric pH sensor (109). This system was used to monitor
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Fig. 2.10. The pH-dependent equilibrium showing activation of HCyC-646 at acidic pH
(panel A). Absorption traces for HCyC-646 at pH 8 and pH 4 and fluorescence emission
at pH 4, dashed, solid, and dotted lines, respectively (panel B).

intracellular pH following internalization into RAW cells and its
potential for imaging pH in small animal models was demon-
strated (109).

Although much recent work has focused on development
of ion-selective probes specific for Ca2+, Zn2+, and H+, many
probes for other bio-relevant analytes have been developed.
Ratiometric fluorescent indicators based different-sized crown
ether ion chelators have been reported for Na+ (SBFI, Kd =
3.8 mM) (110) and K+ (PBFI, Kd = 5.1 mM) (110, 111),
although they have relatively poor ion selectivity. Due to the
potential role of unregulated cellular copper, in various diseases
from amyotrophic lateral sclerosis (112) to Alzheimer’s disease
(113), fluorogenic copper specific probes have been designed
(114–116). Additional efforts have focused on preparation of
iron selective probes, but only a few turn-on sensors have been
reported (117–120) and their ability for live cell imaging remains
relatively untested.

3.3. ROS Sensing There is significant interest in detection of reactive oxygen (ROS)
and reactive nitrogen species (RNS) in biology. These reac-
tive compounds are involved in multiple signal transduction and
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regulatory processes. Furthermore, many of these compounds are
strong oxidants and play critical roles in host defense and, when
unregulated, in disease progression. One of the key challenges is
the development of sensors with a high degree of specificity for
a single analyte. This is often difficult since many of these species
exhibit similar behavior as oxidants. Without selective sensors, it
is very difficult to study the function of a single ROS/RNS since
many different species are present simultaneously in the same
biological systems. The inability to differentiate between specific
reactive species has been the primary flaw of early probes such
as 2′,7′-dichlorodihydrofluorescein (DCFH), which shows broad
non-specific activation to a variety of oxidant species (121). In
addition to this lack of selectivity, DCFH displays marked autoxi-
dation activity when exposed to light.

Nitric oxide (NO) is one of the first reactive species for
which selective fluorogenic sensors were developed. There are
many approaches to imaging NO, and a more complete sum-
mary is given elsewhere (122, 123). The most common strat-
egy today for design of selective NO sensors is based on the
o-phenylenediamine functional group. In the presence of dioxy-
gen and NO, a selective reaction occurs to convert the o-diamine
into a triazole derivative (Fig. 2.11a). This effectively results
in an increase in fluorescence signal since the amine groups of
the o-phenylenediamine group, which are good photoinduced
electron transfer (PET) quenchers, are converted into an elec-
tron deficient triazole. This approach has been used for design
of a variety of NO sensors using naphthalene (124), fluores-
cein (125), BODIPY (126), rhodamine (127), and carbocyanine
(128) fluorophores spanning the electromagnetic spectrum from
the blue to NIR. In general, these probes show excellent selectiv-
ity for NO in aerobic environments with little or no observed
reactivity to other oxidants such as peroxynitrite (ONOO–),
hydrogen peroxide (H2O2), or superoxide radical (O2

–) (125).
Although useful in most imaging applications, these sensors do
not directly monitor NO. Fluorogenic sensors for NO based on
the o-phenylenediamine functional group only react with RNS
formed by the pre reaction of NO with O2. Therefore detection
is dependent not only on the presence of NO but also local O2
levels.

A preferred tactic is fluorogenic sensors that are capable of
direct reaction with NO. Recently the first probes suitable for
live cell imaging based on direct detection of NO were reported
(129). These sensors consist of a Cu(II) complex with a modi-
fied fluorescein derivative bearing an 8-aminoquinaldine chelat-
ing group (130). The paramagnetic properties of the Cu(II)
coordinated to the fluorescein probe result in quenched fluores-
cence emission in the absence of NO. Reaction of this probe,
CuFL, with NO results in reduction of the Cu(II) to Cu(I),
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Fig. 2.11. Several examples of intensity based activatable sensors for nitric oxide, hydrogen peroxide, and hypochlorous
acid.

release of the Cu(I) ion, formation of a nitrosamine modi-
fied fluorophore, and a strong increase in fluorescence emission
(Fig. 2.11b) (130). CuFL shows a greater than tenfold increase
in fluorescence upon combination with NO and like the o-
phenylenediamine based probes has excellent selectivity, with
minimal side reactivity to ONOO– (130).

There are many approaches for development of selective
probes for H2O2. One strategy relies on the cleavage of sulfonate-
protected fluorescein (Fig. 2.11c) (131, 132) or naphthofluores-
cein (133) scaffolds. However, these probes typically have non-
trivial side reactivity with several oxidants such as O2

–, OH�,
or hypochlorous acid (HOCl) (131, 133). In an alternative
approach, chemospecific probes for H2O2 have been reported
based on the specific chemical reaction of H2O2 with boronate
esters to give phenol species (Fig. 2.11d) (134). This detec-
tion strategy has been used to prepare fluorogenic xanthene and
resorufin derivatives with either one or two reactive boronate
esters (134–136). As a result of their non-polar composition, the
sensors have innate cell permeability and depending on the fluo-
rophore scaffold emit in the blue (135), green (134, 136), or red
(135–137). The boronate ester-based H2O2 sensors show a dra-
matic fluorescence response; in the case of the fluorescein-based
probe PF1, a>500-fold increase in fluorescence signal is observed
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upon reaction with H2O2 (134). The diboronate ester modified
probes are somewhat less sensitive than the monoboronate mod-
ified probes and are more suitable for monitoring H2O2 under
conditions of oxidative stress. The more sensitive monoboronate
modified sensors PG1 and PC1 were used recently to visualize
physiological signaling concentrations of H2O2 in live cells (136).
In addition to the more common fluorescence based signaling
mechanisms, a selective chemiluminescence based H2O2 detec-
tion scheme has been reported (138). In this system, a chemose-
lective reaction occurs between H2O2 and peroxylate ester poly-
meric nanoparticles generating high-energy dioxetanedione inter-
mediates, which in turn chemically excite polycyclic aromatic
fluorophores embedded in the nanoparticles.

Hypochlorous acid is an important strong oxidant involved
in host defense and has been implicated in the pathogenesis of
several disease states. In biology, it is produced by the enzyme
myeloperoxidase (MPO), which converts H2O2 and Cl– ions into
HOCl. Few probes have been developed that are capable of selec-
tive detection of this important cellular oxidant. The first reported
sensor capable of efficient HOCl detection is aminophenyl flu-
orescein (APF) (121). APF shows excellent response to HOCl,
generating fluorescein as a final oxidation product and displays
several 100-fold fluorescence activation (Fig. 2.11e). However,
it also shows significant cross reactivity with ONOO– and OH�

(121). This lack of specificity can be overcome when APF is
used in conjunction with the chemically related HPF, which only
reacts with ONOO– and OH� (121). The selectivity of this sys-
tem has been further tuned by careful selection of the fluorophore
scaffold. Using the same p-aminophenylether reactive group, the
sulfonaphthofluorescein based probe (SNAPF) displays enhanced
ROS selectivity (Fig. 2.11f). SNAPF is activated exclusively by
HOCl and has been used to monitor MPO generated HOCl
in vitro, in cell culture, and in vivo (139). Although it does
react specifically with HOCl, the SNAPF probe is still not ideal
as it only shows an approximately tenfold fluorescence response
when exposed to HOCl (139). Continued efforts in this field
will undoubtedly yield improved probes for selective detection
of HOCl.

In addition to efforts for preparation of selective probes for
reactive small molecules such as NO, H2O2, and HOCl, sen-
sors for several other species have been designed. Of these, there
are few fluorogenic probes specific for OH� or O2

–. However,
recently a new class of carbocyanine dyes, the hydrocyanines, has
been reported that is sensitive to both superoxide and hydroxy
radicals (140). These probes are prepared from conventional car-
bocyanine fluorophores via selective reduction. When the reduced
carbocyanines are exposed to ROS, they are oxidized back to
their parent carbocyanine fluorophore. Peroxynitrite responsive
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probes have also been reported. These sensors only show a
seven- to eightfold activation for ONOO– and have marked side
reactivity with other ROS such as OH�, with an observed three-
fold activation (141). Nevertheless, there is promise for develop-
ment of more selective peroxynitrite sensors based on this activa-
tion scheme. Although less active than the invesitgation of ROS
or RNS, there is interest the bioimaging of thiols. Imaging of
thiols can give insight into local redox status. Furthermore, the
presence of thiol containing amino acids such as homocysteine
have been associated with a variety of disease states (142, 143).
To this end, there have been several recent reports of fluorogenic
and ratiometric probes for thiol bioimaging (144–147).

4. Summary

There are many fluorescence-based imaging agents for biological
targets, enzymes, and other analytes. Targeted fluorescent labels
utilizing affinity groups from antibodies to small molecules have
been developed and many activatable sensors for metal ions from
calcium to zinc have been designed. In addition, there are several
different classes of activatable imaging agents for the detection
of enzyme activity and reactive small molecules. As a result of
the large pool of potential imaging agent choices, it can often be
difficult to select the most appropriate imaging agent for a par-
ticular experiment. The ability to identify an effective fluorescent
reporter can be facilitated by careful consideration of factors such
as the conjugation chemistry, photophysical characteristics, polar-
ity, cost, and selectivity of the imaging agent.
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Chapter 3

Live Cell Imaging: An Industrial Perspective

Terry McCann

Abstract

The analysis of live cells using automated fluorescence microscopy systems on an industrial scale is known
as high content screening/analysis (HCS/A). Its development has been driven both by the demands of
compound screening in the drug discovery industry and by the promise of whole genome functional
analyses using siRNA knockouts. This chapter outlines the primary applications of HCS/A within the
drug discovery process and in systems cell biology. It discusses specific issues which must be addressed
when undertaking HCS/A, such as choice of cells, probes, labels, and assay type. Drawing from informa-
tion gathered from surveys of key users of HCS/A in industry and academia, it then provides a detailed
description of HCS/A user issues and requirements, before concluding with a summary of the imaging
instrumentation currently available for live cell HCS/A.

Key words: Live cell imaging, automated microscopy, high content screening, high content
analysis.

1. Introduction –
An Industrial
Perspective to
Live Cell Imaging The term “high-content screening”, or “high-content analysis”,

(HCS/A) has been used since the mid-1990s to describe the pro-
cesses and technologies that allow the automated imaging and
analysis of many samples of cells at greatly increased through-
put than had previously been possible. This automation of the
labour-intensive processes of microscopy imaging and image anal-
ysis enabled the pharmaceutical industry to utilise HCS/A to
accelerate aspects of the drug discovery process.

A key aspect of HCS/A is the labelling of cells with multi-
ple fluorescent probes. The combination of multiple probes with
automation renders HCS/A incredibly powerful as a tool because
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it permits the analysis of multiple parameters at the level of indi-
vidual cells. This, in turn, enables interdependent cellular pro-
cesses to be investigated simultaneously, with assays being con-
ducted on large populations of cells. With its revolutionising of
the way in which cellular behaviour can be investigated, over the
last 10 years HCS/A has become an indispensable tool in both
academia and the pharmaceutical industry.

This chapter considers the use of HCS/A with an empha-
sis on live cell applications. The term “industrial” is used here to
emphasise the scale of what is possible with HCS/A technologies,
rather than the body or organisation undertaking the work. Thus,
in this chapter, both academic and commercial labs are regarded
as undertaking live cell imaging on an industrial scale. In offering
an industrial perspective on live cell imaging, this chapter starts
by describing the research needs that have driven the increases
in scale for cellular imaging and explains the various applications
for HCS/A technology. Following this, some of the requirements
and constraints for live cell HCS/A are explored, together with
the technological solutions available to meet these requirements.
The chapter then highlights three key issues that must be taken
into account when using HCS/A for live cell imaging and con-
cludes by summarising the commercial sources of imaging instru-
mentation.

1.1. Why Increase the
Throughput of Live
Cell Imaging?

What is the driving force behind the need to increase the through-
put of live cell imaging? In short, it is because there is so much to
do. Pharmaceutical companies will be spending 10–15 years and
in excess of $1 billion to develop a new drug (S Paul, Executive
VP, Eli Lilly & Co, 2006). One effective way to accelerate the
process and to reduce the cost is to ensure that the drug candi-
dates that enter pre-clinical and clinical development have the best
chance of success. Undertaking compound screening and charac-
terisation in cellular systems with high biological relevance, using
assays that allow simultaneous elucidation of mechanistic, toxic,
and off-target effects, can achieve this. For basic research applica-
tions in academia and the pharmaceutical industry, new ways of
manipulating the expression of hundreds or thousands of genes
simultaneously using RNAi technologies have created the need
for instruments that can screen cellular gene expression libraries
rapidly.

Two distinct benefits derive from using cell-based assays.
First, cells provide a more physiological environment for anal-
yses. Decisions and conclusions based on data from cell-based
assays will therefore be more biologically relevant than those
based on results from assays that use purified components or
cell fragments. Second, and more profoundly, modern techniques
of cellular analysis permit the use of multiparametric approaches
to assay development. This means that much more complex
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questions can be addressed in a single assay and that greater
insight into the mechanisms and pathways underlying a response
can be acquired, and acquired rapidly. This multiparametric
approach – HCS/A – is being increasingly adopted, firstly by the
pharmaceutical industry as an improved means for selecting com-
pounds with the highest potential to become successful drugs,
and secondly by academic institutes when applying systems biol-
ogy approaches to the investigation of gene function at the cellu-
lar level.

The motivation for using live cells in high-content assays is
the same as in “low-content” experiments, and is related to the
dynamics of the pathway under investigation: rapidly changing
cellular behaviour cannot easily be elucidated using fixed end-
point assays. Furthermore, when alterations to the time course
of an event are being observed, a live cell assay greatly reduces
the number of cells/experiments required, since each time point
does not require a separate set of experiments. These benefits of
live cell experiments are especially important in drug discovery
assay development in which the parameters of a screening assay
are being determined, and in functional genomics studies investi-
gating the sequential and/or causally related induction of cellular
phenotypes. Another benefit of live cell high-throughput assays is
the simpler protocols, with fewer washing steps, that permit fast
and robust screening assays. Use of fluorescent proteins and live
cell-compatible fluorescent probes has made such assays feasible.
Other chapters in this book will describe in more detail the advan-
tages of using live cells in imaging experiments.

The sections below describe the work and needs of differ-
ent users of HCS/A, beginning with the pharmaceutical indus-
try; and they highlight the requirements necessary for success.
Information has been gathered from several sources, including
published articles, and through discussions held with key users
in the pharma/biotech industry and within academia as part of
a number of user surveys. In these surveys, structured telephone
interviews were conducted with leading scientists active in the
HCS/A field to determine major requirements and issues in vari-
ous aspects of HCS/A.

2. The Drug
Discovery Process

Pharmaceutical companies develop new drugs from compound
libraries consisting of many hundreds of thousands of different
potential drugs. Most of the cost of developing new drugs occurs
after a compound has been nominated as a “candidate drug”
and becomes subject to stringent preclinical and clinical testing.
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Fig. 3.1. The drug discovery process.

Correctly identifying and rejecting an unsuitable compound
before this stage is estimated to save a pharmaceutical company
$1–$3 million per compound.

Following selection of a drug target, the process of “com-
pound attrition” begins with the primary screen (see Fig. 3.1).
All compounds from a library are screened in an assay to iden-
tify those which might have a beneficial impact on the disease
target. It is increasingly common to use a cellular assay at this
stage, rather than a biochemical one. Output is from populations
of cells in wells, in 384- or 1536-well plates. The positive drugs
(“hits”) are then further investigated in the secondary screening
process. In secondary screening, dose-response relationships are
determined, functional mechanisms are examined, and newly syn-
thesised, related, compounds are tested for improved drug prop-
erties. Efficacy and safety assessments are then initiated in vitro
to determine certain pharmacokinetic and toxicity profiles of the
lead compounds prior to pre-clinical development in animal mod-
els. The purpose of all of these tests is to identify and discard
unsuitable compounds, leaving only the most promising candi-
dates to be nominated as candidate drugs.

2.1. Drug Discovery
Phases

2.1.1. Target
Identification and
Validation

A drug discovery programme begins with the search for poten-
tial drug targets (usually proteins) that can be manipulated to
modify the expression of a disease phenotype. Potential drug
targets must then be validated as truly having an influence
on the disease (see Section 3.1 for more discussion of the
criteria for validation). Basic research in academia underpins
much of the work conducted in pharma/biotech’s target iden-
tification and validation programmes. The outcome of these
projects is a well-characterised drug target and the basis for a
high-throughput assay to allow primary screening of compound
libraries against this target. Live cell HCS/A tools have become
an important component of target identification and validation
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because of their capacity to follow changes in cell behaviour over
time.

2.1.2. Primary
Screening

Researchers involved in primary screening for new drugs test their
company’s compound library against selected targets, using an
assay that will identify those compounds which affect or modulate
target function. Compound libraries are commonly full diversity
libraries comprising up to one million compounds, although they
may be smaller, targeted libraries of a few tens of thousands of
compounds. When HCA is used in primary screening, it is com-
monly against a targeted library. The need to conduct such large
numbers of tests creates many of the key drivers that determine
the needs of primary screening laboratories.

The purpose of the primary screen is twofold. First, it should
identify all those compounds that change the assay signal read-
out beyond a certain threshold: these are the positive “hits” that
will be taken to the next stage of the process. Failure to detect
compounds that do actually affect the assay target gives rise to
false negatives and reduced sensitivity. Second, the primary screen
should reject all compounds that do not alter the assay signal
readout. Failure to reject inactive compounds gives rise to false
positives, and the assay lacks specificity. The costs of low assay
sensitivity and specificity are considerable.

In addition to being sensitive and specific, primary screen-
ing assays should have high throughput in order to screen a
full library as rapidly as possible (hence primary screening is also
known as high-throughput screening or HTS). High through-
put is usually defined as the ability to test 30,000 or 40,000
compounds per day on a single instrument, although higher
throughput of up to 100,000 compounds per day is desir-
able. To facilitate such high numbers of assays, the pharmaceu-
tical industry uses a standardised microtitre plate format that
accommodates 96, 384, 1536 or 3456 wells on a plate. Of
these, the low density, 96-well plates do not allow sufficiently
high throughput for HTS, while 384-well is the most com-
monly used format. Live cell HCS/A assays are generally not
compatible with primary screening because they do not permit
the high throughput necessary for this stage of drug discovery.
The highest throughput HCS instruments (e.g. PerkinElmer’s
OPERA, Molecular Devices’ ImageXpress instruments, GE’s IN
Cell 3000, and TTP Labtech’s Acumen eX3 cytometer) have
been used for primary screening with end-point assays in fixed
cells.

2.1.3. Secondary
Screening

Hits identified by the primary screen are subsequently subjected
to additional analyses to determine dose-response relationships
and to examine functional mechanisms of activity. These hits are
also the starting point for the process of designing new, related
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compounds with improved drug properties. The number of com-
pounds subjected to secondary screening is much lower than in
HTS, with only 0.1–1% of all compounds from a full diversity
compound library expected to pass through to secondary screen-
ing. Thus the throughput required from secondary screening
assays is much lower, but more data points are required from
multiple tests on each compound. Assays designed for secondary
screening should seek to maximise the biological relevance of the
assay, which usually means developing a cell-based assay if the
primary screen relies on a biochemical approach, or alternatively
transferring to a more relevant cell model, as appropriate. These
requirements make HCS/A approaches very suitable for aspects
of secondary screening, which is a well-developed application for
HCS tools (1, 2).

2.1.4. Safety Screening The final stage of in vitro drug discovery is known as ADME/Tox
(for absorption, distribution, metabolism, excretion and toxicol-
ogy). These investigations are designed to assess the suitability of
a compound for development into a drug and to identify poten-
tially toxic actions in standardised metabolic pathways. In the con-
text of drug safety, HCS/A is becoming an increasingly significant
tool, as “off-target” effects (i.e. side-effects) of potential drug
candidates can be assessed more effectively in a multiparametric
cellular assay.

3. Systems Cell
Biology

Systems cell biology is predominantly carried out by universi-
ties, governmental facilities, and not-for-profit research institutes
in order to increase our fundamental understanding of cellular
processes. This work often feeds the drug discovery conveyor
belt of the pharmaceutical industry and is, to some extent, con-
tinued by the industry in its target identification and validation
programmes.

3.1. Applications of
HCA in Systems Cell
Biology

A major driver for applying HCA technologies to basic research
is the desire to build a comprehensive understanding of cellular
pathways both in the “normal” and diseased states. It is believed
that this understanding of how pathways function will provide
insight into how disease pathology is expressed and how a path-
way might be manipulated to ameliorate or cure disease. To build
an as complete as possible understanding of a system, researchers
will integrate data and knowledge from several fields.

In the context of drug discovery and industrial applica-
tions of HCS/A, academic research plays a major role in target
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identification and validation (3). Target identification is simply the
indication that a gene (and its product) is up- or down-regulated
in some way in the disease model, compared with in the control.
Target validation requires the demonstration of a functional link
between the modulated gene and the onset or expression of the
disease phenotype. To be able to establish this link in vitro, the
assays used must meet several criteria:

• They must use a cellular system that is a faithful model for
the relevant aspects of the disease.

• The assay readouts must accurately reflect the activity of the
target and must additionally be related to the disease.

• Methods must exist for modulating the activity or expression
level of candidate target genes.

HCA can have a significant impact on each of these criteria.
First, it uses a cellular format. Increasingly, the cells being used
are not highly transformed, modified cells, but are primary cells –
from patients – that accurately reflect the cellular pathology of
the disease. Stem cell technology is likely to increase the avail-
ability of clinically relevant cells for analysis. Second, HCA utilises
multiplexed assays that enable analysis of a complex cellular path-
way in a single well. One example is a cellular signalling cascade
initiated by a receptor-activated kinase. Here, the activity of a
kinase (assay parameter 1) causes translocation of a transcription
factor or signalling molecule (assay parameter 2) to the nucleus,
which leads to the phenotypic outcome such as apoptosis, mito-
sis, or differentiation (assay parameter 3, e.g. Ref. 4). Third, in
concert with RNAi technologies, the microwell plate format of
HCA permits the rapid evaluation of gene silencing experiments
on a medium- to high-throughput scale (5–8). It is now possi-
ble to target druggable gene families, or even whole genomes,
with libraries of small RNA molecules that allow highly effective
knock-out experiments, using HCS/A assays that have multiple
readouts (9).

4. Needs and
Constraints for
Live Cell HCS/A

Clearly, HCS/A is among the most promising new technologies
for cellular research. However, it is also apparent that obtaining
useful and meaningful data requires rigorous attention to detail
in experimental design, sample preparation, and choice of assay-,
imager-, and analysis-strategies. Some of the specific issues sur-
rounding live cell HCS/A will be considered here, beginning with
a description of the experimental process. This is then followed by
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a more detailed description of user requirements, obtained from
recent surveys of users of HCS/A technology.

4.1. HCS/A Workflow

4.1.1. Cells, Probes and
Labels

The first requirement for HCS/A is cells. The cell type chosen
must clearly be suitable both for the purposes of the assay and
for the screening programme. Cell lines are dynamic entities, sus-
ceptible to variations that can affect the conclusions drawn from
experiments using them. Provision of well-characterised, stable,
phenotypically relevant cells for HCS/A requires significant effort
and is costly. The pharmaceutical industry has recognised cellular
variability as an issue, and has sought to minimise it in several
ways: for example, assay-ready cells can be purchased in bulk, sav-
ing significant time and resources on maintaining cell line stocks
and the associated requirement for quality control. These well-
characterised, division-arrested, frozen cells need only to be dis-
pensed into plates prior to assay. However, many projects will
require cells with specific characteristics that are not available “off-
the-shelf”. In this case, automation may be the answer to increas-
ing the quantity of material available. Essentially all cell culture
steps, from simple maintenance and passage of cell lines, through
plating into 1536-well plates, to clonal expansion, can now be
fully automated, bringing greater consistency.

Currently, almost all HCS/A is conducted using fluo-
rescence-emitting probes. These are either chemical-based small
molecules or genetically-encoded fluorescent proteins (FPs). The
chemical probes are used either covalently linked to a targeting
vector, such as an antibody or a peptide ligand or substrate (e.g.
Alexa dyes), or as a diffusible chemical that accumulates in certain
regions within cells.

The requirement to add a label of some description creates
problems for assay design and for data interpretation. The first
problem is getting the probe into the cell. For FPs, the cell line
must firstly be transfected with a vector expressing the necessary
construct(s), and then secondly it must be shown to be stable and
to continue to display the required phenotype. Chemical probes
soluble in aqueous solution may require special carriers or proce-
dures to enable them to be taken up by cells. Lipid-soluble probes
may diffuse to membrane compartments beyond those targeted.
In all cases, a second problem associated with fluorescent probes
must be considered, namely the potential impact of the probe on
both the parameter that it is being used to measure and on cel-
lular function and behaviour in general. These problems may be
more acute and pronounced in live cell assays, but the problem
is not confined to this group. Issues with probes are dealt with
elsewhere in this book.

4.1.2. Fixed Cell or Live
Cell Assays

HCS/A users must choose the most appropriate type of assay
for their needs. The choice between using an end-point assay, in
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which the cells are fixed at a particular time point after treatment,
or using a live cell assay, in which biological processes can be mon-
itored as they occur over suitable time periods, depends on several
factors. Fixed cell assays may be easier to perform, and the data
are available more rapidly: these form the majority of HCS/A
assays. Specifically, where throughput is an important issue in a
compound screening or gene library silencing scenario, end-point
assays are often more suitable.

Live cell HCS/A assays are more commonly used in lead opti-
misation and assay development, and in functional genomics stud-
ies. Here, it is more important to follow the biology of the system,
in order to determine drug action on multiple pathways, and to
ensure that an assay truly reflects the requirements of the study. As
well as taking a longer time (and therefore having lower through-
put), live cell assays are much more demanding technically. Cells
are relatively delicate things; they do not like temperature vari-
ations (to within 0.5◦C); they do not like being shaken around
(so robotic plate-moving systems must be slow and gentle); and
they need to be both provided with the right nutrients and also to
be maintained at the correct pH. All of these considerations have
to be built into the design of the imaging system used for live
cell assays. One additional complication associated with live cell
assays is the need to manipulate or activate cells whilst they are
being measured. Some imagers are able to add reagents to cells
whilst they are being imaged: see Table 3.1 for examples.

4.1.3. Imaging
Instrumentation

Imagers provide the data acquisition core of HCS/A experiments.
The first systems were developed by Cellomics in the mid-1990s,
and Cellomics were largely responsible for the creation of the
field.

Imagers must be able to acquire images, at 4× to >40× mag-
nification, of cells in SBS-standard microwell plates (most com-
monly 96-well or 384-well plates) and on standard (i.e. 25 ×
75 mm) microscope slides or coverslips. It must be possible to
acquire images at several (at least three) wavelengths compatible
with commonly used probes and to overlay these images to pro-
duce a composite image of the field of view. Users sometimes
need to be able to acquire several images from one well and to
combine them together to create a composite image of the well.
A system should provide for the automated movement of the sam-
ple carrier so that images can be taken from each well (or cell array
spot) in turn, and the plate- and well-identification data can be
stored with the images. In addition, there should be a means to
integrate the imager with an external robot that can supply and
retrieve microwell plates to and from the imager, before and after
image acquisition. For imagers used in live cell assays, the environ-
mental needs of cells must also be accommodated, as described
above. HCS/A imagers create very large volumes of data and
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many images: 1 terabyte per month is an acquisition rate com-
monly cited by users. The data must be stored on non-volatile
media, be readily accessible from the analysis programme user
interface, and be easily and securely identified with the experiment
and with the plate and the well from which they were acquired.

Three basic types of instrument are in common use for
HCS/A assays. Two of these are based on the imaging capabili-
ties of fluorescence microscopy, and they generally rely on CCD
cameras for image acquisition. One type uses standard wide-field
optics, and another uses high resolution confocal optics. A third
type of instrument creates images using a scanning laser beam,
in a manner analogous with laser scanning confocal microscopes,
but does not use confocal optics. This technology is not com-
monly used for live cell imaging and will not be described further
here. Other approaches to instrument design are discussed below
and instrument features are summarised in Table 3.1.

The most common type of instrumentation in use is the wide-
field CCD imager: this might be described as the default sys-
tem. The wide-field CCD imager provides sufficient resolution
for the majority of HCS/A assays but, where precise colocalisa-
tion of probes is required, the image depth of field is too great
to provide sufficient accuracy. The relatively thick depth of field
does mean that, except for very large cells or 3D aggregates, all
of the cellular fluorescence is collected and contributes to the
recorded signal. However, there is also the possibility to collect
fluorescence signals from the medium bathing the cells, especially
if the compounds being screened for activity in the assay are,
themselves, fluorescent. This phenomenon of drug-compound
fluorescence can significantly both decrease the assay signal-to-
noise ratio and increase the between-well variability. Wide-field
systems are less expensive than confocal systems, and some man-
ufacturers have designed optional “confocal-like” upgrade com-
ponents: for example, Cellomics offers the Zeiss Apotome struc-
tured light image enhancement system as an upgrade. Such
“confocal” upgrades generally both significantly increase image
acquisition time and decrease overall system throughput.

True confocal HCS/A imagers provide the highest resolu-
tion available for cellular analysis and are able to take “opti-
cal slices” from the sample. Some of these systems are com-
patible with water-immersion objectives (to 60×, PerkinElmer
Opera) or oil-immersion objectives (to 100×, Molecular Devices
ImageXpressULTRA). As suggested above, there are two primary
advantages to the confocal format. First, precise colocalisation (or
separation) of probes is possible, and this can enhance the perfor-
mance of certain types of assay. Second, almost all of the fluores-
cence collected comprises signal emitted from the probes because
the optical sectioning rejects any background fluorescence emit-
ted by screening compounds. This means that the signal-to-noise
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ratio is enhanced, even though the signal itself is somewhat atten-
uated. Of the confocal imagers currently available, two use mul-
tiple cameras to capture images at different wavelengths simulta-
neously (PerkinElmer’s OPERA and GE’s IN Cell 3000). This
feature means that these systems have among the fastest imag-
ing speeds and highest throughput of all HCS/A imagers. The
OPERA uses Yokogawa’s Nipkow disc-based multibeam scanner
to enable high-speed imaging, whilst the IN Cell 3000 uses a
slit-scanner system. The other CCD-based confocal imager (BD’s
Pathway855) also uses a Nipkow disc, but uses a white light
source and is without microlenses. The Pathway855 has only one
CCD and does not match the acquisition speed of the OPERA
and IN Cell 3000. Molecular Devices’′ ImageXpressULTRA confo-
cal HCS/A imager uses a conventional point-scanning confocal
beam and is also marketed as a high-throughput system for pri-
mary screening.

4.1.4. Image Analysis
and Data Management

Critical to effective utilisation of HCS/A are both the software
tools for extracting information from images and the informat-
ics and data storage solutions used to process and store the
images. Usually, several images are collected from each well of
a 96- or 384-well plate, and each is processed with software rou-
tines that recognise features and extract data regarding those fea-
tures. These objective, numerical data are then used to quantify
and compare the effects of compounds on the biological assay
output. Such detailed measurements of cellular behaviour define
the phenotype expressed by the cell, and describe the changes
elicited by compound addition or by RNAi-mediated gene
silencing.

The complex process of describing quantitatively the pheno-
type of a cell requires image analysis algorithms optimised for the
biology under study (cell type, assay format, etc.). Also necessary
are sufficient computing power to ensure fast processing of many
images; fast and efficient data storage and retrieval systems; and
an intuitive, easy-to-use interface that allows biologists to inter-
act with the system to extract useful and meaningful information
from it. HCS/A users require several key elements to implement
an effective image analysis and data management programme.
These include the following: fully validated algorithms that accu-
rately describe the biology; access to new algorithms; and the abil-
ity to develop new (or adapt existing) ones themselves. Data stor-
age solutions must be scalable to meet future needs (current data
accumulation rates can be 1 terabyte per month) and must allow
for image storage for 5 years or more. A commonly cited (but
seemingly unmet) need is for effective image databasing tools that
allow full integration between the images, their associated meta-
data, and complementary data such as genomic or proteomic data
sets.
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5. Users’
Requirements
and Issues

Information on users’ requirements was obtained from discus-
sions with experts active in the field of HCS/A, from both
academia and the drug discovery industry. Table 3.2 summarises
the key attributes for HCS/A and the most commonly expressed
requirements associated with each attribute.

There is a clear consensus from discussions with HCS/A users
that the areas of image analysis, data mining, and data manage-
ment provide the greatest frustration for users and that vendors
have so far failed to meet users’ needs in these areas.

5.1. Users’ Issues The technical issues raised in discussions with users cover many
aspects of HCS/A workflow. These discussions suggest that
successful implementation of HCS/A requires developments in
several areas, including improvements to instruments, to increase
productivity. These technical issues are summarised in Table 3.3,
and selected points are discussed in more detail below.

5.1.1. Maintaining Cell
Viability

For some kinetic applications, cells need to be maintained in
a healthy and functioning state whilst being illuminated in the
presence of organic fluorophores and/or fluorescent proteins.

Table 3.2
Key user requirements for HCS/A

Attribute Requirement

Sample volume/throughput At least 5000 data points/day and, for many users, >10,000 data
points/day is preferable. No difference in needs between basic
research and drug discovery.

Resolution All users want to be able to resolve subcellular structures at high
resolution. Most also want the flexibility to use lower resolution
if assay permits it.

Number of wavelengths/
probes

At least four detection channels are strongly desired, with signifi-
cant emphasis on flexibility of wavelength selection.

Image quality Absolutely critical to have excellent image quality, as all analysis
depends upon it.

Live cell imaging Currently around 25% of HCS/A experiments use live cells.

Kinetic analysis Essential element of live cell analysis, mostly in the “minutes” and
“hours” time frames.

Image analysis algorithms Image analysis algorithms should be both simple to use and cus-
tomisable.

Data management A source of great frustration for users is inadequate data manage-
ment systems. Currently there is great scope for improvement
on existing systems.
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Table 3.3
Technical issues identified in user discussions

Issue Description Potential Solution(s)

Speed: image
acquisition

Kinetic analysis requires the acquisi-
tion of several images per second
to gain an accurate view of cellu-
lar responses. It should be possible
to add drugs while images are being
taken.

Acquisition of multiwavelength
images requires multiple detectors
and on-board dispensing tech-
nology to add compounds whilst
imaging.

Speed: throughput The throughput demands of both
drug discovery and basic research
continue to rise. Throughput is par-
ticularly an issue for kinetic experi-
ments, where time courses must be
acquired from each well.

Consider parallelisation of imaging –
but this would add significant cost.

Image analysis Many issues to address: image for-
mats; throughput; availability of
new algorithms; ease of develop-
ment of new algorithms; lack of
effective data-mining tools; avail-
ability and analysis of metadata.

Requires consensus on image for-
mats – OME appears to be only
contender. Multiprocessor comput-
ers are needed. Several vendors are
addressing these issues.

Image quality Poor image quality seriously affects
image analysis capabilities. The
main cause of low image quality
is variable, imprecise autofocus.
Other causes cited were as follows:
cell biology (uneven monolayers
and cell clumping); plate flatness;
and poor discrimination of fluores-
cence channels.

Laser-based autofocus is the most
effective: it is increasingly available
on instrumentation. Stringent qual-
ity control is required on plates and
cells prior to assay. Laser-scanning
systems could implement spectral
separation such as that seen on
point-scanning confocals.

These applications enable detailed analysis of cell proliferation,
differentiation, and cytotoxicity. However, these applications also
demand mechanisms for assaying cell plates over long time peri-
ods (hours and days), with full environmental control. In addition
to the environmental conditions that must be maintained to keep
cells alive, the cells must also be protected from excessive illumi-
nation by the fluorescence excitation source. There is considerable
stress imposed on live cells by the light used for illumination, since
fluorophores are prone to photodegradation and, once destroyed,
are lost for imaging within a cellular sample. Furthermore, the
breakdown products of photodegradation can seriously damage
cellular processes. These “photobleaching” and “phototoxicity”
effects can affect reproducible imaging for screening quite criti-
cally, and must be minimised.

Two aspects of imaging must be considered in minimis-
ing the unwanted effects of illumination. First, determining the



62 McCann

correct focus position in the z-axis can increase phototoxic and
photobleaching effects. There are two methods for automated
focussing. Image-based focussing uses a z-stack of images taken
through the focal plane to determine the z-position of maxi-
mum intensity or contrast. This approach requires many subse-
quent exposures in every position to be imaged, and it is not
well suited for live cell imaging because it takes considerable
time and bleaches the sample. The preferred option for live cell
screening is to employ an infrared laser as a light source, and
a detector to observe reflections from the interfaces between
sample carrier and medium. The second consideration is the
mode of excitation during image acquisition: the more the sam-
ple is illuminated, the greater the extent of phototoxic effects
and loss of signal. These effects are cumulative and can be a
significant problem in long-term live cell assays. The optimum
mode of illumination for maintaining cell viability is to use high-
frequency pulses (∼300 Hz to ∼1 kHz) of relatively low inten-
sity illumination, rather than continuous illumination (wide-field
microscopy) or low frequency (1–10 Hz) illumination of high
intensity (point scanning confocal, see Ref. 10). In practical terms,
the optimum illumination mode for long-term imaging is a multi-
beam confocal configuration, such as provided by Nipkow disc
systems including the PerkinElmer OPERA and the BD Bio-
sciences Pathway. Whichever mode is selected, imaging systems
for live cell HCS/A should utilise high NA optics and sensi-
tive detectors, to minimise the illumination required. Intelligent
scheduling of imaging steps is also important, to ensure that cells
are exposed to the illumination beam for the shortest possible
time.

5.1.2. Improving Speed There are three main technical requirements for high-speed imag-
ing in HCS/A. First, it is important that data from different emis-
sion wavelengths can be collected simultaneously. Second, the
detectors should have high sensitivity to allow them to detect sig-
nal in the very short time available for image acquisition. Finally,
the signal should be well discriminated from the background
noise. It follows that a high-speed HCS/A imager should have
multiple detectors and that these should be of sufficient sen-
sitivity for simultaneous acquisition of images at several wave-
lengths. Confocal optics will improve the signal-to-noise ratio by
rejecting out-of-focus light and have been shown to improve the
performance of high-speed imagers, such as GE Lifesciences’ IN
Cell 3000 and PerkinElmer’s Opera.

Further increase of the throughput of HCS/A, especially of
live cell HCS/A, can probably only come through the parallelisa-
tion of detection channels, i.e. using more objectives. However,
this is likely to be a very expensive solution, and it is not clear
whether there is sufficient demand for it at present.
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5.1.3. Image Quality HCS/A users who participated in the surveys discussed here iden-
tified several factors contributing to poor image quality. Some of
these factors were quality control issues relating to cell biology
and consumables, such as the clumping of cells and the design of
microplates with insufficiently flat well bottoms. Two issues rele-
vant to instrument design were problems with autofocus and the
poor discrimination of fluorescence emission. Inconsistent perfor-
mance of autofocus image-based systems was the most frequently
cited cause of poor image quality. Manufacturers appear to be
responding to this complaint, with more recently introduced sys-
tems benefiting from higher performance laser-based autofocus,
or offering this as an optional upgrade. A second problem iden-
tified by the user surveys is poor discrimination of wavelengths.
This is usually a problem for fluorescence emission but, where
white light is used as an excitation source, proper discrimination
must also be implemented in the excitation path. Emission wave-
length selection in HCS/A instrumentation is universally made
with high-quality band-pass filters. In principle, laser-scanning
instruments have the option of adopting spectral separation of
emitted light, as seen in many point-scanning research confocal
microscopes. Using spectral separation should provide better dis-
crimination of emitted fluorescence signals than is currently pos-
sible. For camera-based systems the options are more limited, and
selecting alternative probes with larger Stokes’ shifts may be the
best route to improving wavelength discrimination.

6. Instrumenta-
tion

Since the inception of HCS/A, the predominant imaging format
for instrumentation has been based on the wide-field fluorescence
microscope light path, using a CCD camera detector, and fil-
ters and dichroic mirrors to select and discriminate wavelengths.
When coupled with automated microplate-handling hardware
and suitable acquisition and analysis software, this arrangement
meets effectively the basic requirements for automated high-
content image acquisition and analysis.

Recent product launches have seen the wider availability
of confocal (or confocal-like) technology, either as upgrades to
existing systems or as newly developed instruments. Cellomics
has incorporated Carl Zeiss’s Apotome structured light image
enhancement system into its ArrayScan system and has also part-
nered with Applied Precision to develop a high-resolution cell
analyser using deconvolution. GE has introduced an optical sec-
tioning module as an accessory for the IN Cell 1000. This mod-
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ule also uses a structured light system to increase resolution.
BD Biosciences has launched lower cost instruments, which have
spinning disk confocal capability. Arguably the most innovative
development in confocal HCS/A imaging is Molecular Devices’
ImageXpressULTRA which, paradoxically, is based on standard, sin-
gle beam, point-scanning confocal technology that was first com-
mercialised in the 1980s. This instrument uses a galvanometer
for scanning in the x co-ordinate and the movement of the stage
to scan in the y. Like standard research beam-scanning confocals,
it uses multiple PMT detectors to perform simultaneous detec-
tion of light from several different wavelengths: this provides the
potential for high-speed imaging.

There is a range of suppliers and instruments available for
HCS. They are summarised in Table 3.1, and a brief description
of those suitable for live cell imaging follows.

6.1. BD Biosciences BD markets two instruments for high-content imaging, both of
which utilise single CCD camera detection and a Nipkow disc-
based confocal system. The Pathway 855 system is designed for all
types of analysis, including live cell kinetic experiments. Features
include the ability to make compound additions to the plate as
it is being imaged, along with full environmental control. The
Pathway 435 is a bench-top instrument designed primarily for
endpoint assays with fixed samples.

6.2. GE Healthcare GE’s IN Cell 1000 and 3000 instruments incorporate options to
support live cell imaging, including environmental control and
integrated liquid-handling. The IN Cell 1000 may also have a
structured light image enhancement module added on, to provide
confocal-like images. GE’s other HCS/A system is the IN Cell
3000: this uses multiple CCD camera detectors and a confocal
slit scanner to provide high-throughput automated imaging.

6.3. Molecular
Devices

The ImageXpress product range comprises a CCD cam-
era/white light illumination system (ImageXpressMICRO) and
a point scanning confocal system with up to four laser lines
(ImageXpressULTRA). The ImageXpressMICRO has several upgrade
options for live cell imaging, including a more sensitive cam-
era, full environmental control, and single-channel pipetting for
kinetic experiments. These options are not yet available for the
ImageXpressULTRA. Both instruments are compatible with high-
NA oil-immersion objectives up to 100× magnification, provid-
ing high resolution.

6.4. Olympus Olympus’ ScanR system was developed by EMBL in Heidelberg
and is based on Olympus microscopy components (automated
microscope and white light source) and Hamamatsu CCD cam-
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eras. It has environmental control options for live cell imaging,
but it is available only in certain countries.

6.5. PerkinElmer The Opera system is a multi-beam confocal system with four CCD
detectors and laser illumination. Multiple detectors confer high
acquisition speeds for multiparametric assays; optional environ-
mental control and dispensing accessories provide facilities for
automated live cell imaging applications. Fluorescence lifetime
imaging and FRET analyses are also a possibility with this system.
The Opera LX system is very similar but has only one detector, so
multiple wavelength images are acquired sequentially. The LX has
the same live cell imaging capabilities as the Opera. The systems
are compatible with high-NA water-immersion objectives to 60×
magnification.

6.6. ThermoFisher
Cellomics

The ArrayScan VTI HCS reader is the fifth generation of Cel-
lomics’ instrumentation. It is a white-light, single-CCD detector
system compatible with objectives up to 40× magnification. For
live cell applications, upgrade modules are available for environ-
mental control and liquid handling.

7. Summary

Technologies are commercially available that enable live cell imag-
ing on an unprecedented scale, permitting the imaging and anal-
ysis of thousands of samples in a single day. Such HCS/A instru-
ments have been in use in the pharmaceutical industry in one
form or another for a decade; they are now extremely well-proven.
HCS/A has additionally found applications in academic institu-
tions, often used in concert with RNAi gene-silencing libraries,
for functional genomics analyses.

Several manufacturers produce instruments, with associated
accessories and consumables, mostly designed around a standard
epifluorescence light-path with a CCD detector. Some systems
include laser scanning confocal optics and multiple CCDs or
PMTs. Further increases in the scale and consistency of live cell
imaging are expected to come from the automation of both cell
line maintenance and the preparation of cells for HCS/A assays.
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Chapter 4

Design of Fluorescent Fusion Protein Probes

Elizabeth Pham and Kevin Truong

Abstract

Many fluorescent probes depend on the fluorescence resonance energy transfer (FRET) between fluo-
rescent protein pairs. The efficiency of energy transfer becomes altered by conformational changes of a
fused sensory protein in response to a cellular event. A structure-based approach can be taken to design
probes better with improved dynamic ranges by computationally modeling conformational changes and
predicting FRET efficiency changes of candidate biosensor constructs. FRET biosensors consist of at least
three domains fused together: the donor protein, the sensory domain, and the acceptor protein. To more
efficiently subclone fusion proteins containing multiple domains, a cassette-based system can be used.
Generating a cassette library of commonly used domains facilitates the rapid subcloning of future fusion
biosensor proteins. FRET biosensors can then be used with fluorescence microscopy for real-time moni-
toring of cellular events within live cells by tracking changes in FRET efficiency. Stimulants can be used
to trigger a range of cellular events including Ca2+ signaling, apoptosis, and subcellular translocations.

Key words: FRET biosensors, fusion proteins, computational modeling, cell imaging, structure-
based design.

1. Introduction

Biosensors relying on the fluorescence resonance energy transfer
(FRET) between fluorescent proteins have been used extensively,
including for live-cell imaging of cellular events such as caspase
activation, protein phosphorylation, and calcium ion (Ca2+) sig-
naling (1–7). FRET is the natural phenomenon of energy trans-
fer via resonance between two fluorophores with a spectral over-
lap between the donor emission and the acceptor excitation. The
efficiency of this energy transfer depends on the relative distance
and orientation between the donor and acceptor (8). In FRET
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protein biosensors, natural sensory proteins for the desired cellu-
lar events are inter- or intramolecularly fused with a pair of fluores-
cent proteins of suitable spectral overlap, such as cyan fluorescent
protein (CFP) as the donor and yellow fluorescent protein (YFP)
as the acceptor (2, 9). The efficiency of energy transfer between
the donor and acceptor fluorescent proteins becomes altered by
conformational changes of a fused sensory protein caused by a
cellular event. Hence, a change in FRET efficiency of a biosensor
can be correlated with the cellular event.

In the case of FRET Ca2+ biosensors, changes in FRET effi-
ciency can be correlated with Ca2+ concentrations (10–13). CFP
and YFP have been genetically fused with calmodulin (CaM),
a cytoplasmic Ca2+-sensitive protein. Upon binding Ca2+ ions,
CaM undergoes a conformational change from an extended to a
compact conformation by wrapping around a fused CaM-binding
peptide (14, 15), which alters the relative distance and orienta-
tion of the FRET pair. As a result, an increase in FRET efficiency
corresponds to a higher ion concentration. Different configura-
tions of fusion proteins can be used to monitor different cellular
events. A fusion construct of a peptide fused between two fluores-
cent proteins can be used to observe proteolytic cleavage, where
a decrease in FRET efficiency would correspond to a cleavage
event (16). In the presence of protease proteins, the biosensor is
cleaved, separating its fluorescent pair and causing a loss in FRET
efficiency.

1.1. Structure-Based
Computational
Modeling

The design of fluorescent probes is often dependent on the struc-
ture of the sensory domain chosen. With available structural infor-
mation, a computational model can be constructed to assist in the
design process. This structure-based design of fluorescent probes
allows existing probes to be better designed to have improved
dynamic ranges. The NMR structure of CaM bound to a CaM-
binding peptide from CaM-dependent kinase kinase was used to
improve existing CaM-based biosensors. A computational model
of CaM bound to its peptide showed that it would be possible
to splice the peptide within the CaM structure to improve the
dynamic range attainable (17). Similarly, the structure of caspase-
3 bound to its inhibitor peptide was used to computationally
design an improved caspase-3 activation biosensor (18, 19).

A computational modeling tool can thus be developed to esti-
mate FRET efficiency changes. We previously developed a com-
putational tool called FPMOD (Fusion Protein MODeler) to pre-
dict FRET efficiency changes of a range of biosensor constructs.
FPMOD can be used to generate fusion protein models from
PDB (protein databank) files containing the three-dimensional
structures of proteins and other biological macromolecules. By
defining regions of flexible linkers between different domains
and then rotating the domains around these flexible linkers to
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produce random conformations, FPMOD samples the conforma-
tional space of a biosensor design and provides average predicted
FRET efficiency changes. These predicted values can then be used
to evaluate potential biosensor designs (13, 20).

1.2. Cassette System To create fusion proteins, subcloning techniques are employed
to insert PCR products of individual domains into an expression
vector at restriction enzyme cut sites. The availability of these sites
limits the number and configuration of the biosensor constructs
possible. Future fusions of other domains into existing vectors
are not always possible due to available restriction sites either
exhausted in previous subcloning steps or incompatible. To more
efficiently construct fusion proteins containing multiple domains,
a cassette-based system can be used. Cassettes will have a standard
vector structure based on specific restriction endonuclease sites
that can be used to fuse domains in any configuration and num-
ber of times. If properly designed, this cassette vector can also be
used to simplify the process of screening successful recombination
of insertion fragments using fluorescence (21).

Specifically for FRET biosensors, often at least three domains
will need to be fused together: the donor protein, the sensory
domain, and the acceptor protein. Generating a cassette library of
commonly used domains (e.g., CFP and YFP) facilitates the rapid
subcloning of fusion biosensor proteins that can be recombined
any number of times irrespective of order while maintaining the
same simple management of restriction sites.

1.3. Live-Cell
Imaging Using
Fluorescence
Microscopy

Fluorescence microscopy allows the real-time monitoring of cel-
lular events within live cells by tracking the change in FRET
efficiency. Stimulants can be used to trigger cellular events such
as Ca2+ signaling, apoptosis, and subcellular translocations (16,
22–24). Simultaneous signaling processes can also be observed
using a co-culture of cells transfected with different FRET biosen-
sors (22). An advantage of live-cell imaging with fluorescence is
the real-time monitoring of molecular signaling pathways using
FRET biosensors and any corresponding morphological changes
(16).

2. Materials

2.1. Structure-Based
Computational
Modeling

1. Software used to develop FPMOD (individual.utoronto.ca/
ktruong/software.htm): C++ Development Environ-
ment – Bloodshed Dev-C++ IDE (www.bloodshed.net/
devcpp.html), Perl language platform – ActivePerl
(www.activestate.com/Products/activeperl/index.mhtml),
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gGraphical uUser iInterface (GUI) – wxWindows toolkit
(sourceforge.net/projects/wxwindows).

2. Structural resources: Protein 3D structure – protein data-
bank (PDB) files (www.rcsb.org), 3D structure viewing –
Swiss PDB viewer (www.expasy.ch/spdbv/text/getpc.htm),
protein structure manipulation and rendering – PyMOL
(pymol.sourceforge.net).

2.2. Cassette System 1. Base vectors: pTriEx 1.1 – Hygro (Novagen, Madison, WI,
USA), designed primers (Invitrogen, Carlsbad, CA, USA).

2. Subcloning enzymes (see Note 1): restriction enzymes NcoI,
SpeI, BamHI, StuI, BglII, SmaI, NheI, PmeI, XhoI (New
England Biolabs, Ipswich, MA, USA), ligation enzyme T4
DNA ligase (New England Biolabs), and Pfu DNA poly-
merase (Fermentas, Burlington, ON, Canada) with 5 mM
deoxyribonucleotide (dNTP) mixture (Fermentas).

3. Subcloning equipment: PCR amplification Mastercycler Per-
sonal system (Eppendorf, Mississauga, ON, Canada), Mini
Electrophoresis system for DNA electrophoresis (VWR,
Mississauga, ON, Canada).

4. DNA purification kits: PureLink Quick Plasmid Miniprep
kit, PureLink PCR Purification kit, and PureLink Gel Extrac-
tion kit with 1% UltraPure agarose gel in Tris-acetate–EDTA
buffer (0.5× TAE bBuffer) (Invitrogen). Ethidium bromide
(Sigma-Aldrich, Oakville, ON, Canada), O’GeneRuler DNA
Ladder Mix (Fermentas) and Electronic UV transilluminator
(Ultra Lum, Inc., Claremont, CA).

5. Bacterial transformation and growth reagents: Escherichia
coli DH5� strain competent cells (Subcloning Efficiency,
Invitrogen) grown in Luria broth (LB) (Sigma-Aldrich)
with 100 �g/mL ampicillin (Sigma-Aldrich) and plated on
LB agar plates (Sigma-Aldrich) with 100 �g/mL ampicillin
(Sigma-Aldrich) grown in a shaking incubator (Barnstead,
Dubuque, IA).

6. Fluorescence screening of bacterial cells: Lighttools Illu-
minatool Tunable Lighting System LT-9500 (Lighttools
Research, Encinitas, CA) equipped with 535 and 470 nm
viewing filters and 488/10 and 440/10 nm filter cups.

7. Protein purification: Ni-NTA 6% agarose beads charged with
Ni2+ ions (Qiagen, Valencia, CA).

2.3. Live-Cell
Imaging Using
Fluorescence
Microscopy

1. Cell culture reagents (see Note 2): Cos-7 cells, Dul-
becco’s Modified Eagle Medium (DMEM) with high
glucose, L-glutamine and sodium pyruvate (Invitrogen),
fetal bovine serum (FBS) (Sigma-Aldrich), trypsin–EDTA
(Sigma-Aldrich), cell freezing medium dimethyl sulfoxide
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(DMSO) (Sigma-Aldrich), Dulbecco’s phosphate-buffered
saline (PBS) without Ca2+, Mg2+, or phenol red (Invitro-
gen), PBS with Ca2+ (Invitrogen), and Lipofectin Transfec-
tion Reagent (Invitrogen) (stored at 4◦C).

2. Materials for cell culture: T-25 flasks (Sarstedt, Montreal,
QC, Canada) and 35-mm glass-bottom dishes (MatTek,
Ashland, MA).

3. Stimulants (see Note 1): Ionomycin (1 �M in PBS) (Sigma-
Aldrich), ATP (10 �M in PBS) (Fermentas), and Stau-
rosporine (STS) (5 �M in PBS) (Sigma-Aldrich).

4. Microscope: Inverted microscope IX81 with Lambda
DG4 Xenon lamp source and CCD camera, objective
(10×), oil-immersion objectives (20×, 40×, 60×, 100×)
(Olympus, Markham, ON, Canada) (see Note 3), fil-
ter sets (BRIGHTLINE CFP FILTER SET EX:438/24,
458DM, EM:483/32, BRIGHTLINE YFP FILTER SET
EX:500/24, 520DM, EM:542/27) (Semrock, Rochester,
NY), 2-channel filter for simultaneous dual-band imaging of
CFP and YFP (Roper Biosciences SpecEM, Tucson, AZ).

5. Imaging software packages: QEDInVivo and ImagePro-Plus
(MediaCybernetics, Bethesda, MD).

3. Methods

3.1. Structure-Based
Computational
Modeling

The prediction of FRET efficiency changes of potential candi-
date biosensor constructs prior to subcloning helps to deter-
mine which constructs will likely have an appropriate dynamic
range for the specific application. A computational modeling tool
such as FPMOD (13) can be developed to construct fusion pro-
teins based on determined atomic structural information from
PDB files. The modeling tool should allow the sampling of a
biosensor’s conformational space and estimate the FRET effi-
ciency change in response to a stimulus. This requires that struc-
tures are available for domains and proteins before and after the
desired cellular event. Estimated values provided should include
the distance factor, orientation factor, and FRET efficiency for
each candidate biosensor. These values are sufficient to compare
the candidate biosensor constructs and to select the construct that
should be subcloned in vitro and tested further.

FRET efficiency (E%) is the percentage of energy transferred
between a donor–acceptor fluorophore pair. This efficiency is a
function of the Forster distance factor, Ro, the distance between
the fluorophores, R, and the orientation factor, κ2. In turn,
the orientation factor depends on the angle between donor or
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acceptor fluorophore dipoles and the joining vector (θA and θD,
respectively), as well as the angle between fluorophore pair planes
(α). A common assumed constant for κ2 is 2/3 but this does
not apply here because the linkers within the biosensors are not
in isotropic motion upon Ca2+ binding (25, 26). Several relevant
parameters are constants defined for the donor–acceptor pair used
in the biosensor. For CFP and YFP, these constants are quantum
yield (QD = 0.42), refractive index (n = 1.4), and overlap integral
(J = 1.46e-9). For each conformation, the dipoles and related
angles were determined from the PDB files and used in Equa-
tions [1], [2], and [3] to determine R, κ2, and E%.

E% = R6
0

R6
0 + R6

[1]

R0 = 9.78 × 103 × (
Qdκ

2n−4 J
)1/6

Å [2]

κ2 = [sin(θD) sin(θA) cos(φ) − 2 cos(θD) cos(θA)]2 [3]

The orientation of transition dipoles is defined with respect
to PDB atom coordinates of the HETATM for CFP and YFP,
from atom N15 to C4 and N3 to CZ, respectively. This assumed
direction is kept consistent for all constructs simulated. For other
donor–acceptor fluorescent pairs, the transition dipoles will need
to be determined from their PDB files.

A graphical user interface (GUI) should be developed to sim-
plify use of the modeling tool. It should include at least the fol-
lowing features: custom dialog boxes to ensure that the user will
enter the necessary arguments and an output window for view-
ing results. Such a GUI can be developed using the wxWindows
toolkit (wxWidgets Open Source Software).

3.1.1. High-Level
Organization of FRET
Biosensor Modeling Tool

1. The solved atomic structure of each domain of a FRET
biosensor construct must be available. Most importantly, the
structure of the sensory domain before and after the desired
cellular event must be available as separate structural files.

2. Domains are treated as rigid bodies while linkers fusing the
domains together are considered flexible.

3. To generate the conformational space of a biosensor con-
struct, a sufficient number of models must be generated
where rigid-body domains are rotated around the flexible
linkers. For each residue in a linker, there are three torsional
or dihedral angles: ψ , 
, and ω. During a random rotation
step, all linker residues are randomly rotated such that all
atoms of a linker residue preceding the N atom along the
N–C� bond are rotated by the torsional angle 
. Next, all
atoms after the C atom along the C�–C bond are rotated by
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angle ψ . While the angles ψ and 
 do not have any restric-
tion so that they range from –180◦ to 180◦, ω is fixed at
180◦. These dihedral angles are given random values, repre-
senting a random rotation of each peptide bond within the
user-defined flexible linkers.

4. Valid conformations must be screened from the collection
of randomly generated conformations. This involves select-
ing only conformations whose atoms do not sterically col-
lide after random rotations of the linker regions. Each ran-
domly generated model is then saved as individual PDB
files.

5. This linker rotation procedure is repeated until a representa-
tive number of models are generated to sufficiently span the
conformational space (see Note 4).

6. From each PDB file generated previously, the distance factor,
orientation factor, and FRET efficiency estimations can be
tabulated.

3.1.2. Structure-Based
Computational Design
Process

1. Determine availability of solved atomic structures for all
domains and proteins used in fusion biosensor protein. For
the sensory domain, structural information for both before
and after a cellular event must be available.

2. Use modeling tool to construct the biosensor construct,
defining domains as rigid bodies and linkers as flexible
sequences with no secondary structure. Generate a sufficient
collection of valid conformations. Determine the distance
factor, orientation factor, and FRET efficiency value for each
generated model. Tabulate values and average to determine a
FRET efficiency value representing the conformational space
of each candidate biosensor construct. Determine the con-
formational space and FRET efficiency value for the FRET
biosensor before and after the desired cellular event.

3. Use the change in FRET efficiency to determine appropri-
ateness of using the proposed biosensor construct for in vitro
and cell imaging studies.

3.1.3. Example of the
Use of the
Computational Modeling
Tool FPMOD to Design a
New Class of Ca2+

Biosensor According to
3.1.2

1. Solved atomic structures for epithelial cadherin, CFP, and
YFP were downloaded from the Protein Databank: 1MYW
(Venus (27), a variant of YFP), 1OXD (CFP), 1EDH with
Ca2+ removed and linkers defined as flexible (epithelial cad-
herin domain in the absence of Ca2+ ions), 1EDH (epithelial
cadherin domain in the presence of Ca2+ ions).

2. Constructs were created in FPMOD (13) for CEcadY12
(Fig. 4.1) before and after Ca2+ binding. Average predicted
values of the distance factor, orientation factor, and FRET
efficiency were determined for 130 conformations each of
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Fig. 4.1. Superposition of multiple conformations of the CEcadY12 biosensor in the presence and absence of Ca2+ bind-
ing. The conformational space conferred by generated models of possible conformations are shown for CEcadY12 before
(left) and after (right) Ca2+ binding. After Ca2+ binding, biosensors homodimerize, forcing the CFP/YFP pair to move closer
and increasing the FRET efficiency.

the unbound case (91 Å, 0.59, 3.1%) and bound case (85 Å,
0.39, 4.5%), respectively.

3. For CEcadY12, the FRET efficiency change predicted was
an increase of 3.6% upon Ca2+ binding. FPMOD demon-
strated that CEcadY12, which is a new class of Ca2+ biosen-
sors, showed a sufficient predicted change in FRET effi-
ciency to warrant further study. In vitro FRET efficiency
measurements showed an increase of 14% upon binding of
Ca2+. The developed FRET biosensor can be used further
in live-cell imaging studies (data not shown). Other relevant
characteristics of a FRET biosensor can be discerned from
the predicted values if desired (see Note 5).

3.2. Cassette System

3.2.1. Components of a
Standard Cassette
Vector

1. The standard cassette vector we created follows the scheme
illustrated in Fig. 4.2. Restriction cut sites 2a and 2b should
be sequences for different restriction enzymes that pro-
duce blunt or compatible cohesive ends such as SpeI/NheI,
BamHI/BglII, and StuI/SmaI (more than one pair of com-
patible restriction enzymes can be included at this multiple
cloning site). When these compatible cohesive ends are lig-
ated together, the ligation product becomes unrecognizable
by either restriction enzyme. Cut sites 1 and 3, however,
should be sequences that produce unique cohesive ends on
the vector such as NcoI and XhoI.

2. The standard cassette vector should also contain a gene for a
fluorescent protein flanked by blunt-end restriction cut sites
4a and 4b such as PmeI.

3. The presence of the stop codon upstream of the fluorescent
protein gene allows for quick, reliable screening of successful
subclones and recombination by fluorescence. The vectors
do not fluoresce when expressed because of the presence of
the stop codon. However, when the stop codon is replaced
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Fig. 4.2. Schematic diagram of a standard cassette vector. Restriction sites 1 and 3
should produce unique cohesive ends, such as NcoI and XhoI. Sites 2a and 2b should
produce either blunt ends or compatible cohesive ends such as SpeI/NheI, BamHI/BglII,
and Stu I/Sma I. Multiple compatible restriction sites can be included in the vector at
these sites. Finally, sites 4a and 4b should produce blunt ends to allow the removal of
the fluorescent protein gene.

by a gene of interest, the fluorescent protein gene will be
expressed, indicating a successful subclone.

4. If a non-fluorescent cassette is desired, the fluorescent pro-
tein gene can be easily removed by cutting at blunt-end sites
4a and 4b followed by a self-ligation.

3.2.2. Construction of a
Standard Cassette
Vector – pCfvtx

1. Our standard expression vector, pCfvtx (21), was created
from pTriEx 1.1 – Hygro and pVenus (27) (see Notes 6
and 7).

2. Primers were used to PCR amplify the Venus gene with
the restriction enzyme sequences for NcoI, SpeI, NheI,
and PmeI upstream of Venus (5′-CATGCCATGGG-
CCTGACTAGTAGGCCTGCTAGCCTGTTTAAACTGG-
TGAGCAAGGGCGAGGAGCTG-3′) and PmeI and XhoI
downstream of Venus (5′-CCGCTCGAGTTACAGTTT-
AAACAGGGCGGCGGTCACGAACTCCA-3′). The PCR
fragment was subcloned into pTriEx 1.1 – Hygro at NcoI
and XhoI, by screening for a fluorescent colony to form an
intermediate vector.

3. Multiple cloning sites were subcloned into the intermediate
vector to create pCfvtx by using PCR fragments containing
SpeI, BamHI, StuI and BglII, SmaI, NheI sandwiching a
stop codon using 5′-end phosphorylated primers (sense: 5′-
CTAGTGGATCCAGGCCTTAAAGATCTCCCGGGG-3′

and anti-sense: 5′-CTAGCCCCGGGAGATCTTTAAGGC-
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CTGGATCCA-3′). This PCR fragment was subcloned into
the intermediate vector at SpeI and NheI. A non-fluorescent
colony was selected.

3.2.3. Generating a
Cassette Library

Fusion proteins of greater complexity and multiple domains can
be easily constructed following a consistent set of protocols
(Fig. 4.3). Each new cassette becomes part of a growing cassette
library.

Fig. 4.3. Insertion of a gene into the standard cassette vector. See text for subcloning details.
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Insertion of a New Gene
of Interest

1. Polymerase chain reaction (PCR): Primers are designed to
contain the necessary restriction sites, matching those on
pCfvtx, to facilitate insertion into the standard host vec-
tor. Annealing temperature, length, and cDNA or plasmid
source depend on the gene of interest being amplified.
Gene fragments are amplified using the Eppendorf Mas-
tercycler Personal and Pfu DNA polymerase. PCR reac-
tion buffer contains 5 �L of 10× PCR buffer with MgSO4
(provided with enzyme), 5 �L each of the 5′–3′ and 3′–
5′ primers, 5 �L of 5 mM dNTP, 1 �L of cDNA or
plasmid source, 28.5 �L water, and 0.5 �L Pfu DNA
polymerase.

2. Purification of PCR fragment: The Invitrogen PureLink
PCR Purification kit was used to purify PCR fragments.
The kit can be used to purify fragments ranging in length
from 100 to 12,000 bp. It is highly recommended that
a DNA gel (1% agarose gel in 0.5× TAE buffer, 25 min
at 100 V) be run to check for the presence of the gene
of interest, as well as to assess the specificity of the
PCR amplification. The gene of interest should appear
as a clear band at the correct size when compared to a
DNA ladder. If a blur appears or no band is visible, the
PCR conditions should be modified to better amplify the
gene.

3. Enzyme digestion: pCfvtx (host vector) and the PCR frag-
ment are digested at corresponding restriction cut sites
using restriction enzymes. The reaction buffer consists of
1 �L each of the restriction enzymes, 3 �L of 10× buffer
(provided with enzyme), 1 �L 30× BSA buffer (provided
with enzyme), and 24 �L water. Digestions are incubated
at 37◦C for 3 h using the Eppendorf Mastercycler Personal
to keep conditions constant.

4. Purification of digested products: The Invitrogen PureLink
PCR Purification kit can be used to purify the digested
PCR fragment and host vector.

5. Ligation: T4 DNA Ligase is used to ligate the host vector
and PCR fragment. The reaction is carried out with 2 �L
of ligase buffer (provided with enzyme) and 1 �L T4 DNA
ligase at 16◦C for 1 h using the Eppendorf Mastercycler
Personal to keep conditions constant.

6. Transformation of competent E. coli cells: 20 �L aliquots
of DH5� E. coli cells are stored at –80◦C. Prior to trans-
formation, an aliquot is left to slowly thaw on ice (4◦C).
One microliter of the ligation product is mixed into the
competent cell aliquot. Transformation is achieved by heat-
shocking the cells, first quickly subjecting the aliquot to
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42◦C for 40 s and then placing it back on ice for another
5 min.

7. E. coli cell culturing: Transformed cells are grown in 1 mL
of LB containing 1 �L of 100 �g/mL ampicillin overnight
at 37◦C in a shaking incubator at 200 rpm.

8. Fluorescence screening: Cell growths are diluted and plated
on agar plates. The diluted cell solution is spread onto
a pre-warmed plate. The plate is then incubated at 37◦C
overnight to form colonies. Colonies containing successful
subclones are screened by fluorescence using an Illumatool
Tunable Lighting System LT-9500. Colonies from a trans-
formation will form both fluorescent and non-fluorescent
colonies. Only successful subclones will fluoresce. A fluo-
rescent colony can thus be picked off the plate and grown
in 3 �L LB overnight at 37◦C.

9. Plasmid purification: The Invitrogen PureLink Quick Plas-
mid Miniprep kit is used to extract plasmid DNA from
E. coli cells. Extracted plasmids are stored at –20◦C.

10. Size and sequence checking: A purified plasmid from a new
insertion subclone can be size-checked by digesting the
plasmid at available restriction cut sites on the standard cas-
sette vector for 1.5 h at 37◦C. The digested product can
be run through a DNA gel and the size of the insertion
product verified with a DNA ladder. If the size of the inser-
tion is correct, a final check should be performed by send-
ing the plasmid out for sequencing to ensure there were
no frameshifts or other misligations during the subcloning
process.

Removing the
Fluorescent Protein
Gene

1. Enzyme digestion: The fluorescent protein gene can be eas-
ily removed (Fig. 4.4) by digesting the plasmid at the blunt-
end (e.g., PmeI) restriction cut site.

2. Purification: The Invitrogen PureLink PCR Purification kit
can be used to purify the digested plasmid.

3. Ligation and transformation: The same procedure can be
used as in Section 3.2.3.1 (steps 5–7) to ligate and trans-
form the digested plasmid.

4. Screening: Since the fluorescent protein gene is removed,
non-fluorescent colonies should be picked off the plate
and grown overnight. The purification of the new, non-
fluorescent plasmid remains the same as in Section 3.2.3.1.
This new plasmid can be added to the growing cassette
library.

Recombination of
Cassette Plasmids

The availability of compatible cohesive ends allows cassettes to
be combined and recombined irrespective of order, each time
resulting in a fusion cassette with the same standard restriction
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Fig. 4.4. Removal of the fluorescent protein gene. See text for subcloning details.

cut site scheme (Fig. 4.5a). There are two ways to create an AB
fusion from cassette A and B: ligate the “insert” from cassette B
(digested at 2a and 3) to the “host” cassette A (digested at 2b and
3), or ligate the “insert” from cassette A (digested at 1 and 2b) to
the “host” cassette B (digested at 1 and 2a) (Fig. 4.5b). Creating
a BA fusion from cassette A and B follows a similar scheme (Fig.
4.5c). Both the resulting AB and BA fusion cassettes will have the
same standard vector structure and can be added to the cassette
library.

To facilitate easy fluorescence-based screening, the “insert”
should be fluorescent, while the “host” should be non-fluorescent
(Fig. 4.6). Alternatively, both the cassettes can be fluorescent as
long as two spectrally different fluorescent genes are used.

1. Digestion of “host” plasmid: The “host” plasmid is digested
at restriction cut sites 1 and 2a (the “insert” will be inserted
at the 5′-end) or cut sites 2b and 3 (the “insert” will be
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Fig. 4.5. Construction of fusion cassettes. There are two ways to create an AB fusion from available cassettes A and B
(a). One method is to ligate the insert from cassette A digested at sites 1 and 2b into the host cassette B digested at 1
and 2a (b). Ligating the compatible cohesive ends at sites 2a and 2b will result in a sequence unrecognized by either
restriction enzyme. A similar method can be used to form a BA fusion (c). Any cassette formed from the standard cassette
vector will contain the same structure after subcloning.

inserted at the 3′-end). Follow steps 3 and 4 of Section
3.2.3.1.

2. Digestion of “insert” plasmid: The insertion fragments
should be fluorescent and digested at two restriction cut
sites flanking both the gene of interest and the fluorescent
protein gene (sites 2a and 3 or 1 and 2b). Step 3 of Section
3.2.3.1 can be followed to digest the plasmid; however, this
digested fragment should be purified differently. The diges-
tion product for this “insert” plasmid will result in both cut
insert fragment and the rest of the plasmid with same pro-
truding cohesive ends. To isolate just the insertion fragment,
a DNA gel electrophoresis can be run and the insertion frag-
ment excised from the gel. The Invitrogen PureLink Quick
Gel Extraction kit can be used to purify the excised gel piece.

3. Ligation and transformation: Follow steps 5–10 of Section
3.2.3.1.

3.2.4. Example of
Creation of CEcadY12
Ca2+ Biosensor
Subcloning CEcadY12
from Cassette Plasmids

1. Following Section 3.2.3.1, the following plasmids were pre-
viously created and added to the cassette library: pCFPtx
(21) contains the gene coding for Cerulean (a variant of
CFP) (28); pEcad12vtx (13) contains domains 1 and 2 of
epithelial cadherin upstream of Venus.

2. Following Section 3.2.3.3, pCFPtx was digested at NcoI
and NheI while pEcad12vtx was digested at NcoI and
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Fig. 4.6. Recombination of existing cassette plasmids into new fusion proteins. See text for subcloning details.

SpeI. (Recall: SpeI and NheI produce compatible cohesive
ends.)

3. E. coli cells were transformed with the ligated plasmid
(named pC12Ytx). Colonies with both cyan and yellow flu-
orescence were screened and selected. pC12Ytx: Cerulean-
Ecad12-Venus.
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Tagging of Fusion
Proteins for Purification
(e.g., with Histidine, His,
or Glutathione-S-
Transferase,
GST)

1. The following plasmids were previously created and added
to the cassette library: pC12Ytx (13) and pHistx (21), which
contains a 6x-His tag.

2. Following Section 3.2.3.3, pC12Ytx was digested at SpeI
and XhoI while pHistx was digested at NheI and XhoI.

3. E. coli cells were transformed with the ligated plasmid
(named pHisC12Ytx). Colonies with both cyan and yel-
low fluorescence were screened and selected. pHisC12Ytx
contains a 6xHis affinity tag that can be used to purify
the CEcadY12 biosensor protein using Ni-NTA 6% agarose
beads charged with Ni2+ ions.

Tagging of Fusion
Proteins for Subcellular
Localization

1. The following plasmids were previously created and added
to the cassette library: pC12Ytx (13) and pTattx (21),
which contains a peptide that localizes to the nucleolus and
nucleus.

2. Following Section 3.2.3.3, pC12Ytx was digested at SpeI
and XhoI while pTattx was digested at NheI and XhoI.

3. E. coli cells were transformed with the ligated plasmid
(named pTatC12Ytx). Colonies with both cyan and yellow
fluorescence were screened and selected. pTatC12Ytx con-
tains a peptide derived from the HIV TAT protein transduc-
tion domain that can be used to target the CEcadY12 Ca2+

biosensor protein to the nucleolus and nucleus.

3.3. Live-Cell
Imaging Using
Fluorescence
Microscopy

3.3.1. Cell Culture
Procedures

These procedures are used for maintaining Cos-7 cells. Dilu-
tions and growth conditions may vary for different cell lines
(see Note 8).

1. Growing cells from stock: Cos-7 cells are stored at –80◦C
in DMSO. Prior to growing cells in T-25 flasks, thaw cells
in a water-bath at 37◦C and pre-heat DMEM with 10% FBS
growth medium at 37◦C. Add 5 mL DMEM with 10% FBS
growth medium to T-25 flask. Gently mix thawed cell solu-
tion. Slowly add cell solution (106–107 cells/mL) to T-25
flask dropwise. Gently rock the flask to distribute cells and
incubate overnight at 37◦C at 5% CO2. Cells should be
about 80–100% confluent by the next day.

2. Passaging cells: Pre-heat DMEM with 10% FBS growth
medium, PBS without Ca2+, and trypsin–EDTA at 37◦C.
Add 5 mL DMEM with 10% FBS growth medium to a new
sterile T-25 flask. Remove old growth medium from cell T-
25 flask. Gently add 5 mL of PBS to wash cells and remove
PBS solution. Add 1 mL of trypsin–EDTA to the flask. Incu-
bate cells for 3 min at 37◦C. Rock the flask and tap gently to
detach cells from bottom surface. Remove trypsinized cells
and place into an eppendorf tube. Centrifuge at 500g for
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3 min. Remove supernatant, being careful to avoid disturb-
ing the cell pellet. Resuspend cells in 100 �L DMEM with
10% FBS. Add cells at desired dilution ratio to new T-25
flask.

3. Stocking cells: Cells should be at 80–100% confluency. Pre-
heat DMEM with 10% FBS growth medium, PBS without
Ca2+, 1 mL of trypsin–EDTA, and 0.5 mL DMSO solution.
Remove old growth medium from T-25 flask. Gently add 5
mL of PBS to wash cells and remove PBS solution. Mix 1
mL of trypsin–EDTA solution and add to the flask. Incu-
bate cells for 3 min at 37◦C. Rock the flask and tap gently to
detach cells from bottom surface. Remove trypsinized cells
and place into an eppendorf tube. Centrifuge at 500g for
3 min. Remove supernatant, being careful to avoid disturb-
ing the cell pellet. Resuspend cells in 100 �L DMEM with
10% FBS. Remove 50 �L of cell solution and add to a stor-
age tube. Mix DMSO solution and add dropwise to storage
tube containing cells. Very gently mix the solution. Freeze
storage tube in a styrofoam freezer box at –20◦C overnight.
The following day, move Styrofoam box to –80◦C for long-
term storage. Follow step 1 in this section to re-grow cells
from stock.

3.3.2. Preparing Cells
for Transfection and
Imaging

1. Growing cells in glass-bottom wells: When cells are at 80–
100% confluency, passage cells as in Section 3.3.1. Pre-heat
DMEM with 10% FBS growth medium, PBS without Ca2+

(Invitrogen), and 1 mL of trypsin–EDTA at 37◦C. Add 2
mL DMEM with 10% FBS growth medium to a new sterile
glass-bottom well. Remove old growth medium from T-25
flask. Gently add 5 mL of PBS to wash cells and remove
PBS solution. Add 1 mL of trypsin–EDTA to flask. Incu-
bate cells for 3 min at 37◦C. Rock the flask and tap gently to
detach cells from bottom surface. Remove trypsinized cells
and place into an eppendorf tube. Centrifuge at 500g for
3 min. Remove supernatant, being careful to avoid disturb-
ing the cell pellet.

2. Resuspend cells in 100 �L DMEM with 10% FBS. Add cells
at desired dilution ratio to the glass-bottom well. For next
day transfection, dilute Cos-7 cells at 1:10.

3.3.3. Transfection 1. Preparing transfection solution: When cells in glass-bottom
wells are at 50% confluency, prepare transfection solution
using Lipofectin. Mix 2 �g of plasmid with 100 �L of pre-
heated DMEM without FBS. In a separate eppendorf tube,
mix 10 �L of Lipofectin solution with 100 �L of DMEM
without FBS. Incubate for 30–45 min at room temperature.
Mix the two solutions gently and incubate for 15–30 min,
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allowing plasmid DNA to complex with the Lipofectin
solution.

2. Preparing cells for transfection: Carefully remove old growth
medium from glass-bottom wells. Wash cells with 2 mL of
DMEM without FBS and remove the solution.

3. Adding transfection solution to washed cells: Gently mix
0.8 mL of DMEM without FBS into incubated transfection
solution containing Lipofectin and plasmid DNA. Add this
solution gently to the glass-bottom well. Incubate at 37◦C
with 5% CO2 for 5–8 h.

4. Growing transfected cells: Remove Lipofectin-containing
medium and replace with 2 mL of DMEM with 10% FBS
growth medium. Grow transfected cells at 37◦C with 5%
CO2 for 12–48 h.

3.3.4. Imaging
Experiment

1. Imaging experiment: Set up fluorescence microscope with
appropriate filters and objectives (see Section 2.3, step 4
for microscope specifications). Prepare software settings for
fluorescence measurements as appropriate for the imaging
experiment to be performed.

2. Preparing cells for imaging (see Note 9): Remove old growth
medium and wash cells with 1 mL PBS. Add 1.8 mL PBS
solution to prevent cells from drying out.

3. Preparing stimulus solution: Dilute stimulus stock solu-
tion to 10× desired concentration. For example, if a
concentration of 1 �M is required to stimulate cells
during imaging, prepare a concentrated solution of
10 �M.

4. During imaging experiment: Add 200 �L stimulant drop-
wise to glass-bottom well, allowing stimulant solution to dif-
fuse across cells (see Note 10).

5. Fluorescence measurement: Define regions of interest and
monitor fluorescence changes for both donor and acceptor
emission channels.

3.3.5. Example of Use
of FRET Biosensor to
Monitor Ca2+ Response

1. Ca2+ biosensor construct: A troponin-based Ca2+ biosen-
sor named C-TNXL-V was amplified from TN-XL
(29) and subcloned into our cassette sys-
tem. In the presence of Ca2+, C-TNXL-V
shows an increase in FRET efficiency; this
corresponds to a decrease in CFP emission with a cor-
responding increase in YFP emission.

2. 10 �M ATP or 1 �M ionomycin can be used to stimulate
cells during imaging (Fig. 4.7a). A plot of the changes in flu-
orescence intensity for the CFP and YFP channels is shown
in Fig. 4.7b, c.
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Fig. 4.7. Response of C-TNXL-V biosensor to ATP stimulation. Cos-7 cells were transfected with the C-TNXL-V Ca2+

biosensor (a). Fluorescence intensities for both the YFP and CFP channels were measured where indicated by an arrow.
Ten micromolars of ATP was added to cause a Ca2+ response at 100 s (b). YFP/CFP ratio changes are also shown (c).

3.3.6. Example of Use of
FRET Biosensor to
Monitor Apoptosis

1. vDEVDc is a caspase-7 FRET biosensor that consists of a
CFP and a YFP sandwiching a caspase recognition peptide,
Asp-Glu-Val-Asp (DEVD) (16, 18).

2. 5 mM of STS is used to induce apoptosis in Cos-7 cells.
During apoptosis, caspase-7, an executioner protease, is acti-
vated. In the presence of endogeneous caspase-7, the vDE-
VDc biosensor is cleaved, separating the fluorescent pair and
causing a decrease in FRET efficiency. Figure 4.8b, c shows
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an increase in CFP emission with a corresponding decrease
in YFP emission upon cleavage.

3. Corresponding morphological changes can also be
observed, confirming apoptotic changes within the cell
(16, 22) (Fig. 4.8a).

Fig. 4.8. Response of vDEVDc biosensor to STS-induced apoptosis. Cos-7 cells were transfected with the vDEVDc cas-
pase biosensor. Cell images are taken before (left) and after (right) STS-induced apoptosis (a). Fluorescence intensities
for both the YFP and CFP channels were measured where indicated by an arrow (b). YFP/CFP ratio changes are also
shown (c).
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4. Notes

1. Store all enzymes at –20◦C. To prevent cross-
contamination, we often aliquot the solutions into
smaller eppendorf tubes that are clearly labeled. This
prevents the contamination of larger volumes.

2. Unless otherwise stated, store growth medium (DMEM
with or without FBS) at 4◦C and all other cell culture
solutions at –20◦C. To prevent repeated cycles of thaw-
ing and freezing, aliquot these solutions into smaller tubes,
for instance, trypsin–EDTA is aliquoted into 1 mL aliquots
since this is the amount needed for each passage.

3. Make sure to immediately clean off unused oil from objec-
tives using lens paper sprayed with ethanol. The buildup of
oil is much harder to clean off and will affect cell images
taken.

4. The number of models generated for each biosensor was
deemed sufficient when doubling the number of generated
models did not change the overall average obtained (13).

5. Developing a computational tool that outputs the distance
and orientation factors in addition to the FRET efficiency
allows other biosensor characteristics to be studied. For
instance, the conformational change of CEcadY12 involves
homodimerization in the presence of Ca2+. Closer inspec-
tion of the Ca2+-bound models revealed a shorter, more
restrained distance between the CFP and the YFP (91 Å
versus 85 Å). This restrained distance is caused by limited
rotational freedom of the linkers in the presence of Ca2+ as
observed from the change in orientation factor from 0.59
to 0.39 (13).

6. We often use Venus instead of other YFP variants because
it matures (folds) faster and is a generally brighter variant.

7. Another standard vector that was created is pCfcerutx3,
which has the same structure as pCfvtx with the Venus
gene replaced by a gene coding for Cerulean, a variant to
CFP (28). Instead of the base vector pTriEx 1.1 – Hygro,
pTriEx 3 – Hygro (Novagen) was used.

8. Perform all cell-culture steps in a laminar hood to prevent
contamination.

9. Leave cells in growth medium until ready to image.
Removal of growth medium too early will cause cells to
detach from the glass surface. Similarly, it is important to
add and remove solutions very slowly and gently to prevent
detaching cells.
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10. When adding stimulants, be careful not to disturb the sur-
face of the PBS solution, as this will cause a noticeable
change in measured fluorescence intensity levels. Similarly,
be careful not to touch any part of the microscope setup,
as measurements are also sensitive to small vibrations.
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Chapter 5

Synthetic Fluorescent Probes for Imaging of Peroxynitrite
and Hypochlorous Acid in Living Cells

Dan Yang, Zhen-Ning Sun, Tao Peng, Hua-Li Wang, Jian-Gang Shen,
Yan Chen, and Paul Kwong-Hang Tam

Abstract

Peroxynitrite (ONOO–) and hypochlorous acid (HOCl) are two highly reactive oxygen species gener-
ated in biological systems. The overproduction of peroxynitrite or hypochlorous acid is implicated in a
broad array of human pathologies including vascular, immunological, and neurodegenerative diseases.
However, unambiguous detection of these reactive oxygen species has been relatively difficult due to
their short biological half-lives and multiple reaction pathways. Based on their specific chemical reac-
tions, we have developed fluorescent probes HKGreen-1 and HKOCl-1 for highly sensitive detection
of peroxynitrite and hypochlorous acid, respectively. Both probes have been demonstrated to be able to
discriminate corresponding reactive species from other reactive oxygen and nitrogen species (ROS and
RNS) in not only chemical systems but also biological systems. The endogenous production of perox-
ynitrite in neuronal cells under oxygen-glucose deprivation (OGD) conditions has been visualized for
the first time by utilizing HKGreen-1 probe, whilst the endogenous production of hypochlorous acid in
macrophage cells upon stimulation with LPS, IFN-�, and PMA has been imaged by utilizing HKOCl-1
probe.

Key words: Fluorescent probe, HKGreen-1, HKOCl-1, peroxynitrite, hypochlorous acid, reactive
oxygen species, reactive nitrogen species, neuronal cell, oxygen-glucose deprivation, macrophage
cell.

1. Introduction

Peroxynitrite (ONOO–), a short-lived highly reactive species,
is formed in vivo by the diffusion-controlled reaction between
overproduced nitric oxide (•NO) and superoxide (O2

•–) radicals
(1–4). Accumulating evidence has suggested that peroxynitrite
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contributes to the pathogenesis of many human diseases including
ischemic reperfusion injury, circulatory shock, diabetes, chronic
heart failure, stroke, myocardial infarction, cancer, chronic inflam-
matory diseases, and neurodegenerative disorders (5, 6). Unfor-
tunately, comprehensive investigations and understandings of the
pathological and physiological roles of peroxynitrite have been
hampered by the difficulty in achieving specific detection of intra-
cellular peroxynitrite for its short biological half-life and mul-
tiple reaction pathways (7). Despite numerous efforts in the
literature to develop new methods for the detection of per-
oxynitrite, none of them turns out to be specific and highly
sensitive (7–9).

On the basis of a specific chemical reaction (10–12),
we have developed a novel fluorescent probe HKGreen-1
(Fig. 5.1) for highly sensitive detection of peroxynitrite (12).
The probe HKGreen-1 has been proven to be applicable
for the detection and imaging of peroxynitrite in living cells
(12, 13). Probe-loaded primary cultured neuronal cells dis-
played strong fluorescence signals after treatment with perox-
ynitrite donor 3-morpholinosydnonimine hydrochloride (SIN-1),
whereas negligible fluorescence signals were observed in the cells
upon treatment with nitric oxide donor S-nitroso-N-acetyl-DL-
penicillamine (SNAP) or superoxide donor (xanthine/xanthine
oxidase). Furthermore, by utilizing HKGreen-1 probe, visual-
ization of endogenous peroxynitrite production in neuronal cells
was achieved for the first time under oxygen-glucose deprivation
(OGD) conditions (14, 15).

Fig. 5.1. Chemical structures of fluorescent probes HKGreen-1 (12) and HKOCl-1 (24).

Hypochlorous acid (HOCl, pKa = 7.5) or its basic form,
hypochlorite (OCl–), is another reactive species present in cells.
It is generated predominantly in activated leukocytes, including
neutrophils, macrophages, and monocytes (16), by myeloperoxi-
dase (MPO)-catalyzed oxidation of chloride ions in the presence
of hydrogen peroxide. In biological systems, hypochlorous acid
functions mainly in the prevention of microbial invasion as neither
bacteria nor mammalian cells can neutralize its toxic effects due to
a lack of enzymes for catalytic detoxification (17). Many studies
have pointed to the role of hypochlorous acid in the pathogenesis
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of human diseases including cardiovasculopathies, osteoarthritis,
and neurodegeneration (16, 18–21). Two red fluorescent probes
for hypochlorous acid were reported recently (22, 23), though
issues concerning their sensitivity remain to be addressed. We
have developed a green fluorescent probe HKOCl-1 (Fig. 5.1)
for highly sensitive and selective detection of hypochlorous acid
based on its specific reaction with p-methoxyphenol (24). By uti-
lizing HKOCl-1 probe, endogenous production of hypochlorous
acid in macrophage cells was visualized after exposure to stimuli
such as lipopolysaccharide (LPS), interferon-� (IFN-�), and phor-
bol 12-myristate 13-acetate (PMA) (24).

2. Materials

2.1. Cell Culture 1. Pregnant Sprague-Dawley rats (Harlan).
2. Neuronal cell growth medium: Neurobasal medium

(Gibco) supplemented with 2% B27 (Gibco), 0.5 mM glu-
tamine, 100 units/mL penicillin, and 100 �g/mL strepto-
mycin (all Sigma-Aldrich).

3. Neurobasal medium (Gibco) supplemented with 2% B27
minus antioxidants (B27 minus AO; Gibco).

4. Oxygen-glucose deprivation (OGD) medium: Dulbecco’s
modified Eagle’s medium (DMEM) without glucose
(Gibco) gassed with 94% N2/1% O2/5% CO2 for
15 min.

5. Macrophage cell growth medium: Dulbecco’s modified
Eagle’s medium (DMEM; Gibco) containing 10% fetal
bovine serum (FBS; Gibco) supplemented with 100
units/mL penicillin (Sigma-Aldrich) and 100 �g/mL
streptomycin (Sigma-Aldrich).

6. RAW 264.7 macrophage cells (ATCC).
7. T-75 culture flasks (Corning).
8. Teflon cell scrapers (Thermo Fisher).
9. Poly-L-lysine-coated 6-well culture plates (BD Bio-

sciences).
10. 35 mm cover-slip dishes (MatTek).
11. Phosphate-buffered saline (PBS; 1×, Gibco).

2.2. Imaging of
Peroxynitrite
Production with
Probe HKGreen-1

1. Acetonitrile (CH3CN; ≥99.93%, biotech. grade, Sigma-
Aldrich).

2. Dimethyl sulfoxide (DMSO; ≥99.9%, for molecular biol-
ogy, Sigma-Aldrich).
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3. HKGreen-1 is synthesized according to published proce-
dures (12). Prepare a 2 mM stock solution of HKGreen-
1 (F.W. = 659.39) in CH3CN by dissolving 2.0 mg of
the probe crystals in 1.517 mL of anhydrous acetonitrile
(see Note 1).

4. Dihydroethidium (HE; Invitrogen). Prepare a 4 mM stock
solution of HE (F.W. = 315.41) in DMSO by dissolv-
ing 1.3 mg of HE in 1.030 mL of anhydrous DMSO (see
Note 2).

5. 3-Morpholinosydnonimine hydrochloride (SIN-1; Sigma-
Aldrich), dissolved at 1 mM in water immediately before
the experiment.

6. S-Nitroso-N-acetyl-DL-penicillamine (SNAP; Sigma-
Aldrich), dissolved at 1 mM in DMSO immediately before
the experiment.

7. Xanthine and xanthine oxidase (X/XO; Sigma-Aldrich).

2.3. Imaging of
Hypochlorous Acid
Production with
Probe HKOCl-1

1. N,N-dimethylformamide (DMF; ≥99.93%, biotech. grade,
Sigma-Aldrich).

2. HKOCl-1 is synthesized according to published proce-
dures (24). Prepare a 2 mM stock solution of HKOCl-1
(F.W. = 512.24) in DMF by dissolving 1.0 mg of the probe
crystals in 0.976 mL of anhydrous DMF (see Note 3).

3. Lipopolysaccharide (LPS; purified by phenol extraction,
Sigma-Aldrich), dissolved at 1 mg/mL in 1× PBS imme-
diately before the experiment.

4. Interferon-� (IFN-�; ≥98%, Sigma-Aldrich), dissolved at
50 �g/mL in 1× PBS immediately before the experiment.

5. Phorbol 12-myristate 13-acetate (PMA; ≥99%, molecular
biology grade, Sigma-Aldrich), dissolved at 20 �g/mL in
DMSO immediately before the experiment.

3. Methods

3.1. Imaging of
Exogenous
Peroxynitrite with
HKGreen-1 in
Primary Cultured
Neuronal Cells

1. Sprague-Dawley rats were used with permission from local
health authorities and maintained in compliance with the
principles set forth in the “Guide for Care and Use of Lab-
oratory Animals.” Primary cortex neurons from embryonic
day 15 Sprague-Dawley rats were isolated as described in the
literature (14, 25).

2. Seed the suspension of dispersed neuronal cells at a den-
sity of 2 × 106 cells/well on poly-L-lysine coated 6-well
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culture plates or 35 mm cover-slip dishes with neuronal cell
growth medium. Maintain the cells in a humidified incuba-
tor at 37◦C, in 5% CO2-95% air. After 4 days, replace half
of the growth medium with fresh medium. Change growth
medium twice a week. On day 9, change growth medium to
neurobasal medium supplemented with B27 minus AO. On
day 10, use cultured cortical cells for imaging experiments.

3. Retrieve plates or dishes from the incubator. Discard the old
medium. Add fresh medium (1.980 mL; neurobasal medium
supplemented with 2% B27 minus AO) and incubate the
plates or dishes for at least 1 h.

4. Add 20 �L of HKGreen-1 stock solution to each well to
give a final concentration of 20 �M in the medium. Incubate
for 15 min at 37oC to load cells with the probe (see Note 4).

5. Take out the cells from the incubator and wash them with
1× PBS three times. Treat the cells with 10 �M SIN-1 or
10 �M SNAP or 100 �M of xanthine plus 0.1 IU of xan-
thine oxidase (X/XO) in 2 mL PBS for 15 min (see Notes 5
and 6).

6. Wash the cells again with 1× PBS. After washing, add 2 mL
of 1× PBS to each sample (see Note 5).

7. Observe cells under a fluorescent microscope. Use bright-
field illumination to obtain phase-contrast images of cells
after focusing on them. Record fluorescence images by using
excitation at 488 nm. Examples of the fluorescence images
are shown in Fig. 5.2 (see Notes 7 and 8).

3.2. Imaging of
Endogenous
Peroxynitrite
Production with
HKGreen-1 in
Primary Cultured
Neuronal Cells Under
Hypoxia Conditions

1. Prepare neuronal cells on imaging plates or dishes (see Sec-
tion 3.1). Change to fresh medium (1.978 mL) 1 h before
the experiments.

2. Add 20 �L of HKGreen-1 and 2 �L of HE stock solutions
to each well to give final concentrations of 20 and 4 �M,
respectively. Incubate for 15 min at 37◦C to load cells with
the probes.

3. Take out the cells from the incubator and gently wash them
with 1× PBS twice. Then incubate the cells in OGD medium
(2 mL) at 37◦C for indicated time (2 h or 12 h) in a humid-
ified hypoxia chamber equilibrated with 94% N2/1% O2/5%
CO2.

4. At the end of OGD, wash the cells twice with 1× PBS
and observe them under a fluorescent microscope. Use
bright-field illumination to obtain phase-contrast images of
cells after focusing on them. Record fluorescence images by
using excitation at 488 nm. Detect green fluorescence at
510 nm produced by HKGreen-1 oxidation and the red
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fluorescence at 590 nm produced by HE oxidation. Exam-
ples of fluorescence images are shown in Fig. 5.3 (see Notes
7, 8, and 9).

Fig. 5.3. Imaging of primary cultured neuronal cells: phase contrast (left); fluorescence via green channel (middle); fluo-
rescence via red channel (right). Neuronal cells were incubated with HKGreen-1 and HE (20 �M and 4 �M, respectively)
for 15 min and then subjected to OGD condition: (a) Control; (b) OGD for 2 h; (c) OGD for 12 h.

3.3. Imaging of
Endogenous
Hypochlorous Acid
Production with
HKOCl-1 in
Macrophage Cells

1. Culture RAW 264.7 macrophage cells in DMEM containing
10% FBS supplemented with 100 U/mL of penicillin and
100 �g/mL streptomycin at 37◦C in 5% CO2. Subculture
cells by scraping and seeding them in T-75 flasks. Change
growth medium every two or three days. Grow cells to con-
fluence for imaging experiments.

2. Seed macrophage cells at a density of 2 × 106 cells/well
on 35 mm cover-slip dishes with serum-free DMEM. After
24 h, change to fresh serum-free DMEM (1.996 mL) and
incubate the cells for 1 h.

3. Take out the cells from the incubator. Add 2 �L of LPS stock
solution and 2 �L of IFN-� stock solution (final concentra-
tions of 1 �g/mL and 50 ng/mL in medium, respectively)
and incubate cells for further 4 h (see Note 10).
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4. Take out the cells from the incubator. Add 1 �L of PMA
stock solution (final concentration 20 �g/mL) and incubate
for 30 min (see Note 11).

5. Add 20 �L of HKOCl-1 stock solution to each well to give
a final concentration of 20 �M in the medium and incubate
for 1 h to load cells with the probe (see Note 12).

6. Take out the cells from the incubator. Wash them gently with
1× PBS twice and then add 1 mL of 1× PBS.

7. Observe the cells under a fluorescent microscope. Use
bright-field illumination to obtain phase-contrast images of
cells after focusing on them. Record green fluorescence
images by using excitation at 488 nm. Examples of fluores-
cence images are shown in Fig. 5.4 (see Note 7).

Fig. 5.4. Images of RAW 264.7 macrophages: phase contrast (lower); fluorescence (upper). Cells were treated with
various stimulants and then incubated with HKOCl-1 (20 �M) for 1 h. (a) Control; (b) LPS (1 �g/mL) and IFN-� (50 ng/mL)
for 4 h, then PMA (10 nM) for 0.5 h. (Reprinted with permission from (24), Copyright 2008 American Chemical Society.)
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4. Notes

1. Crystalline form of probe HKGreen-1 can be kept in a
glass vial wrapped with aluminum foil for several months
at –20◦C. Use CH3CN of high purity to make stock solu-
tions, which can be stored at –20◦C in the dark for no more
than 3 weeks. Note that CH3CN is harmful and highly
flammable.

2. Use DMSO of high purity to make HE stock solutions,
which can be stored at –20◦C in the dark for no more than
3 weeks (26).

3. Crystalline form of probe HKOCl-1 can be kept in a glass
vial wrapped with aluminum foil for several months at –
20◦C. Use DMF of high purity to make stock solutions,
which can be stored at –20◦C in the dark for no more than
3 weeks. Note that DMF is harmful.

4. Incubation time and concentration of HKGreen-1 need to
be carefully optimized, since optimal conditions may vary
for different cell types.

5. Warm PBS solution to 37◦C before use and wash the cells
gently.

6. Use freshly prepared solutions of SIN-1, SNAP, xanthine,
and xanthine oxidase. SIN-1 solid should be kept at –20◦C.
Purchase SIN-1 in small packages as its quality declines
after opening. The duration of incubation of cells with
SIN-1 need to be optimized since simultaneous generation
of superoxide and nitric oxide from SIN-1 is slow.

7. Image cells immediately after washing them with PBS.
Choose healthy cells based on their morphology for imag-
ing.

8. Adjust illumination intensity and exposure time for the
sample to minimize photobleaching of HKGreen-1.

9. Duration of light exposure and image acquisition of
HE probe should be minimized to prevent HE photo-
oxidation, which can generate fluorescent products (26).

10. Stock solutions of LPS can be stored at 4◦C in the dark for
no more than 2 months. Stock solutions of IFN-� can be
stored at –20◦C in the dark for no more than 2 months.

11. Stock solutions of PMA can be stored at –20◦C in the dark
for no more than 2 months.

12. Incubation time and concentration of HKOCl-1 need to
be carefully optimized, since optimal conditions may vary
for different cell types.
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Chapter 6

Photo-Activatable Probes for the Analysis of Receptor
Function in Living Cells

Wen-Hong Li

Abstract

Photo-activatable (caged) probes are powerful research tools for biological investigation. The superb
maneuverability of a light beam allows researchers to activate caged probes with pinpoint accuracy. Recent
developments in caging chemistry and two-photon excitation technique further enhance our capability
to perform photo-uncaging with even higher spatial and temporal resolution, offering new photonic
approaches to study cell signaling dynamics in greater detail. Here we present a sample method that com-
bines the techniques of photo-activation and digital fluorescence microscopy to assay an important class
of intracellular receptors for the second messenger D-myo-inositol 1,4,5-trisphosphate (Ins(1,4,5)P3, or
IP3). The imaging assay is performed in fully intact living cells using a caged and cell membrane perme-
able ester derivative of IP3, cm-IP3/PM.

Key words: IP3, IP3 receptors, IP3R, cell permeable ester of IP3, caged IP3, two-photon uncaging,
calcium signaling, calcium imaging.

1. Introduction

Caged probes are molecules whose biological, biochemical, or
physicochemical activities are masked by light-sensitive protecting
groups. The parent molecule of a caged compound usually con-
tains functional groups (carboxylate, phosphate, amine, hydroxy,
phenoxy, amide, etc.) that are crucial for its function. Caging
these functionalities reduces or eliminates the activity of the par-
ent molecule, yet its activity can be abruptly restored with a flash
of light (typically ultraviolet or UV light). Because light beams
can be precisely guided to targeted areas at the time of our choice,
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photo-uncaging offers the advantage of high spatiotemporal defi-
nition for controlling dynamics of cellular biochemistry. Since the
pioneering work of Kaplan and Hoffman who first invented caged
ATP to study cellular ATPase (1), a large number of caged probes
have been developed and applied to biological and biochemical
research (2, 3).

To assay receptor functions in cells, caged ligands for both
cell surface and intracellular receptors have been developed. For
example, caged glutamate (4) is widely used to control the acti-
vation of glutamate receptors on the plasma membrane of neu-
rons; caged D-myo-inositol 1,4,5-trisphosphate (IP3) (5, 6) and
caged cyclic ADP ribose (7) were developed to study Ca2+ release
from intracellular Ca2+ stores gated by the IP3 receptors (IP3Rs)
or ryanodine receptors, respectively. Ideally, caged probes for the
analysis of receptor functions in living cells need to meet a number
of requirements: (1) be inert, i.e., neither activating nor inacti-
vating cellular receptors or proteins; (2) be reasonably soluble in
aqueous solution and biocompatible (non-toxic); (3) have high
photolysis efficiency by UV or two-photon excitation so that only
a small dose of light is needed for photo-activation, thus minimiz-
ing potential photo-damage to live cells; (4) have favorable pho-
tolysis kinetics so that the parent molecule can be rapidly released
to fully activate its receptor prior to inducing desensitization; (5)
non-invasive delivery of caged compounds into cells if their tar-
gets are located intracellularly.

cm-IP3/PM (see Fig. 6.1), a caged and cell membrane per-
meable ester of IP3, meets these requirements and is ideally suit-
able for studying dynamics and functions of Ca2+ release from
intracellular Ca2+ stores gated by IP3Rs. This compound is neu-
tral, with three phosphates protected by six propionyloxymethyl
(PM) esters. The PM ester masks the negative charge of phos-
phate and conveys lipophilicity to the molecule to allow cm-
IP3/PM diffuse passively across cell membranes. Once inside
cells, the PM ester is hydrolyzed by ubiquitous cellular esterases
to produce cm-IP3, a caged IP3 analogue that remains trapped
inside cells. In cm-IP3, the 6-hydroxy of myo-inositol is caged
by 4,5-dimethoxy-2-nitrobenzyl group (DMNB). Because 6-
hydroxy plays a crucial role in the interaction between IP3 and
its receptors, cm-IP3 has negligible binding to IP3Rs. Photoly-
sis of the DMNB group frees 6-hydroxy and generates m-IP3,
a highly potent IP3 analogue with 2- and 3-hydroxies protected
by a methoxymethylene group (Fig. 6.1). M-IP3 binds to IP3Rs
with an affinity about 75% of that of IP3 (6), and it is rapidly
metabolized in cells at a rate very close to that of natural IP3
(8). These properties make m-IP3 and its caged precursor cm-
IP3 ideal pharmacological reagents for controlling the activity of
IP3Rs and for studying the regulation and function of IP3-Ca2+

signaling pathway in living cells.
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Fig. 6.1. Chemical structures of m-IP3, cm-IP3 (caged m-IP3), and cm-IP3/PM (neutral PM ester of cm-IP3) and their mode
of actions in living cells.

Intracellular Ca2+ activities ([Ca2+]i) control a variety of
essential biological processes, and IP3 is an important and ubiq-
uitous second messenger that regulates Ca2+ homeostasis. IP3 is
hydrolyzed from phosphatidylinositol 4,5-bisphosphate (PIP2) by
phospholipase C, which is activated by cell surface receptors upon
ligand stimulation. PIP2 also releases diacylglycerol that activates
protein kinase C. Since methods relying on endogenous mech-
anisms to produce IP3 also activate many branching signaling
events, it is difficult to dissect the function of IP3-Ca2+ signal-
ing branch. Moreover, to examine the spatial heterogeneity of
IP3 sensitivity or Ca2+ release activity of IP3Rs, it would require
elevating IP3 concentration selectively in subcellular areas.

Since two-photon excitation only occurs at the focal point of a
focusing objective, two-photon uncaging achieves very high spa-
tial selectivity of photo-activation with resolution of about 1 �m3

(9). This technique is particularly useful for studying cell signaling
dynamics in three dimensions because areas above or below the
focus are not excited. Biological preparations including dissected
tissues, organotypic cell cultures, or living model organisms are
ideal subjects for the application of this technique. In addition,
two-photon uncaging offers a unique and powerful experimental
approach to the analysis of subcellular heterogeneity of receptor
distribution, receptor activation, and functional consequences of
localized signaling events.

To monitor [Ca2+]i in living cells, a number of fluorescent
indicators are available for Ca2+ imaging. These sensors vary in
their chemical composition (small synthetic dyes and genetically
encoded protein sensors), Ca2+ affinity (from sub-micromolar to
over tens of micromolar), excitation and emission wavelengths
(UV excitable to red emitting), dynamic range of signal change
(from less than twofold to more than 100-fold), and cellular
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localization (10, 11). A suitable Ca2+ indicator should be chosen
based on the biological question to be addressed and the bio-
logical preparation to be used. In this protocol, I describe how
to apply cm-IP3/PM to activate IP3Rs in living cells by photo-
uncaging, using cultured HeLa cells as a model system. [Ca2+]i is
monitored with Fluo-3, a long wavelength and high affinity Ca2+

sensor (Kd = 0.39 �M) that exhibits a more than 100-fold flu-
orescence enhancement upon binding Ca2+. Detailed procedures
are provided for cell loading, imaging of Fluo-3 by digital wide-
field and confocal laser scanning microscopy, UV and two-photon
uncaging, data processing, and measuring the amount of released
m-IP3 using the IP3 binding assay after photo-uncaging.

2. Materials

2.1. Reagents and
Solutions

1. cm-IP3/PM (synthesized from myo-inositol according to
(6)) prepared as stock solution (1 or 2 mM) in dimethyl
sulfoxide (DMSO). The stock solution is stable for at
least 4 months if stored at –20◦C. High purity anhydrous
DMSO (Sigma-Aldrich) should be used to minimize the
hydrolysis of the PM ester during storage. Vials contain-
ing the compound should be wrapped in aluminum foil to
avoid light exposure, and kept on ice during usage.

2. Fluo-3/AM (Invitrogen), a membrane-permeable fluores-
cent calcium indicator with the excitation maximum near
490 nm, prepared as 1 mM stock solution in dry DMSO
(stored at –20◦C, stable for at least 6 months).

3. DMSO stock (10% w/v) of Pluronic F127 (BASF, cat. no.
583106). It is stable for at least several months if stored at
room temperature.

4. Histamine (Sigma) (5 mM stock solution in water), a com-
pound which stimulates Ca2+ release in HeLa cells by acti-
vating phospholipase C to produce endogenous IP3, is used
it as a control to check that cells are functional in IP3-Ca2+

signaling.
5. Ionomycin (LC Laboratories, Woburn, MA), a Ca2+

ionophore which raises cellular Ca2+ to a high level
(∼1 �M), is used to check Ca2+ responsiveness of Fluo-
3 at the end of an imaging experiment.

6. 2-Aminoethoxydiphenyl borate (Aldrich) and Xestospon-
gin C (Sigma) are membrane permeable inhibitors of
IP3Rs.
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7. Hank’s balanced salt solution (HBS) (Gibco, cat. no.
14065, diluted ten times with water) supplemented with
20 mM HEPES buffer, adjusted to pH 7.3 with NaOH or
HCl and filtered through a 0.2-�m sterile filter.

8. Ca2+-free DPBS buffer (Gibco cat no. 14190) supple-
mented with 5.5 mM glucose, 1 mM MgCl2, and 20 mM
HEPES, pH 7.3, and filtered through a 0.2-�m sterile
filter.

9. Amersham IP3 [3H] Biotrak Assay kit (GE Healthcare Life
Sciences).

10. 1 M aqueous solution of trichloroacetic acid (Aldrich).
11. Mixture of trichlorotrifluoroethane and trioctylamine

(3 vol: 1 vol, both from Aldrich).

2.2. Cell Culture 1. HeLa cells (American Tissue Culture Collection) cultured
in Dulbecco’s modified Eagle’s medium (DMEM, Gibco)
supplemented with 10% fetal bovine serum (FBS, Gem-
ini Bio-Products) and 1% penicillin/streptomycin (Sigma-
Aldrich). Cells are passed regularly when they reach high
density (>80%). During passage, cells are detached from
culture dishes by trypsinization (0.25% trypsin and 1 mM
EDTA, Gibco/BRL) for several minutes at 37◦C.

2. For imaging, cells are seeded on glass-bottom imaging
dishes (MatTek, cat. no. P35G-0-10-C, 3.5 cm diameter)
at low to medium density (< 50%).

2.3. Imaging and
Uncaging Equipment

1. Axiovert 200 M inverted fluorescence microscope (Carl
Zeiss) for wide-field Ca2+ imaging and UV uncaging. The
scope is equipped with a cooled CCD camera (ORCA-ER,
Hamamatsu), a 40× oil-immersion objective (Fluar, 1.3 NA,
Carl Zeiss), and an excitation source for rapid wavelength
switching (Lambda DG-4, with a 175 W Xenon lamp, Sut-
ter Instrument). Equivalent imaging platforms and hardware
from other manufacturers may also be used.

2. Optical filters for imaging Fluo-3: 480 nm ± 20 nm (exci-
tation filter), 535 nm ± 25 nm (emission filter), and a long-
pass 505 nm beamsplitter coated with UV reflection material
to facilitate UV uncaging (Chroma Technology or Omega
Optical).

3. Open-Lab imaging software (http://www.improvision.
com/products/openlab/) for controlling image acquisition,
uncaging, and post-acquisition analysis. Similar softwares
from other vendors can be used.

4. Hand-held UV lamp B-100 AP (UVP, Upland, CA) for
global uncaging of all cells in a culture dish.
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5. IL 1700 Research Radiometer with SED033 detector (Inter-
national Light Inc., Newburyport, MA) for measuring light
intensity of the hand-held UV lamp.

6. Electronic timed mechanical shutter (Uniblitz, Model
VMM-T1; Vincient Associates, Rochester, NY) for gating
UV exposure.

7. Zeiss LSM510 imaging system (Carl Zeiss) equipped with
a 30-mW Argon laser, a Chameleon-XR laser (Coherent),
and a 40× oil-immersion objective (Fluar, 1.3 NA, Carl
Zeiss) for laser scanning confocal imaging and two-photon
uncaging. Other equivalent imaging platforms can be used.

8. Power meter with PM 10 sensor (FieldMate, Coherent) for
measuring the average power of femtosecond pulsed laser for
two-photon excitation.

3. Methods

All caged compounds including cm-IP3/PM and its cellular
hydrolysis product cm-IP3 should be protected from room light
throughout an experiment, and never be exposed to day light.
Use a red safety light (available from local hardware stores) to
provide illumination when handling caged compounds.

All the experiments in this protocol are carried out at room
temperature (∼25◦C) unless specified otherwise.

3.1. Cellular Loading
of cm-IP3/PM and
Fluo-3/AM

Since it takes 15 steps to synthesize cm-IP3/PM, consumption of
this valuable material should be minimized. The following pro-
cedure uses approximately 0.4 nmol or 0.5 �g of cm-IP3/PM
per loading, and it works well for a number of cultured cell
lines, including HeLa, HEK293 human embryonic kidney cells,
NIH3T3 fibroblasts, and 1321N1 astrocytoma cells. Optimal
loading conditions should be empirically determined for each cell
type.

1. To prepare loading solution, mix DMSO stock solutions of
cm-IP3/PM (1 mM, 0.4 �L), Fluo-3/AM (1 mM, 0.3 �L),
and pluronic (10%, 0.3 �L) in a 0.6-mL centrifuge tube.
Then add 0.1 mL of HBS solution and vortex it briefly (see
Notes 1, 2, 3).

2. Remove culture medium from an imaging dish containing
cultured cells using a disposable Pasteur pipette. Gently rinse
cells twice with 1× HBS solution. After the second rinse,
remove residual HBS solution from the dish and carefully
wipe off cells from plastic surface with a piece of folded
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Kimwipe, without touching cells on the central part of the
dish. This leaves cells only on the glass surface (see Note 4).

3. Gently add 0.1 mL of HBS on top of the glass surface to
cover the cells, then add 0.1 mL of loading solution from
step 1. Cover the dish with a lid to minimize water evapora-
tion (see Note 5).

4. Incubate cells in the loading solution in dark for 20–45 min.
Incubation time should be adjusted based on the cell type
and confluence: longer incubation loads more probe into
cells, and higher cell confluence requires longer incubation
time.

5. Remove the loading solution with a Pasteur pipette and rinse
cells once with HBS. Add 1.5 mL HBS to the dish and incu-
bate cells in the dark for another 10 min to allow complete
hydrolysis of the AM and PM esters in cells.

3.2. Wide-Field
Imaging of Fluo-3
and Global UV
Uncaging of cm-IP3

Fluo-3 and other Ca2+ indicators may gradually lose their
Ca2+ responsiveness upon intense, prolonged excitation. When
attempting Ca2+ imaging for the first time, acquisition parame-
ters such as intensity of excitation light, exposure time, acquisi-
tion frequency, and the duration of imaging experiments should
be optimized. To check the Ca2+ responsiveness of Ca2+ indica-
tors, Ca2+ ionophores such as ionomycin (2–10 �M) are used to
raise [Ca2+]i to fairly high levels. If the indicator remains sensi-
tive to Ca2+ at the end of an experiment, it should respond to
ionomycin similarly as a freshly loaded indicator. However, if it
loses Ca2+ sensitivity after excessive excitation, the amplitude of
ionomycin-stimulated Ca2+ signal is seen to be reduced.

1. Place an imaging dish on the microscope stage. Bring cells
into focus by observing cellular Fluo-3 signal. If loading is
successful, fluorescence should be dim but visible, and uni-
formly distributed inside cells.

2. To perform global UV uncaging through a 40× objective,
choose a field containing 5–15 cells. Adjust the exposure
time of the CCD camera to obtain a Fluo-3 image. In rest-
ing or unstimulated cells, [Ca2+]i is low and Fluo-3 signal
is fairly weak. In our set-up, we typically set the exposure
time at 50–200 ms so that the average cellular Fluo-3 inten-
sity is 2–3 times above the background (signal in cells with-
out Fluo-3). Since excess illumination of Fluo-3 diminishes
its Ca2+ responsiveness, we do not recommend using long
exposure time or high intensity excitation light to bring up
image intensity.

3. Start image acquisition by acquiring Fluo-3 signal every
5–10 s for about a minute. Baseline signal should be sta-
ble. Just prior to uncaging, increase acquisition frequency



112 Li

to ≥ 1 image every 2 s. Quickly switch the filter to UV exci-
tation to photolyze cm-IP3 then back to image acquisition
immediately. A successful uncaging should produce enough
m-IP3 to stimulate Ca2+ release that is detectable by Fluo-
3. The optimal uncaging duration can only be determined
empirically, since it depends on a number of variables includ-
ing UV light output from the excitation source, UV trans-
mission efficiency of the imaging system, amount of cm-IP3
loaded into cells, cellular expression level of IP3Rs, IP3 sen-
sitivity of different IP3R isoforms, etc. In our set-up, the
uncaging duration ranges from tens of milliseconds to over a
second depending on the magnitude of Ca2+ increase which
we aim to generate (see Note 6).

4. Continue imaging [Ca2+]i fluctuations until Fluo-3 signal
drops back to its basal level. M-IP3, once being generated
from cm-IP3 by photolysis, is rapidly metabolized in cells by
cellular phosphatases (8), so it typically induces Ca2+ tran-
sients that last less than a minute. When [Ca2+]i returns to
the resting level, decrease the frame rate to ≤ 1 image every
5 s to minimize Fluo-3 excitation.

5. Steps 3 and 4 can be repeated multiple times to produce
many Ca2+ spikes mimicking natural Ca2+ oscillations (6, 8).
Higher doses of UV light should be used for subsequent
episodes of uncaging to compensate for the consumption of
cm-IP3 in previous photolysis. To reliably generate repetitive
Ca2+ spikes in the same cells, it is necessary to control the
extent of UV photolysis and avoid producing too much m-
IP3 in any single uncaging event.

6. cm-IP3 loaded into cells is metabolically stable for at least 8 h
at the room temperature (6). This allows multiple uncaging
experiments to be conducted on the same dish of loaded
cells, by moving each time to a different imaging field. We
usually use cells that have been kept in HBS for less than
3 h. To check the health of these cells and to confirm that
they still maintain robust IP3-Ca2+ signaling at the end of
an experiment, a cell surface receptor agonist (histamine,
for example) can be added to activate phospholipase C to
produce endogenous IP3 which raise [Ca2+]i. Healthy cells
should respond to agonist stimulation like freshly loaded
cells.

7. To confirm that photo-released m-IP3 induces Ca2+ release
from intracellular stores, replace HBS with Ca2+-free DPBS
solution. Similar Ca2+ transients should be observed in Ca2+-
free solutions after photolyzing cm-IP3.

8. To confirm that m-IP3 induced Ca2+ release is from intra-
cellular stores gated by IP3Rs, IP3R antagonists including
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heparin, 2-aminoethoxydiphenyl borate, and Xestospongin
C can be applied. These compounds are expected to block
the effect of m-IP3 (12). The later two drugs are membrane
permeable, and their cellular application is straightforward,
whereas heparin requires microinjection. Since these drugs
affect multiple cellular targets including ryanodine recep-
tors, sarco/endoplasmic reticulum Ca2+-ATPase (SERCA)
and various ion channels of plasma membranes, none of
them should be considered as specific inhibitors of IP3Rs.

3.3. Localized
Two-Photon
Uncaging of cm-IP3
and [Ca2+]i Imaging
by Laser Scanning
Microscopy

Caged probes based on the traditional 2-nitrobenzyl caging
group typically are not very sensitive to two-photon photolysis,
and there have been a fair amount of efforts devoted to devel-
oping new caging chemistries suitable for two-photon photoly-
sis (13–18). In cm-IP3/PM, the caging group (DMNB) has a
relatively low two-photon uncaging cross-section, on the order
of 0.01 Goeppert-Mayer (GM, 1 GM = 10–50 cm4s/photon)
(19). However, since cm-IP3 is loaded into cells at sub-millimolar
concentrations, and because IP3 binds to IP3Rs with nanomolar
affinity (20, 21), only a small fraction (∼0.1%) of loaded cm-IP3
needs to be photolyzed within the two-photon excitation volume
to locally activate IP3Rs. This is an important consideration that
eliminates the need of using high doses of laser light to uncage,
thus avoiding cell damage. Even though two-photon excitation is
restricted to the focal area, femtosecond laser pulses can still cause
substantial photobleaching and cell injury at high power levels
(22, 23).

For clarity and simplicity, we illustrate with cultured cells the
procedure of two-photon uncaging of cm-IP3 and confocal imag-
ing of Fluo-3, though the protocol is applicable to studying IP3-
Ca2+ signaling in tissues or other biological preparations exhibit-
ing three-dimensional architecture. In addition to confocal imag-
ing, two-photon laser scanning microscopy can be combined with
two-photon uncaging in the same experiment (see Note 7).

1. Load cells with cm-IP3 and Fluo-3 using the procedure
described in Section 3.1. Place the imaging dish on the
microscope stage and bring the cells into focus by observ-
ing cellular Fluo-3 signal.

2. When using Zeiss LSM510 system, configure it as shown
in Fig. 6.2 and start with the settings given in Table 6.1.
During two-photon uncaging of cm-IP3, set laser power at
the specimen at ∼10 mW (determined with a power meter
placed just above the objective).

3. Acquire a z-stack of confocal images of Fluo-3 using 488 nm
excitation. Like in the wide-field imaging, baseline signal of
Fluo-3 at resting [Ca2+]i is fairly weak. Do not use high laser
power to enhance image intensity.
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4. Choose a cell to perform two-photon uncaging. Adjust the
objective focus to a z-plane that cuts across the middle of the
cell. Take a single confocal image at this height and use this
image to define the area for two-photon uncaging.

5. Open the “Bleach Control” module in the LSM510 imag-
ing software. Define the uncaging area using the “Define
Region” function. Depending on the goal of experiments,
the dimension of the uncaging area can be set from less
than 1 �m2 to larger than tens of �m2. The uncaging area
shown in Fig. 6.3 corresponds to a circle of about 3.5 �m in
diameter.

6. Using “Laser Control” function, set the wavelength of the
Chameleon XR laser to 730 nm. Under the “Bleach Con-
trol,” set the uncaging wavelength to 730 nm. During
two-photon uncaging, the laser repeatedly scans through
the defined uncaging area. The scanning repetition can be
defined using the “Iterations” function. We typically set this
value between 10 and 20 when the average power of laser
input at the specimen is near 10 mW (see Note 8).

7. Use “Time Series” module of LSM510 imaging software to
perform a time-lapse imaging experiment. Define acquisition
frequency, timing of photo-activation and length of experi-
ments in the “Time Series.” The automation first acquires
a number of confocal images of Fluo-3 at the defined fre-
quency, then two-photon uncages cm-IP3 at 730 nm, and
then continues imaging Fluo-3 to follow m-IP3-stimulated
[Ca2+]i elevation.

8. To follow [Ca2+]i fluctuations in three dimensions in dis-
sected tissues or in other physiological preparations after
localized two-photon uncaging, set up a z-stack by centering
the uncaged area along z. Use “Time Series” automation to
acquire 4D images (xyz-t) of Fluo-3 before and after photo-
activation.

9. Perform additional episodes of two-photon uncaging by
repeating steps 7 or 8 to uncage the same or a different area
in the same cell, or other areas in different cells.

3.4. Post-acquisition
Data Analysis

To analyze [Ca2+]i fluctuations before and after uncaging cm-
IP3, quantify Fluo-3 intensity in cells using data generated from
the digital microscopy. Changes in Fluo-3 intensity are normal-
ized against baseline signal at resting [Ca2+]i. This analysis can
be applied to data obtained by both wide-field and laser scanning
imaging.

1. Open a time-lapse Fluo-3 image sequence. Draw regions of
interest (ROI) in selected cells.
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Fig. 6.2. Optical configuration of LSM 510 for confocal laser scanning imaging of
Fluo-3 and two-photon uncaging. Solid and dashed lines represent excitation and emis-
sion light paths, respectively.

Table 6.1
Example settings of Zeiss LSM510 for confocal imaging of
Fluo-3 and two-photon uncaging

Variable Setting

Objective 40 × 1.3 NA (Plan-Neofluar)

Digital zoom 2.5
Laser Argon laser emitting at 458, 477, 488, and

514 nm

Laser power ≤ 0.5% of total laser output (30 mW)
Image dimension (XY) 256 × 256

Z stepping size 1 �m
Scan speed 9 (3.2 �s pixel time)

Scan mode Unidirectional
Amplifier offset 0.1

Amplifier gain 2.5
Averaging 1

Detector gain ≤ 650
Pinhole diameter 200

2. Measure the time course of the average fluorescence inten-
sity (Ft) of these ROI using OpenLab, ImageJ, or other
equivalent imaging software. Also measure the fluorescence
intensity of an area that contains no cells as the background
signal (Fb).
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3. Subtract the background signal from the fluorescence signals
of all ROI. Plot (Ft–Fb)/(F0–Fb) against time, where Ft is
the fluorescence intensity of a ROI at time t, and F0 is the
fluorescence intensity of the same ROI at the start (time 0).

An example of such an analysis is shown in Fig. 6.3. The
experiment involved two-photon uncaging of a small region in a
HeLa cell loaded with cm-IP3. Ca2+ activity rose immediately at
the uncaging area, then quickly propagated throughout the cell,
and gradually returned to the basal level in about a minute.

3.5. Quantification of
Cellular IP3 Mass
After Loading and
Uncaging cm-IP3

To quantify the total amount of cm-IP3 loaded into cells, or to
evaluate how much m-IP3 is released after a UV flash, we mea-
sure the amount of IP3 in cells using the competitive IP3 bind-
ing assay. Since the IP3 binding assay typically detects IP3 mass
with nanomolar sensitivity, it is necessary to culture cells at high
density.

1. Culture cells in 35–mm-diameter tissue culture dishes
until cells become nearly confluent. Wash cells twice with
HBS and incubate them in 0.4 mL of HBS. cm-IP3/PM
(2 mM × 1 �L) and pluronic (10%, 1 �L) mixed in 0.1
mL HBS is then added to the cells.

2. Incubate cells on a shaker at room temperature for 1 h.
Remove the loading solution by aspiration. Wash cells once
with HBS and add 0.5 mL of fresh HBS to each dish. Incu-
bate cells on the shaker for another 40 min to allow com-
plete digestion of PM esters.

3. To measure the total amount of cm-IP3 loaded into cells,
add ice cold trichloroacetic acid (TCA, 0.1 mL of 1 M
aqueous solution) to quench cells. Place the dish on ice
or in a cold room.

4. Photolyze cm-IP3 in the cells with a hand-held UV lamp
by placing the front of the light bulb approximately 5 cm
above the dish. The light intensity reaching the dish surface
is typically on the order of 1 × 10–8 E (cm2 s). This can be
measured by ferrioxalate actinometry (24) or using a light
power meter. Under these settings, cm-IP3 is photolyzed
almost completely after 10 min of illumination.

5. Alternatively, to quantify how much IP3 is released after
a UV uncaging, cells loaded with cm-IP3 from step 2 are
illuminated with the UV lamp. We typically expose cells to
UV light for 6 s, delivered either in one episode or in three
episodes (2 s/episode) spaced 1 s apart. To ensure that the
same amount of UV light is delivered from run to run, we
use a mechanical shutter (Uniblitz) to gate UV exposure.

6. Immediately after UV uncaging, add 0.1 mL of ice-cold
TCA (1 M) to cells. Shake the dish briefly to ensure
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Fig. 6.3. Two-photon uncaging of cm-IP3 and confocal laser scanning imaging of Fluo-3 in cultured HeLa cells. (a–c)
CLSM images (Ex 488 nm, Em 500–550 nm) of HeLa cells. The uncaging area is outlined by the white circle in b. Three
ROI (a, b, and c) are indicated by dashed circles in c. (d–f) Fluo-3 images approximately 0.5 s (d), 1.5 s (e), and 2.5 s (f)
after the two-photon uncaging (730 nm) of cm-IP3 in the area shown in b. (g) Time course of Fluo-3 signal normalized
against its initial intensity in three ROI shown in c. The arrow indicates the time of two-photon uncaging. Modified from
Figure 6 of (8) with permission from Elsevier.
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thorough mixing and place it immediately on ice or in a
cold room (see Note 9).

7. Leave petri dishes from step 4 or step 6 on a shaker in the
cold room. After shaking the dish gently for 5 min, collect
∼0.45 mL supernatant from each dish and transfer it to a
1.5-mL centrifuge tube. Spin the tubes at 4000 rpm on a
bench-top centrifuge for 10 min at 4◦C.

8. Transfer 0.4 mL of the supernatant to a new centrifuge
tube (1.5 mL or larger). To each tube, add 0.8 mL of
trichlorotrifluoroethane-trioctylamine (3 vol:1 vol) solu-
tion to neutralize and to extract TCA from the cell lysate.
Vortex the tube on high speed for at least 15 s, then spin it
at 4000 rpm for 1 min.

9. After centrifugation, carefully collect 0.3 mL of the top
aqueous layer and transfer it to a new vial kept on ice. The
pH of the solution should be around 4.5.

10. Assay the IP3 mass in the neutralized cell lysate using the
IP3 binding assay kit, following the instruction from the
manufacturer.

4. Notes

1. Pluronic is a non-ionic, mild detergent that helps to solubi-
lize hydrophobic compounds in aqueous solutions and sig-
nificantly improves the loading efficiency of cm-IP3/PM and
Fluo-3/AM.

2. If the pluronic stock solution turns cloudy during storage,
warm it at ∼37◦C for several minutes.

3. The amount of DMSO in the loading solution should be
kept below 0.5% (v/v); therefore, concentrated stock solu-
tions are used.

4. Removal of cells from plastic should be done in less than a
minute so that cells on the glass surface remain hydrated.

5. Make sure that peripheral plastic surface is dry before adding
the loading solution. The surface tension keeps the solution
within the glass area. Otherwise, spilling to the surrounding
plastic can decrease the loading efficiency.

6. In addition to a Xenon or mercury lamp, low-cost UV light
emitting diodes (25) can also be used to perform photoly-
sis. For applications demanding rapid uncaging of less than
1 ms, strong excitation sources such as pulsed UV lasers or
capacitor charged Xe flash lamps (26) should be used.

7. Two-photon laser scanning microscopy has been widely used
to image [Ca2+]i with Fluo-3, Fluo-4, Calcium Green-1,
or Oregon Green 488 BAPTA at excitation wavelengths
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of 800 nm and above. Since the efficiency of two-photon
uncaging of DMNB group decreases rapidly above 750 nm
(19), it should be possible to perform two-photon imaging
exciting at 800 nm or above without photolyzing cm-IP3.
This would allow integration of two-photon uncaging of
cm-IP3 (near 730 nm) and two-photon imaging of [Ca2+]i
in the same experiment, using two Chameleon lasers set at
different wavelengths. We have developed a similar approach
to study cell–cell junctional coupling using a caged coumarin
dye (15, 27).

8. The total amount of light energy input during two-photon
uncaging can be estimated from the average laser power at
the specimen and the summed laser exposure time. Using
the settings in Table 6.1 (1 pixel = 0.36 �m × 0.36 �m),
the summed laser exposure time for a 3.6 �m square is about
4.8 ms (100 pixels × 3.2 �s pixel dwell time × 15 repe-
titions), so the total amount of the average light input is
48 �joule. The actual uncaging duration, however, is much
longer and is on the order of seconds. This is due to the
mode of operation of laser line scanning in the LSM510 sys-
tem. Improvements in the newer version of the hardware
and software of the LSM510 imaging system makes it possi-
ble to shorten the uncaging duration.

9. M-IP3, once generated from cm-IP3 by photolysis, is rapidly
metabolized in cells within 10 s (8). It is therefore crucial to
quench cells with cold TCA solution immediately in order
to measure the amount of m-IP3.
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Chapter 7

The Application of Fluorescent Probes for the Analysis
of Lipid Dynamics During Phagocytosis

Ronald S. Flannagan and Sergio Grinstein

Abstract

Phagocytosis is the process whereby specialized leukocytes ingest large particles. This is an extremely
dynamic and localized process that requires the recruitment to the sites of ingestion of numerous effec-
tor proteins, together with extensive lipid remodelling. To investigate such a dynamic series of events in
living cells, non-invasive methods are required. The use of fluorescent probes in conjunction with spec-
troscopic analysis is optimally suited for this purpose. Here we describe a method to express in RAW264.7
murine macrophages genetically encoded probes that allow for the spatio-temporal analysis of lipid dis-
tribution and metabolism during phagocytosis of immunoglobulin-opsonized beads. The fluorescence of
the probes is best analysed by laser scanning or spinning disc confocal microscopy. While the focus of this
chapter is on phagocytic events, this general method can be employed for the analysis of lipid distribution
and dynamics during a variety of biological processes in the cell type of the investigator’s choice.

Key words: Phagocytosis, macrophage, fluorescent probes, phosphatidylserine, phosphoinositide,
confocal fluorescence microscopy.

1. Introduction

Biological membranes are dynamic entities that not only function
as physical barriers for cells and organelles but also play impor-
tant roles in metabolic and cell signalling events. The species of
lipids that comprise these membranes dictate cellular processes
by recruiting proteins through lipid-specific binding domains, by
electrostatic interactions or by serving as substrates to generate
important signalling molecules (1, 2). All of these aspects of lipid
function are critically involved in phagocytosis.
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Phagocytosis is a complex process by which specialized cell
types, such as neutrophils, microglia and macrophages, ingest
large (>0.5 �m) particles such as bacteria or apoptotic bodies.
Particle engulfment by phagocytosis is essential for the clearance
of infection and plays an important role in tissue remodelling
(3). The ingested particles are internalized into membrane-bound
vacuoles termed “phagosomes” that upon maturation become
increasingly acidic and degradative in nature (reviewed in (4)).

Phagosome formation is a receptor-driven process that is trig-
gered by recognition of intrinsic components of the target parti-
cle or of serum components – such as complement proteins or
immunoglobulins – that coat the particle (5, 6). As a result of
receptor engagement, tyrosine kinases are activated, effector pro-
teins are recruited, lipids are redistributed and metabolized, and
actin undergoes re-arrangement (5). The localized remodelling
of the actin cytoskeleton drives the formation of pseudopods
that engulf the phagocytic target. The formed vacuole undergoes
extensive changes in order to acquire microbicidal properties,
a process known as “maturation”. The phagosomal membrane
undergoes significant and rapid alterations in lipid composition
throughout the stages of phagosome formation and maturation
(3). Thus, phosphatidylinositol-4,5-bisphosphate (PI(4,5)P2) is
initially enriched at the base of the forming phagocytic cup, where
it is required to initiate localized actin polymerization to drive
pseudopod formation (7, 8). As actin continues to polymerize,
pushing the phagocyte membrane around the target, PI(4,5)P2 is
maintained at the leading edges of the pseudopod, but is cleared
from the base of the phagocytic cup. PI(4,5)P2 clearance is
caused in part by its phosphorylation by class-I phosphatidylinosi-
tol 3-kinase, generating phosphatidylinositol-3,4,5-trisphosphate
(PI(3,4,5)P3) (9, 10). Further clearance of PI(4,5)P2 is caused
by PI(3,4,5)P3-dependent recruitment of PLC�, which hydroly-
ses PI(4,5)P2 to diacylglycerol (DAG) and inositol trisphosphate
(IP3) (7, 11). Upon fusion of the pseudopod tips and closure of
the phagosome, PI(3,4,5)P3 rapidly disappears from the phago-
some membrane. At that stage phosphatidylinositol 3-phosphate
(PI(3)P), another phosphoinositide, begins to accumulate (9).
PI(3)P persists for several minutes on the limiting membrane of
phagosomes, where it is essential for subsequent maturation of the
phagosome through endosomal fusion (12). The role of phos-
phatidylserine (PS) during phagosome formation has not been
defined, although this negatively charged lipid is abundant in the
plasma membrane and the phagocytic cup (13). After sealing, PS
persists on the phagosomal membrane, but whether this lipid is
required for maturation is not yet known.

Understanding the cell biology of phagocytosis or any other
dynamic cellular process is not a trivial task. Some of the lipids
that contribute to phagosome formation exist only transiently and
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the entire phagocytic process occurs locally and rapidly. Conven-
tional methods for lipid analysis, such as thin layer chromatogra-
phy (TLC) or high-performance liquid chromatography (HPLC),
are not optimal for investigation of such a dynamic process, as
they lack the spatial and temporal resolution necessary to moni-
tor localized and rapid events, and generally require large number
of cells and use of radioisotopes. To overcome these hurdles, it
is most convenient to employ fluorescent probes to detect and
track the fate of specific lipids in living cells using dynamic detec-
tion methods such as confocal fluorescence microscopy. These
lipid-binding probes or “biosensors” require the expression of
chimeric constructs consisting of a fluorescent protein, such as
green fluorescent protein (GFP), fused to a specific lipid-binding
domain (Fig. 7.1). There exist several variants of GFP as well as
variants of a red fluorescent protein (RFP) that possess unique
spectral properties that can be used in combination for a variety
of imaging applications (reviewed in (14)). These can be cou-
pled to domains or motifs isolated from several proteins that bind
defined species of lipids, such as PS or PI(4,5)P2 (Table 7.1).
There are several advantages to using fluorescent biosensors: they
are relatively non-invasive and enable analysis of dynamic events
in living cells. In addition, and importantly, they can be geneti-
cally encoded and therefore introduced into cells by transfection
of plasmid DNA, by transduction with viruses or by microinjec-
tion of the cDNA encoding the probe.

Herein we describe a general method for the use of
lipid-binding fluorescent probes in conjunction with confocal
microscopy for the dynamic, non-invasive analysis of lipids dur-
ing phagocytosis. By no means is this protocol limited to the

PM

PLCδPH

FP

Cyt

PLCδPH

FP

Fig. 7.1. Strategy for lipid detection using fluorescent fusion protein probes. Cells are
transfected with plasmids that express a fusion protein comprised of a lipid-binding
domain (e.g. PLC�PH) and a fluorescent protein (FP). The lipid-binding domain inter-
acts reversibly with its endogenous ligand (e.g. PI(4,5)P2 for PLC�PH), resulting in
accumulation of the probe and increased fluorescence signal that can be detected
spectroscopically.
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Table 7.1
Lipid-binding probes that can be used in live cell imaging

Lipid-binding domain Ligand Protein source References

FYVE PI(3)P EEA1
Hrs

(15)
(15)

PX P40Phox (16)
Pleckstrin homology (PH) PI(4)P OSH2

FAPP-1
(17)
(18)

PH
Tubby domain

PI(4,5)P2 PLC�
Tubby

(19)
(20)

PH PI(3,4)P2 TAPP1 (21)
PH PI(3,4)P2/PI(3,4,5)P3 AKT

PDK1
CRAC

(22)
(23)
(24)

PH PI(3,4,5)P3 Btk
GRP1
ARNO

(25)
(26)
(27)

C2
Annexin

PS Lactadherin
Annexin V

(28)
(29)

C1 DAG PKC�1 (30)

BH3
CLBD

Cardiolipin Bid
MTCK1b

(31)
(32)

SBD Sphingolipids Gp120, PrP, �-
amyloid peptide

(33)

0pt0D4 Cholesterol Perfringolysin 	 toxin (34)

study of phagocytosis and the same general procedure can be used
to analyse many other processes in phagocytes and other cells.
A fundamental component of the method described here is the
transfection of plasmid DNA into macrophages. Primary
macrophages are often refractory to transfection procedures
and therefore we often use the murine macrophage cell line
RAW264.7 for analysis of phagocytic events. Described below is a
general protocol for the analysis of dynamic lipid behaviour dur-
ing phagocytosis of IgG-coated polystyrene beads.

2. Materials

2.1. Cell Culture 1. RAW264.7 murine macrophage cell line (ATCC R©, Manas-
sas, VA).

2. 1× Dulbecco’s modified Eagle’s medium (DMEM)
(WISENT, Mississauga, ON, Canada), supplemented with
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5% (v/v) heat-inactivated fetal bovine serum (HI-FBS)
(WISENT).

3. 1× solution RPMI 1640 buffered with 25 mM 4-
(2-hydroxyethyl)piperazine-1-ethanesulfonic acid (HEPES)
(WISENT), referred to hereafter as HPMI.

4. Sterile 1× phosphate-buffered saline (PBS).
5. 0.05% trypsin solution containing 0.53 mM

ethylenediaminetetra-acetic acid (EDTA) and sodium
bicarbonate (WISENT).

6. T-25 or T-75 tissue culture flasks (Sarstedt, Montreal, QC,
Canada).

7. Tissue culture dishes with 6 or 12 wells (Becton Dickinson,
Mississauga, ON, Canada).

8. Round glass cover-slips (18 mm diameter for 12-well dishes
or 25 mm for 6-well dishes) (Fisher Scientific, Ottawa, ON,
Canada).

9. Humidified tissue culture incubator at 37◦C with 5% CO2.

2.2. Transfection
Reagents

1. Fugene HD transfection reagent (Roche Applied Science,
Mississauga, ON, Canada).

2. Serum-free DMEM (WISENT).

2.3. Plasmid Isolation 1. Transformed bacterial stock (usually an Escherichia coli strain
that was used during plasmid construction) in glycerol (see
Note 1).

2. Sterile Luria-Bertani (LB) bacteriological medium (Tryp-
tone, 10 g/L, NaCl 5 g/L and yeast extract 5 g/L)
(BioShop Canada, Burlington, ON, Canada).

3. Antibiotic stocks for plasmid selection (ampicillin
100 mg/mL, kanamycin 40 mg/mL, chloramphenicol
30 mg/mL) (Sigma-Aldrich, Canada).

4. High Speed plasmid Maxi kit (QIAGEN Inc., Mississauga,
ON, Canada).

2.4. Phagocytosis
Assays

1. Inert polystyrene beads (3.87 �m diameter) with 2% (v/v)
divinylbenzene (Bangs Laboratories, Fishers, IN,).

2. Lyophilized human IgG (Sigma-Aldrich), re-suspended in
sterile PBS at a concentration of 50 mg/mL.

2.5. Microscopy 1. A spinning-disk confocal microscope equipped with at least
a 63× magnifying objective, a light source and filter set
that is appropriate for the fluorescent protein of choice
and an objective heater. The system in our laboratory
consists of a Zeiss Axiovert 200 M inverted microscope
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(Carl Zeiss Canada, Toronto, ON, Canada) equipped with
diode-pumped solid-state laser (Spectral Applied Research,
Richmond Hill, ON, Canada) providing lines 440, 491,
561, 638 and 655 nm, a motorized X-Y stage (API, WA) and
an piezo focus drive (Quorum Technologies, Guelph, ON,
Canada). Images on this system are captured using a back-
thinned EM-CCD camera (Hamamatsu) controlled by the
software Volocity version 4.1.1 (Improvision Inc., Waltham,
MA).

2. Live-cell imaging chamber for 18 or 25 mm cover-slips
(Invitrogen Canada Inc., Burlington, ON, Canada).

3. Digital temperature regulator with a heated P insert (PeCon,
Germany).

4. Images are analysed using analysis software such as Volocity
or Image J (http://rsb.info.nih.gov/ij /).

3. Methods

3.1. Cell Culture 1. RAW264.7 macrophages are routinely cultured in 10 mL of
DMEM supplemented with HI-FBS (5% v/v) at 37◦C and
5% CO2 in a T-25 tissue culture flask. If several transfec-
tions are to be performed it may be useful to culture the
macrophages in a T-75 flask, which will yield a greater num-
ber of cells that can subsequently be seeded onto cover-slips.
When the macrophages reach ∼70–80% confluence they are
ready to be trypsinized and can be used to seed tissue culture
dishes (12- or 6-well dishes) containing sterile glass cover-
slips (see Note 2).

3.2. Transfection of
Cells

3.2.1. Day 1

1. Prior to trypsinizing the macrophages, add to a 12-well tis-
sue culture dish sterile 18-mm glass cover-slips (one per well)
using sterile tweezers. To each well containing a cover-slip
add 1 mL of pre-warmed (37oC) DMEM plus HI-FBS. If
using a 6-well dish, 2 mL of medium should be added to
each well containing a 25-mm cover-slip.

2. The RAW264.7 macrophages in the T-25 flask that have
reached 70–80% confluence are washed once with 8 mL of
sterile PBS pre-warmed to 37◦C. The PBS is then carefully
aspirated.

3. Add 1 mL of pre-warmed (37◦C) 0.05% trypsin/0.53 mM
EDTA to the T-25 flask (for T-75 flasks add up to 2.5 mL
trypsin/EDTA). Gently rotate the flask to ensure that the
trypsin solution is dispersed evenly over the bottom of the
flask and incubate for 1–5 min while observing for detach-
ment of the cells (see Note 3).
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4. When the majority of the RAW cells appear to be detached,
gently add 8 mL of pre-warmed DMEM plus HI-FBS to
wash the cells off the bottom of the flask. The addition of
medium containing FBS inactivates the trypsin so that fur-
ther proteolysis does not occur. Carefully pipette up and
down to disperse any clumped cells. This will also ensure
that any weakly adherent macrophages are detached from
the bottom of the flask (see Note 4).

5. To the 12-well dish containing pre-warmed DMEM with
HI-FBS add 1–4 drops of the macrophage suspension from
step 4. For a 6-well dish, up to six drops of the macrophage
suspension may be necessary to achieve the desired conflu-
ence. The exact number of macrophages per drop is influ-
enced by the efficiency of trypsinization and the initial con-
fluence of the cell culture. While it is not necessary to pre-
cisely enumerate the RAW cells in the suspension, after an
overnight incubation (18 h) the adherent cells should be
approximately 50% confluent (see Note 5).

6. Incubate the dish containing cover-slips seeded with RAW
cells overnight in a tissue culture incubator at 37◦C with 5%
CO2.

7. For plasmid isolation, 500 mL of sterile LB containing the
appropriate antibiotic is inoculated with bacteria from a glyc-
erol stock carrying the desired plasmid. The bacterial culture
is then incubated overnight at 37◦C, unless specific growth
conditions are indicated. Note that this culture should be
started 1 day prior to splitting the RAW cells. The overnight
bacterial culture is lysed and the plasmid DNA isolated by
directly following the QIAGEN instruction manual for the
High Speed Maxi Prep kit. Typically 0.75–1 �g/�L of plas-
mid DNA is obtained. Once the plasmid is isolated it can be
stored and used repeatedly for transfections.

3.2.2. Day 2 8. Remove Fugene HD and serum-free DMEM from the 4◦C
refrigerator and warm up to room temperature.

9. Transfections are performed as described in Roche’s pro-
tocol that is supplied with the reagent. Typically, 2 �g of
plasmid DNA and 3 �L of Fugene HD are used per well for
transfections. Importantly, the ratio of DNA to transfection
reagent should be determined for each construct and batch
of RAW cells, as some variability can occur. When two plas-
mids are being co-transfected, the combined amount of
DNA added to each well should not exceed what is used
for only one plasmid (i.e. 1 �g of each plasmid).

10. Add 100 �L of the transfection solution prepared in the
previous step drop-wise to each tissue culture well and
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incubate the plate (12- or 6-well) for 16–24 h at 37◦C with
5% CO2.

3.3. Bead
Opsonization

1. This is to be performed the day that phagocytosis will be
examined. Dilute 50 �L of the suspension of 3.87 �m
polystyrene beads into 200 �L of sterile PBS (see Note 6).

2. To the bead suspension from step 1 add 16 �L of human
IgG reconstituted in sterile PBS. Mix the bead suspension
continuously for 1–2 h at room temperature.

3. Wash the IgG-opsonized beads three times with 1 mL of
sterile PBS and re-suspend in a final volume of 800 �L.

3.4. Synchronized
Phagocytosis Assay
and Image
Acquisition

1. Turn on the digital heater to warm objective (63× or 100×)
and the P insert. These must be at 37◦C prior to acquir-
ing images of cells undergoing phagocytosis. At this time
ensure that the spinning disk confocal microscope and the
light source are turned on. It is also useful at this time to
set up the experimental acquisition parameters for the exper-
iment using the Volocity software.

2. Prior to initiating the phagocytosis assay, warm an aliquot of
HPMI to 37◦C.

3. Remove a cover-slip from one well containing transfected
cells and add to a new 12- or 6-well tissue culture dish after
having been incubated for at least 16 h at 37◦C with 5%
CO2. Place the plate with the remaining transfectants back
into the incubator.

4. Wash the cover-slip twice with cold (4◦C) 1× PBS (see
Note 7).

5. To this well add 1 mL of cold (4◦C) HPMI and keep plate
on ice (see Note 8).

6. Next, add 15 �L of the IgG-opsonized bead suspension to
this well and transfer the chilled tissue culture dish with the
beads to a centrifuge with a plate rotor that has been cooled
to 4◦C. Centrifuge the plate for 1 min at 250×g to sediment
the beads onto the transfected RAW cells, to synchronize
phagocytic events.

7. Transfer cover-slip from step 6 to a pre-chilled live-cell imag-
ing chamber and keep on ice. Add 500 �l of fresh 4◦C
HPMI to the chamber.

8. Rapidly transfer the live-cell imaging chamber to the
spinning-disk confocal microscope and focus on a single cell.
The focal plane should be such that you acquire images
through the middle portion of the cell. It is also possible
to acquire Z-stacks for the cell of interest; however, this may
lead to photobleaching over time. A fluorescence image and



Analysis of Lipid Dynamics 129

a differential interference contrast (DIC) image should be
captured for each acquisition (see Note 9).

9. Once the cell of interest is in focus, the cold HPMI should
be aspirated and fresh, warm (37◦C) HPMI should be care-
fully added to the chamber. With the addition of warmed
medium phagocytosis will proceed rapidly and imaging
should commence immediately. Setting up the acquisition
protocol as a time-lapse experiment will enable multiple
images of the same cell to be acquired at set intervals during
the phagocytic process (see Note 10). Alternatively, images
can be acquired manually at pre-determined time points,
though this is slightly more laborious.

3.5. Fluorescence
Measurements

The detection of plasmalemma and internal membrane compo-
nents can be made using a variety of plasmid-encoded fluorescent
probes. Furthermore, analysis of the dynamic behaviour of many
different lipid components can be monitored separately or simul-
taneously by microscopy. Proper analysis of the acquired images is
of utmost importance so that misinterpretation of data is avoided.
Qualitative conclusions can be drawn from careful visual analysis
of acquired images; however, only gross changes in the distribu-
tion of a cellular probe can be described with any certainty. To
strengthen the data it is best to perform quantitative analysis of
all fluorescence images (see Note 11).

Quantitative analysis of fluorescence images is usually car-
ried out by measuring the mean fluorescence intensity per pixel
of a particular region of the cell called the region of interest
(ROI). Fluorescence intensity can be affected by a number or
variables, including probe expression levels, the brightness of the
light source used to excite the probe, the exposure time during
the acquisition of the image, and photobleaching of the fluo-
rophore over time. For these reasons it is necessary to standard-
ize fluorescence intensity measurements for each cell being anal-
ysed. To achieve this, a region of the cell that is predicted not
to undergo changes during the experiment should be selected as
an internal reference for fluorescence intensity. In our case, dur-
ing phagocytosis it is useful to compare fluorescence of the ROI
to a remote region of the plasma membrane where phagocytic
events have not occurred and no particles are bound (i.e. the bulk
plasma membrane). The manner in which fluorescence intensi-
ties are normalized depends on the properties of the probe being
used. In instances where there is readily detectable cytosolic flu-
orescence, as can be seen in Fig. 7.2 using the PH-PLC�/eGFP
probe, it is best to correct the measured fluorescent intensities by
subtracting the cytosolic fluorescence intensity. To allow for com-
parison between cells and experiments, fluorescent intensities can
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Fig. 7.2. Distribution of PI(4,5)P2 in RAW264.7 cells having internalized IgG-opsonized beads. (a) Differential inter-
ference contrast (DIC) image of RAW macrophages that have internalized 3.87-�m polystyrene beads. (b) Con-
focal image of the fluorescence of the RAW cells from panel A, which had been transfected with a plasmid
expressing the PH domain of PLC� fused to eGFP. Accumulation of the probe at the plasma membrane indi-
cates that PI(4,5)P2 is abundant in this compartment of the cell. The regions of interest (ROI) used in the analy-
sis of this image are shown and labelled as follows: I, phagosome membrane region; II, plasma membrane region;
cyt, cytosolic region. (c) The normalized mean fluorescence intensity per pixel of the plasma (II) and phagosomal
(I) membranes.

be normalized by dividing the corrected ROI intensities by the
measured cytosolic emission.

1. Using the image analysis software such as Volocity select an
experimental ROI that encompasses the membrane that has
engaged an IgG-opsonized bead. For the earliest time points
imaged it is necessary to compare the region of fluorescence
selected with the DIC overlaid in order to ensure that a
region with a bead engaged is being analysed.
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2. Measure the fluorescence intensity (mean fluorescence
intensity per pixel) for the experimental ROI.

3. Define a control ROI on the region of the cell that is not
expected to undergo changes and measure its fluorescence
intensity.

4. Define a cytosolic ROI and measure the emission intensity.
5. Subtract from the experimental ROI and the control ROI

the cytosolic fluorescence, which will also account for back-
ground fluorescence.

6. Using the corrected fluorescence intensities for the experi-
mental and control regions of interest determine the ratio
of fluorescence intensity of ROI/cytosolic ROI (i.e. phago-
somal membrane-cytosol/cytosol). The ratios obtained for
several different cells between experimental conditions can
now be compared.

Alternatively, when binding of the fluorescent probe within
the cell is almost exclusively to membranes, measured fluores-
cence intensities can be normalized by dividing background-
corrected ROI emission intensities by the emission intensity of
the bulk plasma membrane.

4. Notes

1. Freeze pure cultures of each E. coli strain transformed
with a plasmid that is transfected into mammalian cells.
This should be done using sterile LB medium containing
25% (v/v) glycerol and then stored at –80◦C. These glyc-
erol stocks serve as a continuous source of plasmid DNA
that can be easily isolated by inoculating bacterial culture
medium. Some laboratories transform competent E. coli
each time a plasmid has to be isolated, but this increases
the time and effort required for plasmid preparation.

2. RAW cells that have been passaged excessively (> than ≈35
passages) should not be used, as the cells may become
senescent and behave differently from early passage cells.

3. Trypsinization of RAW cells is not always efficient, as these
cells can adhere strongly to the tissue culture flask. It is
important not to overtrypsinize the cells by incubating for
excessive amounts of time because the cells may become
activated. If trypsinizing for 5 min at 37◦C does not cause
detachment of the vast majority of cells, the adherent cells
can be mechanically dislodged by gently scraping the bot-
tom of the dish with a sterile tissue culture scraper.



132 Flannagan and Grinstein

4. When scraping or pipetting to disperse any clumped cells
after trypsinization it is important not to handle them too
roughly. RAW cells can become activated by mechanical
stimulation. It is almost impossible to avoid some activa-
tion, but this can be kept to a minimum.

5. While the Roche protocol for use of Fugene HD rec-
ommends transfecting cells that have grown to 80%
confluence, cells grown to 50% confluence are better
suited for phagocytic assays. Overcrowding of RAW cells
makes imaging single cells difficult, can cause rounding
of the macrophages and can alter their ability to perform
phagocytosis.

6. When using polystyrene beads as an opsonin, it is important
to use beads containing DVB. In our hands opsonization
of polystyrene beads without the DVB additive is not as
efficient. As an alternative to inert beads, red blood cells
(i.e. sheep red blood cells) can be used and opsonized with
anti-red cell specific antibodies.

7. To prevent untimely phagocytic events the cells are chilled
to 4◦C. This temperature halts phagocytosis until the cells
are warmed again to temperatures above ∼16◦C.

8. HEPES-buffered medium is suitable for incubations where
the RAW cells are not kept under CO2. In the absence of
HEPES buffering and CO2, the pH of the tissue culture
medium containing bicarbonate will change progressively,
affecting cellular processes that are pH-dependent.

9. There are several advantages to using a spinning-disk con-
focal microscope over a laser scanning confocal micro-
scope (LSCM) for live cell imaging. First, because the
laser beam passes through pinholes in the spinning Nip-
kow disk the entire specimen is excited simultaneously,
making extremely rapid image acquisition possible. Addi-
tionally, the low-intensity beams used by the Nipkow disk
reduce phototoxicity and photobleaching, favouring time-
lapse imaging of live cells. One disadvantage of the spin-
ning disk confocal system is that it is not appropriate for
experiments where photoactivation or photobleaching are
required.

10. For time-lapse imaging of synchronized phagocytosis we
typically capture one frame every 5–10 s for 5–8 min.

11. The quantitative analysis described above can be performed
using several different imaging software programs such
as Volocity (Improvision) or Image J (which is available
free of charge from the National Institutes of Health at
http://rsbweb.nih.gov/ij/).
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Chapter 8

Imaging of Mitotic Cell Division and Apoptotic Intra-Nuclear
Processes in Multicolor

Kenji Sugimoto and Shigenobu Tone

Abstract

To follow the cell division cycle in the living state, certain biological activity or morphological changes
must be monitored keeping the cells intact. Mitotic events from prophase to telophase are well defined
by morphology or movement of chromatin, nuclear envelope, centrosomes, and/or spindles. To paint or
simultaneously visualize these mitotic subcellular structures, we have been using ECFP-histone H3 for
chromatin and chromosomes, EGFP-Aurora-A for centrosomes and kinetochore spindles and DsRed-
fused truncated peptide of importin alpha for the outer surface of nuclear envelope as living cell markers.
Time-lapse images from prophase through to early G1 phase can be obtained by constructing a triple-
fluorescent cell line (Sugimoto et al., Cell Struct. Funct. 27, 457–467, 2002). Here, we describe the
multicolor imaging of mitosis of a human breast cancer cell line, MDA435, and a further application to
characterizing the apoptotic chromatin condensation process in isolated nuclei by simultaneously visual-
izing kinetochores with EGFP and chromatin with a fluorescent dye, SYTO 59.

Key words: Apoptosis, mitosis, kinetochore, time-lapse imaging, chromatin condensation.

1. Introduction

The mitotic cycle of mammalian cells consists of interphase and
five mitotic stages, as illustrated in Fig. 8.1a (1). Centrosomes
duplicate in G1/S phase and “prekinetochores” doubles in G2
phase (2). Chromatin condensation occurs and mitotic chromo-
somes are observed first in prophase, while the duplicated cen-
trosomes move to the opposite poles and maturate into asters.
After nuclear envelope breakdown, the asters capture the kineto-
chores of mitotic chromosomes in prometaphase and then form
a typical mitotic spindle (3). Chromosomes are congressed to
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Fig. 8.1. Imaging of mitotic cell division and apoptotic intra-nuclear processes. (a) A schematic illustration of mitotic
cycle of mammalian cells. (b) Live cell image of prophase-to-metaphase of a quadruple-fluorescent MDA435 cell line.
ECFP-histone H3, EGFP-Aurora-A, mKO-CENP-A, and DsRed-importin-alpha were stably expressed to visualize chromatin
(blue), centrosomes/asters/kinetochore spindles (green), kinetochores (red), and nuclear envelope (yellow). Time-lapse
images were captured by a conventional wide-field microscope system (1). The separate images of ECFP, EGFP, mKO,
and DsRed were also shown below. (c) Time-lapse imaging of cell-free apoptosis. MDA-AF8 nuclei were incubated with
S/M extract and imaged by fluorescent microscopy (10). DNA was visualized using SYTO 59 (red) and kinetochores with
EGFP-CENP-A (green). Representative images are shown. (d) Time-lapse images of triple-fluorescent MDA435 cell line
captured by a laser confocal system (see Fig. 8.3). Fluorescent images are ECFP-histone H3 (blue), EGFP-alpha-tubulin
(green), and DsRed-importin-alpha (red) (1). (Reproduced from (1) and (10) with permission from Elsevier.)
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and aligned at the spindle equator in metaphase. Sister chro-
matid separation is a visual sign for anaphase onset and the fol-
lowing process is straightforward. The daughter chromosomes
are segregated to the poles in anaphase and the nuclear envelope
reforms around the sister chromatids in telophase. These events
after anaphase onset occur within 10 min or so, followed by spin-
dle deformation and chromosome decondensation in early G1
phase.

To accurately identify each mitotic stage, it would be very
convenient if the mitotic apparatus has been differentially visual-
ized or painted by a set of multiple fluorescent proteins with var-
ious fluorescent wavelengths from cyan to far-red (4). Recently,
we constructed three quadruple-fluorescent MDA435 cell lines
in which chromatin, kinetochores, nuclear envelope, and either
the inner centromere, or microtubules, or centrosomes/spindles
are simultaneously visualized with ECFP, EFGP, mKO, and
DsRed (1). Each mitotic stage of the individual cells could be
identified simply by capturing live cell images under a micro-
scope without any requirement of cell-fixing or staining steps
(Fig. 8.1b).

Dynamic changes in the compaction of nuclear chromatin are
one of the characteristic phenomena of apoptotic execution (5).
During apoptosis, however, the level of chromatin condensation
is even greater than that observed in mitosis. The chromatin dras-
tically undergoes a phase change from a heterogeneous, genet-
ically active network to an inert, highly condensed form that
is fragmented and packaged into “apoptotic bodies.” Cell-free
systems with isolated nuclei have been developed to study the
molecular mechanisms of apoptotic execution (6–9). The pro-
tocol we described here was originally developed in Dr. Earn-
shaw’s laboratory in Edinburgh (6, 7). We further applied the
live cell imaging to a cell-free system to characterize the bio-
chemical mechanism underlying apoptotic chromatin condensa-
tion (10, Fig. 8.1c). Three distinct stages of apoptotic nuclear
condensation were revealed by the time-lapse images of iso-
lated nuclei prepared from a kinetochore-fluorescent cell line,
MDA-AF8 (11).

2. Materials

2.1. Cell Culture and
Electroporation

1. Dulbecco’s modified Eagle’s medium (DMEM) (Nissui
Pharmaceutical, Tokyo, Japan).

2. Trypsin (0.25%) (Gibco/BRL, Bethessa, MD).
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3. Plasmid DNAs: pEGFP-AF8 for a kientochore marker,
prepared with spin column such as a “Quantum Prep Plas-
mid Miniprep Kit” (Bio-Rad, Hercules, CA). Use pECFP-
histone H3 for chromatin/chromosome, pEGFP-Aurora-A
for centrosomes/kinetochore spindle, and pDsRed-
importin-alpha for nuclear envelope (12). pTK-Hyg and
pPur (Clontech, Palo Alto, CA) are for hygromycin B and
puromycin, respectively.

4. K-PBS: 30 mM NaCl, 120 mM KCl, 8 mM Na2HPO4,
1.5 mM KH2PO4, 5 mM MgCl2

5. Electroporation cuvette (4 mm width) (Bio-Rad).
6. Electroparation apparatus: Gene Pulser and capacitance

extender (Bio-Rad) (see Note 1).

2.2. Screening of
Fluorescent Cells

1. Geneticine (G418 sulfate) (Nakalai Tesque, Kyoto, Japan):
dissolved with 0.5 M HEPES buffer, pH 7.2, to final
concentration of 0.8–1.6 mg/mL and filtrated through
0.22 mm filter.

2. Hygromycin B (50 mg/mL, Roche Diagnostics GmbH,
Nonnenwald, Penzberg, Germany).

3. Puromycin (Sigma): dissolved in PBS(–) to make a stock
solution (0.5 mg/mL).

4. Cloning ring (7 mm in diameter) (Iwaki Glass Co. Ltd.,
Chiba, Japan).

5. Coverslip (12×12 mm) (Matsunami Glass Ind. Ltd., Osaka,
Japan).

6. 4% paraformaldehyde (Nakalai Tesque): dissolved in PBS(–)
at 60◦C and neutralized to pH 7.4–7.6 with 2 N NaOH.

7. DAPI-containing glycerol: dissolve 0.1 g DABCO (Sigma)
with 1 mL 0.2 M Tris–HCl (pH 7.5) and mix well with 9
mL glycerol (nonfluorescent grade, Nakalai Tesque). Add
DAPI stock solution (100 �g/mL) to a final concentration
1 �g/mL.

2.3. Preparation of
Nuclei

1. 1× nuclei solution: 10 mM KCl, 10 mM PIPES buffer (pH
7.4), 1.5 mM MgCl2, 1 mM DTT, 10 �M cytochalasin B,
1× CLAP, 100 �M PMSF.

2. 1000× CLAP: 5 mg each of chymotrypsin, leupeptin,
aprotinin, and pepstatin A were dissolved in 5 mL of
DMSO.

3. Syringe attached by 21G needle (needle tips were bent by
10–20◦).

4. 30 % sucrose solution: 3 g sucrose dissolved with 10 mL
1× nuclei solution.
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5. Buffer A: 250 mM sucrose, 80 mM KCl, 20 mM NaCl,
5 mM EGTA, 15 mM PIPES (pH 7.4), 1 mM DTT,
0.5 mM spermidin, 0.2 mM spermin, 100 �M PMSF, 1×
CLAP, 50% Glycerol.

6. Incomplete KPM: 50 mM KCl, 50 mM PIPES (pH 7.0),
10 mM EGTA, 1.92 mM MgCl2.

7. Complete KPM: 1 mM DTT, 20 �M cytochalasin B, 1×
CLAP, 100 �M PMSF were added to incomplete KPM.

8. Aphidicolin (Sigma).
9. Nocodazole (Sigma).

10. 10× MDB buffer: 0.5 M NaCl, 20 �M MgCl2, 50 mM
EGTA, 100 mM PIPES, 100 mM DTT.

11. SYTO 59 (Molecular Probes, Invitrogen Corp., Carlsbad,
CA).

12. Human stable cell line MDA-AF8 expressing EGFP-
CENP-A (11).

13. ATP plus a regeneration system: mix equal amount of
ATP/creatine just before use.

14. Phosphate solution (40 mM ATP, 200 mM phosphocrea-
tine, 10 mM PIPES, pH 7.0) and creatine kinase solution
(1 mg/mL creatine kinase, 10 mM PIPES, pH 7.0, 1 mM
DTT, 50 mM NaCl).

15. 35-mm glass base dish (Iwaki Glass Co. Ltd.).

2.4. Time-Lapse
Imaging System

1. Inverted fluorescent microscope: Eclipse TE300 or
TE2000-U (Nikon, Tokyo, Japan).

2. Objective lens: PlanApo VC 60×, NA1.40 (Nikon) (see
Note 2).

3. Stage-top incubator: INU-NI-F1 (Tokai Hit, Fujinomiya,
Sizuoka, Japan).

4. CCD camera: ORCA-ER (Hamamatsu Photonics, Hama-
matsu, Sizuoka, Japan).

5. Filter wheels and z-axis motor: BioPoint MAC5000 (Ludl
Electronic Products, Hawthorne, NY).

6. Excitation and emission filters: 436/20 and 472/30 nm
for ECFP, 484/15 and 520/35 nm for EGFP, 532/10 and
556/20 nm for mKO, and 580/13 and 630/60 nm for
DsRed (Chroma Technology, Rockingham, VT; Semrock,
Rochester, NY) (see Note 3).

7. Dichroic: 86006bs for CFP/YFP/DsRed (Chroma Tech-
nology) (see Note 4).

8. Image capturing and analyzing software: LuminaVision for
MacOSX (Mitani Corporation, Fukui, Japan).
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3. Methods

3.1. Cell Culture and
Electroporation

1. Culture human MDA435 cells in DMEM with 10% fetal
bovine serum (FBS, Biowest, Nuaille, France) in 90-mm
dishes (usually four dishes for each preparation).

2. Rinse the cells with 4 mL PBS(–).
3. Trypsinize the cells with 1 mL 0.25% trypsin.
4. Suspend the cells with 4 mL of DMEM with 10% FBS.
5. Transfer into 15 mL tube.
6. Count the cell numbers with a hematometer.
7. Spin the cells 1000 rpm 5 min at room temperature (RT)

with table-top centrifuge.
8. Resuspend the pellet with 12 mL PBS(–).
9. Recentrifuge 1000 rpm 5 min.

10. Repeat the resuspension and centrifugation step.
11. Resuspend the cells with ice-cold K-PBS to 1.2×107

cells/mL.
12. Transfer 0.45 mL aliquots of cell suspension into each

eppendorf tube.
13. Add 16 �g of plasmid DNA and keep on ice for 10 min.

For selection with drugs other than G418, add 7 �g of the
appropriate selection plasmid as well.

14. Transfer into an ice-cold 0.4 cm electroporation cuvette.
15. Pulse with 960 �F at 0.22 kV with Gene Pulser and capac-

itance extender.
16. Keep the cuvette on ice for 10 min.
17. Add 0.5 mL of DMEM
18. Put a lid on the cuvette and turn upside down for mixing.
19. Keep at RT for 10 min.
20. Dilute the cell suspension into 4 mL of DMEM with

10%FBS in 50-mm dish.
21. Add 1–2 mL aliquots of the dilution into 8 mL of DMEM

with 10%FBS in 90-mm dish.
22. Drop 0.5 mL aliquot of the cell suspension onto 18×

18 mm coverslip in 35-mm dish.
23. Incubate 35- and 90-mm dishes in CO2 incubator for 1–2

days.
24. Add G418 stock solution to 0.8–1.2 mg/mL and cul-

ture for 2–3 weeks to obtain single colonies. For the
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construction of multi-color cell lines, stable transformants
are sequentially selected by hygromycin B (200 �g/mL)
and puromycin (20–50 �g/mL).

3.2. Screening of
Fluorescent
Transfomants

1. Rinse the cells with 4 mL PBS(–).
2. Put cloning rings (7 mm in diameter) on each single

colony.
3. Trypsinize the cells with a few drops of 0.25% trypsin.
4. Suspend the cells with a portion of 2 mL of DMEM with

10% FBS in each well of 12-well plates.
5. Grow the cells on coverslip (12 × 12 mm) for several days.
6. Transfer each coverslip into another 12-well plate.
7. Fix the cells with ice-cold 4% paraformaldehyde for 20 min.
8. Rinse with PBS(–) for 5 min twice.
9. Pick up and put each coverslip upside down on 5 �L drop

of DAPI-containing glycerol on slide glasses.
10. Observe the cells under a fluorescent microscope.

3.3. Preparation of
Isolated Nuclei

1. Culture human cells in DMEM with 10% FBS in three T75
cultures for each preparation.

2. Spin the cells at 1000 rpm for 5 min at RT with table-top
centrifuge.

3. Resuspend the pellet in 30 mL PBS(–) into a 50-mL
tube.

4. Recentrifuge at 1000 rpm for 5 min at 4◦C.
5. Resuspend in 2 mL 1× nuclei solution.
6. Transfer cell suspension (1 mL) into two eppendorf tubes
7. Recentrifuge at 3000 rpm for 5 min at 4◦C.
8. Resuspend in 1.5 mL each with 1× nuclei solution.
9. On ice for 20 min (with occasional shaking).

10. Up and down 30 times with shringe attached by 21G
needle (see Notes 1).

11. Layer 750 �L of suspension over 500 �L 30% sucrose solu-
tion (3 g with 10 mL 1× nuclei solution).

12. Take care not to disturb sucrose solution.
13. Centrifuge with swing rotor at 3000 rpm 10 min at 4◦C.
14. Discard supernatant.
15. Resuspend the pellet in 1 mL 1× nuclei solution.
16. 5000 rpm 5 min at 4◦C.
17. Discard supernatant.
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18. Resuspend the pellet in 120 �L buffer A.
19. Aliquot 20 �L × 5 tubes; store at –20◦C.

3.4. Preparation of
S/M Extracts

1. Culture chicken DU249 cells (12×T150 flasks) and
presynchronize in S phase with aphidicolin at 2 �g/mL
for 12 h.

2. Release from the block for 6 h and synchronize in mitosis
with nocodazole at 100 ng/mL for 3 h.

3. Harvest mitotic cells with 2000 rpm for 5 min at 4◦C to
make S/M extracts (extracts for apoptosis induction) from
floating cells obtained by selective detachment after the
nocodazole treatment.

4. Wash cells with 40 mL incomplete KPM.
5. Centrifuge and resuspend with 40 mL of complete KPM.
6. Centrifuge and resuspend with 1 mL of complete KPM.
7. Transfer to a grinder (KONTES 20 or 21).
8. Centrifuge and aspirate supernatant.
9. Freeze in liquid nitrogen.

10. Store at –80◦C.
11. Thaw in cold water and grind with pestle on ice just during

thawing (see Note 6).
12. Freeze again in liquid nitrogen, thaw in cold water, and

grind again.
13. Transfer to ultracentrifuge tubes (7×20 mm polycarbonate

tube).
14. Ultracentrifuge at 55,000 rpm for 1 h at 4◦C using Beck-

man TL-100, TLA100 rotor.
15. Recover clear extract.
16. Take 1 �L to measure protein concentration.
17. Make 20 �L aliquots and freeze in liquid nitrogen.
18. Store at –80◦C.

3.5. How to Stain the
Nucleus by Adding a
Fluorescent Dye

1. Suspend MDA-AF8 nuclei with 200 �L 1× MDB buffer.
2. Centrifuge at 5000 rpm 5 min at 4◦C.
3. Discard supernatant.
4. Stain nuclei with SYTO 59 for 20 min at 0.5 �M at RT.
5. Centrifuge at 5000 rpm 5 min at 4◦C.
6. Wash twice with 1× MDB buffer.
7. Centrifuge at 5000 rpm 5 min at 4◦C.
8. Discard supernatant.
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3.6. Induction of
Apoptsis

1. Suspend MDA-AF8 nuclei stained with SYTO 59 into a 10
�L reaction (S/M extracts) supplemented with 1 �L ATP
plus a regeneration system.

3.7. Time-lapse
Imaging

There are two different systems to obtain the time-lapse images,
wide-field and confocal microscopies. Here, we mainly describe
the basic components for the former system, such as a high sensi-
tive cooled CCD camera, excitation and emission filter wheels,
z-axis motor, and a stage-top incubator (Fig. 8.2). For the

Fig. 8.2. A typical conventional wide-field microscope system. (a) The basic components contain a stage-top incubator
INU-NI-F1 (Tokai Hit), a high sensitive cooled CCD camera ORCA-ER (Hamamatsu Photonics), a BioPoint MAC5000 exci-
tation and emission filter wheels, and z-axis motor (Ludl Electric Products). (b) A 100 W halogen lamp is used a light
source.
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illumination, we have used a halogen lamp (1 and 13, see
Fig. 8.2b), instead of Hg or Xe lamp. To obtain the confo-
cal images, this system can be easily system-upped by applying
combined laser beams (440, 488, and 561 nm) and setting a
confocal scan unit (CSU10, Yokogawa Electric Corp., Tokyo,
Japan) between the emission filter wheel and the CCD camera
(Fig. 8.3). To operate this type of confocal microscopy system,
we can use the same image capturing software (LuminaVision for
MacOSX) as used for a wide-field microscopy (see Note 7).

1. Place the mixture on the bottom of a 35-mm glass base dish
on the stage of a fluorescent microscope.

Fig. 8.3. System up to a laser confocal system. A laser scan unit CSU10 (Yokogawa Elec-
tric Corp.) is set between the microscope and the emission filter wheel. The combined
laser beams of 440, 488, and 561 nm were used as a light source to illuminate ECFP,
EGFP, and DsRed (see Fig. 8.1d).
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2. Capture the images with a software (LuminaVision for
MacOSX) controlling a cooled CCD digital camera (200–
500 ms exposure for each filter) and rotating the excitation
and emission filter wheels and z-axis motor with MAC5000,
for collecting z-series optical sections (0.2-�m intervals).

4. Notes

1. Recently, a new 24- to 96-well type version, MXCell, is
released. It is much convenient for determining the opti-
mum condition to introduce plasmid DNA with this system.

2. The “VC” type of PlanApo 60× is recommended, rather
than normal one. It is worth trying it if you want to obtain
clearer images.

3. The filters with higher transmission (>95%) such as ion
beam sputtering (IBS) thin-film coating filters (BrighLine,
Semrock) or modified magnetron sputter-coated ones (ET
Series, Chroma) are recommended. Sometimes, it is the eas-
iest and most effective way to improve the signal of images,
rather than obtaining an highly expensive EM-CCD camera.

4. The Dichroic 86006bs can be used for CFP/GFP/DsRed
as well (14). Recently, higher transmitting multiband fil-
ter sets are available for CFP/YFP/HcRed (Semrock) and
CFP/YPF/mCherry (89006, Chroma), but not yet for four
living colors such as CFP/GFP/mKO/DsRed.

5. Check lysis with a phase-contrast microscope. If lysis is not
complete, add 10 or 20 more strokes.

6. We prefer manual grinding to machine-driven grinding.
Excess grinding will destroy the apoptotic activity.

7. It may be better to use the other excellent software (15)
such as MetaMorph (Molecular Device, Sunnyvale, CA)
or Volocity (Improvision a PerkinElmer Company, Coven-
try, UK) to operate the recent devices such as a preci-
sExcite LED excitation (CoolLED Ltd., Andover, UK) or
AURA or Spectra Light Engine (Lumencor, Inc., Beaverton,
OR) and a Laser Merge Module, LMM5 (Spectral Applied
Research, Ontario, Canada) or extremely sensitive EM-CCD
cameras such as ImagEM (Hamamatsu Photonics) or Cas-
cade II (Photometrics a division of Roper Scientific, Tuc-
son, AZ). Recently, ORCA-R2 (Hamamatsu Photonics) is
available for the new version of ORCA series, instead of
ORCA-ER or AG.
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Chapter 9

Manipulation of Neutrophil-Like HL-60 Cells for the Study
of Directed Cell Migration

Arthur Millius and Orion D. Weiner

Abstract

Many cells undergo directed cell migration in response to external cues in a process known as chemotaxis.
This ability is essential for many single-celled organisms to hunt and mate, the development of multicel-
lular organisms, and the functioning of the immune system. Because of their relative ease of manipulation
and their robust chemotactic abilities, the neutrophil-like cell line (HL-60) has been a powerful system
to analyze directed cell migration. In this chapter, we describe the maintenance and transient transfec-
tion of HL-60 cells and explain how to analyze their behavior with two standard chemotactic assays
(micropipette and EZ-TAXIS). Finally, we demonstrate how to fix and stain the actin cytoskeleton of
polarized cells for fluorescent microscopy imaging.

Key words: Migration, chemotaxis, neutrophil, HL-60, actin cytoskeleton, amaxa transfection,
micropipette, EZ-TAXIS assay.

1. Introduction

Directed cell migration toward chemical cues, or chemotaxis, is
essential in eukaryotic cells for development, immune response,
and wound healing (1). The human neutrophil is a particu-
larly powerful model for eukaryotic chemotaxis. Neutrophils seek
infectious bacteria to engulf at wound sites as part of the innate
immune system. They follow gradients of formylated peptides
released by the bacteria (1). Many open questions remain in neu-
trophil and eukaryotic cell migration. How do cells interpret shal-
low gradients or initially establish polarity? How is their cytoskele-
ton rearranged during polarization and movement, and what
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limits this rearrangement to one part of the cell and not another?
What signaling components and circuitry are required to accom-
plish theses processes?

The human promyelocytic leukemia (HL-60) cell line was
developed as a simple model system to study neutrophil cell
migration without the need to derive cells from primary tissue
(2). The immortal cell line can be propagated for extended peri-
ods of time in culture and may be frozen for longer term storage.
This is impossible with bone marrow or peripheral blood derived
neutrophils. When needed, neutrophil-like cells can be derived
from HL-60 cells through differentiation with DMSO or retinoic
acid (3). Differentiated HL-60 cells (dHL-60) can then be used
in chemotaxis assays and to visualize the cytoskeleton of a polar-
ized cell (4). Amaxa nucleofection may be used in dHL60 cells
to knock genes down (5–8) or transfect cells with a fluorescent
tag to analyze protein localization (our unpublished results). Cell
behavior can be analyzed either in response to a point source of
chemoattractant (9–11), or using the EZ-TAXIS system, which
allows simultaneous measurement of directionality and speed for
six different assay conditions (12, 13).

2. Materials

2.1. HL-60 Cell
Culture and
Differentiation

1. Culture medium: Roswell Park Memorial Institute (RPMI)
1640 plus L-glutamine and 25 mM HEPES (Fisher Sci-
entific) supplemented with antibiotic/antimycotic (Invitro-
gen) and 15% heat-inactivated fetal bovine serum (FBS)
(Invitrogen); store at 4◦C (see Note 1).

2. Dimethyl sulphoxide (DMSO), endotoxin, and hybridoma
tested (Sigma).

2.2. Amaxa
Nucleofection of
HL-60 Cells

1. Recovery medium: VZB-1003 monocyte medium (Amaxa
Inc.) supplemented with 2 mM glutamine (Invitrogen) and
20% FBS.

2. 100 �L of transfection solution containing VCA-1003 sup-
plement (Amaxa) mixed with 2 �g DNA per reaction
(see Note 2).

2.3. Plating Cells for
Microscopy

1. Fibronectin from bovine plasma (Sigma); store lyophilized
protein at –20◦C.

2. Ca2+/Mg2+ free phosphate-buffered saline (PBS): 137 mM
NaCl, 2.7 mM KCl, 10 mM Na2HPO4, 1.8 mM KH2PO4
(Invitrogen).
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3. Gold Seal cover glass 20 × 40 mm No. 1.5 (Fisher Scien-
tific).

4. Lab-Tek 8-well PermanoxTM chamber slide (Nunc).
5. Chemoattractant: 10 mM formylated Methione-Leucine-

Phenylalanine (fMLP),(Sigma-Aldrich) in DMSO; store at
–20◦C. Prepare 100 �M working stocks in RMPI and store
at 4◦C up to 1 month (see Note 3).

2.4. Micropipette
Assay

1. Glass capillary with filament (World Precision Instruments)
(see Note 4).

2. Alexa594 working stock: 10 mM Alexa Fluor 594 hydrazide
sodium salt (Invitrogen) in DMSO; store at 4◦C and protect
from light.

3. Chemoattractant solution: 200 nM fMLP, 10 �M Alexa594
in RPMI culture medium; protect from light.

2.5. EZ-TAXIScan
Assay

1. RPMI culture medium.
2. Chemoattractant solution: 200 nM fMLP in RMPI culture

medium.

2.6. Staining the
Actin Cytoskeleton

1. Intracellular buffer (2×): 280 mM KCl, 2 mM MgCl2,
4 mM EGTA, 40 mM HEPES, pH 7.5, 0.4% low endotoxin
albumin from human serum (Sigma) (see Note 5).

2. Fixation buffer (2×): 640 mM sucrose, 7.4% formaldehyde
(Sigma) in 2× intracellular buffer; store at 4◦C (see Note 6).

3. Stain buffer: 0.2% Triton X-100, 2 �L/mL rhodamine phal-
loidin (Invitrogen) in intracellular buffer (see Note 7).

3. Methods

3.1. Maintenance of
HL-60 Cell Culture
Line

1. Unless imaging, all cell work is performed under a biological
safety cabinet.

2. HL-60 cells are passaged when the cells reach a density
between 1 and 2 million cells/mL in 25 cm2 cell culture
flasks with 0.2 �m vent cap. Split cells to 0.15 million
cells/mL in a total volume of 10 mL prewarmed culture
medium. Cells will need to be passaged again after 2–3 days
(Fig. 9.1). Maintain cells at 37◦C and 5% CO2 in standard
tissue culture incubator (see Note 8).

3. Differentiate cells in culture medium containing 1.3%
DMSO. Because DMSO is more viscous and denser than
culture medium, premix medium with DMSO before adding
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Fig. 9.1. Passaging and differentiating HL-60 cells. When cells reach a density between
1 and 2 million cells/mL, split to 0.15 million cells/mL in a total volume of 10 mL pre-
warmed culture medium. Differentiate cells in culture medium plus 1.3% DMSO; cells
take ∼5 days to become migratory.

cells. Cells stop proliferating upon differentiation and typi-
cally achieve a density of 1–2 million cells/mL at 7 days post-
differentiation (Fig. 9.1). Cells are most active 5–6 days
post-differentiation, but can still respond even after 8 days
(see Note 9).

4. To freeze cells, pellet cells by spinning at 100×g for 10 min.
Aspirate medium and resuspend in chilled culture medium
plus 10% DMSO at 10 million cells/mL. Aliquot 1.8 mL
each into cryovials, place in Nalgene cryofreezing container
with isopropanol at –80◦C for 2 days, and then transfer to
liquid nitrogen storage (see Note 10).

5. Thaw cells by quickly warming a cryovial at 37◦C just until
last bit of ice has melted. Dilute thawed cells in 10 mL of
prewarmed culture medium and spin at 100×g for 10 min.
Remove supernatant, resuspend pellet in 20 mL culture
medium, and recover in a 75-cm2 culture flask.

3.2. Transient
Transfection of DNA
into HL-60 Cells

1. Prepare ∼2 mL of recovery medium per transfection in a 6-
well plate and let equilibrate at 5% CO2 and 37◦C for 15 min
or more. Add 500 �L of equilibrated recovery medium to
an eppendorf tube per transfection (see Note 11).
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2. Spin 5 million cells in a 10-mL Falcon tube at 100×g for
10 min. Use a separate Falcon tube for each transfection.

3. After the spin, remove all medium with aspirator and gen-
tly resuspend cells in 100 �L transfection solution with a
L-1000 pipette (see Note 12).

4. As quickly as possible, transfer transfection solution to nucle-
ofection cuvette. Electroporate in single chamber nucleofec-
tor on program Y-001.

5. Immediately remove cuvette, use a plastic pipette to obtain
500 �L recovery medium from eppendorf tube, flush cham-
ber, and replace medium containing cells in eppendorf tube.

6. Incubate for 30 min in eppendorf tube at 37◦C (see Note
13).

7. Transfer 500 �L recovery medium and cells with L-1000
pipette to 1.5 mL recovery medium in a 6-well plate. Expres-
sion in viable cells occurs in ∼2 h with best behavior <8 h
after transfection (Fig. 9.2).

Fig. 9.2. Transient transfection of HL-60 cells with Amaxa nucleofection. Spin ∼5 million cells at 100×g. Aspirate super-
natant and resuspend pellet in 100 �L transfection solution per reaction and nucleofect with Amaxa program “Y-001.”
Flush with prewarmed recovery medium and incubate in an eppendorf tube for 30 min. Transfer to a 6-well dish with 1.5
mL of recovery medium; expression occurs after 2 h. Shown is an example of HL-60 cells 5 h after transfection with GFP
visualized with DIC and fluorescence microscopy.

3.3. Preparing for
Live Cell Microscopy

1. Dissolve 1 mL of sterile water in 1 mg fibronectin and let
sit at room temperature for 1 h. Avoid shaking or physically
mixing because this may denature the fibronectin.
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2. Add 4 mL of Ca2+/Mg2+ free PBS to fibronectin solution to
obtain 200 �g/mL solution (Fig. 9.3a): store fibronectin
solution at 4◦C for up to 2 weeks.

Fig. 9.3. Preparing a coverslip for live cell microscopy. (a) Dissolve 1 mg of bovine fibronectin in sterile water. After 1 h,
add 4 mL of PBS and store 200 �g/mL fibronectin solution at 4◦C. (b) Remove gaskets from plastic permanox 8-well
chamber. Cut epoxy mold squares and stick to No. 1.5 gold seal cover glass. Add 125 �L of fibronectin, let sit for 1 h,
rinse once with RPMI culture medium, and store in RPMI medium until ready to image.

3. Remove exterior gaskets from Permanox chamber slide and
the interior gasket with a razor blade. Discard 8-well plas-
tic walls to expose underlying epoxy mold. With razor, cut
single-well epoxy chambers and adhere to glass coverslips
(see Note 14).

4. Add 125 �L fibronectin solution to epoxy chamber on cov-
erslip. Incubate at room temperature for 1 h.

5. Aspirate fibronectin solution and rinse once in RPMI culture
medium. Add 250 �L RPMI culture medium until ready to
plate cells. Fibronectin coated slides may be stored up to 2
days at 4◦C (Fig. 9.3b).

6. For cell plating, remove culture medium on slide and replace
with 250 �L differentiated cells (in RPMI culture medium)
or transfected cells (in monocyte medium). Incubate at 37◦C
for 5–15 min (see Note 15).
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7. Aspirate cells at the corner of the epoxy chamber (avoid
touching the coverslip), rinse in RPMI, and replace with 125
�L RPMI. Cells are most migratory at 37◦C, but also func-
tion at room temperature.

8. During image acquisition, 125 �L of 200 nM fMLP may be
added to coverslip (final concentration is 100 nM) to show
random migration in response to uniform chemoattractant.

3.4. Micropipette-
Stimulated Cell
Migration

1. Pull glass filaments on Model P-87 micropipette puller (Sut-
ter) (Program: heat = 750, pull = 0, velocity = 20, time =
250, pressure = 100, loops 2 or 3 times) to achieve ∼2- to
3-�m needle diameter.

2. Backfill needles with chemoattractant solution and connect
to a needle holder. Flick to remove air bubbles at the tip.
The needle holder is held by a micromanipulator and agonist
flow controlled by adjusting balance pressure between 0 and
3 psi on an IM-300 injection system (Narishige) (see Note
16).

3. Place cells seeded on a coverslip on microscope and find
focus of cells in brightfield.

4. Orient needle in light path and switch to the back focal plane
of the objective (usually labeled “B” for Bertrand lens). Find
the needle and lower it until just above the cells, then switch
back to the normal focal plane for viewing.

5. Image dye in fluorescence or total internal reflection fluores-
cence microscopy using appropriate filter sets with ∼20 ms
exposures and near maximal multiplication on an EM-CCD
camera (see Note 17). An example of a cell migrating toward
a micropipette filled with chemoattractant is shown in
Fig. 9.4.

DIC TIRF
Fig. 9.4. An example of an HL-60 cell crawling toward a micropipette visualized with DIC and TIRF microscopy. Asterisk
indicates micropipette tip.
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3.5. Ascertaining
Directionality and
Velocity of Migrating
Cells with the
“EZ-TAXIS” Assay
System

1. Place “40 Glass” (41 Glass is used in conjunction with a
#1.5 coverslip) in holder base. Fill with 3 mL of culture
medium, place small “o” ring beneath wafer housing, and
add wafer housing into holder base. Place large “o” ring on
top of wafer housing. Gently close inner lever.

2. Place EZ-TAXIScan chip gently into wafer housing with for-
ceps. Chip should fit snuggly on top of glass and between
wafer holder (see Note 18). Place rubber gasket (to pro-
tect chip) beneath the wafer clamp and place wafer clamp on
wafer housing. Gently close outer lever.

3. Place assembled device on top of preheated EZ-TAXIS
microscope (Fig. 9.5a, b).

holder base

wafer
housing

acrylic cover

gasket
40 glass

large
“o” ring

small
“o” ring

EZ-Taxis chip

syringe guide

wafer clamp
inner lever

outer lever

acrylic cover

syringe guide

wafer clamp

large
“o” ring

gasket

EZ-Taxis chip

wafer
housing

small
“o” ring

40 glass

holder base

top

bottom
HL-60 cells

fMLP agonist

direction of migration

A B

C

Fig. 9.5. The components of the EZ-TAXIS system are shown in (a), with the individual components in their order of
assembly from top to bottom shown in (b). (c) An example of HL-60 cells migrating toward chemoattractant in the
EZ-TAXIS assay visualized with brightfield microscopy.
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4. Using syringe guide, add 1 �L of cells to lower chamber
using microsyringe. Use a plastic pipette to draw cells into
imaging surface.

5. Add 1 �L of 100 nM – 1 �M chemoattractant to upper
chamber. Begin image acquisition immediately (Fig. 9.5c).

3.6. Staining the
Actin Cytoskeleton

1. Stimulate adherent cells with micropipette or uniform
chemoattractant. Alternatively, you can stimulate cells in
suspension.

2. Add one volume of 2× fixation buffer to cells to give a final
concentration of 320 mM sucrose and 3.7% formaldehyde.
Fix for 20 min at 4◦C (see Note 19).

3. Aspirate supernatant (adherent cells) or spin down cells at
400×g for 1 min and then aspirate supernatant (suspended
cells).

4. Permeabilize cells with 125 �L stain buffer and protect from
light for 20 min (Fig. 9.6).

plated cells

2x fixation buffer

20 min

add stain buffer

remove fix 20 min

back

front

Structured Illumination
microscopy

Fig. 9.6. Staining the actin cytoskeleton. Add 2× fixation buffer to plated cells and fix for 20 min at 4◦C. Remove fixation
buffer and replace with stain buffer for 20 min; protect from light. Shown is an example of an HL-60 cell stained with
rhodamine phalloidin visualized with structured illumination microscopy.

5. Remove supernatant, replace with intracellular buffer, and
image (see Note 20).

4. Notes

1. HL-60 cells acidify their medium quite rapidly, so HEPES
is essential to counterbalance the pH.

2. Poor expression occurs in retroviral LTR-containing vec-
tors.

3. If an exact concentration of fMLP is required, make stocks
fresh weekly because formyl peptide will slowly oxidize in
aqueous solutions over time.
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4. Capillaries with filaments are easier to load than capillaries
without filaments.

5. HL-60 cells may be spuriously stimulated with albumin
containing endotoxins. It is important to add the albumin
fresh to the intracellular buffer and let sit at room temper-
ature for 30 min before mixing because the albumin will
oxidize in aqueous solution to products that may also acti-
vate HL-60 cells.

6. Sucrose is important to maintain osmolarity.
7. Unlike Alexa Fluor 594, rhodamine phalloidin increases its

fluorescence upon binding to actin filaments. This makes
it preferable to Alexa Fluor 594. However, for imaging in
the green channel, we would use Alexa Fluor 488 or similar
fluorophore over the rapidly bleaching FITC.

8. Keep a basin of water on the bottom shelf of the incubator
to maintain humidity.

9. Cells may also be differentiated with retinoic acid (14).
10. As an alternative to Nalgene freezing chambers, two sty-

rofoam 15 mL Falcon tube holders may be sandwiched
around tubes to provide insulation during slow freezing
process.

11. Our protocol differs significantly from the standard Kit
V protocol from Amaxa because we have optimized for
cells to retain chemotactic function (not necessarily high-
est transfection efficiency).

12. It is important to remove every drop of medium from the
Falcon tube because FBS will interfere with transfection.
Large-tip pipettes minimize shearing of cells and increases
the number of healthy cells post-transfection.

13. Cells will adhere to each other and form a thin, white film
during the 30-min incubation in eppendorf tube. This step
increases recovery efficiency. Additionally, cells are fragile
after transfection and they behave poorly if centrifuged.

14. An 8-well chamber will yield four molds. Only bottom
surface (side touching permanox chamber slide) of epoxy
mold is sticky. Additionally, Lab-Tek 8-well cover glass #1.5
chamber slide (Nunc) may be used for epifluorescence and
brightfield microscopy. However, the epoxy that hold the
chamber walls to the coverslip is autofluorescent and thus
less suitable for TIRF.

15. Cells may be plated in culture medium containing
chemoattractant for a higher proportion of adherent cells.

16. We use a universal needle holder, MINJ4 (Tritech) con-
nected to a MM-89 micromanipulator (Narishige). Addi-
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tionally, it is difficult to handle capillaries with gloves on.
Once the solution is loaded into the needle, flick the needle
vigorously to remove microscopic bubbles. Do not try to
force air bubbles through the tip by increasing air pressure.
Invariably, the bubbles will become stuck and the needle
rendered useless.

17. For quantification of gradient, TIRF imaging is superior to
epifluorescence microscopy because TIRF reveals the ago-
nist concentrations in the same plane as the cell. The sig-
nal obtained from epifluorescence is a combination of the
agonist the cell experiences plus out of focus blur from flu-
orescent dye above the cell. Confocal imaging can also be
used to quantitate the gradient.

18. Chips come in four different sizes (4, 5, 6, and 8 �m)
depending on the gap space between the chip and glass.
We have used the 4–6 �m chips with success.

19. Formaldehyde can partially permeabilize cells, allowing
water influx due to high internal protein concentration.

20. Can repeat wash if background too high. If pressed for
time, you can immediately image after adding stain buffer.
However, this will give high background staining. You can
also mount cells in Vectashield (Vector Laboratories) for
decreased spherical aberrations and photobleaching.
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Chapter 10

A Method for Analyzing Protein–Protein Interactions
in the Plasma Membrane of Live B Cells by Fluorescence
Resonance Energy Transfer Imaging as Acquired by Total
Internal Reflection Fluorescence Microscopy

Hae Won Sohn, Pavel Tolar, Joseph Brzostowski, and Susan K. Pierce

Abstract

For more than a decade, fluorescence resonance energy transfer (FRET) imaging methods have been
developed to study dynamic interactions between molecules at the nanometer scale in live cells. Here, we
describe a protocol to measure FRET by the acceptor-sensitized emission method as detected by total
internal reflection fluorescence (TIRF) imaging to study the interaction of appropriately labeled plasma
membrane-associated molecules that regulate the earliest stages of antigen-mediated signaling in live B
lymphocytes. This protocol can be adapted and applied to many cell types where there is an interest in
understanding signal transduction mechanisms in live cells.

Key words: B lymphocyte, fluorescence resonance energy transfer (FRET), total internal reflection
fluorescence (TIRF) imaging, B cell receptor (BCR) signaling, planar lipid bilayer, immune synapse.

1. Introduction

B lymphocytes play a pivotal role in the adaptive immune sys-
tem by producing antibodies against pathogens (1). Binding of
antigens to B cell receptors (BCRs) leads to BCR clustering that
triggers the recruitment of Lyn, the first kinase in the BCR sig-
naling cascade (2). Current evidence indicates that B cells con-
tact antigen on the surface of antigen presenting cells (APCs). At
the interface of the contact between B cell and APC, an immune
synapse (IS), a structure associated with B cell activation, is
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organized. Within the IS, various receptor-ligand interactions take
place, including the association of the BCR with the antigen and
the lymphocyte function-associated antigen-1 (LFA-1) with the
intercellular cell adhesion molecule-1 (ICAM-1) (3, 4). Live cell
imaging techniques provide both the temporal and spatial infor-
mation concerning the dynamic association of the BCR with sig-
naling molecules over the time and length scale that are critical to
decipher the earliest events that occur during the contact of live B
cells with APCs bearing antigen. The advent of fluorescent pro-
tein technologies has made such observations possible by standard
microscopy, and the development of sensitive imaging techniques,
such as TIRF imaging, has enabled the study of signaling proteins
at a single molecule level (5, 6).

TIRF imaging is a spatially limited technique that is par-
ticularly well suited to the study of molecules near the plasma
membrane. In TIRF imaging, fluorophores in specimens are
excited with collimated light, typically from a laser, that is intro-
duced at a specific angle. The incident beam of excitation light,
brought either through a prism or a high numerical aperture, oil-
immersion objective lens, is totally internally reflected to form
an evanescent field at the interface of the coverslip and aqueous
media bathing the cells. In the case of through-lens systems, an
evanescent field is produced along the optical axis by virtue of
the difference in refractive index between oil/glass and aqueous
medium of the cell. The evanescent field exponentially decays as
it enters the cell, penetrating to a depth of ∼100 nm, with depth
being dependent on the angle of incidence and the wavelength of
excitation light. As a result, TIRF imaging greatly reduces back-
ground fluorescence outside the plane of focus to the point where
fluorescent emission from single fluorophores can be detected.

To study the interaction of membrane-associated proteins
between B cells and APCs by TIRF imaging, planar lipid bilay-
ers bearing mobile ligands have been developed to mimic APC
(7). This system provides a means to the study the spatial and
temporal dynamics of receptor-signaling molecule interaction in
live B cells introduced to the lipid bilayer-coated chamber cover-
slip. In contrast to standard confocal microscopy, TIRF imaging
enables the entire surface area of the cell in contact with the planar
lipid bilayer to be imaged as interfering fluorescent signals from
the interior of the cell are eliminated. In addition, because highly
sensitive CCD cameras are used to capture images, frame rates
can greatly exceed (>30 fps) those obtained on a typical scanning
confocal microscope.

We have taken advantage of TIRF microscope technology
and combined it with FRET imaging to study dynamic signal
transduction events in live B cells (8, 9). FRET is the non-
radioactive transfer of energy from a donor fluorophore to an
acceptor fluorophore by dipole–dipole coupling. The result is
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a quenching of donor fluorescence and a concomitant increase
(sensitization) in acceptor emission. Energy transfer can take place
only over a limited distance (within 10 nm); thus, the closer
the donor and acceptor fluorophores, the more efficient is the
energy transfer. FRET efficiency (E) is exquisitely sensitive to
the distance separating donor and acceptor fluorophores, being
inversely dependent by the 6th power (10). This dependency
provides a nanometer-scale resolution that can be measured via
standard light microscopes. Several techniques have been devel-
oped to detect FRET, which include acceptor photobleaching,
fluorescence lifetime imaging (FLIM) of the donor fluorophore,
and acceptor-sensitized emission (also called three cube FRET)
(11–13). While the sensitized emission approach requires the
most careful controls and corrections of all the methods, it allows
FRET measurements to be performed on relatively inexpensive
equipment (compared to FLIM) and allows for dynamic mea-
surements in live cells (compared to acceptor photobleaching,
which is an end point method that destroys the fluorescence of the
cell). To measure FRET by the sensitized emission, images from
three channels are acquired: donor channel (D), acquired with
the donor laser excitation wavelength and donor emission filter;
FRET channel (F), acquired with donor laser excitation wave-
length and acceptor emission filter; and acceptor channel (A),
acquired with acceptor laser excitation wavelength and acceptor
emission filter. Acquired images are processed to calculate FRET
efficiency and FRET efficiency can be expressed as either FRET
efficiency for the acceptor (Ea) or FRET efficiency for the donor
(Ed) according to the following equations (14):

Ea = FRa
K a

[1]

Ed = FRd
K d + FRd

[2]

where FRa and FRd are determined by

FRa = F − β ∗ D − γ ∗ (1 − β ∗ δ) ∗ A

A ∗ γ ∗ (1 − β ∗ δ) [3]

FRd = F − β ∗ D − γ ∗ (1 − β ∗ δ) ∗ A

D − δ ∗ F
[4]

In these equations, D, F and A are background-subtracted
fluorescence intensities in the donor, FRET, and acceptor chan-
nels, respectively. β is correction factor for donor spectral bleed-
through into FRET channel (F/D) when excited by 442 nm
laser and is determined from cells expressing only the donor
fluorophore. γ and δ are correction factors obtained from cells
expressing only the acceptor fluorophore for acceptor crosstalk
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captured in FRET channel (F/A) and spectral bleed-through of
acceptor emission back into donor channel (D/F), respectively.
Ka and Kd are conversion constants between FRET ratios and
FRET efficiencies determined from cells expressing a FRET pos-
itive control. The positive control is a fusion of the donor and
the acceptor fluorophore at distance close enough to produce
non-zero FRET at a 1:1 molar ratio. In the protocol below, we
monitor the association of the BCR with Lyn in B cells contact-
ing antigen-bound membranes by FRET/TIRF imaging, using
CH27 cells which express Lyn-CFP (donor) and Ig�-YFP (accep-
tor), and biotinylated antigens which are bound on the biotin-
lipid membrane through a streptavidin bridge, to reveal the initi-
ation of BCR signaling in response to the membrane-bound anti-
gens in a spatial and temporal way.

2. Materials

2.1. Cell Culture 1. CH27, a mouse B lymphoma cell line (see Note 1).
2. Cell culture medium: Iscove’s modified Dulbecco medium

(IMDM) supplemented with 15% fetal bovine serum
(FBS) (Gibco/BRL, Bethesda, MD), 10 mM of MEM
non-essential amino acids solution (GIBCO), 50 mM
�-mercaptoethanol, 10,000 units/mL of penicillin and
10,000 �g/mL of streptomycin solution (Pen Strep, 100×)
(GIBCO).

3. Plasmids: Lyn-CFP (the FRET donor), Ig�-YFP (the FRET
acceptor), and Lyn16-CFP-YFP (the FRET positive con-
trol). These plasmids can be obtained from authors’ labo-
ratory (see Note 2). It is recommended to purify plasmid
DNAs with an endotoxin-free column prior to transfections
(QIAGEN, Valencia, CA).

4. Cell line Nucleofector kit V and NuclefectorII machine
(Amaxa Inc., USA). Keep the reagent at 4◦C and use within
90 days after mixing the two components.

5. 12-well culture plates (Corning, Corning, NY).

2.2. Preparation of
Planar Lipid Bilayers
Bearing Antigen

2.2.1. Cleaning of All
Glass Items

1. Fresh KOH/EtOH cleaning solution: 2.1 M KOH, 85%
EtOH (see Note 3). Caution: this solution is corrosive
and KOH liberates toxic gas when it contacts water; avoid
exposure.

2. Rinsing solution: 95% EtOH, 100% EtOH.
3. NextGenTM V 5 mL clear glass vials with a V-shaped bottom

(Wheaton Science Products, Millville, NJ).
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4. Coplin jars with lids.
5. Roll & GrowTM Plating Glass Beads (MP Biomedicals,

Solon, OH).
6. Deionized ultrapure water.

2.2.2. Preparation of
Small Unilamellar
Vesicles (SUVs)

1. 25 mM 1,2-Dioleoyl-sn-Glycero-3-phosphocholine
(DOPC) (Avanti Polar Lipids, Alabaster, AL). This is
provided in chloroform as a 20 mg/mL solution.

2. 10 mM 1,2-Dioleoyl-sn-Glycero-3-phosphoethanolamine-
cap-biotin (DOPE-cap-biotin) (Avanti Polar Lipids). This is
provided in chloroform as a 10 mg/mL solution. Keep both
DOPC and DOPE-cap-biotin at –20◦C (see Note 4).

3. 200 �L and 1 mL size Hamilton syringes.
4. High purity chloroform. Caution: this is toxic, flammable,

and can easily evaporate. Store at room temperature in a
safety storage cabinet.

5. Compressed argon gas with gas regulator (Model: 10-575-
110, Fisher Scientific, Pittsburg, PA). Insert a Pasteur pipette
into the 0.45-�m syringe-type filter (Corning) connected to
the gas regulator via tubing for drying lipid mixtures.

6. Water-bath-type sonicator (Model: G112SP1G, Laboratory
Supplies, Hicksville, NY).

7. Phosphate-buffered saline (PBS), pH7.4: Prepare 10×stock
with 1.55 M NaCl, 16.9 mM KH2PO4, and 26.5 mM
Na2HPO4, pH7.4 (adjusted with HCl), and dilute with
fresh ultrapure deionized water and filter with a disposable
bottle-top vacuum filter.

8. Beckman rotor, SW55Ti and Ultra-Clear 13×51 mm ultra-
centrifuge tubes (Beckman Instruments Inc., Palo Alto,
CA).

9. Individually wrapped serological glass pipettes and Pasteur
pipettes (Kimble Glass, Owens, IL).

2.2.3. Preparation of
Antigen-Tethered Planar
Lipid Bilayer

1. SUV working solution (0.1 mM): Dilute 20 �L of 5 mM
SUV stock solution with 1 mL of freshly prepared PBS. The
SUV stock solution is stable for several months in a refrigera-
tor, but planar lipid bilayers must be prepared freshly on the
same day of image acquisition from diluted SUV working
solution.

2. 24×50 mm #1.5 coverglasses.
3. Nanostrip solution (OM Group Ultra Pure Chemicals, Der-

byshire, UK). This is a strong acid and will react with car-
bohydrate. Protect skin and eyes when using. Store at room
temperature in the safety storage cabinet.
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4. Lab-Tek chamber #1.0 Borosilicate coverglasses (Nalge
Nunc International, Rochester, NY) (see Note 5).

5. Sylgard 164 Silicone Elastomer adhesive (Dow Corning,
Midland, MI).

6. Biotinylated goat Fab anti-mouse IgM and streptavidin
(Jackson Immuno Research Lab, West Grove, PA): Prepare
for 20 �M and 5 mg/mL stock solution, respectively, in 50%
glycerol and keep at –20◦C. Both are stable for at least 1 year
in this condition.

2.3. FRET/TIRF
Imaging

2.3.1. Imaging Reagents

1. Imaging buffer: 1×PBS or 1×Hank’s balanced salt solution
(HBSS) containing 0.1% FBS (Gibco/BRL). Freshly prepare
with ultrapure deionized water and filter it with disposable
bottle-top filter system.

2. FluoSpheres polystyrene microspheres, 1.0 �m
(430/465 nm) (Molecular Probes, Eugene, OR). Store at
2–6◦C and protect from light.

2.3.2. Imaging
Equipment

1. Olympus IX-81 microscope equipped with a TIR illumina-
tion port and an IX2 ZDC autofocus laser system (Olympus
USA, Center Valley, PA).

2. Olympus TIRF microscope objective lenses: 60×, 1.45 NA
PlanApo and 100×, 1.45 NA PlanApo.

3. 442/514 nm polychroic mirror for Olympus filter cube
(Chroma Technology, Rockingham, VT).

4. 442 and 514 nm laser-line (notch) blocking filters (Semrock,
Rochester, NY). Required for additional laser blocking in the
emission path.

5. FC/APC single-mode fiber optic cable (OZ Optics, Ottawa,
ON, Canada).

6. FW1000 excitation and emission filter wheels (ASI, Eugene,
OR).

7. MS2000 automated X-Y, piezo Z stage (ASI, Eugene, OR).
8. Two channel optical splitter, DualView (MAG Biosystems,

Tucson, AZ) equipped with a 505 nm dichroic filter
and HQ485/30 nm and HQ560/50 nm emission filters
(Chroma Technology, Rockingham, VT) to collect CFP and
YFP signals, respectively.

9. 40 mW, 442 nm diode laser (BlueSky Research, Milpitas,
CA).

10. 300 mW argon gas 488/514 nm laser (Dynamic Laser, Salt
Lake City, UT).
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11. Cascade 512II EM-CCD, –70◦C cooled camera (Photomet-
rics, Tucson, AZ).

12. Acousto-optical tunable filter and multichannel controller
(AOTF) (NEOS, Melbourne, FL).

13. Computer equipped with: Intel Core Duo, 2.66 GHz pro-
cessor, 4 GB RAM, Windows XP, 500 GB hard drive, four
or more 9 pin com ports, three or more open PCI slots.

14. MetaMorph system control software (Molecular Devices,
Downingtown, PA).

15. Image-Pro Plus Software 6.3 (MediaCybernetics, Bethesda,
MD) and Microsoft Office Excel for image analysis.

3. Methods

To obtain robust and reproducible FRET data, accurate deter-
mination of the correction factors, β, γ , and δ is necessary. The
FRET channel contains not only the sensitized acceptor emission
by FRET but also spectral contaminants from the direct excita-
tion and emission of CFP and YFP that the correction factors
eliminate. Moreover, an accurate determination of the conversion
constants, Ka or Kd, are required to allow FRET data to be com-
pared between different experiments. Therefore, image acquisi-
tions of control and experimental samples must be performed for
each imaging session and the constants calculated from control
cells for each experiment.

3.1. Cell Culture and
Preparation of Cells
Expressing Lyn-CFP
and/or Igα-YFP, and
Lyn16-CFP-YFP

1. Maintain CH27 cells in 15% IMDM culture media in T-
25 culture flasks at 37◦C under 7% CO2 in a humidified
incubator. Passage cells by 1:15 dilution of cells into fresh
media when confluent (see Note 6).

2. Prepare purified plasmids, Lyn-CFP, Ig�-YFP, Lyn16-
CFP-YFP, so that they are ready for transient transfection
using Amaxa Nucleofection 1 day before imaging (see Note
7 for other transfection options).

3. Passage cells 3 days before imaging by diluting cells 1:15
in fresh media in T-75 flask.

4. One day before imaging, when cells reach a density of
∼1.5–2.0×106 cells/mL, transfer 3.0×106 cells to a 15-
mL centrifuge tube for each transfection. Pellet cells at
90×g at room temperature for 10 min (see Note 8).

5. While centrifuging, set Amaxa Nucleofector II device
to program A-23. For CH27 cells, best transfection
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efficiencies are obtained with Nucleofector Kit V reagent
and program A-23, which is recommended for the control
GFP plasmid in Amaxa protocol.

6. Aspirate medium completely from the cell pellet with
a 2-mL pipette connected to a vacuum waste tank (see
Note 9).

7. Add 100 �L of reagent V pre-mixed with supplement and
resuspend the cell pellet completely by gently shaking and
pipetting once or twice using micropipette. Perform steps
7–10 for each sample separately.

8. Use 4 �g of plasmid DNA for each transfection. Use 2 �g
of DNA per each plasmid if transfecting two plasmids. Mix
DNA with the resuspended cells by brief, gentle shaking.

9. Carefully transfer the sample to an Amaxa-certified cuvette.
Avoid air bubbles while pipetting, and close with blue
cap.

10. Insert the cuvette into the holder of Nucleofector II device,
and press >>X<< button to start program A-23.

11. Immediately after completion, remove the cuvette from
holder and gently add about 1 mL of warm culture media
to the bottom of the cuvette using plastic pipette provided
in the kit, and transfer to a 12-well culture plate containing
1 mL of warm media per well.

12. Incubate overnight at 37◦C under 7% CO2 in a humidified
incubator.

13. Check cells the next day for viability and transfection effi-
ciency using inverted epi-fluorescence microscope. Con-
firm expression levels and distribution of Lyn-CFP and
Ig�-YFP (see Note 10).

3.2. Preparation of
Planar Lipid Bilayers
Bearing Antigen

3.2.1. Cleaning of All
Glass Items in KOH/EtOH
Cleaning Solution

1. Separate glass vials from caps and immerse ten vials
in freshly prepared KOH/EtOH cleaning solution for
10 min. Make sure that the vials are completely filled with
the cleaning solution; remove air bubbles if required.

2. Remove the cleaning solution and transfer the vials to a 2-
L beaker containing 1 L of 95% EtOH. Rinse briefly by
moderately swirling the beaker several times.

3. With vigorous shaking, rinse each vial thoroughly under a
flow of ultrapure deionized water.

4. Bake vials at 160◦C for 1 h.
5. Place all caps in 100% EtOH in a beaker and vigorously

shake for a few minutes. Then discard the solution.
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6. Rinse three times with a copious amount of ultrapure
deionized water to remove EtOH.

7. Dry caps at 60◦C.
8. Likewise, clean glass beads and three Coplin jars with

KOH/EtOH solution, rinse, and oven-dry.

3.2.2. Preparation of
SUVs

1. Fill three cleaned vials with 4 mL of 100% EtOH and
another three vials with 4 mL of chloroform in a fume
hood.

2. Place the tip of a Hamilton syringe in the first EtOH vial
and move the piston up and down several times to clean.
Repeat the process sequentially in the next two EtOH vials
followed by three chloroform vials. Air-dry the syringe on
Kimwipes.

3. Using two syringes, transfer to a cleaned vial 1 mL of
25 mM DOPC and 25 �L of 10 mM DOPE-cap-biotin
in chloroform, resulting in a 100:1 ratio of DOPC:DOPE-
cap-biotin.

4. Tighten the cap and mix briefly by tapping. For vials con-
taining stock lipid solutions, immediately fill them with
argon gas. Store lipid stocks at –20◦C.

5. Dry the lipid mixture in a glass vial under a stream of argon
gas. Slowly rotate the vial until the solution is dried up and
a thin film of lipid is formed on the walls (see Note 11).

6. Completely evaporate residual chloroform by putting the
vial under high vacuum at room temperature overnight (see
Note 12).

7. For lipid hydration, degas ∼20 mL of fresh 1×PBS in a
nanostrip-cleaned side-arm flask (see Note 13). Degassing
is complete when solution stops releasing bubbles when
shaken.

8. Hydrate the lipid film with 5 mL of degassed PBS at room
temperature. Fill the vial with argon gas and cap tightly.

9. Vortex for about 30 s until the lipid film is completely dis-
sociated from the wall and makes an opaque solution. Keep
on ice.

10. Fill the sonicator with a mixture of ice and water to achieve
bath temperature of <4◦C. Continuously sonicate the lipid
mixture in 10-min rounds until it becomes clear (see Note
14). This indicates the formation of SUVs.

11. Transfer the SUVs into a 5-mL ultracentrifuge tube to
fit Beckman SW55Ti rotor and clarify the SUV solution
by ultracentrifugation at 4◦C for 1 h at 46,800 g (see
Note 15).
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12. Transfer supernatant containing the SUVs into a new 5-mL
tube using a 5-mL sterile serological pipette and continue
clarifying with ultracentrifugation at 4◦C for 8 h at 54,700
g using the same rotor. Carefully transfer supernatant into
a new 15-mL plastic tube.

13. Fill the tube with argon gas; cap and seal it with parafilm.
The SUVs are ready for use (see Note 16).

3.2.3. Preparation of
Antigen-Tethered Planar
Lipid Bilayers

1. Fill each of three Coplin jars with Nanostrip, deionized
ultrapure water, and 100% EtOH, respectively.

2. Place 24×50 #1.5 coverslips into the jar containing Nanos-
trip for at least 1 h.

3. Transfer the coverslips with forceps into the jar containing
deionized ultrapure water and agitate several times. Dis-
card, fill with fresh ultrapure water, and repeat the process
ten times.

4. Transfer the coverslips into the jar containing 100% EtOH
for several minutes.

5. Take out a coverslip with forceps and blow-dry it com-
pletely with a stream of argon gas. Place the coverslip on
top of a monolayer of cleaned glass beads in a sterile 100-
mm round culture dish.

6. Tear off the bottom coverslip of an 8-well Lab-Tek cham-
ber and attach the Nanostrip-cleaned coverslip to chamber
with Sylgard 164 (see Note 17).

7. Dilute 20 �L of 5 mM SUVs into 1 mL of PBS for a
0.1 mM final concentration of SUVs. Dispense 200 �L of
diluted SUVs into each of the wells. Wait for 10 min.

8. Rinse planar lipid bilayer in each well with about 20
mL of 1×PBS, keeping it in solution at all times. After
the last rinse, fill the chamber to the top with PBS (see
Note 18).

9. Remove 400 �L of PBS from the filled well and add 250
�L of 5 �g/mL solution of streptavidin in PBS. Mix twice
by gently pipetting up and down with a micropipette (see
Note 19).

10. Incubate for 10 min and wash excess streptavidin by repeat-
ing step 8.

11. Again, remove 400 �L and add 250 �L of 10 nM biotiny-
lated goat Fab anti-mouse IgM (antigen) and incubate
20 min (see Note 20). Save some chambers for no antigen
controls.

12. Wash unbound excess antigen by repeating step 8.
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13. Immediately before imaging, exchange PBS with imaging
buffer. Follow step 8 only with 10 mL of imaging buffer
(see Note 21).

3.3. Image
Acquisition Using
Total Internal
Reflection
Fluorescence (TIRF)
Microscope

For FRET imaging in our experiments, images in the CFP,
FRET, and YFP channels are captured as a set from control
cells expressing Lyn-CFP-only, Ig�-YFP-only, Lyn16-CFP-YFP,
a positive FRET control, and from experimental cells express-
ing both fluorophores. To study the dynamic association of two
molecules using FRET imaging, time-lapse imaging is used and
three images are obtained at each time interval. The procedure for
acquiring images for FRET analysis is adapted to the equipment
in our facility: an inverted Olympus IX-81, through-lens TIRF
microscope that is equipped with Olympus 60×1.45 N.A. and
100×1.45 N.A. objective lenses, an optical splitter (DualView)
for simultaneous imaging of the CFP and FRET channels, and
a Cascade 512 II EM-CCD camera. Three-channel image set
for each time interval is acquired under the following excitation
(laser) and emission wavelengths:

CFP = excitation 442 nm, emission 470–500 nm
FRET = excitation 442 nm, emission 535–585 nm
YFP = excitation 514 nm, emission 535–585 nm.

Under identical conditions, all control cells are imaged each
day. Lyn16-CFP-YFP expressing cells are also subjected to com-
plete YFP photobleaching. CFP intensity is recorded before and
after photobleaching to determine FRET efficiency (explained in
detail below).

1. At least 1 h prior to the preparation of lipid bilayers and
biological specimens, turn on power on all equipment
including lasers. It is important to equilibrate the stage and
lens heaters to 37◦C and to stabilize gas laser.

2. Choose 442 or 514 nm laser lines (see Note 22).
3. Set 442/514 nm excitation filter (clean-up) in front of the

AOTF (see Note 23).
4. Choose 442/514 nm polychroic mirror to reflect excita-

tion light to the specimen.
5. Select the emission path to the camera port and ensure that

appropriate emission filters are selected in the DualView
image splitter (see Note 24).

6. Choose Olympus 100×1.45 N.A. oil-immersion objective
lens.

7. Select the following camera settings as a starting point:
50 ms exposure time; full chip (512 ×512 pixel image size);
16bit gray scale; no pixel binning; no frame averaging; EM-
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mode; 5 MHz transfer speed; gain 2 (standard conversion
gain); EM-gain 3000; overlap mode (clear pre-sequence:
clears CCD charge buildup twice before image acquisition)
(see Note 25).

8. Focus at specimen on the coverslip in a live acquisition
mode. Remove the specimen and wipe away the oil (see
Note 26).

9. Focus 442 and 514 laser lines to the back focal plane of
selected objective lens. First, ensure that field diaphragm
is open on TIR illumination port and tilt back bright
field illumination swing arm to free a path for laser beam.
Micrometer on TIR illumination port controls the beam
angle. Return the micrometer (rightward) to its neutral
setting so the beam is projected on the ceiling. Loosen
the locking bolt and slide the fiber optic coupler until a
small, focused spot followed by a series of diffraction rings
is observed on the ceiling (see Note 27).

10. Align dual image splitter (DualView; MAGS Biosystems,
Tuscon, AZ) onto CCD chip. A step-by-step alignment
protocol is provided by the manufacturer. In steps 10a–
c below, we provide an overview and commentary. It is
important to align the apparatus before every imaging ses-
sion. While alignment is usually stable, it is best to leave
filter cassette in place once the alignment is complete. For
FRET imaging, DualView is equipped with a filter cassette
containing a 505 dichroic beamsplitter, and an HQ485/30
(470–500 nm), and HQ560/50 (535–585 nm) emission
filters for simultaneous acquisition of CFP (left) and FRET
(right) image, respectively.
a. Choose open position in the emission path filter wheel.

Emission filters required for the experiment are con-
tained in the DualView (see Note 28).

b. Place the alignment grid provided by the manufacturer
in specimen holder and focus grid lines in bright field in
a live acquisition mode. Follow the procedure outlined
by the manufacturer to align the X, Y position. The grid
is used for major adjustments and is typically needed
when filter cassette is changed; otherwise, fine adjust-
ments between experiments are made with alignment
beads (see step 10c). For final adjustments with the grid,
display live, false-colored, overlapped image of left and
right sides of the CCD. We use red and green color com-
bination to display yellow overlap (alignment). If fur-
ther alignment is required, split the distance of adjust-
ment by moving left/right or up/down knobs equally
(see Note 29).
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c. Perform fine adjustments with FluoSpheres
(430/465 nm); these beads fluoresce in both CFP
and FRET channels. The beads can be mounted or used
in solution after settling to the bottom of a Lab-Tek
chamber. Image beads in a live acquisition mode.
Overlap left and right image in the software and adjust
the DualView so that beads exactly overlap near the
center of the image. Digitally magnifying the image
so that individual pixels are viewed is helpful. Due to
optical aberration, the beads at the periphery will not
overlap (see Note 30).

11. Return to the standard acquisition mode and capture
images of several fields of beads. These images will be used
for alignment during image processing. Adjust laser power
appropriately, so as not to saturate the image (see Note 31).

12. Allow time for stage heater to re-equilibrate (see Note 32).
13. Place the chamber containing the antigen-tethered planar

lipid bilayer freshly prepared in imaging buffer onto the
oil-mounted lens and allow for 10 min to reach 37◦C.

14. Set imaging software to acquire two images for each time
interval. For the first image, specimen is excited with the
442 nm laser and emission in the CFP and FRET channels
is captured simultaneously. For the second image, specimen
is excited with the 514 nm laser to capture YFP channel. Set
interval time for 2 s and capture 500 frames.

15. Prepare CFP-only and YFP-only control cells at 1×104

cells/mL in the imaging buffer, mix at 1:1 ratio, and drop
20 �L of the mixture into a control chamber with no anti-
gen positioned over the 100×objective lens. These control
cells will be imaged with Lyn16-CFP-YFP FRET positive
control cells (see steps 20–22). Find cells under transmitted
light using a live acquisition mode (see Note 33).

16. Turn off transmitted light illumination source, excite the
specimen with both 442 and 514 nm laser lines, and find
a field that includes both CFP and YFP single-positive cells
(see Note 34).

17. Illuminate the specimen by TIR. Turn the micrometer to
the left on the TIR illumination port while using fine focus
adjustment to image the cells proximal to the coverslip.
As TIR angle is increased, a point will be reached where
image intensity increases relative to the initial 0◦ TIR angle
setting. Move past this point, again while adjusting focus,
until image intensity is lost. Then slowly turn back the
micrometer to the right to enter TIR-mode. Note microm-
eter setting for TIR angle (see Note 35).
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18. Adjust laser power so that image is not saturated (see
Note 36).

19. Perform test time-lapse acquisition for the calculation of
correction factors and bleaching rate.

20. Prepare Lyn16-CFP-YFP FRET positive control cells at
2.0×106 cells/mL in imaging buffer and slowly drop 50
�L of cells into the same chamber containing single posi-
tive control cells.

21. View cells introduced to planar lipid bilayer in a live acqui-
sition mode. Adjust focus and wait until they firmly settle
down on the bilayer.

22. Acquire a set of CFP, FRET, and YFP channel images (pre-
bleach) and then completely bleach YFP with 514 nm line
at full power with TIR angle 0◦. Return the micrometer
to TIR angle noted in step 17 and acquire another three
sequential image sets (post-bleach) under the same acqui-
sition conditions to obtain Ka and Ebleaching.

23. Move chamber coverglass so that the center of the cham-
ber containing antigens-tethered PLB can be placed over
the lens and repeat steps 15–17 for image acquisition of
experimental cells expressing both Lyn-CFP and Ig�-YFP.

24. Prepare experimental cells expressing both Lyn-CFP and
Ig�-YFP cells at 2×106 cells/mL in imaging buffer and
slowly drop 50 �L of cells into the chamber containing sin-
gle positive control cells on antigen-tethered lipid bilayer.

25. View progress of introduced cells to the planar lipid bilayer
in a live acquisition mode. Adjust the focus. Begin time-
lapse image acquisition when blurred fluorescence images
start to appear on the screen under a live image mode (see
Note 37).

3.4. Image
Processing for FRET
Imaging

The principles of FRET calculations have been described else-
where (12, 14, 15). For our protocol using B cells expressing Ig�-
YFP and Lyn-CFP, the use of FRET efficiency for the acceptor
(Ea), that is FRET efficiency normalized for fluorescence inten-
sity of YFP, is advantageous because YFP rather than CFP is limit-
ing in the FRET pair, Lyn-CFP and Ig�-YFP. For our microscope
system, the δ factor is typically negligible (δ≈0), so the equation
for Ea can be simplified to the following:

Ea = FRET − β ∗ CFP − γ ∗ YFP
γ ∗ YFP ∗ K a

[5].
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To calculate FRET, raw images in each channel must be pro-
cessed by background subtraction, image filtering, and masking
of background for each channel, followed by image arithmetic
on a pixel-by-pixel basis according to the equation (10.5). These
processing steps are necessary to obtain the final FRET image and
avoid false-positive or false-negative results. Processing of images
can be performed using image processing software that is capable
of image alignment and arithmetic, such as the Image Pro Plus
(Media Cybernetics).

1. Open image that contains the CFP-FRET dual view of flu-
orescence beads.

2. Separate it into CFP and FRET channel images by creating
new area of interests (AOIs) for the left and right half of
the image.

3. Align separated CFP and FRET images using alignment
function in image processing software. Alternatively, find
the best alignment manually by overlaying the two images
and moving one with respect to the other. Record the
amount of horizontal and vertical shift, rotation, and scal-
ing that was applied to obtain complete alignment of beads
in the two images.

4. If necessary, merge individual image files of a sequence of
CFP-FRET and YFP images at each time frame by stacking
them in series.

5. Separate all DualView images based on the alignment
determined in step 3. This will produce three sequences
of images: CFP, FRET, and YFP.

6. For each image, set AOI to background (an area without
cells) and determine average background value. Subtract
that value from respective image using arithmetic opera-
tions.

7. Smoothen images by applying a low-pass (averaging) filter
to reduce the noise of individual pixels. The size, passes,
and strength of the filter are determined empirically to
smoothen the image, but not to blur cellular details com-
pletely (see Note 38).

8. Determine the threshold value in each channel image to
distinguish the foreground of the cell from background in
that particular channel, using the mean plus three standard
deviations of pixel intensity of the background. Mask the
background by thresholding the image at that intensity. As
a result, background pixels in all three (CFP, FRET, and
YFP) channels should have zero intensity.

9. Determine β from cells expressing CFP only. β = FRET
CFP ,

where FRET and CFP are background-subtracted intensity
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Fig. 10.1. Determination of correction factors: (a) for CFP bleed-through (β) and (b) for YFP crosstalk (γ ) from direct
excitation of CFP and YFP by 442 nm laser, respectively. Cells expressing either Lyn-CFP alone (CFP+ cell) or Ig�-YFP
alone (YFP+ cell) were settled on planar lipid bilayer. Cells were excited sequentially with 442 and 514 nm laser light by
TIRF microscope. Fluorescent emission was split through DualView to acquire CFP and FRET images (442 nm excitation)
and the YFP image (514 nm excitation). Images were aligned, split to obtain raw CFP, FRET, and YFP images from
the control cells, and then background subtracted and a Lo-pass filter applied (Filtered) as described in Section 3. To
calculate β, intensity data was obtained from a line drawn over the same relative position in the cell in CFP and FRET
filtered image and was plotted as FRET vs CFP (a) for each pixel in the line. β was determined from the slope of the line
in the plot. γ (B) was calculated similarly using YFP and FRET filtered images. Similar results are obtained by averaging
fluorescence intensities from several control cells.

values in AOIs from the cells in FRET and CFP channels
as excited by the 442 nm laser (Fig. 10.1a).

10. Likewise, determine γ from cells expressing YFP only.
γ = FRET

YFP , where FRET and YFP are background-
subtracted intensity values in AOIs from the cells in FRET
and YFP channels as excited by the 442 and 514 nm laser,
respectively (Fig. 10.1b).

11. Determine FRa, FRET efficiency (Ebleaching), and Ka from
images before and after YFP photobleaching of cells
expressing Lyn16-CFP-YFP using the following series of
equations:

FRa = Nsen

YFP ∗ γ , [6]
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where Nsen is the sensitized acceptor emission by FRET:

Nsen = FRET − β ∗ CFP − γ ∗ YFP [7]

Ebleaching = Dequenching
CFPafter

[8]

where dequenching is difference of fluorescence intensities
of CFP before (CFPbefore) and after acceptor photobleach-
ing (CFPafter) (see Note 39) (see Fig. 10.2):

Dequenching = CFPafter − CFPbefore [9]

K a = FRa
Ebleaching

[10]

a. First, record in a MS Excel sheet the mean fluores-
cence intensities of CFP, FRET, and YFP from the same
AOIs drawn over the cell contact areas from each chan-
nel image before YFP photo-bleaching (before-bleach),
and subtract background value from each. An example
table of raw and background subtracted intensity val-
ues, which was obtained from images is provided in Fig.
10.2b.

b. Calculate Nsen using equation [7] from background-
subtracted FRET, CFP, and YFP mean intensities.

c. Calculate dequenching by equation [9].
d. Make intensity plots for Nsen vs YFP and dequench-

ing vs CFPafter from the values calculated in step 12c.
Determine FRa and Ebleaching from the slopes of the rela-
tionships of Nsen vs YFP and dequenching vs CFPafter,
respectively (Fig. 10.2b).

e. Obtain Ka using equation [10] (see Note 40).
12. Finally, produce FRET efficiency (Ea) images from sample

cells by pixel-by-pixel arithmetic image calculation using
equation [5] (see Fig. 10.3a).

13. Because the resulting Ea image from step 12 shows arti-
ficial FRET in the region outside the cell contact zone
(TIRF imaging plane) due to background noise, mask the
Ea image by following steps:
a. Apply a flatten enhancing filter to both CFP and YFP

images to augment the borders along contact zones.
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Fig. 10.3. Membrane-bound-antigen-induced association of Lyn with BCR. Cells were dropped onto planar lipid bilayer
with or without antigen and time-lapse images were acquired at 37◦C for 15 min. (a) Procedure for image processing to
obtain the FRET efficiency (Ea) image from experimental cells expressing both Lyn-CFP and Ig�-YFP is shown. Images
taken 1 min after cell contact to the antigen-bound membrane were processed and shown are the representative images
in each step described in Section 3. β∗CFP, γ ∗YFP, Ka∗γ ∗YFP, N4sen and Ea images were obtained from pixel-by-pixel
image calculation according to the appropriate equations. Raw; background-subtracted images, Filtered: Lopass-filtered
images, Flatten: flatten-filtered images, Mask: masked images from flattened images, Ea-masked: masked image of Ea
with both CFP and YFP masks. (b) CFP, FRET, YFP and Ea images at each indicated time after cell contact in the absence
(ICAM-1) or presence of antigen (ICAM-1 + Antigen) on a planar lipid bilayer are shown. Images were processed as in
(a) and shown are the filtered CFP, FRET, and YFP images and the masked Ea image. Ea is shown as gray scale is from
0 to 0.7. The fluorescence intensities of CFP, FRET, and YFP images are not comparable.

b. Set the threshold for the enhanced Flatten images as
done in step 8 and create mask image for both.

c. Then, apply the combined CFP and YFP masks over the
Ea image resulting in the masked Ea image. An sample
result is shown in Fig. 10.3b.

4. Notes

1. CH27 cells, which express on their surface a phosphoryl-
choline (PC) specific BCR, can be obtained from authors’
lab.
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2. Although specific design of chimeric constructs needs to be
considered for each gene, Lyn and Ig� were fused to the
N-terminus of CFP or YFP using pECFP-N1 or pEYFP-N1
vector (BD Biosciences Clontech) by inserting these genes
in-frame at the Bam HI site upstream of the CFP or YFP
vector. In both cases, there is a 6 amino acid spacer between
the gene of interest and the tag which gave us the best
expression of these fusion proteins at plasma membrane.
Full length Ig� and mouse Lyn cDNA clones are available
commercially (Open Biosystems, Huntsville, AL) for PCR
templates. The membrane targeted FRET positive control
plasmid, Lyn16-CFP-YFP, has been previously described
(15).

3. To make cleaning solution, dissolve 120 g KOH into 120
mL of deionized water in a beaker. Add about 1 L of 95%
EtOH to the KOH solution and mix thoroughly using
a stirrer. Wear suitable protective clothing, gloves, and
eye/face protection when making the cleaning solution.
Do not keep it in a glass bottle with glue-jointed bottom
for an extended period of time.

4. After each use, fill the bottle with argon and wrap the
cap with parafilm to avoid evaporation of chloroform. The
lipids are easily oxidized when exposed to the air.

5. This particular Lab-Tek chamber is used because the cov-
erslip can be easily removed by hand.

6. CH27 cells grow better in 7% CO2 than 5%. When first
thawed from liquid nitrogen, incubate them at 7%. Once
cells are growing, they can be cultured at either condition.
When confluent after about 2–3 days, the media turns from
pink to orange-yellow color. Otherwise, keep track of cell
density by counting cells. When cells reach about 1.5×106

cells/mL, dilute cells into fresh media. Cells are usually pas-
saged every 3 days.

7. Plasmid transfection conditions must be determined empir-
ically for each particular B cell line. We found that creating
stable transfectants with a ratio of ∼1:1 of CFP to YFP
worked best in FRET experiments. Retroviral infection
system using MSCV vector and PT67 packaging cell line
(Clontech) followed by FACS sorting for positives worked
best for CH27 cells. Stable cell lines expressing both CFP
and YFP can be established by sequential or simultaneous
infection followed by repetitive sorting for CFP and/or
YFP positive cells. Usually, we use “spin infection” by cen-
trifugation at 1844 g for 90 min followed by concentra-
tion of the viral supernatant by centrifugation at 2300 g for
20 min using a centrifugal filter device (Amicon Ultra-15
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with 10 k MW cut-off, Millipore). Stable cell lines for pos-
itive clones can be established by drug selection or sorting
by FACS.

8. To achieve maximal transfection efficiency, it is important
to maintain cells with good viability (over 90%) during pas-
sage. CH27 cells show maximum transfection efficiency
when cell density reaches ∼1.5–2.0×106 cells/mL on the
day of transfection.

9. It is very important to remove any residual liquid from the
pellet to obtain good transfection efficiency. A sterile 200
�L micropipette tip at the end of aspiration pipette works
well to remove any remaining medium. Cell pellets become
loose with time, which can lead to accidental aspiration of
cells. We recommend a maximum of four samples to be
spun at a time.

10. If transfection efficiencies are less than 10%, chances are low
to capture cells expressing both CFP and YFP in the same
imaging field. Sort for positive cells by FACS if available or
use stable cell transfectants.

11. It is important to keep the pressure low enough as to not
to splash the mixture on the walls of the vial.

12. Cover the vial with a Kimwipe to inhibit dust from getting
inside.

13. To clean side arm flask, swirl about 50 mL of Nanostrip in
the flask for a few minutes, discard, and then rinse with a
copious amount of deionized ultrapure water. Dry the flask
in an oven.

14. To avoid overheating the sonicator bath, do not sonicate
for more than 10 min. Pause sonication, place the vial on
ice, and add more ice to the bath to adjust water tempera-
ture.

15. An opaque pellet will be seen at the bottom of the tube
after the first round of centrifugation. Pellet size depends
on the extent of sonication.

16. SUVs are stable for several months, when stored at 4◦C
under argon. To minimize repeated exposure of SUV stock
to air and to prolong stability, store in 1 mL aliquots
in 15-mL sterile plastic tubes under argon sealed with
parafilm. The SUV mixture can be filtered through a 0.2-
�m syringe-type Whatman polysulfone filter for further
purification; resulting concentration of lipid is about half of
the original determined by measurement of OD at 234 nm
using UV–vis spectrophotometer.

17. Mix Sylgard components ∼1:1 on a clean surface with a
200-�L micropipette tip and use quickly before harden-



180 Sohn et al.

ing. With the chamber upside down, fill the channels at the
base of each well. Syringe with a short, thick (18 G) nee-
dle can be used. Avoid applying too much silicone. Using
forceps or with gloved hands holding only the edges, place
the coverslip over the bottom of the chamber and apply
gentle pressure along the channels. Place chambers upright
on a Kimwipe, cover with about 0.5 kg weight, and leave
for 30 min before use. Prepare chambers on the day of use
as dust will re-accumulate and prevent the formation of a
lipid bilayer.

18. To avoid exposing the lipid bilayer to air during washing,
remove solution with a 200-�L micropipette tip attached
to aspiration pipette while simultaneously adding 1×PBS
with a slow, consistent flow rate using a 10-mL serological
pipette attached to auto-pipetter.

19. To monitor mobility/integrity of the lipid bilayer, mix 1:9
Alexa488-labeled streptavidin with unlabeled streptavidin
and add 250 �L to one well.

20. Dilute antigen with 1×PBS to 10 nM and microcentrifuge
at maximum speed for about 10 min to eliminate aggre-
gates.

21. Planar lipid bilayers are less stable in the presence of serum.
It lasts at most for 1–2 h. Its mobility can be tested by a
simple FRAP experiment with fluorescently labeled planar
lipid bilayer in a chamber.

22. We recommend MetaMorph software to control imaging
and laser (via AOTF) systems.

23. Despite the 104 blocking power of AOTF, we found it nec-
essary to clean-up (block) non-selected laser lines emanat-
ing from the gas laser as this light was detected by our EM-
CCD. Filters work best when located on the laser table.
Ours are held in a filter wheel placed after the AOTF; filter
position on the table is flexible and is only defined by what
laser lines require for blocking. Interestingly, unwanted
reflections detected by the EM-CCD were seen when exci-
tation filters were placed in the TIR illumination port or
filter cube holder of the microscope.

24. We place 442 nm notch filter in the microscope filter cube
to further block escaping excitation light from the camera
to decrease background signal and spurious reflection pat-
terns.

25. Once optimized for cells, it is important to keep all settings
the same. Maximal useful EM-gain is idiosyncratic for each
specific camera type and needs to be determined empiri-
cally. Best EM-gain is reached when the ratio of signal to
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background no longer improves with further increase of
gain.

26. The goal is to place objective lens at correct working dis-
tance before focusing laser lines. Changing the height of
objective lens will change the distance of objective’s back
focal plane relative to laser focusing lens in TIR illumina-
tion port. Laser focusing can be achieved directly through
the specimen as long as the cell number is low, which min-
imizes light scatter.

27. Laser light will exit the objective lens as collimated beam,
which can be observed through a concentrated solution
of fluorophore if so desired. We replaced the original
Olympus TIR illumination port and tube lens with a 100
and 200 mm focal length achromatic lens, respectively,
from JML Optical. These second-party lenses offer supe-
rior color correction, allowing both beams to co-focus. Be
aware that this only improves laser co-focusing and does
not affect the differences in penetration depth of specific
excitation wavelengths.

28. Laser-line blocking filters (notch filters) can be placed in
this filter wheel, polychroic filter cube of the microscope,
or in DualView filter cassette.

29. For a CCD camera with a 512×512 pixel dimension, most
image acquisition software, including MetaMorph, desig-
nates the first pixel position in the upper left corner as 0,0
and the bottom right as 511,511; therefore, we divide hor-
izontal axis from 0 to 255 for the left side and 256 to 511
for the right.

30. To our knowledge, diffraction-limited beads (<300 nm)
that fluoresce well from CFP channel into the FRET chan-
nel when mounted on coverslips are not available commer-
cially. We therefore use 1-�m-sized beads.

31. Most imaging software can be set to display saturated pixels
in red.

32. We occasionally monitor well temperature with YSI 4600
thermometer equipped with a 400 series probe.

33. Adjust tungsten lamp intensity appropriately.
34. For finding cells, TIR illumination angle can be kept at 0◦.
35. Ideally, it is better to work with subregions because

even illumination of the entire specimen plane (512×512
region) at an optimal TIR angle is not possible.

36. For our experiments, we use ∼2 and ∼1.0 mW for 442 and
514 nm laser lines, respectively (measured with a power
meter through 100×lens). It is important to minimize
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photobleaching during time lapse by keeping laser power
to a minimum while still achieving adequate signal.

37. To compensate for focus drift, our system is equipped with
the Olympus laser autofocusing device, which works well
for long time-lapse experiments.

38. Typically within small regions of interest where FRET is
measured, we found that flat field correction was unneces-
sary. To correct for uneven illumination of the field of view,
each pixel value of the image is divided by the mean inten-
sity of normalized flat field image, which is pixel-by-pixel
ratio image between CFP and FRET channels obtained
using a fluorophore solution in a chamber that emits in
both CFP and FRET channels.

39. With some exception such as degradation of fusion protein
in certain cells, FRET positive control cells show empir-
ically about 55±10% Ebleaching regardless of imaging con-
ditions due to the fact that the fusion protein with 2
amino acid linker between CFP and YFP maintains the
fixed 1:1 molar ratio between donor and acceptor and con-
stant FRET.

40. If YFP back bleed-through (� correction factor) and
bleaching rate of CFP between scans is considerable for
your system, the following adjustments to the equations
are required.

Ebleaching =
CFPafter − CFPbefore−δ∗FRET

1−β∗δ ∗ (1 − Br)

CFPafter + CFPbefore−δ∗FRET
1−β∗δ ∗ Br

[11]

where Br is average bleaching rate of pure CFP between
two subsequent images (i and i+1) in time lapse: Br =
1 − (CFPi+1/CFPi ) . This is estimated from time course of
residual CFP imaging after YFP has been bleached.

FRa is also obtained from the following equation
rewritten from equation [3]:

FRa = Nsen

YFP ∗ γ ∗ (1 − β ∗ δ) , [12]

where Nsen = FRET − β ∗ CFP − γ ∗ (1 − β ∗ δ) ∗ YFP
Finally, Ka is obtained from equation [10].



Imaging Protein–Protein Associations in Live B Cells 183

Acknowledgments

This work was supported by the Intramural Research Program of
the National Institute of Allergy and Infectious Diseases, National
Institutes of Health.

References

1. Fearon, D. T., and Carroll, M. C. (2000)
Regulation of B lymphocyte responses to for-
eign and self-antigens by the CD19/CD21
complex, Annu Rev Immunol 18, 393–422.

2. Dal Porto, J. M., Gauld, S. B., Merrell, K.
T., Mills, D., Pugh-Bernard, A. E., and Cam-
bier, J. (2004) B cell antigen receptor signal-
ing 101, Mol Immunol 41, 599–613.

3. Pierce, S. K. (2002) Lipid rafts and B-cell
activation, Nat Rev Immunol 2, 96–105.

4. Tolar, P., Sohn, H. W., and Pierce, S.
K. (2008) Viewing the antigen-induced
initiation of B-cell activation in living cells,
Immunol Rev 221, 64–76.

5. Axelrod, D. (1981) Cell-substrate contacts
illuminated by total internal reflection fluo-
rescence, J Cell Biol 89, 141–145.

6. Kandere-Grzybowska, K., Campbell, C.,
Komarova, Y., Grzybowski, B. A., and Borisy,
G. G. (2005) Molecular dynamics imaging in
micropatterned living cells, Nat Methods 2,
739–741.

7. Brian, A. A., and McConnell, H. M. (1984)
Allogeneic stimulation of cytotoxic T cells
by supported planar membranes, Proc Natl
Acad Sci U S A 81, 6159–6163.

8. Evans, J., and Yue, D. T. (2003) New
turf for CFP/YFP FRET imaging of mem-
brane signaling molecules, Neuron 38,
145–147.

9. Sohn, H. W., Tolar, P., and Pierce, S. K.
(2008) Membrane heterogeneities in the for-

mation of B cell receptor-Lyn kinase micro-
clusters and the immune synapse, J Cell Biol
182, 367–379.

10. Truong, K., and Ikura, M. (2001) The use of
FRET imaging microscopy to detect protein-
protein interactions and protein conforma-
tional changes in vivo, Curr Opin Struct Biol
11, 573–578.

11. Ciruela, F. (2008) Fluorescence-based meth-
ods in the study of protein-protein interac-
tions in living cells, Curr Opin Biotechnol 19,
338–343.

12. van Rheenen, J., Langeslag, M., and Jalink,
K. (2004) Correcting confocal acquisition to
optimize imaging of fluorescence resonance
energy transfer by sensitized emission, Bio-
phys J 86, 2517–2529.

13. Zal, T., and Gascoigne, N. R. (2004)
Photobleaching-corrected FRET efficiency
imaging of live cells, Biophys J 86, 3923–
3939.

14. Tolar, P., Sohn, H. W., and Pierce, S. K.
(2005) The initiation of antigen-induced B
cell antigen receptor signaling viewed in liv-
ing cells by fluorescence resonance energy
transfer, Nat Immunol 6, 1168–1176.

15. Sohn, H. W., Tolar, P., Jin, T., and Pierce,
S. K. (2006) Fluorescence resonance energy
transfer in living cells reveals dynamic mem-
brane changes in the initiation of B cell sig-
naling, Proc Natl Acad Sci USA 103, 8143–
8148.



Chapter 11

Sample Preparation for STED Microscopy

Christian A. Wurm, Daniel Neumann, Roman Schmidt,
Alexander Egner, and Stefan Jakobs

Abstract

Since the discovery of the diffraction barrier in the late nineteenth century, it has been commonly
accepted that with far-field optical microscopy it is not possible to resolve structural details consider-
ably finer than half the wavelength of light. The emergence of STED microscopy showed that, at least
for fluorescence imaging, these limits can be overcome. Since STED microscopy is a far-field technique,
in principle, the same sample preparation as for conventional confocal microscopy may be utilized. The
increased resolution, however, requires additional precautions to ensure the structural preservation of the
specimen. We present robust protocols to generate test samples for STED microscopy. These protocols
for bead samples and immunolabeled mammalian cells may be used as starting points to adapt existing
labeling strategies for the requirements of sub-diffraction resolution microscopy.

Key words: Fluorescence microscopy, Stimulated emission depletion microscopy, Nanoscopy,
Superresolution, Immunofluorescence, Sample preparation.

1. Introduction

Stimulated emission depletion (STED) microscopy (1) and the
related approaches to fundamentally break the diffraction bar-
rier in far-field optical microscopy have been covered by several
comprehensive reviews (2–5) and will not be discussed here in
detail. In brief, STED microscopy typically uses a focused laser
beam for excitation, which is overlapped with a second laser beam,
the so-called “STED beam” that exhibits no light intensity at its
focal center but strong intensities at the periphery. When excited,
fluorophores exposed to the “STED beam” are almost instantly
transferred back to their ground state by means of stimulated
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emission. As a result, only molecules that are close to the zero
at the center of the “STED beam” are allowed to fluoresce and
contribute to the fluorescence signal. Confining the signal to such
a subdiffraction-sized spot results in higher resolution imaging
when the spot is scanned through the specimen (1, 6–8). Experi-
ments using single molecules as test objects already demonstrated
a spot size as small as 16 nm in the focal plane (9, 10).

Since its first utilization for the imaging of yeast cells (7),
STED microscopy has been used for a number of applications in
cell biology, including the visualization of proteins at the synapse
(11), cytoskeletal elements (8), mitochondrial proteins (12), the
analysis of lipid rafts (13), and others (14–17). It has also been
successfully used for live cell applications (7, 18, 19). As until
now, most applications relied on chemically fixed cells, we present
protocols that describe the preparation of immunolabeled fixed
cells. In addition, we provide protocols for bead samples that may
be used as standard samples to determine the performance of the
instrument.

The increased resolution of STED microscopy, like any sub-
diffraction microscopy, may disclose shortcomings of the sam-
ple preservation which are concealed by the lower resolution
of conventional (confocal) microscopy. Also, special care has to
be taken to avoid spherical aberrations induced by the refractive
index mismatch between the immersion system and the embed-
ding medium of the sample, which would immediately deterio-
rate the obtainable optical resolution. The protocols presented
here are intended as starting points for the preparation of other
samples; likewise they may be used as benchmarks to test the per-
formance of a microscope.

2. Materials

We have successfully used the reagents described below. In many
cases other commercially available equivalents may also be used.
If not specified otherwise, all chemicals used were of analytical
grade. Standard consumables and equipment as present in most
molecular biology labs is required. For imaging of the samples a
custom-built STED microscope (11, 13, 14, 19) or a commercial
STED microscope (Leica Microsystems, Wetzlar, Germany) can
be used.

2.1. General
Materials

1. Cover slips No. 1 (0.13–0.16 mm thick) (Menzel Gläser,
Braunschweig, Germany) (see Note 1)



STED Samples 187

2. Microscopy slides (ISO Norm 8037/I, 26 × 76 mm, 1 mm
thick (Menzel Gläser)

3. Phosphate-buffered saline (PBS, 137 mM NaCl, 3 mM KCl,
8 mM Na2HPO4, 1.5 mM KH2PO4, pH 7.4)

2.2. Materials for
Embedding Media

1. Mowiol 4-88 (Calbiochem, Darmstadt, Germany)
2. Tris–HCl buffer (Tris(hydroxymethyl)aminomethane,

0.2 M, pH 8.5)
3. Glycerol
4. 1,4-Diazabicyclo[2.2.2]octan (DABCO) (Sigma-Aldrich,

Saint Louis, MO)
5. 2,2′-thiodiethanol (TDE), highest purity (Sigma-Aldrich)

2.3. Materials for
Bead Sample

1. Fluorescent microspheres (FluoSpheres, crimson fluorescent
(625/645), 106 beads/ml) diameter 0.02 �m, 0.04 �m
(custom-made), 0.1 �m (custom-made) or 0.2 �m (Molec-
ular Probes/Invitrogen, Eugene, OR)

2. Absolute ethanol
3. Poly-L-lysine solution (0.1% (w/v) in H2O (Sigma-Aldrich)
4. Embedding medium (see Section 3.1 )
5. Nail polish

2.4. Materials for
Immunofluorescence
Labeling

1. Paraformaldehyde (PFA) (powder)
2. Absolute methanol
3. Triton X-100 solution (0.5% (v/v) in PBS)
4. Blocking solution (5% (w/v) BSA in PBS)
5. Primary antibodies (anti-Tom20, FL-145, rabbit polyclonal,

Santa Cruz Biotech., Santa Cruz, CA; anti-�-tubulin,
MAB3408, mouse monoclonal, Sigma-Aldrich)

6. Fluorophore-labeled secondary antibodies

3. Methods

3.1. Embedding
Media

The use of immersion lenses with high numerical apertures is
compromised by spherical aberrations induced by the refrac-
tive index mismatch between the immersion and the embedding
medium (20, 21). A solution to this problem is to adapt the index
of the embedding medium to that of the immersion medium.
This is crucial for high-resolution imaging. As a beneficial sec-
ondary effect, several of the utilized mounting media reduce
photobleaching (22–24).
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3.1.1. Mowiol Mowiol is widely used as embedding medium for fluorescence
microscopy. For imaging of Mowiol embedded samples, oil-
immersion lenses may be used. Mowiol hardens over time, allevi-
ating the need to seal the sample. Mowiol, although convenient
and sufficient for many STED applications, may be not the best
choice for the most demanding applications (see Note 2).

1. Mix 6 g glycerol with 2.4 g Mowiol 4-88 in a 50 ml cen-
trifuge tube and stir 1 h on magnetic stirrer.

2. Add 6 ml water and stir for further 2 h.
3. Add 12 ml Tris–HCl buffer (0.2 M, pH 8.4) and heat up the

solution to 50ºC (in a water-bath) for more than 2 h under
constant agitation. Extend this step, until the Mowiol 4-88
is completely dissolved.

4. Optional: add antifading agents (e.g., 25 mg/ml DABCO);
stir for more than 4 h (see Note 3).

5. Centrifuge at 7500g for 30 min to remove any undissolved
solids.

6. Aliquot in eppendorf tubes and store at –20ºC. Each aliquot
can be used for several weeks if stored at 4ºC.

3.1.2. TDE
(2,2 ′-thiodiethanol)

TDE is a mounting medium allowing for the adjustment of the
refractive index ranging from that of water (1.33) to that of
immersion oil (1.518). It is miscible with water at any ratio (25).
Because TDE does not harden, the sample has to be sealed with
nail polish (see Notes 4 and 5).

1. Mix 97 ml 2,2′-thiodiethanol (TDE) with 3 ml PBS (see
Note 6).

2. Stir for at least 15 min.
3. Adjust pH to 7.5 with HCl/NaOH (see Note 7).
5. Check refractive index with refractometer and adjust refrac-

tive index to 1.518 by addition of 100% TDE or PBS, if
necessary (see Note 8).

3.2. Preparation of
Bead Samples

One possibility to determine the resolution of a fluorescence
microscope is to image fluorescent microspheres that are distinctly
smaller that the resolution of the instrument. The actual physical
size of the beads may vary, which could complicate the analysis of
the images (see Note 9). A typical STED image of a bead sample
is shown in Fig. 11.1.

1. Dilute the beads in ethanol. The typical dilution factor is
1:103 for 100 nm beads and 1:105 for 20 nm beads.

2. Sonicate the beads at least for 5 min (in ultrasonic bath) (see
Note 10).
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Fig. 11.1. Determination of the microscope’s resolution. One way to determine the resolution of a microscope is to
image fluorescent beads whose size is considerably smaller than the optical resolution of the instrument (21). Shown
are dispersed fluorescent microspheres (crimson fluorescent, specified diameter: 40 nm (for details see Section 2.3)).
Left: confocal image. Right: corresponding STED image. The right panel shows normalized intensity profiles through the
bead marked by the arrows. The full width at half maximum (FWHM) is a measure for the optical resolution. The obtained
resolution was about 250 nm (confocal) and about 60 nm (STED).

3. Clean the cover slip with ethanol.
4. Apply the bead suspension to cover slip (Use 10 �l bead

suspension for a 30 mm cover slip) and allow to dry on air
(see Notes 10 and 11).

5. Mount with the required embedding medium (see
Section 3.1).

3.3.
Immunofluorescence
Labeling

Indirect immunofluorescence labeling is a widely used method to
visualize specific structures in fixed cells. The same methods can
be applied for STED microscopy. However, due to the higher res-
olution of STED microscopy, the requirements for sample prepa-
ration tend to be stricter than for conventional optical microscopy.

Most notably, inadequate sample preparation and labeling
efficiencies may not be noticed with confocal microscopy, but
is clearly visible with STED microscopy. Thus care has to be
taken to utilize optimal fixation conditions to ensure structural
preservation (see Note 12). Simultaneously, extraction conditions
need to be chosen so that optimal accessibility for the antibodies
to the structures is possible. The antibody concentrations, incu-
bation times, and temperatures should be optimized to ensure
optimal brightness and signal-to-noise ratios in the images (see
Note 13). It may be necessary to optimize the labeling proce-
dures for any new structure or specimen.

We present here labeling protocols for two standard sam-
ples (microtubule cytoskeleton and TOM complexes on the mito-
chondrial surface) which proved to be robust. Furthermore, these
samples can be routinely used to determine the performance of
a STED microscope. The staining procedures may be used as a
starting point to optimize different samples.
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3.3.1. Labeling of the
Microtubule
Cytoskeleton in
Methanol-Fixed
Mammalian Cells

Microtubules form a complex and interweaved network. Because
the diameter of antibody decorated microtubules is below 70 nm
(8), they are convenient test objects to monitor the performance
of a STED microscope (Fig. 11.2a). The microtubule cytoskele-
ton can be fixed with ice-cold methanol (see Note 12).

confocal STED

confocal STED

Tom20

a

b

Fig. 11.2. Confocal and STED images of immunolabeled sub-cellular structures. (a) Microtubule cytoskeleton. PtK2 cells
were fixed with ice-cold methanol and labeled with primary antibodies specific for �-tubulin. The secondary antibody was
labeled with Atto647N. Left: confocal image. Right: corresponding STED image taken with the microscope as described in
(28). (b) TOM (translocase of the outer mitochondrial membrane) complex. PtK2 cells were fixed with formaldehyde and
labeled with primary antibodies specific for Tom20 (a subunit of the TOM complex). The secondary antibody was labeled
with Atto647N. Left: confocal image. Right: corresponding STED image. In the STED image individual TOM clusters,
which are concealed in the confocal image, are clearly discernible. The lateral resolution in both STED images was in the
order of 50 nm.

1. Grow mammalian cells on cover slips (typically to a conflu-
ency of 50–80%) (see Note 14).

2. Fix and permeabilize the cells by incubating the cover slips
in ice-cold methanol (–20◦C) for 5 min (see Note 12). All
subsequent steps are performed at room temperature.
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3. Wash samples twice in PBS.
4. Incubate for 5 min in blocking solution (see Note 15).
5. Dilute primary antibody specific for �-tubulin to a final

concentration of ∼5 �g/ml in blocking solution.
6. Centrifuge antibody solution for at least 1 min at 15,000g

(see Note 16).
7. Incubate sample for 1 h in antibody solution (see Note 17).
8. Wash cells twice in PBS (see Note 18).
9. Dilute labeled secondary antibody (anti mouse) to a final

concentration of ∼1–20 �g/ml in blocking solution. Opti-
mal dilution depends on the quality of the antibody (see
Note 19).

10. Centrifuge antibody solution for at least 1 min at 15,000g.
11. Incubate sample for 1 h in secondary antibody solution (see

Note 20).
12. Wash cells in PBS for at least 5 min.
13. Mount sample on slide (see Section 3.3.3. and Notes 21

and 22).

3.3.2. Labeling of the
TOM Complex in
Formaldehyde-Fixed
Mammalian Cells

The TOM (translocase of the outer membrane of mitochon-
dria) complex is the major import pore for mitochondrial pre-
cursor proteins (26). Using conventional (confocal) microscopy
the TOM complexes appear to be evenly distributed on the mito-
chondria. Only sub-diffraction resolution microscopy reveals that
they are located in small clusters at the surface of the mitochon-
drial tubules (12, 14) (Fig. 11.2b). Due to the three-dimensional
arrangement of the TOM complexes on the mitochondria and
their inhomogeneous size distribution, this is a more challeng-
ing sample for high-resolution microscopy than the microtubule
network. For this sample formaldehyde fixation and membrane
permeabilization with detergent are required.

Preparation of
8 % (w/v) Formaldehyde
Solution

1. Mix 80 ml of water and 8 g of paraformaldehyde powder.
2. Stir the suspension to disperse the powder.
3. Add 1 ml of 1 M NaOH.
4. Heat the solution to 60◦C under continuous stirring until

the suspension becomes clear (∼15 min) (see Note 23).
5. Add 10 ml concentrated PBS (10× concentrated, pH 7.4).
6. Adjust pH to 7.4 with HCl.
7. Add water to 100 ml.
8. Store at 4◦C for 1 week or at –20◦C for longer time periods

(see Note 23).
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Immunofluorescence
Labeling

1. Grow mammalian cells on cover slips (typically to a conflu-
ency of 50–80%).

2. Chemically fix cells by incubating the cover slips for
5–10 min in formaldehyde solution prewarmed to 37◦C.

4. Wash cells twice in PBS.
5. Extract by incubating in 0.5 % (v/v) Triton X-100 in PBS

for 5 min.
6. Incubate for 5 min in blocking solution (see Note 15).
7. Dilute primary Tom20 specific antibody to a final concen-

tration of ∼2 �g/ml in blocking solution.
8. Centrifuge antibody solution for at least 1 min at 15,000g

(see Note 16).
9. Incubate sample for 1 h in antibody solution (see Note 17).

10. Wash cells twice in PBS (see Note 18).
11. Dilute labeled secondary antibody (anti-rabbit) to a final

concentration of ∼1–20 �g/ml in blocking solution. Opti-
mal dilution depends on the quality of the antibody.

12. Centrifuge antibody solution for at least 1 min at 15,000g.
13. Incubate sample for 1 h in diluted secondary antibody.
14. Wash cells in PBS for more than 5 min.
15. Mount sample on slide (see Section 3.3.3. and Notes 21

and 22).

3.3.3. Embedding of Cell
Samples

Embedding with Mowiol

1. Pipette a small drop of Mowiol (prewarmed to room tem-
perature) onto the slide.

2. Mount cover slip with sample on slide and remove excess
Mowiol with tissue paper.

3. Leave slides for several hours in the dark to allow the Mowiol
to harden (see Notes 2 and 3).

Embedding with 97 %
(v/v) TDE

To prevent cellular structure from distortion by osmotic shock
during embedding in TDE, the exchange of water with TDE
must be slow. Therefore a dilution series is required.

1. Prepare TDE dilution series with PBS: 10% (v/v) TDE, 25%
(v/v) TDE, 50% (v/v) TDE, and 97% (v/v) TDE.

2. Incubate labeled sample in 10% (v/v) TDE for 10 min.
3. Incubate labeled sample in 25% (v/v) and 50% (v/v) TDE

for 5 min each.
4. Incubate labeled sample in 97% (v/v) TDE twice for 5 min

each.
5. Mount sample with 97% (v/v) TDE on slide.
6. Remove excess TDE.
7. Seal with nail polish (see Note 5).
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4. Notes

1. Each objective lens is designed and assembled to achieve
optimum performance with specific cover slips. Using a
cover slip of, for example, the wrong thickness can intro-
duce (spherical) aberrations into the imaging process which
degrade resolution. Consult the manufacturer of your
objective lens about which cover slip to use.

2. Mowiol is a solution of polyvinyl alcohol. It hardens over
some days and can be molten again by heating the sam-
ples in buffer. The refractive index of Mowiol solutions
may vary between batches. During hardening the refrac-
tive index changes from close to glycerol (∼1.45) to close
to immersion oil (∼1.518). Some groups report shrinkage
of the samples upon hardening.

3. Embedding media for fluorescence microscopy often con-
tain chemicals that are supposed to reduce bleaching of
the fluorescent probes. Prominent examples include 1,4-
diazabicyclo[2.2.2]octan (DABCO, 25 mg/ml), N-propyl
gallate (NPG, 0.5% (w/v)) and p-phenylene diamine (PPD,
1 mg/ml) (22–24). In rare cases these reagents reduce the
dyes fluorescence intensity. The effectiveness of an antifad-
ing reagent has to be evaluated for any given fluorophore.
We found that Mowiol (with DABCO) is frequently a good
option. However, other (commercially available) embed-
ding media may also be considered. Currently, TDE is, to
our knowledge, the only embedding medium that allows
a precise tuning of the refractive index to match that of
immersion oil.

4. TDE is an inexpensive, non-toxic glycol derivative. Com-
mercially available TDE may contain impurities. It can be
further purified by distillation (boiling temperature 164–
166◦C at 27 hPa).
Due to its high refractive index (∼1.522) and full miscibil-
ity with water, it is suited as mounting medium with pre-
cisely adjusted refractive index (also see Note 8). Unlike
Mowiol, TDE does not harden. Samples need to be sealed
with nail polish.
The properties of some fluorophores are changed in TDE:
Especially the absorption and emission spectra, but also the
quantum efficiency and bleaching properties may be altered
when the samples are mounted in TDE.
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5. Nail polish is often used to seal microscopy samples. Col-
ored or glittering nail polish should be avoided. Certain
solvents in the nail polish may quench the fluorescence.

6. Typically TDE is used in combination with a phosphate
buffer, but other aqueous buffers also work.

7. Due to the viscosity of TDE, the measurement of its pH
is difficult. Either a special pH electrode has to be used or,
if standard electrodes are used, one has to wait for a long
time until equilibrium has been reached.

8. TDE is hygroscopic. The refractive index of undiluted TDE
(∼1.522) may vary due to its water content.

9. Due to the production process of the beads, the vari-
ability of their diameter tends to become large for small
beads (Fig. 11.3). If uniformly stained beads are substan-
tially smaller than the microscope resolution, the measured
brightness is proportional to the bead volume. Hence poly-
dispersity leads to broad brightness distributions.

300 nm

100 nm 20 nm a b

Fig. 11.3. Electron micrographs of crimson fluorescent microspheres. (a) 100 nm beads (see Section 2.3) exhibit a
monodisperse size distribution (100 nm ± 7.5%), whereas (b) 20 nm beads (see Section 2.3) are more polydisperse
(20 nm ± 50%). The variation in bead size has to be taken into account when determining the resolution of a microscope.

10. The concentration of purchased beads is typically very high.
In suspension, they tend to aggregate, which can be allevi-
ated by dilution and sonification before use. During drying,
ethanol or surface contaminants on the cover slip may lead
to droplet formation and thereby to an inhomogeneous
bead distribution on the cover slip.

11. The STED beam exerts a force on particles which have
a different refractive index than the surrounding medium
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(optical tweezer effect). Beads may start to move or even
detach from the cover slip. Increasing the stickiness of the
surface by using Poly-L-lysine solution can avoid this.

12. Fixation is required to preserve cellular structures. Cross-
linking fixatives like formaldehyde are advantageous for
most structures. (The (microtubule) cytoskeleton may be
an exception.) Due to this cross-linking activity, fixatives
also may hinder antibodies from reaching their target
structure. To overcome this, fixation is often combined
with extraction (e.g., organic solvents like methanol, Lav-
dovsky’s fixative, or Carnoy’s fluid), which may also influ-
ence the preservation of the cellular structures. This may
be a much more severe problem in STED microscopy than
in conventional diffraction limited microscopy because in
the latter case the fixation/extraction induced artifacts may
be hidden by the lower resolution. Hence special care has
to be taken to control proper preservation of cellular struc-
tures. Protocols sufficient for confocal microscopy may not
be sufficient for STED microscopy.

13. Many antibody suppliers suggest performing antigen
retrieval. To this end, the sample is heated (to up to 120◦C)
for a certain time (27). Sometimes heating is performed
under high salt conditions and/or at extreme pH values.
Often these procedures work astonishingly well; still spe-
cial attention to the proper preservation of the analyzed
structures is mandatory.

14. Immunofluorescence labeling described here was success-
fully performed with several mammalian cell lines, ranging
from human cervix carcinoma cells like HeLa to rodent
kidney cell lines like BHK-21. Information about proper
cultivation conditions is available from the American Type
Culture Collection (www.lgcstandards-atcc.org).

15. Several blocking agents can be used, including skimmed
milk (coldwater fish) gelatin or BSA. A number of rather
expensive blocking agents are on the market, including
serum of the antibody producing host species or synthetic
blocking agents. We recommend the use of BSA for rou-
tine labeling. For specialized applications the use of other
blocking agents may be necessary.
The blocking solution should be freshly prepared. It can be
stored for longer time periods at –20◦C.
Unspecific background labeling is a common problem.
Often insufficient blocking of the cells results in (high)
background. To overcome this problem, the concentration
of the blocking agent and/or the time of blocking may be
increased. Most other problems originate from the primary
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and secondary antibodies. These may be solved by opti-
mizing the antibody concentrations, incubation times, and
washing conditions.

16. Many antibody-fluorophore conjugates tend to precipi-
tate and should be centrifuged before use. This procedure
will remove any aggregates that may have formed during
storage.

17. After fixation, the samples must not become dry. Other-
wise the specificity of the labeling is often lost. To keep the
samples humid, labeling is best performed in a humidity
chamber. Alternatively, the cover slips can be submersed in
antibody solutions in a microtiter plate.

18. Some protocols suggest washing the sample in PBS-Triton
X-100 and blocking anew with blocking solution, prior to
application of the secondary antibody. In case of an unspe-
cific background, this is recommended.

19. Several fluorophores were successfully employed for STED
microscopy (see Table 11.1). The number of fluorophores
suitable for STED microscopy is rapidly increasing. Cur-
rently, antibodies labeled with these fluorophores are not

Table 11.1
List of fluorophores used for STED microscopy

Dye name
(manufacturer/distributor)

Excitation
wavelength STED wavelength

Reported spatial
resolution
(direction) Reference(s)

ATTO532 (ATTO-Tec,
Siegen, Germany)

470 nm 603–615 nm 25–72 nm (xy) (11, 15, 17,
30, 31)

Chromeo 488 (Active Motif,
Carlsbad, CA)

488 nm 602 nm < 30 nm (xy) (32)

YFP 490 nm 595 nm <50 nm (xy) (33)

GFP 490 nm 575 nm ∼70 nm (xy) (34)
ATTO565 (ATTO-Tec) 532 nm 640–660 nm 30–40 nm (xy) (35)

MR 121 SE (Roche,
Mannheim, Germany)

532 nm 793 nm ∼50 nm (z) (8)

NK51 (ATTO-Tec) 532 nm 647 nm ∼50 nm (xyz) (12)

RH 414 (Invitrogen
Carlsbad, CA)

554 nm 745 nm 30 nm (z) (36)

ATTO590 (ATTO-Tec) 570 nm 690–710 nm 30–40 nm (xy) (35)

ATTO633 (ATTO-Tec) 630 nm 735–755 nm 30–40 nm (xy) (35)
ATTO647N (ATTO-Tec) 635 nm 750–780 nm ∼50 nm (xy) (14, 19, 37)

Modified from www.nanoscopy.de (Dept. of NanoBiophotonics, Max Planck Institute for Biophysical Chemistry,
February 2009). Note that the number of fluorophores that are demonstrated to be suitable for STED microscopy is
steadily increasing.
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always commercially available; custom labeling may be
required or is advantageous to ensure a high quality of
the labeled antibody conjugate. A robust protocol may be
found at (29), www.probes.com or www.atto-tec.com.

20. Some antibody-fluorophore conjugates may result in an
unwanted unspecific staining of cellular structures. For
example, Atto647N is known to label mitochondrial mem-
branes to some extent. Control experiments are required
to determine the level of unspecific background for each
secondary antibody.

21. A nuclear counterstain can be performed by mounting the
samples in Mowiol or TDE containing DAPI (2 �g/ml).

22. After immunofluorescence labeling, the samples should be
stored at 4◦C. The samples should be imaged within the
next few days.

23. Prolonged heating of the formaldehyde solution at 60◦C,
or too high temperatures, will induce the formation of
formic acid, deteriorating the properties of the fixative.
Formaldehyde is toxic. Preparation of the formaldehyde
solution from solid PFA must be done under a fume
hood.
For most applications, fresh formaldehyde solutions may be
kept in the refrigerator for 1 week or stored at –20◦C for
longer periods. Occasionally it has been reported that the
use of fresh formaldehyde is superior.
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Chapter 12

Two-Photon Permeabilization and Calcium Measurements
in Cellular Organelles

Oleg Gerasimenko and Julia Gerasimenko

Abstract

Inositol trisphosphate and cyclic ADP-ribose, main intracellular Ca2+ messengers, induce release from the
intracellular Ca2+ stores via inositol trisphosphate and ryanodine receptors, respectively. Recently, studies
using novel messenger nicotinic acid adenine dinucleotide phosphate (NAADP) releasing Ca2+ from
calcium stores in organelles other than endoplasmic reticulum (ER) have been conducted. However,
technical difficulties of Ca2+ measurements in relatively small Ca2+ stores prompted us to develop a new,
more sensitive, and less damaging two-photon permeabilization technique. Applied to pancreatic acinar
cells, this technique allowed us to show that all three messengers – IP3, cADPR, and NAADP – release
Ca2+ from two intracellular stores: the endoplasmic reticulum and an acidic store in the granular region.
This chapter describes a detailed procedure of using this technique with pancreatic acinar cells.

Key words: Ca2+ stores, Ins(1,4,5)P3, Ryanodine, Pancreas and pancreatic cells, Two-photon per-
meabilization, Secretory granules.

1. Introduction

Hormone induced Ca2+ release from intracellular stores into the
cytosol (1) and intracellular Ca2+-releasing messenger inositol
(1,4,5-trisphosphate (IP3) are the most important discoveries in
the Ca2+ signaling field (2, 3). IP3-induced Ca2+ release is cur-
rently accepted as the principal mechanism for generation of Ca2+

signals in non-excitable cells (4, 5). While it is generally accepted
that the endoplasmic reticulum (ER) is the main organelle for
Ca2+ release (6, 4, 7–9), other organelles can also serve as a
possible Ca2+ store. Several candidates have been suggested
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including the mitochondria, which play an important role in
shaping cytosolic Ca2+ signals (10–13). Other organelles such as
the nuclear envelope (14–19), the Golgi apparatus (20–22), the
secretory granules (23–26), and the endosomes (27) have been
reported to store and release Ca2+.

In pancreatic acinar cells, the bulk of the ER Ca2+ store is
located in the basal part of the cell (28) with thin ER projec-
tions into the secretory granule area (29) where Ca2+ release
is usually initiated (30). Application of intracellular Ca2+ mes-
senger inositol 1,4,5-trisphosphate (IP3) or cyclic ADP ribose
(cADPR) produces Ca2+ release specifically localized in the secre-
tory granular area (30, 31), including novel Ca2+ releasing mes-
senger nicotinic acid adenine dinucleotide phosphate (NAADP)
(32–35). Several hypotheses explaining possible mechanisms of
NAADP-induced Ca2+ release have been suggested recently
(36–39).

To study effects of intracellular Ca2+ messengers, researchers
have to use permeabilized cells which are of particular impor-
tance for studies of internal stores (2, 3). Chemical permeabi-
lization often damages intracellular membranes and makes it dif-
ficult to detect other stores apart from the largest ER. We have
tried several permeabilizing agents (digitonin, saponin, strep-
tolysin) until we came up with the idea to use two-photon laser
approach (40, 41) for permanent cellular permeabilization (42).
This method is much less damaging than chemical permeabi-
lizations. Permeabilization has been achieved by localized per-
foration of the membrane using two-photon (tuned to 740–
750 nm) high intensity laser pulses. Two-photon light when
directed to a small area of cell membrane can perforate plasma
membrane allowing successful intracellular delivery of foreign
DNA (41). We have modified this technique to achieve perma-
nent permeabilization of pancreatic acinar cells (Fig. 12.1a–d).
The result of permeabilization is the hole of approximately 2 �m
in size, with most of plasma membrane and intracellular organelles
intact.

We have studied Ca2+ release elicited by the intracellular Ca2+

releasing messengers NAADP, cADPR, and IP3 and found that
all three messengers can release Ca2+ from two separate internal
stores: thapsigargin-sensitive (ER type) store and thapsigargin-
insensitive acidic Ca2+ store (Fig. 12.2) (42, 43). With the help
of two-photon permeabilization technique we have shown that in
both stores NAADP and cADPR likely activate RyRs, whereas
IP3 activates IP3Rs. The use of antibodies and/or large pro-
teins also allowed us to modulate specific intracellular function(s)
(Fig. 12.3). This technique serves as a reliable and convenient
method to permeabilize cells with the minimal damage to cellular
membranes and organelles.
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Fig. 12.1. Two-photon permeabilization of pancreatic acinar cells and the effects of Ca2+ releasing messengers (modified
from Gerasimenko et al. (42)). a. A doublet of pancreatic acinar cells loaded with Fluo-5 N AM before permeabilization.
Arrow shows the position of two-photon light application. b. Same cell doublet after permeabilization and perfusion with
Texas Red dextran (3 × 103 Mr). Only the lower cell has been permeabilized and is therefore bright due to diffusion
of Texas Red dextran into the cytoplasm. c. Same cell doublet after washing out of Texas Red dextran. Note reduced
fluorescence of Fluo-5 N in the lower permeabilized cell. d. Transmitted light picture of the doublet (after permeabilization)
shown in a–c. e. IP3 (10 �M) was applied to the doublet shown in a-d. Note that IP3 elicited a reduction in [Ca2+] in the
intracellular stores in the lower (permeabilized) cell, whereas there was no response in the upper (intact) cell.

2. Materials

2.1. Mouse
Pancreatic Acinar
Cells Preparation

1. Buffer I for cell isolation, which contains 140 mM NaCl,
4.7 mM KCl, 10 mM HEPES, 1 mM MgCl2, 10 mM Glu-
cose, 1 mM CaCl2, pH 7.2 (adjusted with NaOH). Store at
4◦C; pre-warm to 37◦C before use.

2. Solution of collagenase (Worthington, UK; 200 u/mL;
1 mL/pancreas) in buffer I for pancreas digestion. Store at
–20◦C; pre-warm to 37◦C before use.

3. Water-bath at 37◦.
4. Centrifuge with swing rotor (Denley, UK) or any centrifuge

capable of 100×g with swing rotor for 15 mL tubes.
5. Animal facility for mice handling (schedule 1).
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Fig. 12.2. NAADP, IP3, or cADPR elicit Ca2+ release from both thapsigargin-sensitive and thapsigargin-insensitive intra-
cellular stores (modified from Gerasimenko et al. (42)). a. Ins(1,4,5)P3 and NAADP induce large Ca2+ responses from
whole cell (before thapsigargin), while NAADP can induce only small Ca2+ release after high dose of thapsigargin. b.
Same experiment as shown in 12.2a with the ROI in the granular area (lower trace, �) and basal area (upper trace,
�). NAADP (100 nM) induces Ca2+ release from the store in the secretory granule area in the presence of thapsigargin
(10 �M) but not in the basal area.

2.2. Two-Photon
Permeabilization

1. Buffer II for cell permeabilization, which contains 128 mM
KCl, 20 mM NaCl, 10 mM HEPES, 2 mM ATP, 1 mM
MgCl2, 0.1 mM EGTA, 0.075 mM CaCl2, pH 7.2 (adjusted
with KOH). Store at 4◦C. Pre-warm to 37◦C before use. (see
Note 2).
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Fig. 12.3. Antibodies against RyRs completely block functional release induced by cADPR, but not by Ins(1,4,5)P3. a.
Permeabilized pancreatic acinar cells have been incubated with anti-RyRs antibodies (Millipore, UK) for 20 min and
then cADPR has been added with no effect. After that Ins(1,4,5)P3 induced Ca2+ release similar to observed in control
experiments. b. Comparison of responses induced in the absence of antibodies to cADPR (first column) and in the
presence of anti-RyRs antibodies to cADPR (second column) and to I(1,4,5)P3 (third column).

2. Microscope cover slips (borosilicate glass, thickness no.1)
(VWR International, UK), coated with poly-L-lysin (Sigma,
UK).

3. Two-photon femtosecond laser Millennia (power 8 W)
(Spectra-Physics).

4. Leica SP2 confocal two-photon microscope (similar results
were also obtained using Olympus two-photon confocal
microscope).

5. Perfusion chamber (self-made or from any supplier).

2.3. Fluorescent
Calcium Dyes

1. Fluorescent dyes Mag-Fura-2 AM, Fluo-5 N AM, Texas Red
dextran (3 × 103 Mr) (all Invitrogen, UK). Prepared as
1 mM stock solutions in DMSO, stored at –20◦C.

2. 1 mM solution of the “near–membrane” Ca2+ indicator
FFP-18 (K+) salt (TEFLabs, USA) in buffer II, stored at
–20◦C.
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3. Methods

3.1. Cell Preparation 1. Isolate mouse pancreatic acinar cells by collagenase diges-
tion as described previously (29) (using schedule 1 proce-
dure for handling CD1 mice, according to Animals (Sci-
entific Procedures) Act). Briefly, inject extracted pancreas
with 1 mL of collagenase solution, place it in 1.5 mL
eppendorf tube, and incubate 15 min in a water-bath at
37◦C.

2. Dissociate cells by pipetting through a large diameter tip
(cut tip end if necessary).

3. Collect cells in a separate tube filled with buffer I.
4. Centrifuge cells for 1 min at 100×g using swing rotor at

room temperature.
5. Gently resuspend the cell pellet in 2 mL of buffer I, add

about 10 mL of the same buffer, and wash cells by pipetting
several times.

6. Centrifuge cells for 1 min at 100×g using swing rotor at
room temperature.

7. Resuspend cells in 2 mL of buffer I.
8. Prepare stock of indicator dye for cell loading by desicca-

tion of Mag Fura-2AM or Fluo-5 N AM in DMSO in con-
centration of 2 mM according to manufacturer’s instruc-
tions (Invitrogen).

9. After isolation, load cells with low affinity Ca2+-sensitive
dyes: Mag Fura-2 AM (5 �M) or Fluo-5 N AM (5 �M) by
adding an aliquot (5 �L to 2 mL of cells) of concentrated
stock and incubate for 30–45 min at 37◦C in water-bath.

10. Centrifuge for 1 min at 100×g using swing rotor at room
temperature. Resuspend cells in 2 mL of buffer I.

3.2. Two-Photon
Permeabilization

1. Place 200 �L of cells on poly-L-lysine-coated cover slips
attached to perfusion chamber under the microscope. Per-
form all experiments at room temperature. Prior to perme-
abilization, perfuse the cells with buffer II (K+ rich, low
Ca2+, containing EGTA).

2. Stain cell membrane with the “near-membrane” Ca2+ indi-
cator FFP-18 (K+ salt) (1 �M) for 5 min to help the forma-
tion of a single, site-specific perforation in the cell membrane
using the two-photon laser beam.

3. Apply a high intensity two-photon laser beam in pulse
mode at 740–750 nm from Spectra-Physics (8 W Millen-
nia femtosecond laser) to a small area of the cell membrane
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(Fig. 12.1a) (see Note 1). This results in heating of this
small membrane area and subsequent hole formation.

4. Permeabilization can be confirmed by monitoring the flu-
orescence of Texas Red dextran added to the extracellular
medium. Upon permeabilization Texas Red dextran pene-
trates into the cytoplasm of targeted cell (Fig. 12.1b).

5. After permeabilization, perfuse cells with intracellular solu-
tion (buffer II) for 5–10 min to wash out the cytosolic com-
ponent of the fluorescent dye (see Note 3): Experiments
shown in Fig. 12.1 were conducted in the same solution
as above except that CaCl2 was reduced to 0.05 mM.

6. Observe washing of Texas Red dextran from the extracellular
solution, which confirms successful and stable permeabiliza-
tion (Fig. 12.1c).

7. After perforation, cells should be able to respond to intra-
cellular Ca2+ releasing messengers IP3, NAADP, or cADPR,
(Fig. 12.1e–g).

3.3. Fluorescent
[Ca2+]
Measurements

1. Acquire fluorescent images using the Leica SP2 MP two-
photon confocal microscope with objective 63× NA 1.2.

2. Excitation and emission wavelengths for Mag Fura-2 are
430 nm (2–5% power) and 460–590 nm, respectively. Alter-
natively, for excitation of Mag Fura-2 use the two-photon
wavelength ∼745 nm.

3. Excitation and emission wavelengths for Fluo-5 N are
488 nm (Argon Ion laser, 1–2% power) and 510–590 nm,
respectively.

4. Collect fluorescent images with a frequency of 0.6–1.0
frame/s.

5. Excitation and emission wavelengths for Texas Red dextran
are 543 nm and 580–650 nm, respectively.

6. Calculate free Ca2+ concentrations assuming that the K d of
Fluo-5 N for Ca2+ is 90 �M (see Note 4).

7. Perform the calibration procedure by applying ionomycin
(10 �M) and nigericin (7 �M) with 2 mM EGTA or 10 mM
CaCl2.

8. Perform statistical analysis using Microsoft Excel software.
Determine P values for statistical significance between sets
of data using Student’s t-test.

3.4. Conclusions We compared responses to the messengers in cells permeabilized
by two-photon light with responses obtained from saponin (as
well as digitonin and streptolysin) permeabilized acinar cells. We
found that two-photon permeabilization has two principal advan-
tages, namely better preserved morphology (including polarity)



208 Gerasimenko and Gerasimenko

and responsiveness. The amplitudes of the responses to IP3 were
approximately 1.5 times higher in the two-photon permeabilized
cells than in cells permeabilized by saponin (even more differ-
ence for digitonin and streptolysin). Two-photon permeabiliza-
tion resulted in a formation of a hole with a diameter of ˜2 �m at
any site selected on the surface of the cell. This hole did not close
after permeabilization, as in previously published work (41), per-
haps due to the larger size and/or the exposure of the cell to an
intracellular solution before the two-photon pulse. The success
rate with two-photon permeabilization was high (>50%) and we
propose this technique as a reliable and convenient method for
studies of intracellular stores and organelles.

4. Notes

1. The choice of permeabilization region on cell membrane
should be preferably away from the bulk of the ER. Perme-
abilization can damage not only plasma membrane but also
intracellular membranes and organelles which potentially can
cause the dramatic loss of Ca2+. In our experiments best
results were obtained by placing target of laser beam near
granular area (Fig. 12.1a).

2. Concentration of ATP can be increased to 3 mM to ensure
high activity of SERCA pumps.

3. Permeabilizations were conducted at first in buffer II with
calcium concentration (0.075 mM CaCl2) and then before
experiment calcium was reduced (by perfusion with buffer
II containing 0.05 mM CaCl2).

4. The pH-dependence of the Kd of Fluo-5 N for Ca2+ was
tested. There was no significant difference between the
results at pH 7.2 and at pH 6 (27).
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Chapter 13

Imaging and Analysis of Three-Dimensional Cell
Culture Models

Benedikt W. Graf and Stephen A. Boppart

Abstract

Three-dimensional (3D) cell cultures are important tools in cell biology research and tissue engineering
because they more closely resemble the architectural microenvironment of natural tissue, compared to
standard two-dimensional cultures. Microscopy techniques that function well for thin, optically transpar-
ent cultures, however, are poorly suited for imaging 3D cell cultures. Three-dimensional cultures may be
thick and highly scattering, preventing light from penetrating without significant distortion. Techniques
that can image thicker biological specimens at high resolution include confocal microscopy, multipho-
ton microscopy, and optical coherence tomography. In this chapter, these three imaging modalities are
described and demonstrated in the assessment of functional and structural features of 3D chitosin scaf-
folds, 3D micro-topographic substrates from poly-dimethyl siloxane molds, and 3D Matrigel cultures.
Using these techniques, dynamic changes to cells in 3D microenvironments can be non-destructively
assessed repeatedly over time.

Key words: 3D culture, optical coherence tomography, multiphoton microscopy.

1. Introduction

Culturing cells on two-dimensional (2D) substrates has been a
standard technique in cell biology research for decades. However,
the culture flasks and dishes typically used do not replicate the nat-
ural microenvironment of cells in tissue. Research has shown that
the extracellular environment has a profound impact on cell biol-
ogy, including differentiation of stem cells (1, 2). As a result, there
has been an increased interest in developing culturing techniques
that more closely resemble natural tissue. Many different types of
three-dimensional (3D) cultures and 3D scaffold materials have
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been developed. A commonly used substance, Matrigel, is derived
from the extra cellular matrix (ECM) of mouse tumor (sarcoma).
Other techniques are based on seeding cells in porous 3D scaf-
folds constructed with synthetic materials. Three-dimensional cell
cultures have become important for both research and clinical
applications, with one goal being the development of advanced
biocompatible engineered tissues (3, 4).

While 3D cell cultures more accurately model the natural
environment of cells, their use also presents new challenges. Many
of the tools used to visualize live cells in 2D cell cultures such
as bright field and phase microscopy rely on light transmitted
through the sample. These approaches are impractical for view-
ing cells in 3D cultures since the whole sample may be too thick
for light to effectively pass through. For visualizing 3D cultures
and thick tissue samples non-destructively, imaging techniques
that rely on epi-illumination (with light collected in the backward
direction) are more suitable. Different epi-illumination imaging
techniques exist and can be based on the detection of fluorescence
as well as backscattered light. Fluorescence-based techniques are
most commonly used to visualize a fluorescent marker that has
been targeted to a specific area or molecule of interest. Alter-
natively, the autofluorescent properties of cells and tissues can
frequently provide sufficient contrast to identify structural and
biochemical components. Imaging techniques based on the scat-
tering of light are commonly used to observe the structural and
dimensional characteristics of a sample. For example, by measur-
ing the wavelength-dependent scattering properties of the sam-
ple, one can infer the sizes of the scatterers present, such as the
size of individual cells or nuclei.

Confocal microscopy (CM) is an imaging technique that is
capable of high resolution optical sectioning in relatively thick
samples and can be used both in fluorescence as well as reflectance
mode (see Note 1). The penetration depth of confocal microscopy
is limited to roughly less than 100 �m (5). Deeper penetration
depths for fluorescence imaging can be achieved by using multi-
photon microscopy (MPM). This technique relies on non-linear
optical effects and can perform high resolution optical section-
ing in samples up to a millimeter thick, depending on tissue type
(6). Scattering-based imaging with penetration depths of up to
several millimeters can be achieved by using optical coherence
tomography (OCT) (7). OCT constructs depth-resolved images
by using interferometric techniques to measure the time-of-flight
of scattered photons. Determining which imaging technique is
appropriate for a specific 3D cell culture depends on the opti-
cal properties, type, and thickness of the culture, as well as the
features of interest in the culture. Some of the imaging tech-
niques described here can be used simultaneously, which pro-
vides a more comprehensive view of a sample based on differing
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contrast-enhancing mechanisms. Since these imaging techniques
have little effect on the viability of living cells, they are well-suited
for observing dynamic changes in 3D cell cultures.

This chapter will focus on imaging techniques for assessing
cells grown in different 3D cultures. Optical coherence tomogra-
phy, multiphoton microscopy, and confocal microscopy are used
to visualize structural and functional properties of the samples.
OCT and CM are used to observe the location and functional
activity of cells over a period of several days in a chitosin scaf-
fold. OCT and MPM are used to obtain high-resolution images
of cells seeded on 3D micro-topographic substrates, as well as in
3D cultures using Matrigel as a scaffold material. The effect of
mechanical stimuli on the cells in these cultures is also observed.

Understanding the principles and limitations of confocal
microscopy, multiphoton microscopy, and optical coherence
tomography is essential when choosing the appropriate technique
for imaging a specific type of 3D culture, scaffold, or substrate.
The most important parameters to consider for imaging 3D cul-
tures are the optical contrast mechanism (fluorescence or scatter-
ing), the resolution, and the penetration depth. CM, MPM, and
OCT instruments are all commercially available, but can also be
constructed in a lab that is equipped with sufficient optical hard-
ware components.

1.1. Confocal
Microscopy

Confocal microscopy is a high resolution imaging technique that
enables optical sectioning of non-transparent samples. There are
several types of CM but the technique that has gained the most
widespread use in the life sciences is confocal laser scanning
microscopy. This technique is based on point illumination of the
sample with a laser, and spatial filtering of the returning beam
with a pinhole to block light from outside the focus. The beam is
scanned across the sample and an image is constructed. CM can
be used in both fluorescence mode as well as reflectance mode.

Spatial resolution in CM depends on the numerical aperture
(NA) of the objective, the pinhole size, and the wavelength of the
light. Sub-micrometer resolution can be achieved with commer-
cial systems allowing even the smallest cells and sub-cellular fea-
tures to be visualized. Penetration depth in thick samples is lim-
ited by the fact that scattering in the sample causes the illuminat-
ing beam to defocus. This will decrease the amount of light that
passes through the pinhole as the imaging depth becomes deeper,
effectively limiting the imaging depth. The penetration depth also
depends on the optical properties of the sample, the NA of the
objective, and wavelength of the light source. Generally, longer
wavelength light penetrates deeper in a sample due to less absorp-
tion and scattering. Fluorescence CM typically uses shorter wave-
length (visible) light to excite commercial fluorophores through
absorption. Reflectance CM does not have stringent wavelength
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requirements and can readily be performed with longer wave-
length light sources to improve penetration depth (8). Ongoing
research is developing newer fluorescence-based probes or dyes
that are excited by near-infrared wavelengths. The deepest pene-
tration depth achievable with CM is typically limited to less than
100 �m (9, 10).

1.2. Multiphoton
Microscopy

Multiphoton microscopy is a high-resolution fluorescence imag-
ing technique that has at least a twofold improvement in penetra-
tion depth over confocal microscopy (11). It is based on non-
linear optical processes that absorb two or more near-infrared
photons and subsequently emit a single photon in the visible
range. It is most commonly used to excite exogenous fluores-
cent dyes or probes through two-photon absorption. This pro-
cess requires a high intensity of photons in both time and posi-
tion (see Note 2). This is typically accomplished using a laser with
ultra-short pulse duration (such as a titanium-sapphire laser) and
a high numerical aperture objective. The high intensity require-
ment restricts the two-photon absorption to within the focal vol-
ume. This results in a high spatial resolution without the need
for spatial filtering. In addition, MPM reduces photobleaching
since fluorescence excitation is limited to a small volume (12).
Because near-infrared wavelengths are used to excite the fluores-
cent molecules, imaging penetration is significantly better than
CM, and there is little absorption or thermal effects. As a result,
MPM is preferable to CM for imaging 3D cell cultures or tissue
when they are thick or highly scattering.

1.3. Optical
Coherence
Tomography

Optical coherence tomography is a technique which is capable of
obtaining high resolution scattering-based images of thick tissue
samples (7, 13). OCT operates by focusing light from a broad
bandwidth light source into a sample and determining the time
it takes for the light to return to a detector. The echo time-of-
flight information is used to determine the depth in the sample
from where light was scattered. OCT is similar in principle to
ultrasound imaging except that near-infrared light is used instead
of acoustic waves. Compared to clinical ultrasound, OCT has a
higher resolution but a shallower penetration depth. Because the
speed of light is significantly faster than the speed of acoustic
waves, the time information must be measured indirectly using
interferometry. Light scattered from the sample is combined with
a reference beam and the resulting interference pattern is mea-
sured. The interference pattern contains the time-of-flight infor-
mation of the light in the sample arm. Light scattered from dif-
ferent depths can be distinguished because of the low coherence
property of the laser or light source. Cross-sectional OCT images
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are constructed by scanning the laser beam across the sample and
acquiring depth-dependent scattering profiles at each position.

The setup of an OCT system can be divided into four parts:
source, sample arm, reference arm, and detector arm. The source
is commonly a near-infrared laser or superluminescent diode with
a broad spectral bandwidth. The beam from the source is split by
a beam splitter into the reference arm and the sample arm. Light
reflected from the sample and the reference arm recombine at the
beam splitter and is directed to the detector. The sample arm con-
sists of focusing optics (which also function as collecting optics),
the sample, and a mechanism for scanning the beam or the sam-
ple. The arrangement of the reference arm and the detection arm
is dependent on the detection scheme being used. There are two
basic schemes, time-domain OCT and frequency-domain OCT.
Time-domain OCT consists of a single detector and mechanism
for rapidly scanning the delay in the reference arm. At each delay
of the reference arm, scattering from a specific depth in the sam-
ple can be determined. Frequency-domain OCT is performed by
using a fixed reference arm path and measuring the spectral inter-
ference pattern in the detector arm. The entire depth-scattering
profile can be obtained by taking one measurement of the spec-
trum and computing the inverse Fourier transform. Frequency-
domain OCT does not require any mechanical scanning in the
reference arm, which results in significantly improved speed and
sensitivity (14). Frequency-domain OCT is further sub-divided
into two categories: spectral (or Fourier) domain OCT and swept-
source OCT (see Note 3). In spectral-domain OCT the spectrum
of the broad bandwidth light source is measured using a spec-
trometer (15). In swept-source OCT the wavelength of a tunable
laser is rapidly swept over the bandwidth (16). The broad spec-
trum is thus encoded in time and a single detector is used instead
of a spectrometer. A simplified schematic of a spectral-domain
OCT system is shown in Fig. 13.1 to better demonstrate the
principles of OCT.

Resolution in the axial and transverse directions is decoupled
in OCT. Axial resolution is governed by the coherence length
of the light source which is inversely dependent on the spectral
bandwidth. Axial resolution in a typical OCT system is less than
10 microns. Transverse resolution is dictated by the optics used
to focus the beam onto the sample. Transverse resolution for a
typical OCT system is around 10 �m as well, so a large confocal
parameter, or depth-of-focus, can be achieved. Just as with CM
and MPM, imaging depth for OCT is highly dependent on the
optical properties of the sample as well as the wavelength of the
source. Penetration depth can be up to several millimeters, even in
highly scattering samples, because OCT not only spatially filters
out-of-focus light as in CM but also coherently rejects photons
that are not singly backscattered from points in the tissue and
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Fig. 13.1. Schematic of a spectral/Fourier-domain OCT system. The beam from the
broad bandwidth light source is split into the reference arm (II) and the sample arm
(III) using a beam splitter. The beam in the sample arm is focused onto a sample and
scanned to acquire images. Light backscattered from the sample and the reference end
mirror is recombined at the beam splitter and sent to the detector arm (I). The detector
arm is a spectrometer that measures the spectral interference pattern. Scanning of the
beam and acquisition from the charge-coupled device (CCD) camera is synchronized
using a personal computer. Abbreviations: BS, beamsplitter; G, grating; M, mirror; O,
objective; P, pinhole; S, beam scanners.

therefore no longer remain coherent with the light reflected back
in the reference arm (17).

A variation of OCT, called optical coherence microscopy
(OCM), utilizes a high NA objective to achieve similar transverse
spatial resolution as reflectance CM, at the expense of a short
depth-of-focus (18). In this case, the axial resolution may then
be determined by the focusing optics instead of the source band-
width. Optical sectioning is achieved with both spatial and coher-
ence gating, instead of spatial filtering alone. The advantage of
OCM is that it has a greater penetration depth than CM. Because
of the high NA and the narrow beam waist, the short focal region
is effectively limited to a single en face plane in the sample. As a
result, the beam in OCM is typically scanned in two lateral dimen-
sions to acquire an en face image, as opposed to a cross-sectional
(depth-resolved) image as in OCT. Because OCM uses a high NA
objective and can use the same laser source (titanium:sapphire)
as in MPM, it is possible to perform OCM at the same time as
MPM to collect image data based on multiple contrast mecha-
nisms (19–22). This enables simultaneous acquisition of high res-
olution scattering and fluorescence information from thick, highly
scattering samples. OCT has also been used simultaneously with
fluorescence CM to provide structural and functional information
in engineered tissues (23).

Additional variations of OCT and OCM exist that enable
imaging based of different contrast mechanisms. Spectroscopic
OCT (24) and OCM (25) measure the depth-resolved spectrum
of backscattered light, which allows wavelength-dependent prop-
erties of the sample to be assessed. Biomechanical properties can
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be spatially resolved using optical coherence elastography (26,
27). Doppler OCT is a technique which measures frequency shifts
of backscattered light to measure dynamic events such as blood
flow in vivo (28).

2. Materials

2.1. Chitosin Scaffold
Culture

1. NIH 3T3 fibroblast cells (American Type Culture Collec-
tion, Manassas, VA).

2. 4 �g of GFP-vinculin plasmid (provided by Dr. Benjamin
Geiger, Weizmann Institute of Science, Israel) diluted with
50 �L of FreeStyle 293 expression (Invitrogen).

3. 2 �L of lipofectamine 2000 reagent (Invitrogen) diluted
with 50 �L of FreeStyle 293 expression.

4. 2% (wt%) chitosan flakes (Sigma-Aldrich) dissolved in a
0.2 M acetic acid aqueous solvent.

5. Phosphate-buffered saline (PBS, 1×) solutions containing
70, 50, and 0% of ethanol.

6. Plastic 8 mm diameter and 3 mm depth cylindrical molds
(cap of eppendorf tube).

7. Portable microincubator, LU-CPC (Harvard Apparatus,
Holliston, MA).

2.2. Matrigel and
Micro-topographic
Culture

1. Matrigel solution (BD Bioscience, Bedford, MA).
2. Microtextured poly(dimethly-siloxane) (PDMS) substrates

with 3D topographic features (provided by James Norman,
Stanford University).

3. Hoechst 33342 nuclear dye (Invitrogen).
4. 3D reconstruction software, Analyze 5.0 (Mayo Clinic,

Rochester, MN).
5. Mechanical stimulation system Tissue Train and StageFlexer

(Flexcell, NC).

2.3. Optical
Coherence
Tomography
Instrument

The OCT setup used in this experiment is a custom built, fiber-
based, time-domain OCT system. The axial and lateral resolutions
of the system are 3 and 10 �m, respectively. The major compo-
nents are as follows:

1. Titanium:sapphire laser (Kapteyn-Murnane Laboratories)
pumped by a Nd:YVO4 laser (Coherent) that produces
∼90-fs pulses with an 80-MHz repetition rate. The center
wavelength is 800 nm with a bandwidth of 20 nm or greater.



218 Graf and Boppart

2. Ultrahigh numerical aperture fiber UHNA4 (Thorlabs,
Karslfeld, Germany) to broaden the spectrum from 20 to
100 nm.

3. Galvanometer-driven retroreflector delay line in reference
arm operating at 30 Hz.

4. Galvanometer-controlled mirrors for scanning of beam
across the sample.

5. Achromatic lens with 20 mm focal length and 12.5 mm
diameter (Thorlabs).

6. Photodetector (Newport).

2.4. Integrated
Optical Coherence
and Multiphoton
Microscope

The integrated OCM and MPM microscope is a custom-built
system that uses free space optics (19). The OCM modality has
a spectral-domain detection scheme. The axial and lateral MPM
resolutions are 0.8 and 0.5 �m, respectively, while the axial and
lateral OCM resolutions are 2.2 and 0.9 �m, respectively. The
major components of the system are as follows:

1. Titanium:sapphire laser (Kapteyn-Murnane Laboratories)
pumped by a Nd:YVO4 laser (Coherent) with center wave-
length at 800 nm with a bandwidth of 120 nm.

2. Galvanometer-controlled mirrors for scanning of beam
across the sample.

3. Microscope objective, 20×, 0.95 NA, water-immersion
(Olympus).

4. Cold Mirror dichroic mirror (CVI Laser, Livermore, CA)
and H7421-40 photo-multiplier tube (Hamamatsu, Inc.)
for detection of multiphoton signal.

5. Emission filters to detect fluorescence from GFP (FF01-
520/35-25, Semrock) and from Hoechst nuclear dye
(BG39, CVILaser).

6. Custom-built spectrometer for detection of OCM signal.
Consists of collimating optics, a blazed diffraction grating
having 830.3 grooves/mm and a line-scan camera (L104k–
2 k, Basler, Inc.) that contains a 2048-element CCD array
maximum readout rate of 29 kHz.

3. Methods

3.1. Transfecting 3T3
Cell Line to
Co-express
GFP-Vinculin

1. Seed 7 × 105 3T3 fibroblast cells on each well of a six-well
plate.

2. Mix 4 �g of diluted DNA and 2 �L of diluted Lipofectamine
2000 and add to each of the wells.

3. Incubate cells for 20 min then clean with PBS.
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4. Resulting cells are a stable cell line of cells that express GFP-
vinculin.

3.2. Chitosin Scaffold
Cell Culture
Preparation

1. Filter chitosan solution and transfer to cylindrical molds.
2. Freeze cylinders at –20◦C and lyophilize for 4 days until sol-

vent is completely removed (see Note 4).
3. Sterilize scaffold with ethanol/PBS solutions.
4. Hydrate scaffolds in cell culture media for 12 h before seed-

ing cells.
5. Seed cells at a concentration of 5 × 106 cells/cm3.
6. Place scaffold into micro-incubator for imaging.

3.3. Matrigel and
Micro-Topographic
Culture Preparation

1. Stain GFP-transfected 3T3 fibroblast cells with Hoechst
nuclear dye and incubate for 30 min.

2. Mix solution with 7 × 104 GFP-transfected 3T3 cells with
thawed Matrigel solution at a 1:1 volume ratio.

3. Solidify the mixture in a 37◦C incubator.
4. Place Matrigel culture into micro-incubator for imaging.
5. Seed GFP-transfected 3T3 cells at concentration of 5 × 105

cell/ml on a micro-topographic PDMS substrate with 10
�m height and diameter cylindrical pegs.

3.4. OCT and CM
Imaging of Cell
Dynamics in Chitosin
Scaffold Culture

OCT and CM images of the chitosin scaffold cell culture were
taken at several time points after seeding to observe dynamic
changes to the distribution of the cell population (29, 30). OCT
is used to visualize changes to the cell population that occur
throughout the entire volume of the 3D chitosin scaffold cul-
ture. CM, in comparison, provides cellular-level resolution and
functional information near the surface of the cell culture.

1. The micro-incubator is placed in the sample arm of the OCT
system allowing the chitosin scaffold to be imaged while
maintaining the sterile environment. Three-dimensional
OCT images of the same chitosin scaffold are taken at 1,
3, 5, 7, and 9 days after seeding (see Note 5).

2. To verify the dynamic changes observed in the OCT images
taken on different days, different identical samples are histo-
logically prepared after being incubated for the same dura-
tions (see Note 6). The histological samples are viewed with
a standard light microscope and compared to cross-sectional
OCT images (see Fig. 13.2).

3. To more effectively visualize the whole cell population, 3D
OCT data images are reconstructed and viewed from differ-
ent angles (see Fig. 13.3).
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a b c d

f g h i j

e

Fig. 13.2. Cross-sectional OCT (a–e) and corresponding hematoxylin and eosin-stained histology (f–j) images of chitosin
scaffold cultures at day 1, 3, 5, 7, and 9, respectively. Cells are relatively evenly distributed throughout the scaffold
after seeding. After several days, it is evident that the cells have migrated to the surface of the culture and have formed
a dense, highly scattering layer. This demonstrates the ability of OCT to observe morphological features in a 3D cell
culture at different times during the development of the 3D culture. Note the difference in image scale between OCT and
histology images. Modified figure used with permission (20).

a b c

d e f

Fig. 13.3. Three-dimensional OCT reconstructions of chitosin scaffolds from two different viewing angles taken at 3 (a,
d), 5 (b, e), and 7 (c, f) days. Rotational angles of image a–c are 40◦ (y), 20◦ (z), 70◦ (x) while d–f are 0◦ (y), 10◦ (z),
50◦ (x). Viewing a 3D reconstruction from many angles, and computationally sectioning out planes from arbitrary angles,
enables a more complete view and assessment of the 3D characteristics of a sample, compared to single cross-sectional
images. Modified figure used with permission (20).

4. To visualize the culture at cellular resolution and to observe
functional characteristics (see Note 7), CM images of the
superficial layers of the chitosin scaffold are taken in fluo-
rescence mode using a commercial system, DM-IRE (Leica
Microsystems, Bensheim, Germany). CM images are taken
at 1, 3, 5, and 7 days to observe dynamic changes to the
culture (see Fig. 13.4).
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Fig. 13.4. Fluorescence CM images of GFP-transfected fibroblasts in a 3D chitosin scaffold culture taken at day 1, 3,
5, and 7 (a–d, respectively). The red channel is the autofluorescence signal from the scaffold, the green channel is the
GFP fluorescence from the cells, and the blue channel is the backscattering signal predominantly from the deposited
extracellular matrix and over time, the higher scattering cell density near the surface of the scaffold. One day after
seeding, the fibroblasts are spherical in shape and have a low GFP signal. As the cells grow and attach to the substrate,
there is an increase in expression of the GFP-vinculin gene. The increase in the backscattering signal by day 7 verifies
that the cells have formed a dense, highly scattering layer near the surface over a period of several days. Modified figure
used with permission (20).

3.5. Imaging Effects
of Mechanical
Stimuli on 3D
Cultures with OCM
and MPM

Mechanical forces are known to affect morphology and genetic
expression in cells. To observe the effects of mechanical forces
on cells in 3D cultures both micro-topographic substrates and
Matrigel cultures (see Note 8) were imaged before and after being
subjected to uniaxial stretching (31). Integrated OCM and MPM
allows simultaneous acquisition of fluorescence and scattering-
based images. For these samples, this enables visualization of indi-
vidual cells (via MPM) and the local structural microenvironment
of the substrates (via OCM).
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1. En face OCM and MPM images of the 3D micro-
topographic substrate are taken 3 days after seeding
(see Fig. 13.5a). Two MPM channels are obtained by
acquiring the same image twice using different emission fil-
ters for fluorescence detection (see Note 9).

2. The culture is mechanically stimulated with the FlexCell
apparatus with 5% cyclic, 1 Hz equibiaxial sinusoidal stretch-
ing for a period of 18 h.

3. En face OCM and MPM images are again taken to observe
the changes to cell morphology caused by the mechanical
stimulation (see Fig. 13.5b).

4. 3D OCM and MPM images of the Matrigel culture are
taken prior to mechanical stimulation. Three-dimensional
data sets are obtained by acquiring a series of en face
planes at different depths in the sample. Using the Ana-
lyze software, en face planes are computationally extracted
from the 3D data to observe the structure (see Fig. 13.6a)
and functional (see Fig. 13.6b) properties of cells in the
culture.

5. The Matrigel culture is subjected to the same mechanical
strain as in step 2.

Fig. 13.5. OCM/MPM images of GFP-vinculin fibroblast cells on a micro-topographic substrate (linear arrays of
micropegs) before (a) and after (b) mechanical stimulation. OCM shows the features of the substrate (grey) while MPM
images show the GFP fluorescence (green channel) and the nuclear stain (blue channel). Visualizing the nucleus enables
individual cells to be clearly identified while the GFP signal shows the extent of the cell body, the level of adhesion of
the cell to the substrate, and interactions with adjacent cells. The flexible polymer (PDMS) substrate was repeatedly
stretched in the direction of the white arrow in (b). Mechanical stimulation results in an elongation of the fibroblast cells,
roughly along the direction of stretch. The stretching causes an elongation of the cells and an increase in the distribution
of the GFP signal indicating that there is an increase in expression of vinculin. Modified figure used with permission (31).
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Fig. 13.6. OCM (a) and MPM overlaid on OCM (b) images from a 3D Matrigel scaffold seeded with GFP-vinculin fibroblast
cells stained with a nuclear dye prior to mechanical stimulation. The green signal in the MPM image is from GFP and
indicates the relative degree of cell adhesion. The blue signal is the nuclear stain which identifies individual cells. Scat-
tering in this culture, as seen in the OCM image, is caused by both the cells and the extra-cellular environment (collagen
secreted by the cells). It is observed that the cells have organized into an interconnected architecture along the fibrous
collagen structure of the Matrigel. Modified figure used with permission (31).

6. 3D OCM and MPM images are taken after stimulation for
comparison. Different projections of the overlaid 3D data
set are viewed using the Analyze software (see Fig. 13.7).

7. Analysis of the before and after OCM and MPM images
allowed the effects of mechanical stimulation on the func-
tion and morphology of cells in these two types of cultures
to be observed (see Note 10).

4. Notes

1. Traditional microscopy requires that a specimen be fixed
and cut into thin slices and placed on a glass slide for imag-
ing. Optical sectioning refers to imaging thin sections of
the intact specimen. In addition to enabling visualization
of samples in 3D, optical sectioning has the advantage of
eliminating the need for the harsh processing steps that
physically destroy the specimen and may alter some of its
structural properties. The ability to obtain optical sections
in live specimens allows one to observe dynamic events
in biology. Instead of viewing different specimens at fixed
points in time, single specimens can be observed longitudi-
nally over time with minimal disturbance. The optical sec-
tioning techniques discussed in this chapter are particularly
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Fig. 13.7. Multimodality 3D OCM/MPM image of GFP-vinculin fibroblasts in a 3D Matrigel scaffold acquired after mechan-
ical stimulation. The 3D reconstruction is shown (top left) as well as projections along different axes giving a compre-
hensive view of this cluster of cells. The red channel corresponds to the scattering from the sample (OCM) while the
green and blue channels are fluorescence images (MPM). Three-dimensional reconstruction, rotation, and computational
sectioning at arbitrary plane angles allow for a more comprehensive view of a 3D cell culture. Mechanical stimulation in
the direction of the arrows in the x-y plane has induced the cells to become more spherical and form clusters, potentially
indicating that adhesion sites with the scaffold were broken during mechanical stimulation. Modified figure used with
permission (31).

well-suited for imaging thick, highly scattering samples that
do not allow light to be transmitted.

2. MPM is typically less harmful to biological specimen than
fluorescence mode CM because it minimizes photobleach-
ing and photodamage (32). However, MPM requires
focusing ultrashort laser pulses into a sub-femtoliter vol-
ume of a sample. Although power levels needed for MPM
are moderate (2–20 mW), the high instantaneous intensity
of light could possibly damage a specimen through differ-
ent mechanisms. Exposure to ultrashort pulses of light has
been shown to cause cell death through oxidative photo-
damage (33, 34). In practice, damage can be minimized by
limiting the power levels and reducing the exposure time
of the sample to the laser beam. The later can be achieved
by rapidly scanning the beam or blocking the beam path to
the sample when the beam is not scanning.

3. A key advantage of swept-source OCT over spectral-
domain OCT is the imaging speed. Imaging speed for
spectral-domain OCT is limited by the read-out speed
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of the line camera in the spectrometer. Currently, maxi-
mum readout rates are ∼100 kHz, or ∼100,000 columns
in OCT or points in OCM, per second). Swept-source
OCT using Fourier-domain mode-locked lasers can achieve
speeds of several hundred kHz (16). However, these
lasers currently operate in the 1.3 �m wavelength range.
Spectral-domain OCT can be performed with a broad
bandwidth laser source centered at any wavelength; how-
ever, line cameras sensitive to wavelengths greater than
1000 nm use indium-gallium-arsenide detection elements
and can be expensive. Very high imaging speeds are needed
when imaging in vivo or when observing fast dynamic
events.

4. Resulting porous scaffold should have an interconnected
porosity of >80% with an average pore size of 100 �m.

5. With this OCT system, the resolution is sufficient so that
the location and structure of the cell population can be
visualized, even though individual cellular features cannot
be identified. The chitosin scaffold itself is not visible due
to the low scattering properties of the material. OCT was
capable of imaging throughout the depth of the sample
(∼1 mm).

6. Histological preparation included fixing samples with 3.7%
formaldehyde, embedding in paraffin, cutting into 5 �m
slices with a microtome, and staining with hematoxylin and
eosin.

7. These fibroblast cells are transfected to co-express GFP
with vinculin. Vinculin is a surface adhesion protein and
thus the presence of a GFP signal correlates to cell–cell and
cell–substrate adhesion.

8. Although cells in 3D micro-topographic cultures are
located on a surface of the polymer substrate, these sub-
strates have defined 3D features and characteristics, com-
pared to flat planar cultures, and have been shown to affect
cellular organization (35). Cells in the Matrigel culture are
in a true 3D microenvironment.

9. All fluorescent dyes used with single photon excitation can
be used for MPM. The emission spectrum of a dye excited
with either one photon or with two simultaneous photons
is similar and the same filters can often be used. How-
ever, the two-photon excitation spectrum of a fluorescent
molecule is not easily predicted from its one-photon spec-
trum and must therefore be determined experimentally in
many cases. The two-photon emission spectra for many
commonly used dyes and biomolecules have been charac-
terized (36, 37).
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10. The response of the cells in the Marigel culture to stretch-
ing is opposite to what was observed with the cells on
the micro-topographic substrates, where the fibroblasts
were initially more spherical, and became elongated follow-
ing mechanical stimulation. The different responses could
potentially be explained by differences in adhesion strength
to the PDMS and to the Matrigel, or to the differences in
strain experienced at the cellular level in each type of 3D
culture. These images demonstrate that OCM and MPM
can enable the observation of the complex cell-scaffold
interactions in 3D cultures. With this integrated imaging
technique, 3D multi-modality information from cultures
can be acquired, providing a comprehensive view of the
structural and functional characteristics of the sample.
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Chapter 14

Long-Term Imaging in Microfluidic Devices

Gilles Charvin, Catherine Oikonomou, and Frederick Cross

Abstract

During the past 10 years, major developments in live-cell imaging methods have accompanied growing
interest in the application of microfluidic techniques to biological imaging. The broad design possibilities
of microfabrication and its relative ease of implementation have led to the development of a number
of powerful imaging assays. Specifically, there has been great interest in the development of devices in
which single cells can be followed in real-time over the course of several generations while the growth
environment is changed. With standard perfusion chambers, the duration of a typical experiment is lim-
ited to one cell generation time. Using microfluidics, however, long-term imaging setups have been
developed which can measure the effects of temporally controlled gene expression or pathway activa-
tion while tracking individual cells over the course of many generations. In this paper, we describe the
details of fabricating such a microfluidic device for the purpose of long-term imaging of proliferating
cells, the assembly of its individual components into a complete device, and then we give an example of
how to use such a device to monitor real-time changes in gene expression in budding yeast. Our goal is
to make this technique accessible to cell biology researchers without prior experience with microfluidic
systems.

Key words: Microfluidic devices, long-term imaging, live-cell imaging, time-lapse fluorescence
microscopy, PDMS microfabrication, temporally controlled gene expression.

1. Introduction

In the past 15 years, the first use of the green fluorescent protein
(GFP) as a marker for gene expression (1) and the subsequent
development of numerous GFP variants and detection schemes
have greatly increased the potential and utility of live-cell imag-
ing (2, 3). These discoveries have triggered the development of
new imaging techniques to expand the applications of live-cell
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fluorescence microscopy (4). Notably, confocal microscopy and
other high-resolution techniques have considerably improved our
capacity to precisely monitor, in real-time, various biological pro-
cesses in single cells or in tissues (4).

In parallel with these developments in fluorescence imag-
ing techniques, a growing number of microfluidics techniques
have been developed and applied to biology, allowing greater
flexibility in experimental design (5–7). In particular, microflu-
idic devices have allowed researchers to apply time-dependent
stimuli and monitor single cell responses to changing conditions
(8–11). The ability to microfabricate versatile custom-designed
flow chambers using standard, and relatively inexpensive, pho-
tolithography techniques (12) and the increased throughput of
microfluidic assays (compared to experiments involving stan-
dard perfusion chambers) have contributed to the success of
microfluidics. However, the majority of such techniques, which
are usually developed in bioengineering or biophysics depart-
ments, have not yet been widely adopted by cell biology
laboratories.

An inherent problem with standard perfusion chambers is the
impossibility of tracking a large number of successive divisions of
unicellular organisms such as bacteria or yeast under the micro-
scope. In these setups, the majority of the progeny of a dividing
cell tend to be washed away as medium is changed or an inducer
is added. Consequently, imaging is usually limited to one or two
cell divisions. Two main designs have been developed to over-
come this issue so that cell proliferation can be monitored over
several generations (typically 8–10), while controlling the envi-
ronment. In the “flow aside” design (see Fig. 14.1a), cells (bud-
ding yeast are shown) are loaded into a sub-compartment (cell
trap) of the microfluidic device, which is located to the side of the
main flow channel (13, 14). The small height of the trap (typ-
ically 3–5 �m) ensures that the cells proliferate in two dimen-
sions, in the same focal plane. In the “flow above” design (see
Fig. 14.1b), a physical barrier – a diffusive cellulose membrane –
separates the cells, which sit on a coverslip, from the main flow
passing through a microfluidic chamber placed on top of the
membrane (8, 15). In this case, the membrane allows both media
and inducers to diffuse freely in and out of the cell environ-
ment, ensuring good control of growth conditions. For both
types of devices, the time required to change conditions is lim-
ited by diffusion. For small molecules (such as those in media,
whose molecular weight is much smaller than the 14 kDa mem-
brane cutoff), the cellulose mesh of the membrane does not affect
molecules’ diffusivity. Therefore, for a typical distance of 30 �m
between the cells and the main channel, the diffusion time is no
greater than 1 min for both the “flow above” and the “flow aside”
designs.
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Fig. 14.1. Common designs of microfluidic devices for multigenerational imaging.
(a) “Flow aside” geometry. Top panel shows side view of a PDMS chip with a glass
coverslip. Bottom panel shows top view of cell trap compartment of the device, along
with the small connecting channel used to load cells. (b) “Flow above” geometry, with
cells physically separated from the main flow by a diffusive membrane. Top panel shows
side view and bottom panel shows top view.

An advantage of the “flow above” design is that it requires
less skill to fabricate, as all the necessary parts can be made with-
out the use of photolithography techniques and without the addi-
tional constraint of the height of the cell trap, which complicates
alternative designs. Thus, it is easier to implement in cell biol-
ogy labs, most of which have limited or no access to microfab-
rication facilities. This setup has been extensively used in exper-
iments with Saccharomyces cerevisiae (and to a lesser extent with
Escherichia coli), and it should be suitable for many other unicel-
lular organisms such as S. pombe. The setup can also be used in
many experimental paradigms. In the context of cell cycle studies,
our main focus has been to induce temporally controlled expres-
sion of a gene placed under the control of a regulatable promoter,
such as MET3pr or GAL1pr (15). Another current application
of this device is to monitor the output of signal transduction
pathways, such as the pheromone response pathway in budding
yeast (9).

In this paper, we provide a protocol which allows the user to
build and use a “flow above” microfluidic device. As an alternative
to fabricating the components, a commercial version of this setup,
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which includes all parts described in Section 3 (product reference
YC-1, Warner Instruments Inc, Hamden, CT) may be used (this
product is scheduled for release in mid-2009).

2. Materials

2.1. Cellulose
Membranes

1. Dialysis tubing Cellusep T3 (Fisher Scientific), a roll with
flat width 33 mm, thickness 23 �m, and molecular weight
cut-off 12–14 kDa (see Notes 1 and 2).

2. 200 mL 10 mM Tris–EDTA (TE) buffer, pH8. Store at
room temperature.

3. 250 mL TE buffer supplemented with 2% w/v Na2CO3
(TEC). Store at room temperature.

4. Several standard petri dishes.
5. Polydimethylsiloxane (PDMS) and curing agent Sylgard 184

(Dow Corning, Midland, MI). Store at room temperature.

2.2. PDMS Coated
Coverslips

1. Coverslips, gauge 1.5, 24 × 50 mm (Fisher Scientific).
2. Clean, plain, circular silicon wafer, 100 mm diameter (Sili-

con Valley Microelectronics, Santa Clara, CA) or a flat plastic
surface (e.g., a transparency film for laser printers).

3. Silanization agent such as trimethylchlorosilane (TMCS)
(Sigma-Aldrich) – only needed if using a silicon wafer. Store
at room temperature.

4. Large petri dish (diameter >100 mm) – only needed if using
a silicon wafer.

2.3. PDMS Flow
Chamber

1. Mould to cast PDMS flow chambers. We recommend poly-
oxymethylene material, which is easy to machine, brand
name Delrin (McMaster-Carr, Atlanta, GA).

2. PrecisionGlide needles, gauge 23 (Becton-Dickinson,
Franklin Lakes, NJ).

2.4. Assembly of the
Microfluidic Device

1. 5-mm-thick cover for the flow cell (see Section 3.4), made
of acrylic glass (see Section 3.3).

2. PrecisionGlide needles, gauge 21 (Becton-Dickinson,
Franklin Lakes, NJ).

3. Formulation S-54-HL Tygon microbore tubing, 0.5 mm
internal diameter (US Plastic Corp., Lima, OH).

4. 1 mL syringe.
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5. 5 mL growth medium for yeast, e.g., synthetic complete
yeast medium (the carbon source used depends on desired
experimental conditions).

6. 50 mL 20% w/v solution of Triton X-100 in water.
7. Desired strain of S. cerevisiae.
8. An epifluorescence inverted microscope and dedicated

time-lapse acquisition software.
9. Optional – peristaltic pump to drive flow through the

device, e.g., Ismatec IPC (Ismatec, Glattbrugg, Switzer-
land).

10. Optional – aquarium pump and bubblers to oxygenate
media.

3. Methods

The flow cell setup consists of the following parts (see Fig.
14.2):

– diffusive cellulose membrane (Fig. 14.2-1) that ensures dif-
fusion of media, inducers, and other molecules smaller than
∼14 kDa from the main flow chamber to the cell environ-
ment.

– coverslip coated with PDMS (Fig. 14.2-2). The PDMS coat-
ing acts as a soft cushion for the cells to prevent damage
resulting from constraining the cells with the membrane.

– main flow chamber (Fig. 14.2-3) through which the
exchange medium flows.

– metal coverslip holder (Fig. 14.2-4) and acrylic glass cover
(Fig. 14.2-5), which sandwich and clamp the elements listed
above in order to ensure the mechanical integrity of the setup
and to prevent media leakages. Four screws (see holes on
Fig. 14.2-6) are used for this purpose.

– inlet and outlet formed with blunted needles (Fig. 14.2-7)
connected to transparent Tygon tubing (Fig. 14.2-8).

Preparation of these parts is described below.

3.1. Preparation of
Membranes

1. Unroll the dialysis tubing on a glass rectangle or other clean
hard surface. Using a scalpel, cut a piece of dialysis tubing
of the desired size. For example, for use with a 50 × 24 mm
coverslip, a size of 20 × 49 mm is optimal (see Note 3).

2. Fill two petri dishes with water.
3. Place the cut section of tubing into the first petri dish (it

may quickly curl up and then uncurl), then pick it up with
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Fig. 14.2. Design of microfluidic flow cell used in (15). 1 – cellulose membrane;
2 – PDMS-coated coverslip; 3 – PDMS flow chamber; 4 – coverslip holder; 5 – acrylic
glass cover; 6 – screw holes for clamping apparatus; 7 – blunt needle; 8 – connecting
tubing.

forceps, hold the short end between finger and thumb, and
gently wrinkle this end until you can take the two pieces
apart with forceps (see Note 4). Place the membranes in the
second petri dish, trying not to fold them.

4. Fill a large beaker with 200 mL TEC buffer, transfer the
membranes, and loosely cover the beaker with a plastic lid.
Boil on a hot plate for 20 min. The solution should become
yellowish (see Note 5).

5. Take out the membranes and put them in a petri dish with
water. Rinse the beaker, fill with 200 mL of TE buffer, trans-
fer the membranes back to the beaker, and boil for 30 min.
If the buffer is yellowish, discard it and repeat this step.

6. Let the beaker cool down on the bench, then place the mem-
branes in a fresh petri dish with TE buffer, where the mem-
branes can be stored for months at 4◦C (see Note 6).

3.2. Preparation of
PDMS-Coated
Coverslips

1. Heat an oven to 80◦C.
2. If you are using a plastic film as your flat surface, go to step

4. If you are using a silicon wafer, clean the surface of the
wafer using a KimWipe soaked in acetone. Remove all dust
and traces of PDMS from previous use. Rinse it with ethanol
and dry under a stream of air.

3. Coat the silicon wafer with TMCS (caution: toxic and cor-
rosive) in order to passivate the surface (see Note 7). Under
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the hood, place the wafer in a large petri dish, add 500 �L
TMCS to the center of the wafer, and put the lid on the
dish. Tilt to spread the liquid evenly and let the wafer sit
for 15 min until the TMCS has evaporated completely (see
Note 8).

4. Prepare PDMS mixture using a small petri dish: add 30 g
PDMS, then 3 g of curing agent (i.e., 10:1 ratio) (see Note
9). Vigorously stir the mixture with a P1000 pipette tip
(bend at the end for best results) for several minutes until
it resembles dense snow. Wait about 30 min for bubbles
to disappear. (The process can be sped up by using a vac-
uum chamber.) This gives enough material to coat several
coverslips.

5. Place the passivated wafer or plastic sheet on the bench.
Using a P200 pipette and a tip with a cut end, dispense 70
�L of PDMS mixture onto the wafer (or plastic sheet) as a
thin line. Place a 24 × 50 mm coverslip on top of this line
(see Notes 10 and 11). Repeat two more times in order to
have three coverslips on the wafer or film. Incubate for about
30 min until the PDMS has spread evenly across the cover-
slip (see Note 12), and then transfer the wafer (or plastic
film) to the oven and bake for 45 min.

6. Remove the wafer (or plastic film) from the oven and peel
off the coverslips carefully with a scalpel. Coated coverslips
can be stored in clean dry petri dishes for further use.

3.3. Preparation of
Flow Chambers

In this protocol, a mould is used to cast a PDMS flow cham-
ber. The mould for a simple microfluidic chip with one channel
does not require advanced microfabrication techniques such as
photolithography. For the design and dimensions of our mould
(see Fig. 14.3a), the use of Delrin and a simple milling machine
is sufficient. Internal dimensions of the mould are approximately
48 × 20 mm. Small holes at both ends of the channel are used
to insert blunt needles (gauge 23), thus producing the inlet and
outlet of the chip.

1. Preheat oven to 80◦C and prepare about 30 g of PDMS
mixture as described in Section 3.2, step 4.

2. Insert needles into the mould as shown (see Fig. 14.3b).
3. Using a standard disposable plastic pipette, add approxi-

mately 5 mL of PDMS mixture to the mould. The total
height of the PDMS chip should be approximately 5 mm,
and the amount of PDMS material deposited should be
adjusted accordingly (Fig. 14.3c ).

4. Allow the PDMS to settle for 30 min, then bake in the 80◦C
oven for 2 h.

5. Rotate the needles on the mould to free them and pull them
up out of the chip. Flip the mould and lift up the bottom
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Fig. 14.3. Preparation of PDMS flow chamber. (a) Plastic mould used to cast PDMS. Precision machining generates an
emboss 100 �m high, 600 �m wide, and 40 mm long. (b) Small holes are drilled for needles prior to PDMS addition (c).
(d) After baking, PDMS chip is easily removed with scalpel.

carefully with a scalpel, a little at a time on each edge. Once
the bottom is removed, the flow cells should come off easily
(Fig. 14.3d).

6. Verify that the needle holes are connected to the channel (see
Note 13).

7. Optional: if you have access to an air plasma cleaner, treat
the flow chamber for about 30 s. This makes the surface of
the PDMS hydrophilic, therefore preventing unwanted air
bubbles from appearing in the channel during use (see also
Note 14).

3.4. Assembling the
Microfluidic Device

1. Rinse the PDMS-coated coverslip with ethanol, then with
water, and dry it under a stream of air. Identify the side
which has the PDMS coating (see Note 11) and place the
coverslip on a flat surface with this side up.

2. Sonicate log-phase yeast cells of your desired strain and
measure their optical density at 660 nm (OD660) using an
absorption spectrometer. Dilute to OD660 = 0.02 in an
eppendorf tube in approximately 100 �L volume.

3. Pipette 20 �L of cells onto the middle of the coverslip.
4. Using forceps, center and place a membrane (prepared in

Section 3.3) on top of the coverslip (see Note 15).
5. Let the membrane dry for about 15 min until its entire

surface acquires a mottled bluish-gray color (see Note 16).
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6. While the membrane is drying, prepare two connecting
needles (gauge 21). Cut each needle to make it blunt on
both ends (see Fig. 14.2-7), and attach a piece of tubing
to one end (see Fig. 14.2-8). The tubing should be long
enough to connect the chip to a syringe or pump.

7. When the membrane is ready, place the coverslip inside its
holder (Fig. 14.2-4).

8. Place the flow cell (Fig. 14.2-3) and its cover (Fig. 14.2-
5), with the flow channel facing down, on top of the cover-
slip. Applying pressure to the assembled unit with a finger,
insert the four screws (Fig. 14.2-6) and tighten them each
a little at a time until moderate resistance is felt. Do not
overtighten.

9. Plug the needles of the connecting tubes (Fig. 14.2-7)
into the inlet and outlet of the flow chamber (Fig. 14.2-3).

10. Connect the inlet tubing to a syringe filled with medium.
Very slowly (no more than 100 �L/min) load approxi-
mately 100 �L of medium into the chamber of the chip.
Make sure that medium flows smoothly and that all air bub-
bles are removed from the main channel (see Note 17).

11. Place the device on the stage of an inverted microscope
(see Note 18) and connect it to a peristaltic pump, syringe
pump, or gravitational flow (see Note 19).

3.5. Using the
Microfluidic Device
for Imaging

1. With medium flowing at a constant rate, find cells under-
neath the channel using transmission (bright field, phase
contrast, or DIC) mode. If the cells are moving, the mem-
brane was not dry enough and the apparatus should be re-
assembled (go back to Section 3.4, step 1). You may use
the same flow cell, coverslip, and membrane. If cells are static
and medium flows well, check that there is no excessive pres-
sure in the chamber by analyzing dynamic changes in the
focus (see Note 20)

2. Use time-lapse microscope software to record images over
the course of your experiment. As an example, a sequence
of phase contrast (top) and fluorescent images (bottom) is
provided (see Fig. 14.4), which was acquired in a typical
long-term imaging experiment (see Notes 21 and 22).

3. Once the experiment is finished, wash the flow chamber and
tubing with a 50% ethanol solution in water for 30 min using
a 100 �L/min flow rate. Do not use bleach as it affects
PDMS transparency and takes a long time to remove. Rinse
with DI water for a further 30 min.

4. Disconnect tubing and carefully disassemble the device. Dis-
card the membrane. Rinse the coverslip with 95% ethanol
to remove immersion oil, then with water, and place in a



238 Charvin, Oikonomou, and Cross

Fi
g.

14
.4

.
Ex

am
pl

e
of

tim
e-

la
ps

e
ex

pe
rim

en
tc

on
du

ct
ed

w
ith

flo
w

ce
ll:

m
on

ito
rin

g
tu

rn
-o

n
of

th
e

GA
L1

pr
om

ot
er

.T
op

se
rie

s
of

im
ag

es
(p

ha
se

co
nt

ra
st

)s
ho

w
s

ex
po

ne
nt

ia
lg

ro
w

th
of

GA
L1

pr
-V

en
us

-d
eg

ro
n

ce
lls

.B
ot

to
m

se
rie

s
sh

ow
s

co
rr

es
po

nd
in

g
flu

or
es

ce
nt

im
ag

es
.1

.5
%

ga
la

ct
os

e
w

as
ad

de
d

to
SC

R
m

ed
iu

m
at

t=
36

0
m

in
.



Long-Term Imaging in Microfluidic Devices 239

petri dish containing 20% Triton solution. After a few min-
utes, rinse with water and examine the channel for visible cell
clumps. If any are present, use a P200 pipette tip to clear the
channel. Place the flow cell in the same Triton-containing
petri dish and perform the cleaning procedure as described
for the coverslip. Store dry at room temperature for further
use (see Note 23).

4. Notes

1. Dialysis membranes with lower molecular weight cutoffs
(e.g., 6 or 8 kDa) can also be used. However, 14 kDa mem-
branes allow for better diffusion of larger molecules such as
yeast alpha-factor pheromone.

2. To ensure rapid diffusion of medium and inducers across
the membrane, its thickness should not exceed 40 �m.

3. It is easy to prepare several membranes at a time. To do
this, fold the tubing end-over-end to produce a stack of
tubing. Put a coverslip on top of the stack to guide you
and use a scalpel to cut the membranes to the appropriate
dimensions.

4. Once cut, dialysis tubing comprises two equal sides which
must be separated to provide two membranes.

5. Cellulose membranes are conditioned in glycerol. This
compound must be removed from the pores or diffusion
through the membrane is greatly reduced.

6. Never allow the membranes to dry out.
7. Passivation of the wafer is necessary to be able to peel off

the coated coverslips easily after baking.
8. The TMCS will leave colored traces on the surface of the

wafer.
9. PDMS is a viscous silicon polymer which turns into a solid

elastomer in the presence of curing agent and heat.
10. When applying the coverslip, small bubbles may appear in

the middle of the PDMS material. Use a scalpel to shift
the coverslip upward so that these bubbles are no longer
in the middle and will not cause optical distortion during
imaging.

11. It will be important to know which side of the cover-
slip has the PDMS coating. At this stage of fabrication,
you may use a lab marker to mark the coverslip in an
unambiguous way before placing it, marked side down,
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onto the PDMS. This protects the ink from the ethanol
used during the cleaning process. Alternatively, after the
coverslip is prepared, tap both sides with a pair of forceps.
PDMS has a duller, plasticky sound.

12. Some PDMS material may expand beyond the edges of
coverslip. Measure the coverslip thickness after baking to
ensure that it is compatible with the working distance of
the microscope objective. If not, then reduce the amount
of deposited PDMS material.

13. In standard microfluidic devices, connecting holes are usu-
ally generated after the curing procedure by punching the
chip with a sharpened blunt needle. Our method was found
to be easier and more reliable.

14. Microfluidic chips can be reused many times. After each
experiment, they should be cleaned with detergent (20%
Triton) and ethanol. Biofilms tend to form in the channel
over time, which make it less transparent and more diffi-
cult to clean. Regular air plasma treatments ensure that the
channel remains clean and hydrophilic for a longer period
of time.

15. Dialysis membrane is a tube that has a polarity. The outer
side has scratches which may compromise the quality of
phase contrast images if they appear in the same focal plane
as imaged cells. Use the slight curvature of the membrane
along its length to determine the inside of the tube and
place this concave side face-down on the coverslip.

16. Medium from the cells and water from the soaked mem-
brane provide excess liquid which prevents good contact
between the membrane and coverslip. This liquid must
evaporate for cells to be properly constrained by the mem-
brane. As the membrane dries, it begins to stick to the cov-
erslip and becomes optically clear (it is opaque when wet).
However, if the membrane becomes completely dry it will
peel back from the coverslip. Drying is non-uniform, as
edges tend to dry faster and must be rewetted by adding
a drop of water and blotting the excess liquid with a
KimWipe.

17. There should not be any leakage from the PDMS flow
chamber. If this occurs, it is usually due to clogging of
either the inlet or outlet tubing. Overtightened screws can
also block the channel and prevent flow. If the flow is not
steady, adjust the screws and check again.

18. A standard inverted microscope with epifluorescence capa-
bilities can be used. Budding yeast cells are best imaged
using a 63× or 100× magnification objective. High
numerical aperture (NA = 1.4) is recommended for flu-
orescence imaging.
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19. Peristaltic pumps and syringe pumps may be programmed
for automated media switching.

20. To check how sensitive the focal plane is to changes in flow
conditions, defocus the image by a few microns while look-
ing at cells and see whether the halos surrounding the cells
are undulating. If so, tighten or loosen screws to improve
flow. This can be done without removing the flow cell from
the stage. Ideally, cells should stay in focus when the flow
is changed or stopped.

21. Yeast cells carrying a GAL1-Venus-degron construct (Venus
is a variant of yellow fluorescent protein and the degron is
a small sequence that destabilizes the protein to which it is
attached (15)) were introduced into the microfluidic device
with synthetic complete + 3% raffinose (SCR) medium and
imaged every 3 min for 11 h. After 6 h, medium was
switched from SCR to SCR + 1.5% galactose in order to
activate transcription downstream of the GAL1pr (see the
fluorescence rise in the bottom series of images). Doubling
time for yeast under both conditions is about 2 h.

22. We recommend maintaining a constant flow rate, typi-
cally 50 �L/min, throughout the experiment, even with-
out media changes. Aquarium pumps and bubblers can be
used to aerate media during the assay. In the absence of
flow or proper oxygenation, the level of fluorescence of
constitutive markers is seen to decrease dramatically over
the course of a typical (12 h) experiment. This is likely
due to a decrease in the concentration of oxygen, which
is required for maturation of fluorescent proteins (2).

23. Coverslips can be reused several times. The hydrophobicity
of the PDMS surface promotes cell adhesion, so coverslips
should be discarded when they become too hydrophilic.
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Chapter 15

Monitoring of Cellular Responses to Hypoxia

Christoph Wotzlaw and Joachim Fandrey

Abstract

Oxygen is essential for survival of aerobic organisms. Sensing changes in the environmental oxygen con-
centration and appropriate adaptation to such changes are essential for organisms to survive. Hypoxia
inducible factor 1 (HIF-1) is the key transcription factor in controlling the expression of oxygen-
dependent genes required for this adaptation. HIF-1 is a heterodimer of an oxygen dependent �-subunit
and constitutive �-subunit. Abundance and activity of HIF-1 is controlled by post-translational hydrox-
ylation. Microscopic analysis of the assembly and activation process of HIF-1 has become an important
tool to better understand HIF-1 regulation. Confocal laser microscopy provides exact images of HIF-
1� that is translocated into the nucleus under hypoxia and its disappearance upon reoxygenation. To
exactly follow the protein–protein interaction during the assembly process of HIF-1, both subunits were
labeled by fusing them to fluorescent proteins. Fluorescence resonance energy transfer (FRET) was used
to determine the interaction of both subunits in living cells by confocal microscopy.

Key words: Oxygen sensing, hypoxia inducible factor 1, HIF-1, protein–protein interactions, fluo-
rescence resonance energy transfer (FRET), confocal microscopy.

1. Introduction

When oxygen supply to the tissue is reduced during ischemia
or impaired respiration, a state of hypoxia develops. Organisms
have to adapt to hypoxia to avoid severe damage or even death
of respective tissues or the whole organism. Common to all
countermeasures to ameliorate hypoxia is the ability of cells to
rapidly detect changes in oxygen concentration (1). The adap-
tive response that is then initiated may include changes in oxygen
capacity of the blood, improved blood circulation and ventilation
or a switch to anaerobic metabolism. These responses depend on
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acute changes of different ion channel conductivities and subse-
quently cell membrane potential but also on long term changes in
expression of a considerable number of genes. Hypoxia inducible
factor 1 (HIF-1) is the transcriptional factor that coordinates cen-
tral response of cells and organs to hypoxia (2). HIF-1 is com-
posed of an oxygen labile �-subunit (HIF-�) and a constitutively
expressed nuclear �-subunit (HIF-1�). Regulation of HIF-1�
abundance is achieved through post-translational hydroxylation
of specific proline residues within this subunit by oxygen-
dependent prolyl hydroxylases, which thus act as bona fide cellular
oxygen sensors. While hydroxylation initiates proteasomal degra-
dation of HIF-1� under normal oxygen concentrations, reduced
activity of oxygen sensor hydroxylases under hypoxia allows HIF-
1� to evade destruction and form the HIF-1 dimer with its
�-subunit (3). Similarly, oxygen-dependent hydroxylation of an
asparagine residue within the HIF-1� protein controls transcrip-
tional activity of the HIF-1 complex (3). One of the many target
genes activated by HIF-1 under hypoxia is erythropoietin, the key
regulator of red blood cell production (4). Erythropoietin is the
paradigm of a hypoxia-induced gene which had helped to deci-
pher HIF-1 activation and cellular oxygen sensing. However, it
has not been resolved yet how stabilized HIF-1� interacts with its
partners, both HIF-1� to form the HIF-1 dimer and also coacti-
vators which are required for transcriptional activity. Recently, we
have introduced a fluorescence energy transfer technique to visu-
alize for the first time the interaction between the two subunits
of HIF-1 and monitor the assembly of HIF-1 complex in living
cells (5). In addition, we have developed and optimized scan-
ning procedures, specialized software and evaluation processes
that can also be applied to the studies of protein–protein inter-
actions in living cells and some other models (6–8). In this paper
we describe confocal imaging of HIF-1� and its nuclear distribu-
tion. In a specialized chamber which allows to study living cells
under well-defined hypoxia through the microscope we follow the
dimerization of HIF-1� and HIF-1�.

2. Materials

2.1. Cell Culture 1. Dulbecco’s modified Eagle’s medium (DMEM with 4.5 g/l
glucose, L-glutamine, and pyruvate; all from Invitrogen
GmbH, Karlsruhe, Germany) supplemented with penicillin
(100 U/ml), streptomycin (100 �g/ml; Invitrogen GmbH,
Karlsruhe, Germany) and 10% fetal bovine serum (FBS; Bio-
compare, South San Francisco, CA).
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2. DMEM without FBS for plasmid transfection.
3. 10× stock of phosphate buffered saline (PBS), which con-

tains 1.37 M NaCl, 27 mM KCl, 100 mM Na2HPO4,
18 mM KH2PO4, pH 7.4 (adjusted with HCl), autoclaved.
PBS is prepared by 1:10 dilution of stock with distilled water.

4. Solution of trypsin (0.25%) and ethylenediaminetetraacetic
acid (EDTA) (1 mM).

5. Cell culture flask (75 cm2 bottom area) (Greiner Bio-One
GmbH, Solingen, Germany).

6. Freely available software “ImageJ” from the National Insti-
tutes of Health, USA (http://rsbweb.nih.gov/ij).

2.2.
Immunofluorescence
of Hypoxia Inducible
Factor 1α

1. 24-well polystyrene plates with 1.9 cm2 growth area per
well (Greiner Bio-One GmbH, Solingen, Germany).

2. Glass cover slips with a diameter of 1.2 cm (Glaswaren-
fabrik Karl Hecht KG “Assistent,” Sondheim/Rhön,
Germany).

3. 10× stock of PBS (see Section 2.1, Step 3). PBS is prepared
by 1:10 dilution of stock with distilled water.

4. Fixation solution: 1:1 (v/v) methanol/acetone, stored at
–20◦C.

5. Permeabilization solution: 0.5% (v/v) Triton X-100 (Invit-
rogen GmbH, Karlsruhe, Germany) in PBS.

6. Mouse monoclonal anti-HIF-1� antibody (Transduction
Lab., Lexington, KY).

7. Secondary goat anti-mouse IgG conjugated to Alexa Fluor
568 (Invitrogen GmbH, Karlsruhe, Germany). Caution:
the conjugate is light sensitive.

8. Nuclear stain Hoechst33342 (Invitrogen GmbH, Karl-
sruhe, Germany), 5 �M solution in water. Caution: the
fluorophore is light sensitive.

9. Antibody dilution buffer: 3% (w/v) bovine serum albumin
(BSA) in PBS.

10. Anti-fading and mounting reagent Prolong Gold (Invitro-
gen GmbH, Karlsruhe, Germany).

11. Standard inverted fluorescence confocal microscope, one
or two photon excitation.

12. Standard incubator (Heraeus) for cell culture, set at 37◦C,
5% CO2, and 100% humidity.

13. Hypoxia incubator (Heraeus) with adjustable oxygen con-
centration, down to 1% O2.
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2.3. Microscopy
Study of HIF-1α

Under Defined Gas
Composition and
Interaction Analysis
Between HIF-1
Subunits Using
Sensitized FRET
Technique

1. Fugene6 transfection reagent (Roche Diagnostics GmbH,
Mannheim, Germany).

2. Fusion proteins: HIF-1� fused to enhanced cyan fluorescent
protein (ECFP) (Clontech GmbH, Germany) and HIF-1�
fused to enhanced yellow fluorescent protein (EYFP) (Clon-
tech GmbH, Germany) – ECFP-HIF-1� and EYFP-HIF-
1�, respectively.

3. Glass-bottom cell culture dishes, 3.5 cm in diameter (Will-
coWells BV, Amsterdam, the Netherlands). Physical charac-
teristics of central glass insert allow all standard formats of
microscopy including UV light excitation.

4. Chamber for cell culture dishes (Luigs & Neumann, Ratin-
gen, Germany) for observation of living cells on micro-
scope stage under the conditions of controlled temperature,
humidity and gas composition, e.g., O2 and CO2 (5). Gas
concentrations are individually adjustable by a gas mixing
device (Newport Spectra-Physics GmbH, Darmstadt, Ger-
many) connected to the chamber.

5. For microscopy of HIF-1� under different oxygenation
conditions, a standard inverted confocal microscope with
objective lenses plan apochromat 40× (Nikon GmbH,
Düsseldorf, Germany) is used.

6. For sensitized FRET analysis of HIF-1�-HIF-1� interac-
tion, a confocal microscope is used with one excitation laser
line between wavelengths of 405 and 444 nm for ECFP
(termed “donor” for FRET measurements) and a second
laser between wavelengths of 514 nm and 532 nm for EYFP
(termed “acceptor” for FRET) excitation.

7. Recommended filters FRET: Two band pass emission filters
– 480/30 and 545/40 nm (AHF AG, Tübingen, Germany).

3. Methods

3.1. Cell Culture Procedures described below are performed on human osteosar-
coma cell line U2OS. Other cell lines available from the Ameri-
can Type Culture Collection (ATCC, Manassas, VA) such as hep-
atoma (HepG2) or hepatocellular carcinoma cells (Hep3B), and
human embryonic kidney 293 cells containing the SV40 large
T-antigen (293T) can also be used.

In samples with high cell density hypoxia at the bottom of
cell culture flask may develop during experiment if oxygen supply
to the cells is limited by diffusion (9). Therefore, for flasks with
75 cm2 bottom area we recommend a moderate density of cells
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not exceeding 80% confluency. For immunofluorescence experi-
ments cells are grown on glass cover slips in 24-well plates. Cover
slips are sterilized by dipping them in 95% ethanol.

Cells in a flask are detached using the addition of 2 ml
trypsin/EDTA. Two minutes later, trypsin is inactivated with
8 ml DMEM-FBS, and 30 �l of the suspension are trans-
ferred with a pipette into the wells containing 500 �l DMEM-
FBS. The plate is steadily shaken to obtain a uniform cell
spreading.

For experiments, 130 �l of cell suspension are taken and
pipetted into sterile 3.5-cm dishes containing 1 ml DMEM–FBS.
The dish is steadily shaken to obtain uniform cell spreading. The
plate or dishes with cells are then put in CO2 incubator for 3–6 h
to allow the cells to attach. Immunofluorescence staining can be
done 24–48 h later.

3.2.
Immunofluorescence
of HIF-1α

1. Seed cells and grow them on sterile cover slips in 24-well
plates as described in Section 3.1 (see Note 1).

2. Expose cells for 4 h to four different conditions: (i) ambient
O2 concentration (normoxia); (ii) low O2 concentration,
1% O2 (hypoxia); (iii) 100 �M of CoCl2 in DMEM-FBS at
normoxia – a common mimetic of hypoxia (4); (iv) hypoxia
and subsequent reoxygenation (see Note 2).

3. After incubation, take all plates out and quickly rinse twice
with ice cold PBS, except for plates subject to reoxygena-
tion. These plates are placed into normoxia incubator for
5 min and then rinsed with ice cold PBS twice.

4. Add ice cold methanol/acetone (1:1) and incubate for
5 min to fix the cells. Then discard the solution, wash the
cells briefly with PBS, and discard PBS.

5. Permeabilize cells by incubating the samples in Triton X-
100/PBS for 5 min at room temperature, then wash with
PBS again. For some cells such as U2OS this step is unnec-
essary.

6. Block samples for 15 min in antibody dilution buffer
(3% (w/v) bovine serum albumin in PBS); discard buffer
afterwards.

7. Incubate samples at room temperature in a volume of 200
�l with mouse monoclonal anti-HIF-1� antibody diluted
1:50 in buffer for 60 min.

8. Wash samples three times for 5 min with PBS.
9. Add secondary antibody diluted 1:400 in antibody dilu-

tion buffer (volume: 200 �l) and incubate for 30–60 min
at room temperature (see Note 3). Discard secondary
antibody.
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10. For nuclear staining (optional), add 200 �l of 5 �M
Hoechst33342 solution and incubate for 5–10 min at
room temperature.

11. Wash samples three times for 5 min with PBS and dry.
12. Add 2.5 �l of anti-fading and mounting medium to sam-

ples on cover slips which are then put on microscopy slide.
Dry slides in the dark at room temperature for at least 3 h
before measurements.

13. View slides under a wide-field microscope with selected
excitation and emission wavelengths or on a confocal
microscope with laser light excitation. Alexa Fluor568 is
excitable at wavelengths 500–600 nm and emits fluores-
cence at 580–700 nm. Hoechst33342 is excitable between
300 and 400 nm and emits in the range of 400–600 nm.
Due to the distinct spectra of the fluorophores, no crosstalk
perturbs images when localizing HIF-1� relative to the
nucleus (see Fig. 15.1).

Fig. 15.1. Endogenous HIF-1� detected by immunohistochemistry. (a) Only weak signals from small amounts of
HIF-1� protein are detected under normoxic conditions (21% O2) due to oxygen dependent degradation of HIF-1�.
(b) Nuclear accumulation of HIF-1� after treatment with hypoxia mimetic CoCl2, which inhibits degradation of HIF-1�.
(c) Hypoxia induced accumulation of HIF-1� in the nucleus due to reduced degradation. Oxygen serves as substrate for
prolyl hydroxylases, which act as oxygen sensor through initiation of normoxic degradation of HIF-1�. (d) Rapid decrease
of cellular HIF-1� protein upon reoxygenation. The return of oxygen after a hypoxic period enhances prolyl hydroxylase
activity and initiates the fast degradation of HIF-1� within a few minutes.
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3.3. Microscopic
Study of HIF-1α

Under Defined Gas
Composition

1. Seed and grow cells onto sterile 3.5 cm dishes as described
in Section 3.1.

2. Mix in eppendorf tube 4.5 �l of Fugene6 with 150 �l
DMEM without serum. After 5 min, add 1.5 �g plasmid
DNA encoding ECFP-HIF-1�, gently shake, and incubate
for 30–40 min at room temperature.

3. Add this solution to the dish with cells, gently shake, and
incubate for 6 h to allow transfection of cells with HIF-1�
fusion protein.

4. Replace medium with fresh DMEM-FBS (see Note 4).
Transfection is now completed.

5. Incubate cells for further 24–48 h. This allows synthesis of
fusion proteins from plasmids in sufficient quantities so that
fluorescence signal is bright enough for microscopic analysis.

6. Place one dish on microscope stage into the chamber
adjusted to desired temperature and gas composition. Equi-
librate cells for at least 15 min to these conditions.

7. Scan a stack of 6–8 fluorescent images of the middle part
of the cell which shows high fluorescence intensity. The dis-
tance between sections/planes in z-direction should be kept
between 500 and 700 nm. This allows evaluation of exper-
imental data even if the cell moves along the optical axis
during scanning (see Note 5).

8. Switch O2 concentration to 1% and after 2 h take a new stack
of 3D image.

9. Open the first 3D stack in image analysis software (see Note
6). Select the image with highest HIF-1� fluorescence and,
after subtracting background value, calculate mean fluores-
cence. Process the second 3D stack similarly. Present results
as a diagram.

3.4. Analysis of
Interactions Between
HIF-1 Subunits Using
Sensitized FRET
Technique

According to the theory of fluorescence resonance energy trans-
fer (FRET), energy from the donor molecule is transferred non-
radiatively to the acceptor if the two molecules come closer than
a critical distance value. For the majority of fluorophore pairs this
value is near 10 nm. In this case, when exciting the donor, fluo-
rescence of the acceptor can be recorded (see Fig. 15.2).

Microscopic study of interaction between proteins requires
initial calibration procedures, in which the main characteristics
of the imaging system and fluorophores and “spectral bleed-
through” values are determined. Protein–protein interaction anal-
ysis under the microscope requires labeling of the two proteins
with different fluorophores. In the case of FRET, excitation of
the donor molecule will initiate acceptor fluorescence if the dis-
tance between the two protein–fluorophore molecules is less than
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Fig. 15.2. Schematic description of fluorescence resonance energy transfer (FRET) to
detect protein–protein interaction in involved living cells. Interaction of proteins requires
close neighborhood of the molecules. Proteins can be labeled in living cells by generat-
ing fusion proteins containing a fluorophore and target protein. If the two fluorophore-
labeled proteins come closer than 10 nm to each other due to their interaction, energy
from the donor fluorophore which has been excited by laser light can be non-radiatively
transferred to the acceptor fluorophore causing sensitized emission of light at the emis-
sion wavelength of the acceptor. The closer the two proteins, the greater the proportion
of energy transferred to the acceptor and the smaller the proportion of residual donor
emission.

10 nm. Since common fluorophores show broad excitation and
emission bands, the acceptor can also be excited directly by donor
excitation light, and donor emission may be collected in the
acceptor emission channel. This effect, called bleed-through from
one fluorophore channel to the other, has to be determined indi-
vidually for each microscopy system and fluorophore combina-
tion. Bleed-through values are needed for correct quantification
of non-radiative energy transfer from donor to acceptor.

1. Seed and grow cells on sterile 3.5 cm dishes as described in
Section 3.1.

2. Perform transfection with following fusion protein con-
structs: (a) pECFP-HIF-1� only, (b) pEYFP-HIF-1� only,
(c) pECFP-HIF-1� and pEYFP-HIF-1�, (d) pECFP and
pEYFP. Add to each dish 4.5 �l of Fugene6 mixed in
eppendorf tube with 150 �l of DMEM without FBS. After
5 min add 1.5 �g plasmid DNA of each construct, gently
shake the tube with the transfection solution and incubate
for 30–40 min at room temperature. Then add the trans-
fection solution to the cell culture dish and gently shake
the dish. Incubate cells for 6 h, then change medium for
fresh DMEM-FBS.
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3. Grow cells for further 24–48 h after transfection to allow
synthesis of fusion proteins from plasmids and sufficiently
high fluorescent signals for microscopic analysis.

4. Place dish into microscope chamber set to 21% O2, 79%
N2, and 5% CO2 (normoxia) and 37◦C. Adapt cells to these
conditions for at least 15 min before starting microscopic
analysis.

5. Perform calibration process for each protein–protein
interaction analysis as follows (see Note 7). Determine
the degree by which donor fluorescence is detected in
the acceptor channel (relative to donor fluorescence in
the donor channel) using appropriate excitation and emis-
sion filters for the donor. Image five cells transfected only
with ECFP-HIF-1� donor by exciting them with a laser
line between 405 and 444 nm (optimal for ECFP) and col-
lecting donor fluorescence with (i) the acceptor filter (band
pass emission filter: 545/40 nm, AHF AG, Tübingen, Ger-
many) to produce an image called BTfd; (ii) with the donor
filter (band pass emission filter: 480/30 nm, AHF AG,
Tübingen, Germany) to produce an image called BTd).

6. Determine the degree by which acceptor fluorescence is
detected in the acceptor channel under donor excitation
(relative to acceptor fluorescence in the acceptor channel).
Image five cells transfected with EYFP-HIF-1� acceptor
only as follows: (i) excite them with the donor laser and
collect fluorescence with the acceptor filter to produce an
image called BTfa; (ii) excite with a laser line between 514
and 532 nm (optimum for EYFP) and collect fluorescence
with the acceptor filter to produce an image called BTa.
This measurement takes into account that EYFP molecules
are excitable to a certain degree by the laser used for donor
excitation.

7. Determine background by scanning an area outside fluo-
rescent cells. Background values are subtracted from every
image.

8. Calculate calibration parameters:

BTfd/BTd = BTD (spectral bleed-through of the donor)
[1]

BTfa/BTa = BTA (spectral bleed-through of the acceptor)
[2]

Mean BTD and BTA values in cells are calculated.
9. For the analysis of protein–protein interaction, image at

least 20 cells transfected with both fluorescent donor
ECFP-HIF-1� and acceptor EYFP-HIF-1� as follows:
(i) excite with the donor laser and collect fluorescence with
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the donor filter, to produce an image called donor image,
D; (ii) excite with the donor laser and collect fluorescence
with the acceptor filter, to produce an image called FRET
image, F; (iii) excite with the acceptor laser and collect fluo-
rescence with the acceptor filter to produce an image called
acceptor image, A.

10. Determine background values by scanning areas outside
fluorescent cells and subtract them from every image. Then
calculate mean fluorescent signals for each cell.

11. Evaluate images of co-transfected cells. In the case of FRET
from ECFP donor to EYFP acceptor due to close proximity
of the two HIF-1 subunits (< ∼10 nm), the percentage of
transferred energy relative to the energy absorbed by the
donor determines FRET efficiency. It can be calculated for
every pixel of a FRET image using the following formula:

FRET efficiency (%) = [1 − [D/(D + F − D × BTD
−A × BTA))] ∗ 100, [3]

where D is donor fluorescence in the donor channel under
donor laser excitation; F is fluorescence in the acceptor
channel under donor laser excitation; A is acceptor fluo-
rescence in the acceptor channel under acceptor laser exci-
tation; BTD and BTA are spectral bleed-through values of
the donor and acceptor, respectively; and (F–D × BTD–
A × BTA) is the energy transferred from ECFP to EYFP
detected as EYFP fluorescence (see Note 8).

12. Calculate mean FRET efficiency values for fluorescent
nuclei of co-transfected cells. FRET efficiency is also influ-
enced by the number of acceptor molecules surrounding
a donor molecule (8). To take this fact into account the
system specific ratio of acceptor to donor molecules is
determined as the ratio of the fluorescence from acceptor
molecules to that of the donor molecules; FRET efficien-
cies are presented as values over this ratio. Figure 15.3a
shows the example of HIF-1�/� FRET in U2OS
cells, where the image represents typical distribution
of fluorescent signals within the cell and the graph
represents regression curve of mean FRET values from
∼20 cells with different acceptor/donor molecule ratios.

13. Account for random FRET, which is caused by random
collisions of fluorophores during the time of imaging. In
addition, some fluorophores derived from green fluorescent
protein (GFP) such as ECFP and EYFP tend to form dimers
causing false-positive signals (see Note 9). Therefore, con-
trol measurements need to be done with cells cotransfected
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with pECFP and pEYFP fluorophore plasmids, rather than
fusion proteins of HIF-1 subunits. Experimental procedure
is the same as in Section 3.4. Mean FRET efficiency values
of cotransfected cells are calculated and presented as depen-
dence of the ratio of acceptor and donor fluorescence (see
Fig. 15.3).

Fig. 15.3. Microscopic evaluation of FRET between HIF-1� and HIF-1�. FRET efficiency
is a function of the ratio of fluorescent acceptor to donor molecules determined by prox-
imity of the two proteins. The inserts show examples of microscopic scans of a sin-
gle osteosarcoma cell expressing (a) ECFP-HIF-1� and EYFP-HIF-1� fusion proteins or
(b) ECFP and EYFP fluorophores only. The latter experiment is used to determine FRET
caused by random collision and/or dimerization of the fluorophores (random FRET) which
has to be taken into account when trying to prove protein–protein interaction.

4. Notes

1. To avoid hypoxic conditions due to high oxygen consump-
tion by the cell layer, it is recommended to work with cells
having confluency below 80%, i.e., within 24–36 h after
seeding, before culture density becomes too high.

2. For each condition the experiments are conducted in tripli-
cate. Use two incubators: one for normoxia (21% O2) and
the other for hypoxia (1% O2).

3. For this and the following step, protect samples with alu-
minium foil to avoid photodamage.

4. This step is recommended for sensitive cell lines but not nec-
essary for U2OS cells.
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5. To reduce destruction of fluorophores during imaging
experiments, one can reduce laser power or shorten scanning
periods by lowering image resolution. However, reduced
laser power requires higher detector sensitivity to balance the
loss of signal. This can cause higher background and noise.

6. A number of plug-ins for the software “ImageJ” is available,
which helps evaluate images taken for microscopic protein–
protein interaction analysis (6, 7).

7. With respect to FRET analysis, ECFP-fusion proteins repre-
sent donors and EYFP-fusion proteins acceptors. During this
step imaging characteristics of the microscopic system have
to be standardized.

8. In this equation it is not taken into account that during the
non-radiative resonance energy transfer other relaxation pro-
cesses may take place. Their amount should be negligible.

9. New developments in the field of fluorophore design
promise to reduce the amount of false-positive FRET signal.
New mutants of existing GFP variants eliminate hydropho-
bic interactions between them.

Acknowledgments

The authors thank Professor Helmut Acker for critically read-
ing the manuscript. This work was supported by the European
Commission under the 6th Framework Programme (Contract
No: LSHM-CT-2005-018725, PULMOTENSION) to Joachim
Fandrey. This publication reflects only the authors’ views and the
European Community is in no way liable for any use that may be
made of the information contained therein.

References

1. Acker, T., Fandrey, J., and Acker, H. (2006)
The good, the bad and the ugly in oxygen-
sensing: ROS, cytochromes and prolyl-
hydroxylases. Cardiovasc. Res. 71, 195–207

2. Semenza, G. L. (2000) HIF-1: media-
tor of physiological and pathophysiological
responses to hypoxia. J. Appl. Physiol 88,
1474–1480

3. Fandrey, J., Gorr, T. A., and Gassmann, M.
(2006) Regulating cellular oxygen sensing by
hydroxylation. Cardiovasc. Res. 71, 642–651

4. Fandrey, J. (2004) Oxygen-dependent and
tissue-specific regulation of erythropoietin
gene expression. Am. J. Physiol. Regul. Integr.
Comp. Physiol. 286, R977–R988

5. Wotzlaw, C., Otto, T., Berchner-
Pfannschmidt, U., Metzen, E., Acker, H.,
and Fandrey, J. (2007) Optical analysis of the
HIF-1 complex in living cells by FRET and
FRAP. FASEB J. 21, 700–707

6. Feige, J. N., Sage, D., Wahli, W., Desvergne,
B., and Gelman, L. (2005) PixFRET, an
ImageJ plug-in for FRET calculation that
can accommodate variations in spectral
bleed-throughs. Microsc. Res. Tech. 68,
51–58

7. Hachet-Haas, M., Converset, N., Marchal,
O., Matthes, H., Gioria, S., Galzi, J. L.,
and Lecat, S. (2006) FRET and colocal-
ization analyzer – a method to validate



Cellular Responses to Hypoxia 255

measurements of sensitized emission FRET
acquired by confocal microscopy and avail-
able as an ImageJ plug-in. Microsc. Res. Tech.
69, 941–956

8. Zacharias, D. A., Violin, J. D., Newton, A.
C., and Tsien, R. Y. (2002) Partitioning of
lipid-modified monomeric GFPs into mem-

brane microdomains of live cells. Science 296,
913–916

9. Wolff, M., Fandrey, J., and Jelkmann, W.
(1993) Microelectrode measurements of
pericellular PO2 in erythropoietin-producing
human hepatoma cell cultures. Am. J. Physiol.
265, C1266–C1270



Chapter 16

Imaging of Cellular Oxygen and Analysis of Metabolic
Responses of Mammalian Cells

Andreas Fercher, Tomas C. O’Riordan, Alexander V. Zhdanov,
Ruslan I. Dmitriev, and Dmitri B. Papkovsky

Abstract

Many parameters reflecting mitochondrial function and metabolic status of the cell, including the mito-
chondrial membrane potential, reactive oxygen species, ATP, NADH, ion gradients, and ion fluxes
(Ca2+, H+), are amenable for analysis by live cell imaging and are widely used in many labs. However, one
key metabolite – cellular oxygen – is currently not analyzed routinely. Here we present several imaging
techniques that use the phosphorescent oxygen-sensitive probes loaded intracellularly and which allow
real-time monitoring of O2 in live respiring cells and metabolic responses to cell stimulation. The tech-
niques include conventional wide-field fluorescence microscopy to monitor relative changes in cell respi-
ration, microsecond FLIM format which provides quantitative readout of O2 concentration within/near
the cells, and live cell array devices for the monitoring of metabolic responses of individual suspension
cells. Step by step procedures of typical experiments for each of these applications and troubleshooting
guide are given.

Key words: Cell metabolism, mitochondrial function, cellular oxygen, phosphorescent oxygen-
sensitive probe, phosphorescence quenching, live cell imaging, microsecond FLIM.

1. Introduction

Molecular oxygen (O2) is the key substrate of aerobic organ-
isms and the terminal acceptor of the electron transport chain,
which can serve as an informative marker of cell metabolism and
mitochondrial function (1–6). The development of a number of
fluorescence and phosphorescence based O2-sensitive probes and
assays (7–10) has provided relatively simple, non-chemical and
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non-invasive means to measure O2 in samples containing respir-
ing cells. Based on the collisional (i.e., non-chemical) quenching
by O2 of certain photoluminescent structures (8), these probes
combine good selectivity and reliable work across the whole phys-
iological range of O2 (0–250 �M) and particularly at low O2 con-
centrations. They allow contact-less “sensing” of O2 in complex
biological samples and particularly in samples containing respiring
mammalian cells. Using extracellular O2-sensitive probes, optical
O2 sensing and respirometry were initially applied to the imaging
of tissue oxygenation (9) and analysis of bulk consumption of O2
by populations of cells. A panel of high-throughput O2 consump-
tion assays performed in standard microtiter plates with detection
on a fluorescent plate reader have been developed and successfully
used in a number of useful applications (10, 11–15).

More recently, O2 probes suitable for intracellular use have
been developed (16, 17–22), which enable the analysis of local-
ized O2 gradients within the cells and a number of additional
measurement tasks. In particular, real-time monitoring of fast,
transient respiratory responses of individual cells and cell popu-
lations (16, 20, 23, 24), which thus far was outside the scope of
traditional O2-sensing probes and techniques, has been achieved.
Some of these probes are compatible for fluorescence microscopy
imaging. It has been shown that using these intracellular O2
probes and relatively simple cell-handling procedures, sensing
of intracellular O2, and real-time monitoring of metabolic and
respiratory responses of live mammalian cells and tissue can be
performed (15, 21, 23). Several different cell types, particularly
PC12, HepG2, HCT116, HeLa, SH-SY5Y, and A549 cells were
examined so far by O2 imaging, which has been shown to provide
information-rich data about cell metabolism and good spatial and
temporal resolution (16, 22).

Application of the O2 imaging approach to suspension cells
has been limited due to cell mobility and difficulties with sample
manipulation and effector addition. These limitations have been
overcome by the use of Live Cell ArrayTM (LCA) – a convenient
platform developed for imaging of suspension cells (24). LCA
provides capturing of cells within an array of specially designed
microwells, whereby each well retains a single cell while main-
taining cell viability. LCAs facilitate high content image analysis
of large number of individual suspension cells with effector treat-
ments.

In this chapter we describe the use of intracellular O2-sensing
probes based on phosphorescent platinum(II)-porphyrin dyes,
in conjunction with fluorescence imaging for the assessment of
mitochondrial function and real-time monitoring of responses of
mammalian cells to metabolic effectors. These probes have been
developed in our lab and commercialized by Luxcel Biosciences
(Cork, Ireland). Standard wide-field fluorescence intensity
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imaging in time-lapse mode, as well as microsecond FLIM with
pulsed LED excitation are described and applied to commonly
used cell models including the adherent HCT116 cells, differen-
tiated PC12 cells, and suspension Jurkat T cells.

2. Materials

1. HCT116 human colorectal carcinoma, PC12 rat
pheochromocytoma, and Jurkat human T-lymphoma
cell lines (American Tissue Culture Collection, ATCC)
(see Note 1).

2. Cell culture media: McCoy’s 5A modified medium
(McCoy), Roswell Park Memorial Institute 1640 (RPMI)
(Sigma-Aldrich), Dulbecco’s modified Eagle’s medium
(DMEM) (Invitrogen) (see Note 2).

3. Fetal bovine serum (FBS) and horse serum (HS) (Sigma).
4. Tissue culture grade dimethylsulfoxide (DMSO) and

ethanol.
5. Penicillin/streptomycin (antibiotic/antimycotic) stock

solution (Sigma)
6. Collagen IV and poly-D-lysine (Sigma) – prepared as

5 �g/mL solution in growth medium for coating the
dishes for cell adhesion.

7. Nerve growth factor (NGF) (Sigma) for differentiation of
PC12 cells.

8. MitoXpressTM and IC60N phosphorescent oxygen-
sensitive probes (Luxcel Biosciences, Ireland) (see
Note 3).

9. EndoPorterTM reagent (Gene Tools, USA) for probe trans-
fection – prepared as 1 mM stock in DMSO (see Note 4).

10. Glass-bottom imaging dishes (MatTek, USA).
11. Custom-made glass cylinders, approximately 9 mm outer

diameter, 7 mm inner diameter, 15 mm long – one per
dish (see Note 5).

12. Vacuum grease Apiezon L (Apiezon Corporation, USA).
13. Metabolic effectors (Sigma): mitochondrial uncoupler

carbonylcyanide-p-trifluoromethoxyphenylhydrazone
(FCCP) and complex III inhibitor antimycin A – pre-
pared as 1 mM stock solutions in DMSO; extracellular
Ca2+ chelator ethylene glycol-bis(2-aminoethylether)-
N,N,N′,N′-tetraacetic acid (EGTA) – prepared as 0.5 M
solution in water, pH 7.4.
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14. Live Cell ArrayTM devices (Nunc) for imaging of suspen-
sion cells.

15. Standard tissue culture equipment: CO2 incubator, laminar
flow cabinet, Gilson pipettes, centrifuge, vacuum aspirator,
inverted transmission microscope, hemocytometer.

2.1. Imaging
Equipment

1. Standard wide-field fluorescent microscope Axiovert 200
with heated stage and objective (Carl Zeiss, Germany).

2. Fast gated CCD camera (LaVision, Germany) coupled to the
microscope.

3. Custom-made LED excitation module (LaVision) coupled
to the microscope, synchronized with CCD camera and con-
trolled by the microscope software (LaVision). The module
contains LED driver and a set of bright 397, 470, and 590
LEDs which are selected manually.

4. Filter cubes for the O2-probe: 395 nm bandpass excita-
tion, 450 nm dichroic mirror, 650 nm longpass emission
(Carl Zeiss) (see Note 6). Filter cubes for the other fluores-
cent probes (e.g., 488/525, 535/550 nm – Carl Zeiss), as
required.

5. Incubation system for cell culture (PeCon, Germany) con-
sisting of a heating insert mounted on the microscope
stage, low-volume incubation chamber, temperature, and
O2 and CO2 controllers. This system allows rapid adjust-
ment of temperature, gas composition (O2, CO2), and
humidity in the sample compartment and changing of O2
concentration.

6. Perfusion pump (Ismatec SA, Glattbrug, Switzerland) with
0.02 mm i.d. tubing (Gradko International Limited, Winch-
ester, England) and a standard 22.5G hypodermic needle
which are connected to the incubation chamber (see details
in Section 16.3). The set-up provides effector addition
during time-lapse imaging experiments, without disturbing
the sample, gas composition, temperature, and focus of the
region of interest (ROI).

7. ImSpector software (LaVision) for instrument control,
FLIM and time-lapse measurements, image analysis, and
data processing.

8. Wide-field fluorescence microscope IX51 (Olympus)
equipped with a long distance 40 × objective LUCPFLN
(Olympus), climate control chamber for imaging in Live
Cell Array devices. Equipped with a 395 nm excitation filter
and a 600 nm cut-off emission filter.
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3. Methods

3.1. Culturing and
Preparing the Cells
for Imaging
Experiments

1. All cell culture work is performed under a biological safety
cabinet. HCT116 cells are cultured as adherent cells; PC12
cells are initially cultured in suspension and then adhered on
pre-coated surfaces and differentiated (see Notes 1 and 2).
Jurkat cells are cultured in suspension.

2. HCT116 cells are cultured in 75 cm2 cell culture flasks with
0.2 �m vent cap in McCoys 5A medium containing 2 mM
L-glutamine, 100 U/mL penicillin, 100 �g/mL strepto-
mycin (P/S), 10% FBS, maintaining them in CO2 incuba-
tor at 37◦C and 5% CO2. Cells are grown to a density of
1–2 × 106 cells/mL, regularly split, and reseeded at 1.5 ×
105 cells/mL in 10 mL of medium. Cells are harvested from
the flask using trypsin/EDTA, counted on a haemocytome-
ter, and plated on imaging dishes by dispensing 0.2 mL of
cell suspension (6 × 104 cells/mL) in the medium. Cells
are then grown in minidishes to a confluence of approxi-
mately 90% (see Note 7) changing growth medium every
2 days.

3. PC12 cells are cultured in 75-cm2 flasks in RPMI medium
supplemented with 2 mM L-glutamine, 10% horse serum
(HS), 5% fetal bovine serum (FBS), P/S at 5% CO2 with
regular passages in 30 mL at 0.5–1 × 105 cells/mL. For
seeding, cells are harvested, centrifuged at 200g for 5 min,
separated from the supernatant, washed in PBS, centrifuged
again, and resuspended in 1 mL of trypsin/EDTA solu-
tion. Cells are then incubated for 90 s at 37◦C, diluted with
10 mL of RPMI supplemented with 1% HS, and gently
passed ten times through 23G needle to separate individ-
ual cells. The cells are counted and seeded in MatTek dishes
pre-coated with a mixture of collagen IV (0.007%) and poly-
D-lysine (0.003%) at 2.5 × 104 cells/dish. When the cells
reach the confluence of ∼50%, they are differentiated for 3–5
days in RPMI supplemented with 1% horse serum, P/S, and
100 ng/mL NGF. After differentiation cell layer becomes
confluent and cells remain active for 2–4 days (see Notes 7
and 8).

4. Jurkat cells are cultured in 75-cm2 flasks in RPMI containing
10% FBS, P/S to a density of 1–2 × 106 cells/mL at 37◦C
and 5% CO2. Cells are split regularly and reseeded at 1.50 ×
105 cells/mL in 20 mL of medium (see Note 8). Cells are
then harvested from the flask, counted on a hemocytometer,
centrifuged at 200g, resuspended in medium, adjusted to a
concentration 1 × 106 cells/mL, and kept at 37◦C.



262 Fercher et al.

3.2. Imaging of
Adherent HCT116
Cells Loaded with
MitoXpress Probe

1. Reconstitute a 1× package of MitoXpress probe (dry sam-
ple in a plastic vial) in 0.1 mL of growth medium with addi-
tives used to culture HCT116 cells, to produce a 10-�M
probe stock (see Note 9).

2. Pipette the required amount of medium (0.2 mL per dish)
to a glass or plastic vial, add stock solutions of probe
(100 �L/mL) and Endoporter (6 �L/mL), and incu-
bate the resulting probe loading solution for 10–15 min at
37◦C.

3. Take the dishes with HCT116 cells prepared for imaging
experiments as described in Section 3.1, step 2, and trans-
fer 200 �L of probe loading solution to each dish.

4. Incubate the dishes in CO2 incubator at 37◦C for 24–30 h
(see Note 10).

5. After the incubation, carefully aspirate probe loading solu-
tion from the dish and discard it. Add 1 mL of fresh
medium, incubate for 5 min, then aspirate and discard.
Repeat washing of the cells two more times and finally add
0.2 mL of medium (see Note 11).

6. Switch on the microscope and cell incubation system and
allow them to warm up and equilibrate (T, CO2, O2) for at
least 30 min. Set up the software for image acquisition and
time-lapse experiments and the required filter combination
(395 nm excitation and >650 nm emission).

7. Take clean glass cylinder and apply a thin, uniform layer of
vacuum grease to one of its edges.

8. Take the imaging dish with cells (prepared in Section 3.1),
aspirate medium, and then firmly attach the cylinder with
its greased side to the glass bottom of the dish where the
cells are grown (see Note 12). Add 180 �L of medium
to the cap and 1 mL of medium to the outer space and
place the measurement unit inside the heating insert. The
assembled unit with glass cap is shown in Fig. 16.1.

9. Assemble the incubation chamber and allow the dish
with the cap and cells to equilibrate for about 20 min
(see Note 13).

10. Using a 100-�L Hamilton syringe, load the solution of
effector into the tubing and pump it inside the chamber
to allow temperature and gas equilibration.

11. Switch the microscope in transmission mode; focus on cells
inside the cap area.

12. Switch the microscope to fluorescence mode. Select
ROI where the cells have relatively uniform density and
good loading with probe. Representative bright field and
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Fig. 16.1. Photographs of the MatTek dish with cap used for O2 imaging of adherent cells. (a) General view of 35-mm
imaging dish with attached glass cylinder mounted using vacuum grease. (b) Incubation chamber of the microscope with
a sample prepared for O2 measurements: 1 – glass cylinder; 2 – imaging dish; 3 – syringe needle connected to the
pump for application of effector solution; 4 – heating insert with sample holder of the incubation system; 5 – microscope
objective. Measurement requires restricted surface area to reduce convection and mass exchange within the sample,
which is provided by a cylindrical cap attached to the bottom of the dish with cells. Effector addition should not disturb
the sample. Small volume of effector stock solution is applied on top of the medium by means of perfusion pump with
bended needle or gently applied onto the wall of the cap with a micropipette.

fluorescent images of HCT116 cells loaded with probe are
shown in Fig. 16.2a, b.

13. Initiate image acquisition in time-lapse mode and mon-
itor basal fluorescent signal of the cells under resting
conditions.

14. If the signals are sufficiently high (compared to blanks
outside the cells) and stable, proceed to the experiments
with effector treatments (see Note 14). Initially, it is rec-
ommended to test cellular response by treating the cells
with uncoupler FCCP and/or with mitochondrial inhibitor
Antimycin A (see Note 15).

15. Move the microscope stage to a new field with cells within
the dish, adjust the focus, and initiate image acquisition in
time-lapse mode.

16. After recording the basal signal of resting cells for
5–15 min, make the addition of FCCP between two mea-
surements. We normally add 1/10 of the total sample vol-
ume in the cap (i.e., 20 �L–180 �L) using the lowest pos-
sible flow rate of the pump (see Note 16). Continue image
acquisition for 10–30 min after the addition of FCCP.
When the response is finished, stop the acquisition and ana-
lyze signal profile(s).

17. Interpretation of signal profiles of the intracellular probe.
Basal fluorescent signal prior to effector addition reflects
O2 concentration within the cell which corresponds to
the resting level of respiration. An increase in probe sig-
nal after FCCP addition reflects increased respiration which
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Fig. 16.2. Bright field (a) and fluorescent (b) images of HCT116 cells prepared for imaging in a MatTek dish and loaded
with IC60 probe. (c) Respiratory response of HCT116 cells to the addition of FCCP measured by conventional imaging
(390 nm bandpass/650 nm longpass). The increase in fluorescent signal reflects increased respiration due to mitochon-
drial uncoupling.

causes a reduction in cellular O2. Conversely, Antimycin A
is expected to inhibit cell respiration and elevate cellular O2
to the levels present in bulk medium (i.e., air-saturated),
thus bringing probe signal to a lower level (see Note 17).
A characteristic profile obtained with HCT116 cells and
FCCP is shown in Fig. 16.2c.

18. If the responses to FCCP and Antimycin A treatments
are clearly seen, the samples are prepared properly, and
the cells are in good condition, one can proceed to the
experiments with stimulants having unknown effects on cell
respiration.

19. In this case, take a new dish with cells loaded with probe
and follow steps 11–17 above. Make effector addition and
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monitor relative changes in intracellular O2, which reflect
the changes in cellular respiration. If required, repeat treat-
ment.

20. Quantitative assessment. Plot signal profile for ROI with
cells; adjust intensity scale as required. Select ROI outside
the cells and plot the profile of blank signal. Subtract blank
profile from the cell signal profile to produce the profile of
probe fluorescence (see Note 18).

3.3. FLIM Analysis of
Responses of
Differentiated PC12
Cells Loaded with
IC60 Probe

1. Prepare differentiated PC12 cells in imaging dishes as
described in Section 3.1, step 3.

2. Take the vial containing IC60 probe, prepare stock solu-
tion and then load the cells with this probe using the same
procedure as described above in Section 3.2, steps 1–5, for
the MitoXpress probe.

3. Prepare samples and imaging system as described in
Section 3.2, steps 6–10.

4. Start with a bright field image of the sample for pre-
focusing, using repetition mode with an exposure time of
5 ms.

5. Change to fluorescence mode. Using steady-state mode
(continuous excitation) and exposure time of 300–
1000 ms, take one fluorescence image of the sample. Flu-
orescent signal received by the camera should be in the
region of 1000–3000 counts per pixel (see Note 19). Make
adjustments of the focus and sensitivity/scale. Repeat the
adjustment taking more images if required.

6. Program the software for time-lapse experiments in the
FLIM mode. Using ImSpector software, set up the param-
eters of phosphorescence lifetime measurements: excita-
tion pulse width, camera modulation, gate time, and mod-
ulation frequency (ratio of the gate time and repetition
time) (see Note 20). General scheme of phosphorescence
decay measurement implemented in our system is shown in
Fig. 16.3. Typical settings for the IC60 probe are given in
Table 16.1.

7. Perform one set of measurements to generate phospho-
rescence decay curve for the ROI containing loaded cells.
Make final adjustment of the sensitivity and intensity sig-
nals generated by FLIM. Intensity at the first delay time,
which is a function of the exposure time, excitation pulse
length, and x-y binning, should be in the range 1000–3000
counts (see Note 21). Signal intensity can be increased by
binning; however, this will decrease image resolution.

8. Move the sample to a new field with cells and
commence FLIM measurements. Each time measure
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Fig. 16.3. Schematic description of FLIM measurements and the main parameters used: LED pulsing rate, gate time on
the CCD camera, CCD camera exposure time, delay time, and the number of points on the curve (left panel). Measured
phosphorescence decay curve (right panel).

Table 16.1
Typical settings for FLIM measurements with the O2 probe

Parameter Setting

Exposure time 1–3 s

Pulse length 10 �s
Integration start time 2 �s after the pulse

Integration end time Typically 60 �s
Number of measurement points 10–20 points

Gate time 10–30 �s
Cycle time 100 �s

phosphorescence decay of the whole image, repeating this
every 2–3 min.

9. Between two measurements of the phosphorescence decay
make effector additions (refer to Section 3.2, steps 16 and
17 for details) and continue acquisition of decay curves.
After the required number of measurements, stop the
acquisition.

10. Define ROIs within the sample which contain cells loaded
with probe, and generate phosphorescence decay curves for
each ROI and for each time point of kinetic measurement.
Extrapolate these decay curves with single-exponential fits
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and determine phosphorescence lifetime value for each
measurement.

11. Plot lifetime values as a function of time for each of the
ROI and analyze the resulting profiles. Examples of FLIM
images and respiratory response of PC12 cells to the deple-
tion of extracellular Ca2+ are shown in Fig. 16.4. Inten-
sity profiles can also be generated from the images (see
Fig. 16.4b). If required, phosphorescence lifetime profiles
produced by FLIM can be converted into O2 concentra-
tion scale, using probe calibration which is determined sep-
arately (see steps 12–16 below).
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Fig. 16.4. Respiratory response of differentiated PC12 cells loaded with IC60 probe to the depletion of extracellular Ca2+

measured by FLIM. (a) Distribution of the probe intensity signal and selected ROI (inset). (b) Profile of phosphorescence
intensity within ROI showing signal-to-noise ratio. (c) The response to the addition of EGTA (2.5 mM) with a transient
increase in probe lifetime reflecting partial deoxygenation of the cell due to increased respiration (p<0.01 at the peak of
the response). (d) The relationship between probe lifetime and O2 concentration (calibration).

12. Take a fresh imaging dish (without glass cap) containing
cells pre-loaded with the probe and 1–2 mL of medium and
add Antimycin A to the medium at a final concentration of
10 �M. This should block cellular respiration and eliminate
O2 gradients in the sample.

13. Insert the dish in the incubation chamber with pre-set pO2
(e.g., 3%) and incubate it for about 30 min to achieve tem-
perature and gas equilibrium.

14. Prepare the microscope for FLIM measurements as
described above (see steps 4–7 above). When the sample
is ready, measure phosphorescence decay curve. Calculate
the lifetime as described in step 10 above.

15. Change the incubation system to a new pO2 setting and re-
equilibrate the sample by incubating it for ∼30 min. Move
the sample/microscope stage to a new field with cells and
perform lifetime measurement again. Repeat this at 3–4
other pO2 settings.

16. Plot the relationship between phosphorescence lifetime
of the probe loaded intracellularly and O2 concentration.
Adjust it to the desired O2 scale: at 37◦C and normal
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ambient pressure, 20.5% O2 in the chamber corresponds
to 100% of air saturation or 200 �M O2. Use the resulting
relationship to convert measured phosphorescent lifetime
profiles into profiles of cellular O2 concentration.

3.4. Imaging in Live
Cell Arrays of
Suspension Jurkat
Cells Loaded with the
IC60 Probe

1. Reconstitute 3 × package of IC60 probe (300 nmoles dried
in a vial) in 0.3 mL of medium to produce a 10-�M probe
stock.

2. Take in a plastic vial 200 �L of suspension of Jurkat cells
(1 × 106 cells/mL) and add 20 �L of probe and 1.2 �L of
Endoporter stock solutions. Incubate at 37◦C, 5% CO2 for
24 h (see Note 10).

3. After incubation, wash the cells three times by cen-
trifuging them at 200g, removing supernatant, and finally
resuspend the cells in 0.1 mL of medium. Keep this suspen-
sion (approximately ∼2 × 106 cells/mL) at 37◦C, 5% CO2
for further use.

4. Switch on the Olympus IX51 microscope. Take a new LCA
device, place it on the stage of the Olympus microscope, and
allow to warm up and equilibrate at 37◦C for about 20 min
(see Note 13).

5. Using a P20 pipette load the LCA with 2.5 �L of suspension
of cells prepared in step 3 above. Incubate for 5 min at 37◦C
and then flush with 15 �L of fresh medium.

6. Using transmission mode, focus on the microwells with cells
within the LCA. Ensure that the device is loaded properly
and the majority of the microwells contain trapped cells (see
Note 22). Sample images of the LCA with cells are shown
in Fig. 16.5a, b.

7. Switch the microscope to fluorescence mode, adjust the
focus and initiate image acquisition in time-lapse mode.
Take images every 20–60 s for about 10 min (see Note
14), using excitation at 395 nm and collection of emission
with a 600 nm cut-off filter. Make sure that cell loading
with probe is sufficient, adjust the sensitivity and scale as
required.

8. After basal respiration (resting cells) is recorded, pause mon-
itoring and apply effector treatment. Take solution of effec-
tor in medium (diluted to the required final concentration)
and apply with a Gilson P20 pipette 15 �L of this solution
to the loading bay of the LCA. After the effector is loaded
in the LCA, resume monitoring for the required period of
time (see Note 23).

9. Select several ROIs within the LCA – controls with cells –
and analyze measured profiles and respiratory responses. If
required, use the well without cells as a reference (blank).
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Fig. 16.5. (a) Photograph of a working section of Live Cell Array unit used for imaging of suspension cells (reproduced
from (24) with permission of the Royal Society of Chemistry). (b) Fluorescent image showing individual Jurkat cells
loaded with the O2 probe trapped in the cavities of LCA. (c) Metabolic response of individual Jurkat cell to the addition of
mitochondrial uncoupler FCCP (1 �M), measured using the LCA.

For interpretation of measured signal profiles and respiratory
responses of cells, refer to Section 3.2, step 18. Example
of response of individual Jurkat cell to FCCP treatment is
shown in Fig. 16.5c.

4. Notes

1. A range of common cell lines can be used for imaging
intracellular O2; however, probe loading efficiency and
metabolic activity may vary greatly for different cell types.
Cells having well-developed mitochondrial machinery and
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high rates of O2 consumption (e.g., primary cells) are the
preferred choice.

2. Growth medium, additives, and optimal culturing condi-
tions may vary for each particular cell type.

3. Other O2 probes for intracellular use, including those
which do not require transfection reagents, are also avail-
able or in development. Contact corresponding suppliers
(e.g., Luxcel Biosciences, www.luxcel.com) and research
labs to get advice on the most suitable probe for your par-
ticular imaging system, measurement task, cell type.

4. In our experience, probe transfection with EndoPorter
works well with many common cell types. Other loading
reagents and procedures may be efficient as well. Generally,
probe loading method and procedure need to be optimized
for each cell type and medium.

5. Instead of the imaging dishes with cylinders, glass-bottom
96-well imaging microplates, multiwell flexiPERM inserts
(Greiner Bio, Germany) can also be used. Devices with
larger well size (e.g., 24-well plates) are less preferred.

6. Equivalent live cell fluorescent imaging systems, which
are spectrally compatible and sensitive enough with the
O2 probes, can also be used. The MitoXpressTM probe is
excitable at either 370–395 or 525–545 nm, and emits
around 630–700 nm (maximum at 650 nm). The IC60
probe is excitable at 380–400 as well as at 580–600 nm,
and it emits in the near infrared range 720–850 nm (max-
imum at 760 nm). IC60 probe is more photostable; how-
ever, its very longwave emission and lower brightness
(compared to the MitoXpressTM) can be problematic for
some imaging systems.

7. Relatively high surface density of cells and high respira-
tory activity are the main requirements of a successful
metabolic assay using the intracellular O2 probes. Cells
having high density of mitochondria and high levels of
respiration/oxidative phosphorylation such as PC12 and
HCT116 produce robust responses to stimulation with
various metabolic effectors, whereas slowly respiring and
highly glycolytic cells would be difficult to analyze by this
method.

8. Optimal conditions for culturing depend on particular cell
type. Differentiation is important for many cells to display
a range of functional characteristics observed in vivo.

9. Probe loading by facilitated endocytosis in the presence of
Endoporter reagent does not impose special requirements
on the medium used. Other loading reagents and methods
may require serum-free conditions.
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10. Probe loading with EndoPorter is relatively slow; however,
it works well in different media and cell types and produces
high fluorescent signals which are easy to measure.

11. Extreme care should be taken not to damage the cell layer
and wash the cells off the surface.

12. The cylinder is required to stabilize local oxygen gradients
at cell layer by reducing surface area of the medium which
in turn reduces convection and mass exchange within the
sample. Based on our experience, this set-up produces bet-
ter quality results.

13. Efficient temperature control of the measurement system
and equilibration of the sample are very important. All O2
probes produce fluorescence response to temperature fluc-
tuations.

14. During these preparations, sample exposure to excitation
light should be kept to a minimum. Photostability of the
MitoXpress probe is moderate, whereas the IC60 probe is
more photostable but less bright.

15. Optimal effector concentrations which produce maximal
metabolic response depend on the cell type. We normally
use 0.5–5 �M for FCCP and 10 �M for Antimycin A (in
the well).

16. Mixing and disturbing the sample during the addition
should be avoided as this will affect local O2 gradients at
cell monolayer and, hence, the probe signal.

17. Compared to mitochondrial inhibitors, uncouplers and
activators of metabolism produce strong and positive opti-
cal response which is easier to measure. If basal respira-
tion of cell monolayer is low and unable to create local O2
gradient, metabolic responses may not be detectable, even
though they are present. This is determined by the princi-
ple of operation of the intracellular O2 assay (10). The lack
or the absence of optical response from the sample/cells
is a rather common case. This can be due to low respira-
tion rate so that the cells are unable to create measurable
local O2 gradients and changes in response to stimulation.
Cell damage during sample preparation, phototoxicity, or
probe photobleaching during the measurement can also
occur. The following can be used to improve assay sensitiv-
ity: (i) increase cell confluence (overgrow cells); (ii) increase
cell respiration by using glucose-free medium containing
10 mM of galactose and pyruvate (12); (iii) increase the
height of medium layer in the cap; (iv) conduct imaging
experiments under reduced pO2 (hypoxia chamber set at
10% or 5% pO2); (v) optimize cell culture and probe load-
ing conditions.
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18. If probe photobleaching is high, measured profiles should
be corrected for it. The initial part of the profile, which
corresponds to basal respiration, can be used to quantify
the rate of photobleaching.

19. Try several different settings in steps 4 and 5, and select
those which provide lowest photobleaching during image
acquisition.

20. For our system, delay time is calculated from the ratio of
the effective measurement time (between start and end of
one cycle) and the number of measurement points less one
point. Cycle time is the time between LED pulses. Gate is
integration time of the fluorescence signal for each delay
time.

21. To get approximately the same level of signal from the sam-
ple in the FLIM mode, exposure time on the camera needs
to be increased approximately five times compared to the
steady-state measurement mode.

22. If loading of the LCA with cells is poor, step 8 can be
repeated.

23. The time of monitoring of metabolic responses of cells is
determined by the mode of action of the effector. It is
also limited by the changes in cell viability during the mea-
surement (i.e., phototoxicity). Most of our imaging exper-
iments were conducted over a period of 20–60 min. Since
both MitoXpress and IC60 probes do not leak from the
cells, longer experiments with reduced sampling frequency
are possible.
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Chapter 17

Analysis of Mitochondrial pH and Ion Concentrations

Martin vandeVen, Corina Balut, Szilvia Baron, Ilse Smets, Paul Steels,
and Marcel Ameloot

Abstract

Detailed practical information is provided with emphasis on mapping cytosolic and mitochondrial pH,
mitochondrial Na+, and briefly also aspects related to mitochondrial Ca2+ measurements in living cells, as
grown on (un)coated glass coverslips. This chapter lists (laser scanning confocal) microscope instrumen-
tation and setup requirements for proper imaging conditions, cell holders, and an easy-to-use incubator
stage. For the daily routine of preparing buffer and calibration solutions, extensive annotated proto-
cols are provided. In addition, detailed measurement and image analysis protocols are given to routinely
obtain optimum results with confidence, while avoiding a number of typical pitfalls.

Key words: Renal epithelial cells, MDCK, mitochondrial pH, cytosolic pH, mitochondrial sodium,
mitochondrial calcium, SNARF-1, CoroNa Red, rhod 2, confocal microscopy.

1. Introduction

1.1. Scope of this
Chapter

It is known that the transport function and fate of renal tubular
cells are determined by the degree of ATP depletion (1), which
will lead to a gradual increase in free cytosolic Ca2+, due to the
disturbance of ATP-dependent ion channels and the loss of activ-
ity of Ca2+- and Na+/K+-ATPases. This will induce an activation
of proteases and phospholipases, and will result in a progressive
loss of cytoplasmic membrane integrity and eventually collapse of
the cell. Prevention of increased Ca2+ influx in the renal tubular
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cells or mitochondrial sequestration will delay the onset of cell
injury (2). Therefore we were interested in studying how mito-
chondria could buffer elevations in cytosolic Ca2+ in the presence
of a disturbed cytosolic sodium and pH homeostasis. We used a
culture of Madin–Darby canine kidney (MDCK) cells, inflicted
with metabolic inhibition (MI) and assessed cytosolic and mito-
chondrial pH, and mitochondrial sodium and calcium concen-
trations. The results of these investigations have been reported
elsewhere (3–5).

In this chapter we treat subsequently the protocols employed
by our group to measure in living MDCK cells: (1) mitochondrial
and cytosolic pH by dual emission confocal microscopy of carboxy
SNARF-1; (2) mitochondrial Na+ concentrations using CoroNa
Red; (3) mitochondrial Ca2+ concentrations using rhod 2.

Methods and protocols as presented, take cellular and mito-
chondrial motility into account and may be applicable with some
optimization to other cell types that adhere to glass coverslips,
provided that the dyes can be loaded predominantly into the
proper target cellular compartments. Our protocols can most
likely not be applied to, for example, heart muscle cells since
the number and density of mitochondria precludes the loca-
tion of cytosol volumes free of contamination with mitochondrial
signal.

1.2. Rationale Behind
Choice and
Properties of
Fluorophore Dyes

1.2.1. MitoTracker Green
Mitochondrial Stain

MitoTracker Green (MTG) is used to visualize the mitochon-
drial network. This is a cell-permeant dye, well retained by mito-
chondria at any mitochondrial membrane potential (��m). In
methanol, its absorption maximum is close to the 488 nm laser
line with an emission peaking near 515 nm, allowing the use of
fluorescein filter sets. The dye is bright and allows mitochondrial
imaging for extended periods of time when exposure to laser light
is not too excessive (typically 10 �W at 488 nm and at the sample
position).

1.2.2. SNARF-1 pH
Indicator Dye

The methodology employed by our laboratory to measure the pH
changes in the cytosol (pHi) and mitochondria (pHm) of living
MDCK cells relies on using the pH-sensitive fluorophore 5-(and
6-)carboxy SNARF-1 (SNARF-1).

SNARF-1 is a fluorescent dye with a pKa of approximately
7.3 at 37◦C. This dual emission probe exhibits a large emission
spectral shift in response to pH changes, making it suitable for
monitoring pHi and pHm in living cells in the range of 6.8–7.8.

SNARF-1 is loaded into the cells as an acetoxymethyl ester
(AM) analog, which is readily permeable to cell membranes (6).
The ultimate intracellular distribution of the dye is dependent
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on the activity of cytosolic and organelle esterases relative to the
rate of uptake of the AM form of the dye into the cellular com-
partments. Post-incubation of SNARF-1 loaded cells for 2.5–3 h
results in the accumulation of the dye into the mitochondrial
compartment (7).

When excited at 568 nm, SNARF-1 demonstrates an isos-
bestic point at 585 nm and pH-dependent changes in emission
intensity at 640 nm. Estimation of pH from the ratio of emission
intensities at the two wavelengths has the advantage to correct
for shortcomings such as photobleaching and leakage of the dye.
Photobleaching appeared fairly strong for this dye loaded into
MDCK cells. Limitation of the total exposure time to approxi-
mately 10 min is one of the aspects of the protocols listed.

1.2.3. CoroNa Red Na+

Concentration Indicator
Dye

Mitochondrial Na+ concentrations ([Na+]m) can be monitored
with CoroNa Red, a bright cationic dye that can be directly
loaded into cells without using an AM ester precursor. Cellu-
lar uptake is rapid and produces predominantly mitochondrial
localization (4). The dye has a good photostability as the fluo-
rescence intensity decreases only about 1–3% after 30 times illu-
mination. Since many physiological processes may involve the
decrease of the ��m (e.g., ischemia), it is important to verify
that even in extreme conditions the cationic CoroNa Red dye
is retained in the mitochondrial matrix. Experiments using the
mitochondrial uncoupler carbonyl-cyanide-4-(trifluoromethoxy)-
phenylhydrazone (FCCP) prove that changes in ��m did
not affect substantially the mitochondrial retention of CoroNa
Red (4).

The spectral properties allow simultaneous imaging in the
presence of MTG. Absorption and emission maxima occur at 554
and 578 nm. This allows for excitation with the 543 nm Green
He-Ne laser line and detection with standard emission filters suit-
able for tetramethylrhodamine (TRITC).

The probe does not possess ratiometric properties pre-
ferred for easy correction and elimination of systematic errors.
For MDCK cells the protocols were adjusted such that image
series could be collected without an overwhelming influence of
photobleaching.

1.2.4. Rhod 2 Ca2+

Concentration Indicator
Dye

Mitochondrial Ca2+ concentrations ([Ca2+]m) can be monitored
with rhod 2. The AM form is required for loading cells. Rhod
2-AM carries a delocalized positive charge and is readily taken up
into polarized mitochondria. Upon hydrolysis of the ester moi-
eties, the rhod 2-free acid remains trapped inside the mitochon-
dria. An increase in [Ca2+]m is reported by an increase in fluo-
rescence intensity. Its spectral properties, excitation maximum at
540 nm and emission peak around 575 nm, allow imaging in the
presence of the green MTG emitter dye. As rhod 2 is a strongly
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bleaching dye, we had to limit in our protocols the total expo-
sure time to approximately 5 min. For more information about
these dyes consult the website of the rhod 2 supplier Invitrogen:
http://www.invitrogen.com/.

1.3. General
Measurement
Strategy

The basic protocol for measuring mitochondrial pH, Na+, and
Ca2+ concentrations involves the following general steps: cells are
trypsinized and then plated onto glass coverslips and allowed to
reach 100% confluency under cell-type required conditions. Next,
cells are simultaneously loaded with the ion sensitive fluorophore
of interest (e.g., SNARF-1, CoroNa Red, or rhod 2) and the ion
insensitive mitochondrial stain MTG. This double labeling allows
discrimination between cytosolic and mitochondrial pixels, and
avoids challenges due to mitochondrial or cell motility. The glass
coverslip containing the cell monolayer is mounted in a holder
and visualized on the stage of an inverted confocal microscope.
The images in the MTG and the ion sensitive indicator channels
are recorded under conditions that ensure the minimization of
dye bleaching and a good signal–to-noise ratio. The mitochon-
drial and cytosolic regions of interest are carefully selected using a
“MTG masking” procedure. The fluorescence recordings are cal-
ibrated to reflect the ion concentrations of interest. Corrections
for autofluorescence, emission detection channel cross talk, acqui-
sition bleaching, and detector linearity are required to ensure the
reliability of the data.

In Sections 2 and 3, we list required ingredients for cell and
tissue culture growth and measurement media, cell support prepa-
ration, the various buffer solutions, and their preparation meth-
ods with caveats as to their practical use. Instrumentation and
measurement protocol issues to consider for proper imaging are
provided in detail to make reliable data collection feasible even for
the novice user.

2. Materials

2.1. Cell Culture

2.1.1. Coverslip-Related
Material

1. 24-mm no. 1.5 round glass coverslips (Menzel-Gläser,
Braunschweig, Germany).

2. 100% analytic quality Normapur absolute ethanol (VWR
Intl., Leuven, Belgium).

3. Forceps.
4. 6-well tissue culture plates.
5. Optionally, poly-L-lysine (Sigma), depending on cell type

and support.
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2.1.2. Cell Culture and
Medium

1. Cells of interest, growing in cell culture. We have used
MDCK cells intermediate between type I and type II (ohmic
resistance of 400–500 �cm2 (8)), low passage 23–27, kindly
provided by Dr. H. De Smedt, Laboratory of Molecular and
Cellular Signalling, KULeuven, Belgium.

2. Cell culture medium. For MDCK cells use a 1:1 mixture
of DMEM and Ham’s F-12 (Sigma or Gibco), supple-
mented with 10% fetal calf serum (Sigma-Aldrich), 14 mM
L-glutamine, 25 mM NaHCO3, 100 U/ml penicillin, and
100 �g/ml streptomycin (Sigma). Store in the dark at 4◦C.

3. Cell-culture-grade trypsin 0.05% trypsin–EDTA solution
(Sigma). Store as 2–3 ml aliquots in the freezer.

4. Sterile phosphate-buffered saline solution (PBS), pH 7.4.
5. Light microscope with 10× and 20× objectives for cell

inspection and counting.
6. Humidified incubator at 37◦C supplemented with 5% CO2.

2.2. Fluorophores 1. MitoTracker Green (Invitrogen): 400 �M stock solution in
dimethyl-sulfoxide (DMSO).

2. 5-(and 6-)carboxy SNARF-1 acetoxymethyl (AM) ester
acetate (Invitrogen): 5 mM stock solution in DMSO.

3. CoroNa Red (Invitrogen): 1 mM stock solution in DMSO.
4. Rhod 2-AM (Invitrogen): 1 mM stock solution in DMSO.
5. For Na+ and Ca2+ measurements Pluronic F-127 (Invit-

rogen) (0.025% (w/v) from 25% (w/v) stock solution in
DMSO) was used to facilitate the solubilization of the dyes.

6. All fluorophores stored in darkness at –20◦C are stable for
months (see Note 1).

7. Use aliquot stock solutions to avoid repeated freeze–thaw
cycles. Prepare the stock solutions and the aliquots under
the hood, using sterile pipette tips and eppendorf tubes, to
avoid any contamination of the samples. When preparing the
aliquots, keep the stock solution tube wrapped in aluminium
foil to prevent prolonged light exposure (see Note 2 for pre-
venting contamination of DMSO with water).

2.3. Solutions and
Chemicals
2.3.1. Normal Saline
Solution (NSS)

140 mM NaCl, 5 mM KCl, 1.5 mM CaCl2, 1 mM MgSO4,
10 mM HEPES, and 5.5 mM glucose (pH adjusted to 7.4
with Tris, at 37◦C). HEPES and Tris buffer prevent pH
alteration due to CO2. Store solution at 4◦C in the dark
(see Notes 3–5).

2.3.2. pH Calibration
Solution

1. High-K+ buffer: 145 mM KCl, 1.5 mM CaCl2, 1 mM
MgSO4, 10 mM HEPES, and 5.5 mM glucose.
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2. Nigericin (Sigma) stock solution: 13 mM in ethanol (to
equilibrate the pH gradient across the plasma membrane).

3. Carbonyl-cyanide-4-(trifluoromethoxy)-phenylhydrazone
(FCCP, Sigma-Aldrich) stock solution: 10 mM in ethanol
(to equilibrate pH gradients across the mitochondrial
membrane).

4. Oligomycin (mixture of types A, B, C) (Sigma) stock solu-
tion: 5 mg/ml in ethanol (to inhibit the mitochondrial
H+-ATPase).

2.3.3. Na+ Calibration
Solutions

1. Solution 145 mM Na+ (30 mM NaCl and 115 mM
Na-gluconate) and no K+.

2. Solution 145 mM K+ (30 mM KCl and 115 mM
K-gluconate) and no Na+.

3. Both calibration solutions also contain 1.5 mM CaCl2,
1 mM MgSO4, 10 mM HEPES, and 5.5 mM glucose. pH
is adjusted to 7.4 with Tris. Store all solutions at 4ºC.

4. Gramicidin D (Sigma): 2 mM stock solution in ethanol (to
equilibrate the Na+ gradient across the plasma membrane).

5. Nigericin (Sigma): 13 mM stock solution in ethanol.
6. Monensin (Tocris): 10 mM stock in ethanol (to equilibrate

Na+ gradients across the mitochondrial membrane).
7. FCCP: 1 mM stock solution in DMSO.
8. Oligomycin (Tocris, Bristol, UK): 5 mg/ml stock in ethanol.
9. Store nigericin, FCCP, gramicidin, and monensin stock solu-

tions at 4ºC. The oligomycin stock solution should be
stored as aliquots at –20◦C.

3. Methods

3.1. Cell Culture

3.1.1. Coverslip
Preparation

1. In a tissue culture hood, under sterile conditions, soak the
coverslips in ethanol possessing a very low autofluorescence
and briefly flame them, to remove any drops of ethanol.
Place the sterilized coverslips in a 6-well plate.

2. For cells that do not adhere very well on glass, the coverslip
surface should be treated with poly-L-lysine: cover each ster-
ilized coverslip with several drops of 1× poly-L-lysine solu-
tion and place the dish in the incubator at 37◦C for 15 min.
Next, place the dish in the tissue culture hood, using the
overhead ultraviolet lamps, for another 15 min. Wash twice
with sterile PBS.
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3.1.2. Cell Culture
Preparation

1. MDCK cells are maintained in a humidified 5% CO2 atmo-
sphere at 37◦C. The growth medium is renewed every 3–4
days.

2. Deplate and split apart the cells by trypsinolysis (or the split-
ting method appropriate for that cell type). Add 2–3 ml
0.05% trypsin–EDTA for 10 min typically.

3. Collect floating cells. Centrifuge and resuspend in medium.
4. Perform the cell counting in order to plate the cells on the

coverslips at a density of 0.5–2 × 105 cells/coverslip for pH,
Na+, and Ca2+ imaging. The droplet containing the cells has
to be spread on the coverslip during the seeding, to have an
equal distribution of cells over the whole coverslip.

5. Place the 6-well plates containing the seeded coverslips in
the incubator (37◦C, 5% CO2) and use them after 3–5 days
of culturing as follows: on the third day the monolayers
seeded at 2 × 105 cells/coverslip; on the fourth and fifth
day the monolayers seeded at 1 × 105 cells and 0.5 × 105

cells/coverslip, respectively. The moment of harvesting is
determined by regular visual inspection on a sterile micro-
scope stage under low magnification and looking for mono-
layer confluency without any dome formation (Fig. 17.1).
Cell growth rate depends on cell type and passage number
(see Notes 6 and 7 on seeding density and passage number
and Note 8 on checking for mycoplasma contamination).

Fig. 17.1. Passage of MDCK cells after 5 days of growing (37◦C, 5% CO2). Changes
in the monolayer morphology due to changes in the transport properties of the cells.
Areas with cells forming domes (arrow 1) and patches of rounded cells (arrow 2) should
be avoided during the measurement. Typically confluent areas, well attached to the
glass are preferred for imaging (circled cells). Images collected with a Zeiss LSM 510
META confocal laser scanning microscope with 63×/oil objective, zoom 1, image size:
108.14 �m × 146.25 �m.
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3.2. Cell Coverslip
Holder and Imaging
Hardware Material

1. Standard one-photon Zeiss LSM 510 META confocal
laser scanning microscope (CLSM) with analog detec-
tion attached to an Axiovert 200 M frame (Zeiss, Jena,
Germany), or equivalent.

2. Select 63×/1.4 Plan Apochromat oil-immersion objective
or similar, with a suitable objective heater (PeCon GmbH,
Erbach, Germany). This is meant to minimize the tempera-
ture differences between sample and objective, which other-
wise impede image quality.

3. Install incubator adapted for the microscope stage, to main-
tain the cells at 37◦C during the imaging. Our microscope
is equipped with a model P type S (small) heated specimen
holder with type S incubator (PeCon GmbH, Erbach-Bach,
Germany) (see Fig. 17.2c).

4. Prepare holder and mount the glass coverslip covered with a
nice confluent cell layer as checked with a standard transmis-
sion microscope image. We have used a homemade holder,
but commercially available models are provided by most of
the manufacturers of imaging systems. A layout of the in-
house holder we have used is shown in Fig. 17.2a and
an illustration of the complete assembly showing the plas-
tic insert spacer with rubber seal and stainless-steel clamping
cap is given in Fig. 17.2b. Figure 17.2c shows the assem-
bly inside a small incubator mounted on top of the confocal
stage.

Fig. 17.2. (a) Exploded view of the homemade cell holder with plastic spacer clamp and screw-on cap. (b) Completely
assembled unit showing the plastic insert spacer with rubber seal and stainless-steel clamping ring. (c) Cell holder unit
mounted inside PeCon GmbH heated incubator stage with warmed air overflow for 37◦C verified sample temperature.
Rear left of small incubator: Pt temperature sensor feedback. 63×/1.4 oil objective is also heated with a heating coil to
minimize temperature differences between cells and environment. Device base diameter (bar) 58 mm, assembled height
15 mm (b).

3.3. Loading
Protocols

3.3.1. SNARF-1 and
MTG Loading for pHi and
pHm Measurements

1. This procedure is to be performed immediately prior to pHi
and pHm measurements. Serum contains esterases that may
cleave the AM groups on SNARF-1. Therefore, all steps
of the loading procedure should be carried out in serum-
free medium. We have chosen to perform the loading in
NSS.
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2. Monolayers should be simultaneously loaded with SNARF-
1 and the mitochondrial stain MTG. This allows during
the processing step to discriminate between cytosolic and
mitochondrial SNARF-1 pixels, and to avoid challenges due
to mitochondrial or cell motility. Two loading procedures
were developed: Protocol 1, where mitochondria are predom-
inantly stained and Protocol 2, where SNARF-1 is loaded into
both mitochondria and cytosol.

3. Protocol 1: Pre-warm the NSS solution at 37◦C. Gently wash
cells two times with NSS, to remove any serum traces from
the tissue. Add on top of the cells 1 ml of NSS contain-
ing 10 �M SNARF-1 and 200 nM MTG from the stock
solutions. Allow 30 min incubation time for the dyes to
be internalized. Next, wash the monolayers two times with
1 ml NSS, and incubate for 2.5 h in NSS, to allow for
complete hydrolysis and preferential mitochondrial com-
partmentalization of the dye. At the end of the incubation
time wash the cells two times with NSS. Mount the cov-
erslip on the microscope holder (Fig. 17.2). Place 1 ml of
fresh NSS on top of the cells. Cover the top of the holder
with a transparent plastic dish to prevent untimely evapora-
tion and proceed with imaging (see Note 9 on cell washing
protocol).

4. Protocol 2: Wash cells with NSS. Load the cells for 30 min
with 1 ml of NSS containing 10 �M SNARF-1 and 200
nM MTG. Wash the monolayers with NSS and allow
1.5 h incubation period, then apply a second loading step
with 5 �M SNARF-1 for 30 min. Wash off the dye and
incubate the cells in fresh NSS for another 30 min to
allow for hydrolysis of the dye into the cytosol. Perform
a two times wash with NSS in between each loading step
(see Note 10).

5. Perform all the loading and washing steps in the 6-well plate,
under the tissue culture hood. For all the required incuba-
tion times, keep the cells at 37◦C in 5% CO2.

6. The result of the two loading protocols is illustrated in
Fig. 17.3.

3.3.2. CoroNa Red and
MTG Loading for
Mitochondrial Na+

Determination

Cells are washed with NSS, then incubated simultaneously with
200 nM MTG and 2 �M CoroNa Red in 1 ml of NSS that
contained 0.025% wt/vol pluronic F-127 for 30 min at 37◦C.
Loading has to proceed in the dark or with a dim red roomlight
in order to protect the fluorescence dyes from bleaching.

3.3.3. Rhod 2-AM and
MTG Loading for
Mitochondrial Ca2+

Measurements

1. Cells were washed gently with NSS twice. Loading of
MDCK cells with MTG and rhod 2 occurred in two sub-
sequent steps. At first, MTG (200 nM) was loaded into the
cells for 30 min at 37◦C. This was followed by incubation
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Fig. 17.3. Images of confluent monolayers of MDCK cells immediately after loading with both SNARF-1 and MitoTracker
Green (MTG). Shown are emission detection channels for SNARF-1 (680 and 590 nm) and MTG (525 nm) according to two
loading protocols: (a) Protocol 1; (b) Protocol 2 (for details see text). The superimposed images in each panel represent
an overlay of the three others. The images in panels A and B were measured with identical settings of the confocal
microscope. Reproduced with permission from Kidney Int (3).

of the cells for 30 min at 37◦C in a loading solution con-
taining rhod 2-AM (4 �M), MTG (200 nM), and pluronic
acid (0.025% w/v) (5). Loading has to proceed in the dark
or with a dim red roomlight.

2. Performing the loading procedure on the microscope stage,
even in a standard atmosphere, offers the distinct advan-
tage of imaging the background on exactly the same cells
for later background subtraction. The buffer composition
(HEPES and Tris) will maintain a constant pH independent
of the presence of CO2. For prolonged loading protocols
like for SNARF-1 (3 h), it is better to maintain the cells in
conditions that will ensure their normal physiological
behavior.

3.4. Hints for Image
Collection on
Adherent Motile Cells

3.4.1. Optimization of
Confocal Settings

1. The main tasks involve the following: (a) juggling the opti-
mization of pinhole size, optical slice thickness for maximum
detail and contrast; (b) minimizing fluorochrome bleaching
and cellular stress. At the same time the cells and tissues have
to stay in viable condition during imaging; (c) dealing with
motile cells which may render automation of image process-
ing protocols impractical and manual selection of regions of
interest may become an arduous task; (d) obtaining work-
able signal and low background levels with a sustainable
signal-to-noise ratio to numerically extract information from
collected images.
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2. Typical mitochondrial size is of the order of 200 nm. This is
very close to the optical resolution of a microscope equipped
with a 63×/1.4 oil objective. One may expect for 488 nm
excitation and detection at 520 nm a radius for the Airy
disk (influences the optical resolution) in the xy plane of
223 nm and in the Z-direction about three times worse:
669 nm. Reported values for the shape factor S (ratio of
z-axis axial/xy plane radial Airy radius) may even be 5 or
7 and vary slightly from day to day. For 633-nm excitation
with fluorescence emission observed at 650 nm these num-
bers relax about 25%. For maximum detail in living cells and
tissues with excellent contrast, a small pinhole size is neces-
sary. Even with minimal pinhole size (1 Airy), images of the
mitochondrial network stay rather fuzzy even after decon-
volution. Moreover, in the Z-direction the spatial nature of
this network creates overlap. For studying mitochondria, an
extended confluent layer of cells with a vast thin cytosol layer
will make life easy.

3. When more than one detection channel is used, pinhole size
has to be adjusted for each channel in order to have the same
observed optical slice thickness for all emission channels. An
emission channel consists of the collection of all optical ele-
ments, pinholes, lenses, optical filters, and detector. Using
a confocal pinhole in front of the detector providing opti-
cal section capabilities to a microscope results in both stray-
light and fluorescence reduction from layers not in focus,
as well as an increase in image crispness. Look always for
user-friendly features in CLSM software packages that will
show the pinhole size and optical slice thickness directly in
micrometers.

4. Photobleaching is always present and varies for each fluo-
rochrome used. It is recommended to always perform pilot
studies not only to optimize the loading protocol but also to
evaluate the bleaching properties of the stains and changes
in mitochondrial shape or levels of autofluorescence. For our
measurements on MDCK cells, we had to decide to drasti-
cally minimize the number of exposures to laser light. Once
the illumination protocol is optimized one can gain confi-
dence in the validity of the collected images. With each new
plating cycle the level of autofluorescence should be checked
again for proper image correction. Damage caused by the
illumination intensity will be somewhat relaxed when using
a Nipkow type spinning disk which utilizes lamp illumination
and parallel multiple pinholes of fixed diameter.

5. Both one- and two-photon illumination give rise to photo-
chemical and photophysical effects, i.e., bleaching of fluo-
rophores and photo-induced stress on cells. This stress will
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show as a retraction and clustering of the mitochondrial net-
work to the nuclear perimeter. In worse cases mitochondrial
swelling may be observed with an increase in autofluores-
cence.

6. Practically the fluorescence signals may be very low (par-
tially on purpose because of the minimal illumination to limit
photobleaching) but should stay above the background sig-
nal level. Confocal microscope pinholes are usually NOT set
to obtain diffraction-limited performance, but their settings
should allow collection of images with a reasonable signal-
to-noise ratio.

7. For our mitochondria images the “software derived” optical
slice thickness was <2.4 �m. Fig. 17.4c, d show radial xy
and axial z-direction point spread functions as measured on
sub-resolution fixed 175-nm beads (Invitrogen, Merelbeke,
Belgium) under experimental conditions as similar as pos-
sible with respect to the cell or tissue measurements. This
apparently relatively poor resolution along the z-axis due to
a rather extended detector pinhole size is a compromise in
order to observe weak fluorescence with acceptable signal-
to-noise ratio for extended periods of time.

3.4.2. Image Collection
Settings

This section will present what settings one should use to image
pHi, pHm, and mitochondrial ion concentrations in living MDCK
cells on a standard one-photon Zeiss LSM 510 META CLSM
or similar instrumentation. These settings, chosen to minimize
bleaching and get a reasonable signal for the fluorophores used
(listed in Section 2.2), should be tested and optimized if other
cell types or confocal imaging systems are to be used.

1. Collect 512 × 512-pixel 8-bit (or 12 bit for better
dynamic range) images, averaged twice (via software-
selected repeated line scan mode) to improve the signal-to-
noise ratio. A bit depth of 8 carries 256 gray values with
black being zero and white being 255. In gray scale images
pixel values below about 50 appear pitch black to the eye.
It is very helpful during image collection and processing
to switch to the Zeiss supplied Rainbow2 Look Up Table
(LUT). With this LUT differences between a glass back-
ground and autofluorescence levels become easy to detect.

2. All Na+ images were collected with a digital zoom factor of
1, while pH and Ca2+ images were collected with a digital
zoom factor of 2. Pixel dwell time was always 25.6 �s.

3. MTG was excited by an Ar laser (488 nm line, 1% = 10 �W
laser power at the sample position). SNARF-1, CoroNa Red
and rhod 2 were excited with a Green HeNe laser (543 nm
line, respectively 10 and 3.5% of 0.1 �W at the sample
position).
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Fig. 17.4. Pixel selection in MDCK cells. Diagonal xz cross-section (a) and xy optical slice near support (b) as collected.
Scale bar 10 �m. Image collection parameters: Zeiss 63×/1.4 oil plan-ApoChromat objective, zoom 2, pixel dwell time
6.4 �s, pinhole 325 �m for 488 nm excitation, 0.8% 488 nm excitation laser light with 10 �W on sample. Designation
for the demarcation lines: horizontal dotted lines (a) – actual optical slice position with thickness to scale; external
circular dashed line (b) – cell perimeter; inner circular dash line (b) – nucleus of MDCK cell; diagonal grey dashed
line (b) – position of diagonal vertical cross-section. Cytosolic SNARF-1 signal retrieval in cells loaded according to
Protocol 2: selection of pixels underneath the nucleus not having any discernable MTG contribution after digital signal
enhancement. Mitochondrial SNARF-1 signal retrieval in cells loaded according to Protocol 1. Panels (c) and (d): xy and
xz point spread function (PSF) cross-sections at 488 nm excitation for averaged unresolved microbead intensity images.
Panel (e) horizontal (xy) 1/e2 width 0.56 �m, vertical (xz) 1/e2 full width 3.3 �m as obtained by Gaussian curve fit with
R 2 = 0.99. Estimated error is 5%. xz for slice thickness (Zeiss software indicates slice thickness as < 2.4 �m). Theory
predicts for the FWHM width of a diffraction-limited spot with 488 nm excitation 0.19 �m (xy plane) and 0.45 �m (xz
plane). Reproduced with permission from Kidney Int (3).

4. SNARF-1 and rhod 2 are fast bleaching dyes, while CoroNa
Red and MTG are very stable. Therefore, set the scanning
sequence in such a way to capture first the fluorescence
emission of the fastest bleaching dye, followed by the less
bleaching one. For pH measurements: scan first SNARF-
1 at 590 and 680 nm, through the 545 dichroic mirror with
565–615 and 655–705 nm bandpass (BP) filters, respec-
tively. For [Na+]m measurements: scan CoroNa Red via the
545 dichroic and 560 nm longpass (LP) filter. For [Ca2+]m
measurements: scan rhod 2 via the 545 dichroic and
590/25 nm BP filter. For all protocols, collect the MTG
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signal the last, using a 490 dichroic and a 525/25 nm BP
filter.

5. To minimize photobleaching and phototoxicity as much
as possible while still maintaining discernable image detail
toward the end of our experiments, laser power had to be
kept as low as possible. At the same time, for pH imaging a
325-�m-diameter (∼3 Airy units) pinhole setting had to be
used for 488 nm and was adjusted accordingly for 543 nm
excitation. This ensured an equal optical slice thickness of
<2.4 �m (see Note 11). For Na+ and Ca2+ measurements,
the thickness of the optical slices was <1.4 �m for all exper-
iments.

6. The detector gain should be optimized to avoid saturation in
any pixel while maintaining a proper signal-to-background
noise ratio. When measuring pHm (cells loaded as in Pro-
tocol 1) and also mitochondrial Na+ and Ca+, the detector
gain was always kept constant (e.g., 1100 for pHm measure-
ments). During the measurement of pHi (cells loaded as in
Protocol 2), the detector gain had to be adjusted between
800 and 1100 (Zeiss software settings) due to the rapid loss
of dye from the cytosol. In this case, detector gain settings
have to be separately calibrated (see Section 3.4.3).

7. For pH measurements: to facilitate the subsequent image
analysis (see below), it is strongly recommended to choose
the observation volume close to the basolateral membrane.
In this way, the optical slice thickness enables part of the
cytosol to be visualized underneath the nucleus region
(Fig. 17.4a).

3.4.3. Required Image
Intensity Corrections

Typical image intensity corrections include removal of the influ-
ence of autofluorescence, cross-talk between detection channels,
effects of photobleaching, photomultiplier (PMT) detector lin-
earity, and gain settings. SNARF-1 related pH image corrections
serve as an example.

1. Corrections for autofluorescence. The autofluorescence lev-
els should be measured on blank, unloaded cells, under
similar experimental conditions and microscope settings as
for the loaded cells. For blank cells, the pattern of mito-
chondrial areas and cytosolic areas underneath the nucleus
appear clearly distinct in the SNARF-1 detection channels,
allowing the background autofluorescence level to be mea-
sured for each compartment. Use Palette – Rainbow mode
in the Zeiss LSM Image browser, to easily visualize the mito-
chondrial pattern of blank cells (Fig. 17.5). Use the image
processing protocol as described in Section 3.5.4 to calcu-
late the background autofluorescence values related to the
mitochondria and cytosol respectively. See Note 12 on the
importance of autofluorescence corrections, especially for
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Fig. 17.5. Confluent monolayer of unlabeled MDCK cells, passage 25. (a) Transmission image; (b) background-signal on
the three measured channels. All four panels display in gray-scale the Rainbow LUT provided by the Zeiss software. Cells
were observed at detector gain 1100 (Zeiss software settings). Scale bar = 10 �m.

the pH protocol. In our measurements the mitochondrial
background was consistently higher than the cytosolic back-
ground, although constant for the observed monolayers and
individual passage numbers. Averaged values correspond-
ing to mitochondria- and cytosol-related pixels were used
to correct for the respective background signal. Glass cover-
slip background with buffer signal contributions can be esti-
mated from areas free of any cells. Typically this background
signal was 16–17 on an 8-bit (0–255) scale. Whenever the
protocol requires the adjustment of the detector gain values
during the measurement, the autofluorescence values cor-
responding to mitochondrial and cytosolic regions should
be measured on blank cells at the respective detector gain
values and used accordingly for background subtraction.
Figure 17.6 presents the changes in mitochondrial autofluo-
rescence as a function of the detector gain, under our exper-
imental conditions. Cytosolic autofluorescence was less sen-
sitive to the changes in the detector gain, ranging between
17 and 20. Repeated exposure of cells to laser illumination
may influence the level of autofluorescence of the cells and
may prove to be phototoxic to them. In our experimental
protocol, the autofluorescence proved to be constant over
the duration of the experiment with identical illumination
protocols, both for untreated control cells as well as for cells
exposed to MI. Autofluorescence in CoroNa Red and rhod
2 images was always very small (see Note 13 on published
conditions to avoid phototoxicity).
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Fig. 17.6. Autofluorescence intensity (arbitrary units) of mitochondrial area as a function
of detector gain values applied (Zeiss software settings) on each of the two SNARF-1
channels.

2. Confocal laser scanning microscopy detection channel crosstalk.
To check for the crosstalk between the SNARF-1 and
MTG channels, fluorescence should be measured in the
corresponding channels for SNARF-1590, SNARF-1680, and
MTG for monolayers loaded either only with SNARF-1
(following loading Protocol 1) or only with MTG. With
the chosen settings, when SNARF-1 emission was measured
in the MTG channel, only the autofluorescence signal was
observed. Similarly, the MTG emission in the SNARF-1
channels only gave the basal background value, ensuring
that there is no measurable crosstalk between the detection
channels (Fig. 17.7). For the detection conditions as listed,

Fig. 17.7. Crosstalk check between the SNARF-1 and MTG channels. Fluorescence was
measured in the corresponding channels for SNARF-1590, SNARF-1680, and MTG for
monolayers loaded either only with SNARF-1 or only with MTG. Detector gain 1100
(Zeiss software settings). Values from four different monolayers are reported as mean
± SEM (standard error of the mean). Reproduced with permission from Kidney Int (3).
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crosstalk was checked and found to be absent between MTG
and CoroNa Red (Na+) as well as rhod 2 (Ca2+) and MTG
detection channels.

3. Photobleaching. SNARF-1 and MTG bleaching should be
checked on cells loaded separately with the individual dyes
or when both were present. In our experimental protocol,
MTG was never affected by bleaching. Data indicated pro-
nounced bleaching of SNARF-1 during image sequence col-
lection, but the SNARF-1 ratio (680 nm/590 nm) proved
constant over time (Fig. 17.8). CoroNa Red was found
to be very photostable, whereas rhod 2 rapidly bleached
under our experimental conditions. Therefore the number of
image collection events in rhod 2 loaded cells was restricted
to four measurement points (see Note 14).

4. Photomultiplier linearity. To be able to see the weak-
ened cytosolic SNARF-1 signals, PMT voltages should be
adjusted and calibrated. PMT calibration was performed on

Fig. 17.8. Bleaching of SNARF-1 and MTG. Bleaching rates for SNARF-1590, SNARF-1680,
Ratio SNARF-1680/SNARF-1590, and MTG measured under Protocol 1 loading conditions.
Values are indicated as mean values ± SEM for two monolayers. Data are normalized
in each case to the starting value to clearly show the trend over time. Reproduced with
permission from Kidney Int (3).
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cells loaded only with MTG, which showed no photobleach-
ing for the conditions reported here. To obtain the cali-
bration curve, the fluorescence in the MTG channel was
recorded at different detector gain values in the range of
800–1100, while maintaining the same scanning parame-
ters (laser intensities, pinhole, zoom, etc.) as presented in
Section 3.4.2. An example of a typical calibration curve
obtained is presented in Fig. 17.9. This PMT calibration
was not important for CoroNa Red and rhod 2 experiments,
since all images were detected with the same detector gain
initially optimized to be in its linear response region.

Fig. 17.9. Detector response and linearity as a function of detector gain applied (Zeiss
software settings) as measured in the MTG channel.

3.5. Extracting Image
Information

3.5.1. Software

For image transfer, conversion, and processing, the freeware Zeiss
LSM Image Browser and ImageJ Java-based freeware (Research
Services Branch, National Institute of Mental Health/National
Institute of Neurological Disorders and Stroke, Bethesda, MD)
plug-in routines were used. Excel (Microsoft Corp, Redmond,
WA) and Origin (OriginLab Corp, Northhampton, MA) were
used for statistical data analysis. Huygens Essential and the
point distiller package (Scientific Volume Imaging, Hilver-
sum, the Netherlands) was used for point spread function
analysis.

3.5.2. Selection of Pixels
Containing Mitochondrial
pH Information Based on
SNARF-1 and MTG
Image Processing

1. Data collection. To avoid as much as possible contamination
of the mitochondrial related pixels with cytosolic informa-
tion, the mitochondrial SNARF-1 information was obtained
from cells loaded with SNARF-1, according to Protocol 1.
At each time point, a set of three sequential (hereafter called
multi-track) images was collected under presented settings
(Section 3.4.2).

2. Create stack images. Using the ImageJ LSM Toolbox plug-
in (Dr. J. Mutterer et al., University of Strasbourg, France)
or the Zeiss supplied export routine, convert raw confo-
cal images to 8-bit TIFF files (TIFF = Tagged Image File
Format, with extension .tif). Store the files corresponding
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to each confocal channel, in a separate folder. Use num-
ber extensions to designate the time sequence of the files.
In ImageJ use File→ Import to create a stack with the
TIFF files measured on each confocal channel, for the
entire experiment. Apply: Process → Noise → Despeckle.
Save the despeckled stacks (e.g., SNARF590Stack.tif,
SNARF680Stack.tif and MTGStack.tif) for subsequent
analysis.

3. Eliminate saturated pixels by zeroing. Each of the stacks cre-
ated for a certain experiment should be checked and cor-
rected for any saturated pixels (occasionally present typically
in the first image, since it was opted not to change standard
detection settings once an experiment was under way). For
this, open in ImageJ a Despeckled.tif stack. Go to Image →
Adjust → Threshold. Set both low and high threshold sliders
to the maximum pixel value: 255 (Fig. 17.10a). The satu-
rated pixels will appear highlighted (arrows in Fig. 17.10b).
Create the mask for saturated pixels: ImageJ→ Process →
Binary → Make Binary. An image having all the saturated
pixels 0 (black) and the remaining pixels 255 (white) will be
created (Fig. 17.10c). Divide this image by the value 255,
using Process → Math → Divide. This will create the mask
image having all the saturated pixels zero (0) and the remain-
ing desired ones with a value of one (1). Save this file (e.g.,
xxxxDespeckledSaturationMask.tif).

Fig. 17.10. The correction of saturated pixels exemplified on SNARF-1680 images. (a) Intensity histogram. (b) Highlighted
saturated pixels (see arrow). (c) Mask image (255 = white and black = 0). (d) Saturation corrected image stack.

Multiply the original despeckled stack with the mask stack:
Process → Image Calculator. The stack corrected for satu-
rated pixels will be created in a new window (Fig. 17.10d).
Save this file under a different name (e.g., xxxxDespeckled-
SaturationCorrected.tif).

In the same way correct for any saturated pixels present in
the other measured channels (SNARF-1590 and MTG).

4. Subtract background fluorescence. The background val-
ues corresponding to mitochondrial images should be
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subtracted from SNARF-1680 and SNARF-1590 channels
prior to any subsequent calculations. For this protocol, at
the constant detector gain of 1100, the background values
ranged between 37 and 38. The procedure for background
values calculation is detailed in Section 3.5.4.

5. Create the MTG mask (see Note 15). MTG pixels related
to a strong mitochondrial signal are selected by setting a
high threshold. All pixel values in the MTG image between
a variable lower limit (threshold value typically higher than
90–120) and the 255 maximum pixel value were used to
create the mitochondrial mask. The careful pixel selection in
the image analysis procedure allows obtaining mitochondrial
SNARF-1 signals that are mainly of mitochondrial origin.
The possibly few existing saturated pixels in the MTG image
should be eliminated.

After setting the threshold use Process → Binary → Make
Binary. Then Process → Math → Divide by 255. This will
create the MTG mask, having the mitochondria related pix-
els 1 and all the remaining ones 0. Save this file (e.g.,
MTGDespeckledMaskThres90.tif).

6. Mitochondrial SNARF-1680 and SNARF-1590 retrieval from
MTG mask. Ratio calculation.

Multiply the MTG mask with SNARF-1680 and SNARF-
1590 stacks, respectively. Store the images in separate folders.
To obtain the SNARF-1 ratio image, divide pixel by pixel
the masked stacks SNARF-1680/SNARF-1590. Use: Process
→ Image Calculator → Divide (Fig. 17.11). Via Analyze
→ Measure, calculate the Ratio values corresponding to the
entire stack. Save the result file as.txt for subsequent import
in Excel or Origin and statistical analysis. pHi and pHm
are expressed as the SNARF-1 (680 nm/590 nm) emission

Fig. 17.11. MTG mask and retrieval of SNARF-1680, SNARF-1590 mask images, and the ratio SNARF-1680/SNARF-1590..
First image from a stack of nine is shown.
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ratio. A decrease in the SNARF-1 ratio represents a decrease
in pH.

3.5.3. Selection of Pixels
Containing Cytosolic pH
Information Based on
SNARF-1 Analysis in the
Volume Beneath the
Nucleus

1. Data collection. Based on the observation that SNARF-1 is
not staining the nucleus at all, and given that the cytosol
underneath the nuclear area contains very few mitochondria
(Figs. 17.3 and 17.4), the cytosolic SNARF-1 intensity was
measured by choosing only the SNARF-1 related pixels in
the cytosol underneath the nucleus (Fig. 17.4), for cells
loaded following Protocol 2. As mentioned, the observa-
tion volume was always chosen close to the basolateral mem-
brane, the optical slice thickness enabling part of the cytosol
to be visualized underneath the nucleus region. Collect at
each time point a set of three multi-track images (SNARF-
1680, SNARF-1590, and MTG, respectively).

2. Create the corresponding stacks for each channel, with data
converted to 8-bit TIFF files, despeckled and corrected for
any saturated pixels, as presented above in Section 3.5.2.

3. Subtract the corresponding background values from each
SNARF-1 stack. For cytosolic pixels under the nucleus, this
value was always low (∼18–20) and was determined as
described in Section 3.5.4.

4. Selection of the cytosolic pixels under the nucleus. To
select the proper cytosol related region of interest (ROI)
underneath the nucleus, the MTG signal should be set
to maximum contrast via digital image enhancement and
histogram stretching using the image analysis software
(Fig. 17.12a). This prevents accidentally selecting pixels
with a hardly discernable weak MTG signal. Store the
enhanced MTG stack in a different file (e.g., xxxxEn-
hanced.tif). Next, per individual MTG image, delineate for
each cell the darkest nucleus area (no trace of MTG) using
ImageJ → Polygon symbol. Store the selected pixels in a
separate folder using File\Save As\Selection\Polygon11.roi,
Polygon12.roi, Polygon13.roi, etc. Typically, 5–15 small cir-
cular, elliptical, and hand-drawn ROI regions were selected.
Check whether the chosen ROIs have any bright cell wall
pixels in the corresponding SNARF-1680 and SNARF-1590
images (Fig. 17.12b and c). If necessary, adjust the ROIs
to avoid wall pixels and store the newly defined ROI under
the same name (see Note 16). Under Analyze\Tools\ROI
Manager open all ROIs belonging to an image in a stack
and Combine them. This binds the Polygon ROIs to a single
composite one, in order to be able to open for each image in
SNARF-1680 and SNARF-1590 all via MTG selected nucleus
area pixels.
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Fig. 17.12. Examples of the ROIs selection. First image of a stack of nine is shown. (a) MTG and (b) and (c) SNARF-1
images.

Repeat this procedure for all images in a MTG stack, start-
ing again with the corresponding MTGEnhanced.tif file.
It saves time to check whether the ROIs of the previous
image (n–1) in the stack also fit the new MTG image, n,
in the stack i.e., the cells did not move too much. When
this is true, keeping the integrity of the Composite.roi,
save Composite-n.roi. When, however, SNARF-1680 and
SNARF-1590 show wall pixel overlap, the new Composite-
n.roi has to be adjusted by changing the individual Polygon-
(n–1).roi outlines.

5. Create the cytosolic pixels mask. Due to cell movement, it
is necessary to create an individual cytosolic mask, based
on the associated Composite.roi, for each image in the
stack: in ImageJ create a new 8-bit TIFF file, then open
the Composite-1.roi, for the first image in the stack. Invert
and divide by 255. This will create an image having all the
cytosol related pixels “1” (white) and the remaining ones
“0” (black) (Fig. 17.13). Save as CytosolMask1.tif in a sep-
arate folder.

Make in the same way, one by one, the CytosolMask-n.tif
files, for the remainder of the images in the stack, using the
associated Composite-n.roi.

Bundle in a stack all the mask images, being careful to
respect the correct sequence. Save in a separate file (e.g.,
CytosolMask.tif stack).

6. Cytosolic SNARF-1680 and SNARF-1590 retrieval from
MTG mask and ratio calculation.

Multiply the CytosolicMask.tif stack with SNARF-1680
and SNARF-1590 stacks, respectively. Store the images in
separate folders. To obtain the SNARF-1 ratio image, divide
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Fig. 17.13. (a) Example of a composite ROI for the first image out of a stack of nine. Each
individual ROI in the composite image is numbered. This identification number allows
retrieval of ROI statistics from the ROI export list feature in ImageJ; (b) cytosol areas free
of any discernable MTG signal (white = 1) and area to be discarded (black = 0).

pixel by pixel the masked stacks SNARF-1680/SNARF-1590.
Use: Process → Image Calculator → Divide. In Analyze →
Measure, calculate the ratio values for each image in the
stack. Save the result file as .txt for subsequent import in
Excel or Origin and image statistics.

3.5.4. Estimation of
Background Level for
Mitochondrial and
Cytosolic Areas on Blank
Cells

This procedure is only required for the pH measurements proto-
col. It is not applied to the rhod 2 or the CoroNa Red experi-
ments, which only use the brighter mitochondrial image regions
outside the nucleus area.

After measuring the blank cells using the settings presented
in Section 3.4.2, create the despeckled stacks from the images
acquired for the three channels: SNARF-1680, SNARF-1590, and
MTG.

1. Background values for mitochondrial pixels.
Adjust via ImageJ the low threshold value, until the mito-
chondrial pattern becomes visible and well-defined dark
nuclei areas are observed (Fig. 17.14). For our measure-
ments, the low threshold value ranged between 20 and 30,
depending on the value of detector gain during the measure-
ment. Use Analyze → Measure and calculate the averaged
values for the pixels related to mitochondria, at the selected
threshold. Slide the image sequence cursor and calculate the
corresponding values for all the images in a stack. Save the
data as a .txt file. This will make it easier to import them into
Excel or Origin for statistical analysis.
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Fig. 17.14. Threshold selection to visualize the mitochondrial pattern on blank unstained cells.

2. Background for cytosolic pixels.
To obtain the background values of the cytosol beneath
the nucleus, apply the following sequence for both SNARF-
1680 and SNARF-1590 stacks. Open stack, then enhance con-
trast, so all the bright areas related to mitochondria become
clearly visible. Using the ROI manager in ImageJ, select
small areas in the region of the nucleus, free of any dis-
cernable mitochondrial signal (Fig. 17.15). Combine all the
ROIs selected for the first image in the stack in a com-
posite image. Save it in a separate file, with the appropri-

Fig. 17.15. ROIs selection for cytosol under nucleus areas on blank cells (SNARF-1590

channel). Each individual ROI in the composite image is numbered. This identification
number allows retrieval of ROI statistics from the ROI export list feature in ImageJ.
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ate extension number. Check if the Composite.roi applies
to all the images in the stack. Due to cell movement, each
image should be checked individually, and the position of
the ROIs adjusted, to avoid any “contamination” with mito-
chondrial pixels. Save the adjusted ROI composite for each
image in a separate file. Use Measure in RoiManager to cal-
culate the averaged value for the pixels inside the selected
ROIs for each image in the stack (i.e., cytosol beneath the
nucleus).The background autofluorescence values obtained
for our measurements, based on the above protocols, are
presented in Fig. 17.16.

Fig. 17.16. Autofluorescence levels for mitochondria and cytosol. Autofluorescence was
measured in the corresponding channels for SNARF-1590, SNARF-1680, and MTG based
on the distinct pattern of mitochondrial and nuclear areas for unstained MDCK monolay-
ers. Mean ± SE (N=6). Detector gain 1100 (Zeiss software settings). Reproduced with
permission from Kidney Int (3).

Another way of calculating the background autofluores-
cence for mitochondrial area and cytosol beneath the
nucleus, respectively, relies on the observation that there
is no crosstalk between the MTG and SNARF-1 channels
(Fig. 17.7). Therefore, by performing three multi-track
measurements on cells loaded only with MTG, it is possi-
ble to create a very precise mask of the pixels related to
mitochondria and the pixels beneath the nucleus, free of
any mitochondrial contribution. Applying this mask on both
SNARF-1680 and SNARF-1590 stacks will provide the back-
ground values for the mitochondria and cytosolic regions,
respectively, during the entire measurement. This procedure
is identical with the ones explained previously in Sections
3.5.2 and 3.5.3, respectively.

3.5.5. Selection of Pixels
Containing Mitochondrial
Na+ Information Based
on CoroNa Red and MTG
Processing

The CoroNa Red fluorescence has to be corrected for non-
mitochondrial CoroNa Red fluorescence, including the weak
cytosolic CoroNa Red staining and the pronounced staining of
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Fig. 17.17. Confocal images of MDCK cells loaded with MitoTracker Green (MTG) and CoroNa Red (a–d) and cells only
loaded with MTG (e). MTG (a) and CoroNa Red (b) staining of mitochondria in MDCK cells. The staining with the Na+-
sensitive probe CoroNa Red was spatially correlated with the mitochondrial marker MTG (c), except for a weak CoroNa
Red staining of the cytosol and a more pronounced staining of nuclear structures, presumably nucleoli (arrows). Applica-
tion of the “mask” procedure (for details see Section 3.5.5 ) yielded an image consisting of only mitochondrial CoroNa
Red fluorescence intensities (d) (scale bar=10 �m). (e) Mitochondrial staining in cells showing an extensive dynamic
mitochondrial network under control conditions. Only weak rhod 2 staining of the cytosol (data shown in (5)) was observed
and pronounced staining of nuclear structures similar to (c). Scale bar = 10 �m. (a–d) Reproduced with permission from
J Am Soc Nephrol 2005 (4). (e) Reproduced with permission from the Am J Physiol Renal Physiol (5).

structures within the nuclei, presumably nucleoli (indicated by
arrows in Fig. 17.17c). An MTG masking procedure was devel-
oped to retrieve only the mitochondrial CoroNa Red fluorescence
intensity from the measured data (Fig. 17.17d).

1. Data collection in brief. Sets of multitrack images are col-
lected: a CoroNa Red, followed by an MTG image under
published conditions. Three multitrack images are col-
lected for CoroNa Red at every time point to establish an
average. An image set was collected every 3 min, for 1 h,
since the dye proved to be very stable. Focus was readjusted
when required.

2. Convert and export raw image data into uncompressed.tif.
Split the multitrack.lsm confocal microscope images with
Zeiss data collection software or use the LSM Toolbox in
ImageJ. Put .tif converted CoroNa Red and MTG images
with a sequence number in the filename in separate fold-
ers. ImageJ possesses convenient features, e.g., loading an
entire stack upon selecting the first file in a folder. Using
the File\Import\Image sequence feature in ImageJ image
stacks are imported. Save as raw data MTGStack.tif and
CoroNaRedStack.tif 8-bit (numerical values between 0 and
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Fig. 17.18. Raw transmission and fluorescence images of MDCK cells loaded with CoroNa Red and MTG.

255) and as a merged StackRGB.tif for a color representa-
tion (Fig. 17.18b–d).

3. Despeckle raw image stacks.
4. Eliminate saturated pixels both for MTG (always required)

and CoroNa Red (hardly ever). Set threshold to 255
numerical value. Process\Binary\Convert to Mask and
Invert. Divide by 255 and multiply the mask with images.

5. Subtract autofluorescence of support microscope slide and
buffer solution when required. Background autofluores-
cence intensity from mostly the glass support and maybe
buffer solution contribution was always at most 16 or 17
as determined from the pixels with the lowest signal. These
numbers were checked also on unstained and single-dye
stained cells on a regular basis and after each new cell
passage number. Save StackMaskSatBkgndCorrected and
StackCoroNa RedSatBkgndCorrected image sets.

6. MTG “mask” creation. For StackMaskSatBkgndCor-
rected.tif select best rather high threshold 70à 85–200
with a strong mitochondrial contribution. Adjust thresh-
old. Click Apply to convert to binary and divide by 255.
Save as StackMask.tif (Fig. 17.19a) with numerical value
one for mask pixels to be retained and zero otherwise (pix-
els not to be used). This includes pixels set to zero for acci-
dental saturation, although the instrument settings used
avoided this situation in general as much as possible.

7. CoroNa Red: retrieval of MTG mask related pixels. Mul-
tiply StackMask.tif with StackCoronaRedSatBkgndCor-
rected.tif. Save as Result.tif stack into AnalysisExp01 folder,
for example (Fig. 17.19b, c). Note the differences in MTG
area and the perinuclear location of saturated pixels regions
in C as compared with B.

8. ROI selection. Open the Result.tif and StackMask.tif
stacks. Select five (5) separate ROI areas on the first Result
image (write down X, Y, W, H coordinates) (Fig. 17.19d).
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Fig. 17.19. MTG mask creation and retrieval of CoroNa Red mask images. (a) Binary MTG mask (×255 for visibility).
A rather high threshold level ranging from 70 to 200 ensures selection of pixels with a strong mitochondrial contribution.
(b, c) Masks applied to CoroNa Red images. Differences in the extend of saturated pixels in the perinuclear regions of
1/21 (c) as compared with 18/21 (b) due to contraction over time of the mitochondrial network. The notation n/m refers
to the nth image in a stack comprising m images. (d) Selection of five separate ROI areas on the first result image (1/21).
Bright areas are avoided altogether. Due to cellular motility and the requirement of validity over the whole stack, sizes of
individual ROIs are small.

Use ROI manager. Avoid very bright areas. Check that
each created ROI properly covers intended cellular areas
over the whole image stack in order to avoid lacking or
wrong area data due to cell motion.

For bleach correction and result normalization select
StackMask.tif stack and Edit\Restore selection (ROI is
transferred).

Create a z-axis intensity profile table via
Image\Stacks\Plot Z-axis profile of StackMask.tif.

In the Result window: Edit\Copy All.
Paste the data from StackMask, Result.tif windows, and

ROI summed intensity values as well as the ROI areas
selected into Excel ∗.xls files.

9. Excel and Origin statistical analysis. Create three separate
Excel sheets.

10. ROI normalisation procedure. Due to contraction of the
mitochondrial network near the end of a MI experiment
MTG image, areas may start to saturate. Saturated pixels
are set to zero and are eliminated. The obtained CoroNa
Red and rhod 2 fluorescence values for the ROIs were nor-
malized with regard to the number of pixels with a mask
value of one in the mask area to compensate for differences
in mitochondrial density in each ROI of subsequent images
in the stack. Figure 17.20 shows an enlarged region of the
ROI in the lower right corner of Fig. 17.19d.

DataROI 1 (Raw z-axis intensity profile data). To be
stored for both the MTG and CoroNa Red sets of, for
example, five ROIs for each image in the stacks.
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Fig. 17.20. Enlarged ROI showing MTG saturated pixels set to zero. Enlarged region
around the ROI in the lower right corner of Fig. 17.19d.

SheetROI 1 (final table with averaged values + normal-
ized percentages + error analysis).

3.5.6. Selection of Pixels
Containing Mitochondrial
Ca2+ Information Based
on Rhod 2 and MTG
Processing

Identical to the CoroNa Red protocol presented in Section
3.5.5. To minimize as much as possible the photobleaching of
rhod 2, a multi-track series (consisting of one MTG image and
one rhod 2 image) was collected every 20 min during 1 h. Focus
was readjusted when required.

3.6. In Situ Dye
Calibration Protocols
3.6.1. In Situ pH
Calibration of SNARF-1

Given the fast bleaching of SNARF-1, it is not possible to per-
form the calibration at the end of each experiment, but this is
done in separate measurements. Calibration of the ratio of the
fluorescence signals from SNARF-1 is performed according to the
method of Thomas et al. (9).

1. Load the cells with SNARF-1 in the cytosol and with
SNARF-1 plus MTG in mitochondria, according to Proto-
col 2 (Section 3.3.1).

2. Prepare a solution of high-K+ (Section 2.3.2) containing
also 13 �M nigericin and 1 �M FCCP (to equilibrate the
H+ gradient across the plasma and mitochondria membrane,
respectively) and 20 �g/ml oligomycin to inhibit the mito-
chondrial F1F0-ATPase.

3. Set the pH of this solution to four different values in the
range of 6.8–7.8. The exact pH of each solution at 37◦C
should be recorded.

4. Place the holder containing the monolayer on the micro-
scope stage. Remove the NSS medium from the cells and
add the first pH calibrating solution. Allow 20 min for equi-
libration before measuring each pH point. When changing
the pH calibration solutions, gently wash cells twice with the
new pH solution to be measured.
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5. To ensure that pH equilibration reached a steady state, each
calibration point was measured after 20 and 30 min, respec-
tively, of equilibration. At both time points the measured pH
values were similar.

6. To avoid any possible systematic errors, perform the calibra-
tion procedure in both directions, from low to high pH and
vice versa.

7. Following the mitochondrial “MTG mask” analysis, plot the
calibration solution pH versus the SNARF-1 ratio in the
cytosol and in the mitochondria, respectively, for all four pH
points. Perform linear regression on the line obtained in each
case to determine the slope (multiplier) and the y-intercept.
Use these values to perform a linear scaling of the SNARF-1
fluorescence ratio.

The result of SNARF-1 calibration in living MDCK cells fol-
lowing the presented protocol are illustrated in Fig. 17.21.

Fig. 17.21. pH calibration for the SNARF-1 signal. Averaged SNARF-1 ratios
(680/590 nm) for cytosol (o) and mitochondria (�) were plotted against the pH of the
bathing solution. Error bars indicate the SEM on the SNARF-1 ratio averaged over five
experiments. Reproduced with permission from Kidney Int (3).

3.6.2. In Situ [Na+]m
Calibration Protocol for
CoroNa Red

1. Expose the cells to various extracellular Na+ concentrations
in the presence of 10 �M gramicidin D, 10 �M nigericin,
20 �M monensin, 1 �M FCCP, and additionally 20 �g/ml
oligomycin (see Note 17). Allow 15 min of equilibration
before measuring each [Na+] point.

2. The solutions with various sodium concentrations were pre-
pared by mixing in different proportions the two calibration
solutions (Section 2.3.3) of equal ionic strength and osmo-
lality. The sodium concentration of the solution was set to
five different values in the range of 145 to 0 mM (145, 120,
72.5, 60, and 0). The plot of the normalized fluorescence
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Fig. 17.22. In vivo calibration curve of the mitochondrial CoroNa Red signal in MDCK
cells (4). Mitochondrial Na+ concentration ([Na+]m) as a function of the fluorescence
intensity of the normalized CoroNa Red signal (N=7) ± SE (standard error). The control
CoroNa Red fluorescence intensity is defined as the fluorescence intensity in normal,
untreated MDCK cells after loading with CoroNa Red. Reproduced with permission from
J Am Soc Nephrol 2005 (4).

intensity of CoroNa Red against [Na+]m resulted in a loga-
rithmic curve (Fig. 17.22).

3. Since CoroNa Red is not a ratiometric probe, non-Na+-
dependent changes in the mitochondrial CoroNa Red
fluorescence, e.g., changes induced by shrinkage or swelling
of mitochondria, might lead to misinterpretation of the
results. For assessing the contribution of non-specific
changes in mitochondrial CoroNa Red fluorescence inten-
sities, the CoroNa Redmito/MTG fluorescence ratio was
used to calculate [Na+]m. Because changes in the mito-
chondrial volume induce equal relative changes in the
fluorescence of both mitochondrial CoroNa Red and MTG,
the CoroNa Redmito/MTG ratio is expected to be volume
independent. The [Na+]m values obtained by the “CoroNa
Redmito/MTG fluorescence ratio” method or calculated
directly from the mitochondrial CoroNa Red fluorescence
intensities are not significantly different. Therefore, the lat-
ter method is applied to calculate [Na+]m.

3.6.3. No Calibration
Protocol for Rhod 2

Calibration was not performed in rhod 2 experiments. Only rela-
tive changes in mitochondrial rhod 2 fluorescence as induced by
treatment of the cells with metabolic inhibitors were assessed. The
observed relative increase in mitochondrial rhod 2 fluorescence
during MI is underestimated because signal is lost throughout the
60 min protocol. This loss of signal might be ascribed to either
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photobleaching of the probe or leakage of the rhod 2 dye out
of the mitochondrial matrix. Observed changes were not related
to focus drift of the instrument since the focus was re-optimized
before every image collection.

4. Notes

1. Fluorescence dye solutions have to be protected from light.
2. When removed from the freezer, allow the aliquots to equi-

librate to room temperature in the dark (aluminum foil
wrapped). This will prevent the contamination of DMSO
with water (as is the case when a bottle is opened before
the content has warmed sufficiently to room temperature).

3. Unless stated otherwise all solutions should be prepared
in water that has a resistance of 18.2 M�; this standard is
referred to as “water” in this text.

4. All chemicals are analytical grade.
5. All solutions can be stored at 4ºC for about 1 month

(check regularly that fungi do not appear in them).
6. The recommended seeding density allows tight confluent

monolayers of MDCK cells to be obtained after 3 days of
culturing, as well as an increased stability of the cells on
the glass surface. For other cell types the seeding density
should be adjusted accordingly.

7. At higher passage numbers we observed a delay in cell
growth, the confluency being reached only after 5 days
in culture. Moreover, the monolayer became less uniform,
the morphology of the cells changing from flat, “polyg-
onal” shape, to a more rounded shape. This change in
morphology observed for older passages is illustrated in
Fig. 17.1. We noticed that when the passage number was
high, growth to confluency was slow and patchy with in
general fuzzy small rounded cells. Switching to new low
passage numbers remedied all issues.

8. On a regular monthly basis potential mycoplasma con-
tamination should be checked with, e.g., the mycoplasma
PCR ELISA kit from Roche (cat no 11 663 925 910)
(Vilvoorde, Belgium).

9. Washing gently means avoiding direct contact with any cell
covered areas, not hitting attached cells head-on with a
syringe flow but breaking the flow by very gently squish-
ing against the walls of the cell holder. Each wash is per-
formed with 2 ml buffer, letting it sit for 30 s. Use very
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gentle re-suction, keeping the needle tip as far away from
the cell covered surfaces and maintaining a low liquid
flow.

10. The second loading protocol was developed based on the
observation that during the experimental time course the
cytosolic fluorescence intensity is decreasing continuously
due to a gradual loading of the mitochondria. Therefore, to
be able to work with a sufficiently high signal-to-noise ratio
of SNARF-1 in the cytosol during longer time periods, the
mitochondrial “sink” was loaded first, followed by a second
loading of the cytosolic pool with SNARF-1.

11. When dual labeling is used, the pinhole size has to be
adjusted for each channel in such a way that the same
observed optical slice thickness is observed for all emission
channels.

12. This step is very important for the reliability of the method,
as using the averaged autofluorescence intensity over the
whole cell can induce large errors in the calculated values
for pHi and pHm. This will affect mainly the data from the
final part of the experiments, when SNARF-1 intensity is
lowered due to photobleaching (see below) and dye leak-
age, and therefore the contribution of the background to
the calculations becomes substantial.

13. As discussed in Section 3.4.1, one concern raised by
repeated laser illumination on living cells is related to the
phototoxicity which might occur. Previous phototoxicity
studies (10, 11) have shown that cellular stress induced by
laser excitation in the visible range (as applied in our exper-
imental protocol) can be detected via an increase in the
cellular autofluorescence. Monitoring changes in autofluo-
rescence during the experimental protocol can therefore be
a useful method to study phototoxicity.

14. These settings allowed us to perform the following pro-
tocol with minimal light exposure and photobleaching in
order to monitor the pHi and pHm changes in MDCK
cells exposed to MI: we first acquired two pre-MI control
images, followed by SNARF-1 ratio imaging at 5, 10, 20,
40, and 60 min during MI. After replacing the MI solution
by fresh NSS, the SNARF-1 ratio was again measured after
15 and 30 min into the recovery period of the cells.

15. Mitochondrial and cytosolic regions of interest should
be carefully selected since at the given pinhole opening
(Section 3.4.2) the optical slice volume contained both
cytoplasmic and mitochondrial localized fluorescence infor-
mation. Just taking the average of all pixels (related to
both mitochondrial and cytosolic signals) is completely
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erroneous and incorrect since the background signal levels
differ between the two. To properly create the MTG mask
for either the pixels under the nucleus (lack of any MTG
signal) or the mitochondria-related pixels (maximum MTG
signal), the MTG image stack was enhanced and stretched
in order to observe even the weakest observable signal.

16. It is to be understood that this part is not easy to automate.
Due to cellular motion usually none of the selected ROI
areas carries over to the next image and the whole process
has to be repeated separately for each image in the stack.

17. Calibration is done starting from high concentration to
zero.
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Chapter 18

Live Cell Imaging Analysis of Receptor Function

Daniel C. Worth and Maddy Parsons

Abstract

Cell surface receptors are crucial in the regulation of a wide variety of signalling responses to extracellu-
lar stimuli such as soluble growth factors or matrix proteins. To respond effectively to rapidly changing
environmental cues, many receptors are rapidly endo- or exo-cytosed to either subcellular or membrane
compartments or they recruit specific intracellular binding partners. Recent advances in microscopy tech-
niques have made it possible to study receptor behaviour in live cells to gain a better understanding
of dynamics, binding partners and sub-cellular localisation. Here we describe several common currently
used techniques to study receptor behaviour in living cells.

Key words: Microscopy, receptor, fluorescence, FRAP, FRET, FLIM, TIRF, Green fluorescent
protein variants, endocytosis.

1. Introduction

Receptors are key to many fundamental processes in cell biol-
ogy. Analysis of receptor function using biochemical assays has
provided a great deal of information regarding posttranslational
modification and binding partners, but does not allow precise
determination of subcellular localisation or dynamics. Recent
advances in microscopy techniques have enabled direct visuali-
sation of receptor function during processes such as internali-
sation, dimerisation and intracellular trafficking in response to
ligand binding. Such experiments have been made possible by
both advancements in imaging technology and protein labelling
techniques. In this paper we outline several imaging techniques
and strategies that are currently used to analyse receptor function
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in live cells. The advantages, disadvantages and troubleshooting
suggestions are discussed for each technique.

1.1. Fluorescent
Labelling of
Receptors

The most popular method for receptor labelling for live imaging
is by generating a genetically encoded fluorescent tag on either
the N or C terminus of the protein (Fig. 18.1a). Typically this
is the green fluorescent protein (GFP) or a variant of it, which
can be excited at specific wavelengths to produce a fluorescent
signal. Many variants of the original GFP have been produced
within the past 15 years and when these are exposed to light of
a specific wavelength, they produce characteristic emission (1, 2).
Photo-activatable (PA) or photo-convertible variants of the GFP
tag have also been used to study localised protein dynamics (3).
These can only be viewed when exposed to a burst of light, for
example, PA-GFP requires activation with light of a wavelength
of 405 nm, only then will the activated PA-GFP be viewable using
excitation at a wavelength of 488 nm. These PA-constructs allow
activation and tracking of the behaviour of a specific population of
molecules (4). Since the generation of the first PA-GFP (5), vari-
ants have been developed with similar photo-activation or con-
version properties but at different wavelengths of fluorescence
(6–8). These fluorophores have been used successfully to study
protein behaviour (9) and trafficking of integrin receptors (10).
Fluorescent protein tags are relatively large (around 27 kDa) and
as such may affect protein folding, function or disrupt interac-
tions with potential binding partners. It is important therefore
to rigorously test localisation and biochemical behaviour of the
expressed tagged receptor prior to imaging to ensure function is
not compromised.

Fig. 18.1. Three most commonly used methods for labelling receptors in live cell imaging studies: (A) receptors labelled
with genetically encoded fluorescent tags (e.g. GFP); (B) small molecule tags (e.g. myc) followed by anti-tag antibody
detection; or (C) tetracycteine motifs for ReASH detection.

An alternative strategy is to use antibody labelling for live
cell imaging (Fig. 18.1b). Kits are available which allow direct
labelling of an antibody to the receptor of interest with a fluores-
cent reporter such as the CyTM (GE Life Sciences), Alexa Fluor R©

(Molecular Probes) or DyLightTM Fluor (Pierce) dyes. This tech-
nique has been used to image a number of receptors including the
p75NTR (11). In some cases this technique may prove more valu-
able as it permits the use of antibodies engineered to recognise
different regions of the receptor or different conformations and
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post-translational modifications. The antibodies being used may
also have a blocking or inhibitory effect on receptor function; this
needs to be considered when choosing an antibody. An additional
way to use labelled antibodies is to genetically encode a small pep-
tide tag on to the receptor of interest and then use a fluorescently
labelled anti-tag antibody to study receptor behaviour. Examples
of this include the use of both HA and myc tags to study nico-
tinic acetylcholine receptors (nAChR) (12) and flag tags to look at
Class 1 metabotropic glutamate receptors (mGluRs) (13). These
labelled anti-tag antibodies can be introduced into live cells either
by direct microinjection into the cytoplasm or by brief treatment
of cells with a mild permeabilising agent (such as saponin) to allow
entry of antibody added to the medium. The same principle also
applies to some fluorescent dyes such FIAsH-EDT2 and RIAsH-
EDT2 dyes (Invitrogen; Fig. 18.1c). These particular dyes are
fluorescent upon binding to the tetracysteine tag, consisting of
a Cys-Cys-Pro-Gly-Cys-Cys consensus sequence (14). This has
the benefit of being relatively small compared to fluorescent pro-
tein tagging and has been used successfully in the study of AMPA
receptors (15). In some cases direct labelling of a receptor may
not be possible and in these cases, direct labelling of a ligand may
be more appropriate. The same labelling strategies discussed for
receptors can also be considered for the ligand. The advantage
of labelling ligand is that in many cases this can then be pro-
duced as a recombinant protein and labelled directly with dyes
prior to treating cells. Labelled epidermal growth factor (EGF) is
a good example of this with successful imaging being performed
with Cy3- or Cy5-tagged EGF (16) or EGF tagged with quantum
dots (17). Quantum dots are highly photostable semiconductor
crystals that emit light when exposed to UV radiation or visible
light depending on the crystal (18). One of the common studies
to perform with labelled ligands is pulse-chase experiments. Here,
cells are exposed to a dose of labelled ligand (pulse) and then at
a later time point, unlabelled ligand (chase). In cases where both
ligand and receptor are labelled, it is possible to investigate inter-
actions between the two.

1.2. Overview of
Strategies for
Imaging Receptors in
Living Cells

A number of different imaging techniques can be used to study
fluorescently labelled receptors (Fig. 18.2). Wide-field (or epi-
fluorescence) microscopy allows cells to be imaged with fluo-
rescence and phase contrast, thus the position of a fluorescently
tagged receptor can be seen in relation to cell movement. Imaging
can be performed on a fluorescent microscope equipped with a
charge-coupled device (CCD) camera and the appropriate excita-
tion and emission filter sets to distinguish spectral regions of inter-
est. When using sensitive CCD cameras, this method of imaging is
relatively non-toxic to cells due to the low illumination/exposure
times that are required to achieve high-quality images (19).
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Fig. 18.2. Overview of methods to image receptors in live cells. (A) Examples of images
acquired using wide-field fluorescence time-lapse microscopy to image dynamics of
�3 integrin-GFP in fibroblasts. (B) Cartoon schematic of basic set-up of a confocal
microscope (left panel) and (right panels) example images of E-Cadherin expressed in
human epithelial cells imaged over 2 min. (C) Cartoon schematic of the principles of
TIF microscopy (left panels) and example comparative images of �1 integrin-GFP in a
mouse fibroblast by wide-field microscopy (top panel) and the same cell imaged by TIRF
(bottom panel).

An alternative to wide-field microscopy is the highly sensitive
confocal microscope. Here, instead of polychromatic light passing
through filter sets, lasers are used to excite at specific pre-defined
wavelengths. This then excites the tagged receptor and the emit-
ted light from the sample is received by a photo-multiplier tube
detector. Using this form of microscopy allows for greater res-
olution in the z-axis than wide-field microscopy as the emitted
light is from a narrow focal plane. Depending on the speed of the
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system, images can be taken anywhere from 4 to 30 frames/s
using a fast resonant scan head. Faster scan speeds are more
suited for live imaging and some systems will also allow Z-stack
images to be acquired over time. A drawback of using this form
of microscopy for live imaging is that the exposure of cells to
lasers can result in tag photobleaching and phototoxicity, which
can affect cell behaviour thus leading to artefacts.

Another method for viewing cell surface receptors in con-
tact with the substrate (such as integrins) is total internal reflec-
tion (TIRF) microscopy. This technique works through produc-
tion of an evanescent wave, which is achieved when light is
totally reflected when passing from a solid phase to a liquid phase
(Fig. 18.2). The resulting wave decays exponentially and so only
penetrates a short distance into the cell, approx 100nm (20).
Thus, this makes TIRF an ideal method for viewing events near
to the plasma membrane, such as viewing protein recruitment to
a receptor or dynamics of a receptor to, from or within the mem-
brane.

Donor
(eg:GFP)
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(eg:mCherry)
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Donor
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(eg:488nm)

Donor
Emission

FRET

• Decreased Donor
Emission (intensity)
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Imaging)
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Using FRET to analyse receptor function

Donor
(eg:GFP)
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(eg:mCherry)

Donor
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Donor
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A: B:

Fig. 18.3. Using FRET to analyse receptor function. (A) Donor and acceptor molecules are more than 10 nm apart,
therefore excitation of the donor does not result in transfer of energy to acceptor. (B) When acceptor fluorophore is less
than 10 nm from donor fluorophore, excitation of donor can result in both increased acceptor emission and decreased
donor emission. FRET efficiencies can be calculated by measuring these parameters.

Fluorescence resonance energy transfer (FRET) is a technique
used to measure the interaction between two fluorescently tagged
proteins, when the donor (a protein tagged with a shorter wave-
length tag) comes in close proximity with an acceptor located on
the binding partner (Fig. 18.3). Non-radiative resonance energy
transfer takes place from the donor to the acceptor, resulting in
increased fluorescence of the acceptor, decreased fluorescence of



316 Worth and Parsons

the donor and a reduction in fluorescence lifetime of the donor.
Any of these three occurrences can be measured to ascertain the
levels of FRET between the two interacting proteins. FRET is a
powerful technique to study both receptor homo- and hetero-
dimerisation and receptor association with intracellular binding
partners in live cells (21).

Fluorescence recovery after photobleaching (FRAP) is an
excellent method to study the dynamics of receptors and to quan-
tify the speed of mobilisation within certain compartments of a
cell (Fig. 18.4). Using a confocal microscope, regions of inter-
est are defined and bleached until a total loss of fluorescent
signal in that area is achieved. The rate of recovery of fluorescent
signal within the region of interest is then recorded over time.
The resulting data can be used to calculate the speed of recov-
ery of intensity: the faster the time the faster the dynamics of your
receptor. It can also be used to calculate the mobile and immobile
fractions of the receptor, with the percentage recovery seen being
the mobile fraction and the percentage recovery not seen being
the immobile fraction (22). Fluorescence loss in photobleach-
ing (FLIP) uses the same principle as FRAP apart from instead
of measuring recovery, loss of intensity is recorded. The chosen
region of interest is bleached repeatedly while images of the whole
cell are taken. If fluorescence is lost outside the bleached region,
then that indicates that your tagged protein has moved from, or
through, this area (23).

Pre-bleach Bleach +60 secs +120 secs +300 secs

A: FRAP of E-Cadherin-GFP

B: Example of FRAP recovery curve for E-Cadherin-GFP

Immobile
fraction

Mobile
fractiont1/2

Fig. 18.4. FRAP analysis of receptor dynamics. (A) Sample images of a time course of
images acquired on a confocal microscope to analyse dynamics of E-Cadherin-GFP by
FRAP. Panels show a single pre-bleach image followed by an image acquired immedi-
ately post-bleach (bleached region of interest box highlighted in white) and subsequent
recovery images. (B) An example of a recovery curve obtained from the FRAP data set.
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2. Materials

1. Substrates designed for live cell imaging, such as glass
coverslips (e.g. Menzel-Gläser) glass-bottom minidishes
(MatTek, Ashland, MA) or LabTek R© 2- or 8-well chamber
slides (Nunc, Rochester, NY).

2. Extracellular matrix protein, e.g. fibronectin or vitronectin
(see Note 1).

3. Phenol-red free medium (see Note 2).
4. Buffering solution such as HEPES (4-(2-hydroxyethyl)-1-

piperazineethanesulfonic acid) (see Note 3).
5. Cells to be analysed – normal or transfected with tagged

receptor.
6. Labelled antibodies or fluorescent ligands. These must be

prepared in advance of imaging and diluted in an appropriate
buffer. Labelled proteins should be filtered using a 0.22-mm
syringe filter (Millipore, Bedford, MA) prior to use to avoid
interference from aggregates of unbound fluorescent dye.

7. Proper filter sets (GFP, filters labels).
8. Immersion oil (e.g. from Cargille Laboratories, NJ, or Leica

Microsystems, Wetzlar, Germany).

3. Methods

3.1. Wide-field
Imaging of
Fluorescently Tagged
Receptors

1. Plate cells of interest into imaging dishes (see Note 1). Time
of plating prior to imaging depends upon the experimental
aims.

2. Prepare microscope. If an environmental chamber is used
(surrounding microscope) ensure the chamber is pre-heated
to 37◦C and temperature is stable before use to avoid fluctu-
ations in focus during imaging. Switch on fluorescence illu-
minator 20 min before use to allow stabilisation.

3. For pulse-chase experiments using labelled ligand, add lig-
and to cells on ice, allow binding to occur, wash off excess
unbound ligand and replace with fresh media.

4. Place the dish onto the stage ensuring both the stage insert
and dish are securely held in place. Allow around 10 min for
stabilisation of temperature (this will reduce focal drift) and
settling of the dish/plate.
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5. If fluorescently labelled ligand or exogenous proteins are to
be used, add these to the media at this stage to allow binding
prior to imaging.

6. Identify a labelled/transfected cell of interest. This can be
done either using illumination down the eyepieces or using
direct visualisation onto the camera (see Note 4).

7. Set up acquisition software (this will vary – refer to manu-
facturers guidelines) and acquire an image of the cell in both
GFP and phase-contrast channels.

8. Once the desired cell is in focus and stable, begin time-lapse
acquisition (see Note 5).

9. Once acquisition is complete, the acquired images can be
saved as a movie file (e.g. avi or quicktime) or saved as indi-
vidual files (e.g. tiffs) and be presented as a montage as in
Fig. 18.2a, where adhesions containing GFP-tagged �3-
integrin can be seen. The change in localisation of these
adhesions can be seen in relation to the cell’s movement.
Also, the assembly and disassembly of these sites can be
quantified over the movie time period.

3.2. Confocal
Microscopy Analysis
of Receptor
Localisation

1. Prepare cells and confocal microscope as in Section 3.1.
2. Once dishes containing cells are secure on the microscope

stage, use the wide-field illuminator to find cells of interest
down the eyepieces (see Note 6).

3. Once cells are located, switch to confocal PMT detector
mode. Select the correct laser and filter set configuration.

4. Acquire a single-scan image of cells of interest and ensure
focal plane/laser gain levels are correct and the resulting
image is not saturated.

5. Set the time-lapse protocol window to acquire a single-scan
image every 10–15 s over 5 min. Modify as necessary as in
Section 3.1.

6. Z-stacks can also be acquired throughout the entire cell at
every time point to enable collection of three-dimensional
data sets over time. This enables a 3D reconstruction of
the cell to be generated post-acquisition to analyse receptor
behaviour within the entire cell rather than at a single focal
plane. An example of this is shown in Fig. 18.2b where Z-
stacks of cells expressing E-Cadherin-GFP have been taken
(see Note 7).

7. In the analysis of dynamics of photo-activatable variants of
GFP (PA-GFP) or photo-switchable fluorescent proteins,
avoid exposure of cells to UV light prior to experimental
photo-activation, as this can lead to low-level GFP activation.
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Image and focus cells initially using brightfield illumination
and a single scan using phase contrast/differential inter-
ference contrast (DIC) settings on the confocal scan head
acquired.

8. Set up the time-lapse acquisition protocol to undergo a
“bleach/activation” cycle (at 405 nm for PA-GFP) followed
by acquisition of the desired number of images every 10–15 s
using the 488-nm laser (to detect the activated GFP).

9. Highlight the area of interest to be photo-activated (e.g.
plasma membrane) with a region of interest box using the
bleaching function protocol. Activate the 405-nm laser at
100% power and illuminate the cell for a set number of iter-
ations within the defined region of interest.

10. Once activation is complete, visualise and track the GFP over
time within the cell.

3.3. TIRF Analysis of
Receptor Behaviour

TIRF is only suitable for imaging receptors that are presented at
the interface between the cell and coverslip. Correct alignment
and calibration of TIRF illumination angle (both for wide-field
and laser-based systems) must be checked prior to imaging to
ensure a good TIRF signal is achievable.

1. Cell preparation as in Section 3.1 (see Note 8).
2. Place imaging chamber securely onto microscope stage

ensuring that the sample is completely flat on the stage.
3. Acquire starting images of cells under wide-field and TIRF

illumination. Optimise focal plane and adjust TIRF laser
angle if necessary. If an automatic focussing device is avail-
able on the microscope, activate this to ensure correct focal
plane is maintained throughout the acquisition period.

4. Set up time-lapse software to acquire an image every × sec-
onds over × number of repeats. Start experiment.

5. The images obtained again can be saved as in Section 3.1,
step 9. Sample images can be seen in Fig. 18.2c where
a fibroblast expressing GFP-tagged �1 integrin is seen in
wide-field and in TIRF. The TIRF image shows �1 inte-
grin containing adhesions which are in contact with the
coverslip.

3.4. FRET Analysis of
Receptor
Dimerisation or
Binding Partners

The common method used to measure FRET in live samples
is using confocal acquisition of intensity-based measurements.
Other techniques such as fluorescence lifetime imaging (FLIM)
are used but tend to be less common, and due to lengthy imaging
periods required for photon counting are often not best placed for
live cell imaging studies. The following is an example of how to
set up a FRET experiment for analysis by fluorescence intensity
ratiometric method.
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1. Co-transfect cells with donor- and acceptor-labelled
molecules of choice. Common fluorophore pairs used are
CFP/YFP and GFP/mRFP (or mCherry) (see Note 9).

2. Plate and mount cells on microscope stage as in Section 3.1.
3. Locate expressing cells and acquire a single-confocal scan to

optimise focal plane and laser settings. Use a pseudocolour
look up table (LUT) to ensure images are not saturated at
any point.

4. Set up the time-lapse and bleach control windows to acquire
a single-scan pre-bleach, followed by a bleach at a defined
region of interest, followed by a single-scan post-bleach with
no delay between acquisition scans. Set the bleaching laser to
100% output (see Note 10).

5. Set up region(s) of interest for bleaching. Run protocol and
save data. If bleaching is incomplete, repeat on a different
sample using increased bleach time.

6. Many software packages provide FRET analysis tools for
post-acquisition purposes. Use these plug-ins where pos-
sible. If software is not installed on imaging system, the
programme ImageJ (available from: http://rsb.info.nih.
gov/ij/) can be used. Numerous plug-ins are available to
download that allow you to analyse FRET data.

7. When analysing data consider the following: (a) corrections
for fading during image acquisition (changes in intensity
across the whole cell before and after bleaching); (b) cor-
rections for differences in starting intensity of donor and
acceptor fluorophores (this is essential when analysing ratio-
metric FRET data); (c) crosstalk detected between different
fluorophores (i.e. wavelength “bleedthrough”), which can
be tested by acquiring each channel as a single line scan indi-
vidually with the other laser line inactivated.

8. Images should be smoothed using a 3 × 3 box mean fil-
ter (this can be done in ImageJ or photoshop), back-
ground subtracted and post-bleach images fade compen-
sated. A FRET efficiency ratio map over the whole cell
is calculated using the following formula: (donorpostbleach–
donorprebleach)/donorpostbleach. Ratio values are extracted
from pixels falling inside the bleach region as well as an
equally sized region outside of the bleach region and the
mean ratio determined for each region and plotted on a his-
togram. The non-bleach ratio is then subtracted from the
bleach region ratio to give a final value for the FRET effi-
ciency ratio. Data from images must be used only if acceptor
bleaching efficiency is greater than 70%.
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3.5. FRAP/FLIP
Analysis of Receptor
Kinetics and
Recruitment

1. Set cells up as in Section 3.1.
2. Set up cells/imaging chambers on microscope stage securely.
3. Find cell(s) of interest and focal plane as in Section 3.2.

Acquire a single scan at each of the required wavelengths to
ensure good signal in each channel.

4. Set up time-lapse and bleach acquisition control panels.
Define the region(s) of interest for photobleaching as in
Section 3.4, and the laser for bleaching (e.g. for bleach-
ing GFP, use 488 nm) set to 100% for bleach cycle (see
Note 11).

5. Set up time-lapse acquisition software to acquire a mini-
mum of four scans before bleaching (to ascertain pre-bleach
intensity and fluorophore fading) followed by a single bleach
scan, followed by a single scan every x seconds over x cycles
(depending upon kinetics of receptor to be imaged).

6. Run imaging experiment.
7. Once the time-lapse protocol has finished, analyse data for

recovery (or loss of signal for FLIP) kinetics. Plot intensity
over time for the region of interest.

8. The final data set must be corrected for fading of the flu-
orophore over time (due to illumination). To achieve this,
apply the slope of the curve of the pre-bleach image intensi-
ties plotted as a function of time, or a background region of
interest for the entire time-lapse sequence.

9. Re-plot corrected recovery values as percentage recovery
over time.

4. Notes

1. If cells do not adhere, coverslips or imaging chambers can
be pre-coated with an extracellular matrix protein such as
fibronectin or vitronectin.

2. Phenol red dye is auto-fluorescent and can result in
high background levels during imaging. Media such as
OptiMEM R© can be used. If cells are unhealthy, the media
can be supplemented with 1–10% fetal bovine serum
(FBS).

3. Buffering solutions are only required if cells are to be
imaged in an environment where the CO2 levels are not
regulated.
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4. Avoid excessive exposure of cells to fluorescent light to pre-
serve fluorescent signal and protect cells.

5. The interval period and number of images acquired will
depend upon the dynamics of the receptor being studied.
A good starting point is to acquire an image every 10–15 s
for 5 min in both fluorescence and phase contrast chan-
nels. This will provide an initial idea of speed of movement
of the receptor/ligand and the acquisition protocol can be
subsequently modified if necessary.

6. Using Wide-field as opposed to confocal will avoid unnec-
essary exposure to lasers and help prevent photobleaching
and phototoxicity.

7. Two potential caveats exist with acquiring Z-stacks over
time. First, depending upon the final resolution of the
image obtained and the optical depth of the samples, the
acquisition of a full Z-stack can be rather time-consuming.
In this case, it may be necessary to reduce either the res-
olution (from 1024 × 1024 pixels to 512 or 256 pixels)
or the number of Z-stacks to speed up acquisition times.
Second, the increased exposure to laser illumination dur-
ing acquisition of Z-stacks may cause considerable fading
of the fluorophore and/or prove toxic to some cells.

8. For TIRF analysis, cells must be plated on glass coverslips
and mounted in aqueous medium, e.g. growth media or
PBS (phosphate-buffered saline).

9. Ideally, each fluorophore-tagged protein should be
expressed at similar levels in each cell to be analysed.

10. The number of iterations (or bleach scan passes) should be
optimised for each fluorophore depending upon the inten-
sity of the signal to be bleached and the output power of
the laser line used.

11. For FRAP, the bleach region will be a relatively small,
defined area of interest such as a membrane compartment
or vesicle. For FLIP analysis, the protocol set-up is essen-
tially the same, but the bleach region is much larger to
allow calculation of loss of fluorescence in the remaining
un-bleached region of interest.
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Chapter 19

Subcellular Dynamic Imaging of Protein–Protein
Interactions in Live Cells by Bioluminescence
Resonance Energy Transfer

Julie Perroy

Abstract

Protein functions rely on their ability to engage in specific protein–protein interactions and form com-
plexes that are dynamically regulated by stimuli. Bioluminescence resonance energy transfer (BRET) is
a highly sensitive technique, which allows monitoring of interaction between two proteins: one tagged
with the luminescent donor Renilla luciferase, the other with a fluorescent acceptor such as YFP. We
adapted this method to single-cell imaging. To this aim, we tag proteins of interest, transfect cells
with these fusions, and use the high-sensitivity microscopy, combined with electron multiplying cooled
charge-coupled device (EMCCD) cameras and improved bioluminescence probes. We thus achieve rapid
acquisition of high-resolution BRET images and study the localization and dynamics of protein–protein
interactions in individual live cells.

Key words: Bioluminescence, live cell BRET imaging, subcellular localization, protein–protein
interactions, bioluminescence-dedicated microscope, electron multiplying cooled charge-coupled
device camera.

1. Introduction

Bioluminescence resonance energy transfer (BRET) allows real-
time analysis of interactions between proteins, which are
expressed in their natural location in living systems. BRET is
a proximity-based assay that relies on the non-radiative trans-
fer of energy between donor and acceptor molecules accord-
ing to the Förster mechanism. The efficiency of energy trans-
fer depends primarily on (1) the overlap between the emission
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spectrum of the donor and excitation spectrum of acceptor and
(2) the distance (<10 nm) and orientation of the donor and
acceptor entities (1, 2). The steep dependence of BRET on the
distance between the donor and acceptor (1/r6) allows monitor-
ing of protein–protein interactions. This is achieved by attach-
ing BRET-compatible donor and acceptor entities to the stud-
ied proteins. The energy donor is a bioluminescent enzyme such
as Renilla luciferase (Rluc) that generates light emission upon
the addition of its substrate, whereas the acceptor is a fluores-
cent protein such as yellow fluorescent protein (YFP). To fully
benefit from the excellent signal to background ratio provided
by BRET (3), we developed BRET-based microscopy imaging,
which provided the ability to study spatio-temporal dynamics of
protein–protein interactions in live cells. Since it does not require
sample illumination, bioluminescence imaging circumvents the
problems of phototoxicity common in fluorescence microscopy,
thus improving imaging in live objects (4, 5) and photosensitive
tissue (6). More importantly, this methodology enables to visual-
ize and quantify dynamics of protein–protein interactions at sub-
cellular level in individual mammalian cells (7).

2. Materials

2.1. Cell Culture 1. Human Embryonic Kidney 293T cell line (HEK293T, Gen-
taur, Paris, France) (see Note 1).

2. Dulbecco’s modified Eagle’s medium (DMEM)
(Gibco/BRL, Bethesda, MD) supplemented with 10%
fetal bovine serum (FBS, HyClone, Ogden, UT).

3. Glass-bottom culture minidishes, type P35GC-0-14-C
(MatTek Corporation, Ashland, MA).

2.2. Transfection 1. Plasmids: pRluc-N1 and pEYFP-N1 (PerkinElmer, Boston,
MA). pDsRed-N1 (DsRed, Clontech, Saint-Germain-en-
Laye, France).

2. Transfection reagent: HEPES-buffered saline (HBS,
280 mM NaCl, 50 mM HEPES [pH 7], 1.5 mM
Na2HPO4) and 2.5 M CaCl2.

3. Phosphate-buffered saline (PBS): 137 mM NaCl, 2.7 mM
KCl, 1.4 mM NaH2PO4, 4.3 mM Na2HPO4, pH 7.4.

2.3. BRET 1. 2 mM Coelenterazine H (CoelH, Interchim, Montluçon,
France) dissolved in pure ethanol, kept at –20◦C.
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2. Bioluminescence-dedicated microscope: Axiovert 200 M
(Zeiss, Le Pecq, France). Plan-Apochromat 63×/1.40 Oil
M27 objective (Zeiss, Le Pecq, France). Filters: Exciter
HQ480/40 #44001 – emitter HQ525/50 #42017 – exciter
HQ540/40 #59313 – emitter HQ600/50 #65886 – emit-
ter D480/60 #61274 – emitter HQ535/50 nm #63944 (all
from Chroma, Rockingham, VT).

3. Camera: cascade 512B (Photometrics, Evry, France).
4. Acquisition and analyses software: Metamorph software

package (Molecular Devices, Downingtown, PA).

3. Methods

The catalytic oxidation of Coelenterazine H (CoelH) by the bio-
luminescent enzyme Rluc results in the emission of light with
maximum at 480 nm (Em480). When an appropriate energy
acceptor such as the YFP is present within BRET-permissive dis-
tance from Rluc, part of the energy can be transferred to the
acceptor non-radiatively. This process leads to the excitation of
the YFP and subsequent emission of light with a characteris-
tic spectrum having maximum at 535 nm (Em535) (8) (see
Fig. 19.1). One of the difficulties in establishing BRET imaging
is to reliably discriminate the signal originating from the trans-
fer of energy from that resulting from an overflow of the energy
donor output into the energy acceptor detection channel. To con-
trol for the basal signal of the donor, the Rluc fused protein (P1-
Rluc) is expressed in the absence of YFP-tagged protein. In this
case, DsRed is used as a reporter of transfection to identify the
cells that do not display BRET. In parallel, another pool of cells
is transfected with the two proteins of interest: P1-Rluc and P2-
YFP. Twenty-four hours after transfection, these cells are pooled
and cultivated for a further 24 h in the same culture dishes. After
this, BRET experiments are carried out.

Once transfected cells (expressing DsRed or YFP protein
and the donor protein) are identified by fluorescent imaging of
DsREd or YFP, excitation light is switched off and Coelenter-
azine H solution is added to cells. Then emission of Rluc (at
450–510 nm, maximum at 480 nm) and YFP (510–560 nm, max-
imum at 535 nm) are recorded, using Em480 and Em535 filters,
respectively. The ratiometric image 535 nm/480 nm reveals the
subcellular localization of the interaction between P1-Rluc and
P2-YFP. The cells used as BRET-negative control, i.e., expressing
P1-Rluc alone, produce negligible signal.
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Fig. 19.1. Principle of bioluminescent resonance energy transfer (BRET). Upon binding of the two proteins, the donor and
acceptor tags are brought in close proximity so that the luminescence energy resulting from the catalytic degradation
of CoelH by RLuc is transferred to the YFP. YFP then emits fluorescence producing characteristic changes in emission
spectrum. The typical effective distance between the donor and acceptor is 10–100 Å. This range correlates well with
most of the biological interactions, thus making BRET an excellent tool for real-time monitoring of these interactions in
living cells.

3.1. Cell Culture and
Transfection

1. pRluc-N1 and pEYFP-N1 are used to fuse the DNA cod-
ing sequence of Rluc and YFP in frame with the DNA cod-
ing sequence of partner1 (P1-Rluc) and partner 2 (P2-YFP),
respectively (see Note 2) (9).
Rluc protein:

MTSKVYDPEQRKRMITGPQWWARCKQMNVLDSFI-
NYYDSEKHAENAVIFLH

GNAASSYLWRHVVPHIEPVARCIIPDLIGMGKSGKSG-
NGSYRLLDHYKYLTA

WFELLNLPKKIIFVGHDWGACLAFHYSYEHQDKIKA-
IVHAESVVDVIESWDE

WPDIEEDIALIKSEEGEKMVLENNFFVETMLPSKIM-
RKLEPEEFAAYLEPFKEK

GEVRRPTLSWPREIPLVKGGKPDVVQIVRNYNAYLR-
ASDDLPKMFIESDPGFF

SNAIVEGAKKFPNTEFVKVKGLHFSQEDAPDEMG-
KYIKSFVERVLKNEQ –
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YFP protein:

MVSKGEELFTGVVPILVELDGDVNGHKFSVSGEGE-
GDATYGKLTLKFICTTG

KLPVPWPTLVTTFGYGLQCFARYPDHMKQHDFFK-
SAMPEGYVQERTIFFKDD

GNYKTRAEVKFEGDTLVNRIELKGIDFKEDGNILG-
HKLEYNYNSHNVYIMAD

KQKNGIKVNFKIRHNIEDGSVQLADHYQQNTPIGD-
GPVLLPDNHYLSYQSALS

KDPNEKRDHMVLLEFVTAAGITLGMDELYK
2. For HEK293T transfection experiments, cells are seeded

at a density of 2 × 106 cells per 100 mm dish and cul-
tured for 24 h. Transient transfections are then performed
using the calcium phosphate precipitation method (10). Dis-
tinct pools of cells are transfected with plasmids coding for
P1-Rluc and P2-YFP, or plasmids coding for P1-Rluc and
DsREd (transfection reporter) (see Note 3). Twenty-four
hours after transfection, the two populations of transfected
cells are pooled and cultured for an additional 24 h in glass-
bottom culture dishes.

3.2. Imaging Set-Up Standard inverted fluorescence microscope Axiovert 200 M is
modified such that all light-emitting diodes are taken out and
the light path is blocked with a 1.5-m optical fiber to limit
optical interferences. The microscope is placed in a black box
which protects from ambient light (see Fig. 19.2). Images are
recorded at room temperature with a 63× objective. Identi-
fication of transfected cells necessitates the use of two-color
detection. Exciter HQ480/40 #44001 and emitter HQ525/50
#42017 are used for YFP, whereas exciter HQ540/40 #59313
and emitter HQ600/50 #65886 are used for DsRed. BRET
experiment, i.e., without photoexcitation but in the presence
of luciferase substrate, requires the selection of 480 nm (filter
D480/60 nm) and 535 nm (filter HQ535/50 nm) emission
wavelengths. Images are collected with a cascade 512B camera
equipped with an EMCCD detector, back-illumination and On-
chip Multiplication Gain, which is mounted on the camera base-
port of the microscope.

3.3. Identification of
Cells Expressing
P1-R luc Alone or
P1-R luc and P2-YFP

1. Wash once the sample in glass-bottom dish containing both
types of transfected cells with 200 �l of PBS and then add
200 �l of PBS.

2. Place the sample on the microscope. To identify positively
transfected cells, excite the sample with appropriated fil-
ters: 540 nm excitation and 600 nm emission for DsRED;
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Fig. 19.2. Bioluminescence imaging set-up. (a) The Axiovert 200 M Microscope is an
inverted fluorescence microscope, which is dedicated to bioluminescence. Thus to get
rid of the ambient light pollution and collect the weak luminescent signal, the lumi-
nescent diodes were taken off, the light source deviated with an optical fiber (1.5 m
long), and the microscope was installed into a black box. (b) The Cascade 512B cam-
era is mounted on the base port of the microscope. (c) We use the acquisition software
Metamorph.

480 nm excitation and 525 nm emission for YFP. Iden-
tify the cells expressing DsRED and P1-Rluc alone and
cells co-expressing P1-Rluc and P2-YFP (see Fig. 19.3a).
At the end of this experiment, switch off the excitation light
source.

3.4. BRET Images
Acquisition

1. Dilute the 2 mM CoelH stock solution in PBS to obtain 50
�l of a 100-�M CoelH solution.

2. Apply 50 �l of CoelH 100 �M in the culture dish, to get
a final concentration of 20 �M CoelH, and wait for 5 min
to allow diffusion of CoelH into the cell and initiation of
Rluc-catalyzed oxidation of CoelH by oxygen which pro-
duces light (see Note 4).

3. Perform sequential 30 s acquisitions (see Note 5), using the
following parameters: Gain – 3950 at 5 MHz, binning – 1.
Using emission filters D480/60 nm and HQ535/50 nm,
obtain sets of Em480 and Em535 images, respectively.
Record these raw images (see Fig. 19.3b). To follow the
dynamic of the interaction between P1-Rluc and P2-YFP,
subsequent acquisitions could be repeated (see Note 4).

3.5. BRET Images
Analyze

1. Analyze recorded images in Methamorph software. Open
the Em480 and Em535 images. In each image, define a
square region (10 × 10 pixels) in the area without cells
(“background region”) and subtract the averaged signal
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A
YFP DsREd Merged

B Em480 Em535

C Em480 Em535 D Ratio 535 / 480

Fig. 19.3. Representative BRET images. (a) Identification of transfected cells. Cells are excited with a light at the appro-
priated wavelength for YFP or DsRED. In the same microscopic field cells express either the donor P1-RLuc and acceptor
P2-YFP or only the donor P1-RLuc (+ DsRED). (b) Em480 and Em535 acquired 5 min after incubation with 20 �M CoelH.
Em480 (left) corresponds to the light emitted by the P1-RLuc at 480 nm. Em535 (right) depicts light emitted at 535 nm
coming from (1) the overflow of the energy donor output into the energy acceptor detection channel and (2) originating
from the transfer of energy, if any. (c) Em480 and Em535 images obtained after subtraction of the background region
(dotted square on Fig. 19.3b) and reduction of the noise with a median filter. (d) Ratio 535/480 image obtained by
pixel-by-pixel division of the intensity emitted at 535 over 480 nm (illustrated on Fig. 19.3c), expressed in 255 pseudo-
colors from black (minimum) to red (maximum). Note that the cell that expresses P1-RLuc and P2-YFP displays a much
higher ratio signal than the control cell expressing only the donor. Intense BRET signals between the two partners are
preferentially localized at the plasma membrane of the cell.

from this region from the raw image. Then apply a median
filter to produce the Em480 and Em535 images (see
Fig. 19.3c) (see, important, Note 6).

2. Generate ratiometric Em535/Em480 images by dividing
the absolute intensities of each pixel of the yellow and blue
images obtained at 535 and 480 nm, respectively.

3. Analyze the ratiometric images. Cells that express P1-Rluc
only donor display homogenous and relatively low ratio val-
ues resulting from donor emission leaking into the accep-
tor detection channel. In contrast, the cells transfected with
both plasmids may display heterogenous ratio values. High
values correspond to efficient energy transfer and interac-
tion between the two proteins (see Note 7). These numerical
ratios (from min to max) are processed further and visualized
with a continuous 256 pseudo-color Look-Up Table, LUT
(see Fig. 19.3d).
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4. Notes

1. There is no restriction concerning the cell line type, provided
that cells could be transiently or stably transfected. We suc-
cessfully performed BRET imaging on COS cells or primary
culture of hippocampal neurons.

2. The insertion of the tag should not damage the expres-
sion and function of the protein. The tag location there-
fore depends on the nature of the protein. The expression
and function of the resulting fused protein should be com-
pared with those of the native protein, prior to the initia-
tion of protein–protein interaction experiments. It is worth-
while to construct several different tagged fusion proteins
and choose the most efficient BRET couple. Since the BRET
signal depends on the relative orientation of the donor and
acceptor entities, testing several tagged couples may improve
method performance.

3. DsRED has been shown to have no effect the BRET
between RLuc and YFP (7). However, other fluorescent
reporters of transfection can also be used, provided that their
expression does not impair the BRET signal recorded in the
presence of CoelH.

4. BRET signal usually reaches its maximum 5 min after the
addition of CoelH and then remains constant for at least
25 min (7). Acquiring images within this time frame allows
constant BRET values.

5. Acquisition times between 1 and 120 s can be used; how-
ever, each system has its optimum. Longer acquisition times
usually improve image resolution; however, when they are
too long signal-to-noise ratio can be impaired (7).

6. Median filter reduces the noise in the active image by replac-
ing each pixel with the median of four neighboring pixel val-
ues. Therefore, median filter masks isolated pixels with ratio
values in the areas having near-background signals. These
areas tend to be highly variable or even undefined (division
by zero).

7. To determine the minimal and maximal ratio values, identi-
cal square regions are drawn on Em535 and Em480 images
on the areas of interest. The intensity of each pixel is deter-
mined and exported into Excel table. Calculate the ratio for
each pixel by dividing Em535 by Em480, and find the mini-
mal and maximal values of the ratio between which the 256-
color scale will be set.
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Chapter 20

Quantitative Analysis of Membrane Potentials

Manus W. Ward

Abstract

The changes that occur in electrochemical gradients across biological membranes provide us with invalu-
able information on physiological responses, pathophysiological processes and drug actions/toxicity. This
chapter aims to provide researchers with sufficient information to carry out a quantitative assessment of
mitochondrial energetics at a single-cell level thereby providing output on changes in the mitochon-
drial membrane potential (�
m) through the utilization of potentiometric fluorescent probes (TMRM,
TMRE, Rhodamine 123). As these cationic probes behave in a Nernstian fashion, changes at the plasma
membrane potential (�
p) need also to be accounted for in order to validate the responses obtained with
�
m-sensitive fluorescent probes. To this end techniques that utilize �
p-sensitive anionic fluorescent
probes to monitor changes in the plasma membrane potential will also be discussed. In many biolog-
ical systems multiple changes occur at both a �
m and �
p level that often makes the interpretation
of the cationic fluorescent responses much more difficult. This problem has driven the development of
computational modelling techniques that utilize the redistribution properties of the cationic and anionic
fluorescent probes within the cell to provide output on changes in �
m and �
p.

Key words: Plasma, mitochondrial, membrane potentials, fluorescence microscopy, confocal
fluorescence, TMRM, computational modelling.

1. Introduction

The desire to accurately monitor changes in mitochondrial mem-
brane potential (�
m) at a single-cell level has increased dra-
matically as mounting evidence implicates mitochondria in many
roles in both the physiology and pathology of many cell types
(1, 2). Indeed, much of my research has focused on the char-
acterization of mitochondrial function during the glutamate-
induced neuronal injury associated with ischemic, traumatic, and

D.B. Papkovsky (ed.), Live Cell Imaging, Methods in Molecular Biology 591,
DOI 10.1007/978-1-60761-404-3 20, © Humana Press, a part of Springer Science+Business Media, LLC 2010

335



336 Ward

seizure-induced brain injury (3). Glutamate receptor overactiva-
tion is known to result in an excessive Ca2+ uptake leading to a
rapid loss of mitochondrial bioenergetics and necrosis (4–10), a
delayed apoptotic neuronal injury with a collapse of mitochon-
drial bioenergetics hours after the initial excitation (10–14) and
neurons with a hyperpolarized �
m that are tolerant to the stim-
ulus (15, 16). In this injury paradigm it is also evident that rapid
changes occur at the plasma membrane potential (�
p) during
excitation with Ca2+ and Na+ loading of the neurons that is
followed by a recovery of �
p when the glutamate stimulus is
removed (16). Therefore, a specific need has been established that
requires the accurate determination of changes in mitochondrial
function (monitoring �
m) in situ relative to changes in the elec-
trochemical gradient across the plasma membrane (monitoring
�
p) at a single-cell level.

Fluorescent membrane-permeant cationic probes such as
tetramethylrhodamine methyl and ethyl esters (TMRM, TMRE)
and Rhodamine-123 have become some of the most frequently
used probes for the analysis of �
m in intact cells due to their
minimal photo-toxicity, low photo-bleaching, and the ability to
use them in either a quenched (aggregated probe) or non-
quenched (no aggregation) mode (17, 18). Previously we have
successfully utilized TMRM to monitor changes in �
m in cere-
bellar granule neurons (10, 16). During these studies we also
established that TMRM whole-cell fluorescence is highly sensi-
tive to changes in �
p (10, 18, 19). Indeed, this sensitivity of
cationic fluorescent probes to changes in both�
m and�
p have
often resulted in a misinterpretation of the fluorescent responses
obtained, with changes in �
m frequently overestimated
(7, 8, 11, 18, 20–23). This anomaly has in turn driven the
development of computational models that utilize the Nernstian
behaviour of the cationic fluorescent probes to provide quantita-
tive output on �
m and �
p from the fluorescent traces obtained
(10, 16, 18, 24, 25).

Here, I outline microscopy techniques and modelling systems
developed for the quantitative analysis of both �
m and �
p
at a single-cell level using both anionic and cationic fluorescent
probes. Through this series of protocols and control experiments,
I aim to provide sufficient information to allow even the most
novice researcher to acquire quantitative output on changes in
�
m and �
p within any cellular system.

2. Materials

2.1. Chemicals Poly-L-lysine, poly-D-lysine, collagen IV, soybean trypsin
inhibitor, trypsin, bovine serum albumin (BSA), penicillin/
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streptomycin, trypsin/EDTA solution, d-glucose, L-glutamine,
nerve growth factor (NGF), N-methyl-D-aspartic acid (NMDA),
kainic acid, glycine, tunicamycin, thapsigargin, epoxomicin,
H2O2, menadione, carbonyl cyanide p-(trifluoromethoxy)
phenylhydrazone (FCCP), phosphate buffer saline (PBS) tablets,
NaCl, KCl, KH2PO4, NaHCO3, Na2SO4, MgCl2, NaOH (all
from Sigma); CaCl2 (Fluka), L-glutamic acid monosodium salt
(Fluka), HEPES (Fluka), bortezomib (LCLabs). Distilled water
(Barnstead, Milli-Q).

2.2. Media RPMI 1640 (Lonza), MEM (Gibco/Invitrogen), horse serum
(Gibco/Invitrogen), fetal bovine serum (FBS) (Sigma).

2.3. Tissue Wistar rat pups, 7 days old (Harlan; in-house breeding), PC-12
cells (ATCC).

2.4. Instruments Coverslips 13 mm, #1 thickness (VWR International), Willco
dishes (Willco BV, the Netherlands), Haemocytometer (Hawk-
sley, UK), Microlance 23G needles (Becton Dickinson),
pH meter (Thermo Electro Corporation), perfusion chamber
(Warner Instruments).

2.5. Software MATLAB R© software (Mathworks, UK). ImageJ free online
image analysis software http://rsb.info.nih.gov/ij/features.html.
MetaMorph Software (Molecular Devices, Berkshire, UK). Cell-
Track free online cell tracking software http://db.cse.ohio-
state.edu/CellTrack.

2.6. Experimental
Buffer for
Microscopy
Experiments

120 mM NaCl, 3.5 mM KCl, 0.4 mM KH2PO4, 20 mM HEPES,
5 mM NaHCO3, 1.2 mM Na2SO4, 1.2 mM CaCl2, 1.2 mM
MgCl2 and 5 mM glucose, pH 7.4, with NaOH (see Note 1).

2.7. Plating Cells
onto Glass for
Microscopy

Below are some examples of the culturing conditions required for
the plating of neurons/cells on glass surface in order to carry out
real-time analysis of �
m and �
p with fluorescence or confo-
cal microscopy. Choice of glass coverslips or glass dishes used is
dictated by the type of perfusion/cell chamber you have.

2.7.1. Plating Primary
Cerebellar Granule
Neurons onto Glass

1. All work carried out on animals must have ethical approval
and a valid government licence prior to commencing.

2. Pre-coat glass coverslips and glass Willco dishes with poly-
L-lysine or poly-D-lysine at a concentration of 5 �g/mL for
at least 2 h. Then wash three times with autoclaved/filtered
distilled water and leave to dry prior to the plating of the
neurons (see Note 2).

3. Dissect cerebella from 7-day-old Wistar rats of both sexes
and pool in ice-cold preparation buffer (500 mg glucose,
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600 mg BSA, one tablet of PBS and make up to 200 mL of
distilled water). Place the tissue in 0.25 mg/mL trypsin and
incubate at 37◦C for 20 min, with trypsinization terminated
by the addition of 0.05 mg/mL soybean trypsin inhibitor.

4. Triturate the neurons in order to break up any remaining
clumps of cells and resuspended in 20 mL of supplemented
culture medium: 450 mL MEM, 50 mL FBS, 100 U/mL
penicillin and 100 �g/mL streptomycin, 3 g d-glucose,
700 mg KCl 150 mg glutamine.

5. Place 100 �L of the cell suspension on a haemocytometer
and count the cells. Live cells appear as phase bright spheres;
dead cells are dark and of an irregular shape.

6. Dilute the cell suspension to a final concentration of 1 × 106

cells/mL and plate in the density required: 1 mL for Willco
dishes (1 × 106 cells), 200 �L for 13-mm coverslips (2 × 105

cells).
7. Add extra media 1 h after plating (10).

2.7.2. Preparation and
Plating of PC12 Cells

1. To differentiate PC12 cells, the cells are gently washed with
sterile PBS and incubated for 2 min at 37◦C with 0.25%
trypsin/2 mM EDTA solution.

2. The PC12 cells are then resuspended in supplemented cul-
ture: RPMI 1640 (425 mL), 2 mM L-glutamine, 10%
(50 mL) horse serum, 5% (25 mL) fetal bovine serum,
100 U/mL penicillin and 100 �g/mL streptomycin) and
passed 6–8 times through the 23G needle to break down
any clumps.

3. The cells are then counted using a haemocytometer and
diluted in the supplemented culture media and seeded at the
density required (Willco dish, 1 mL, 1 × 104 cells, 13 mm
glass coverslips, 200 �L, 5 × 102 cells) on glass pre-coated
with collagen IV (2 �g/mL) (26).

4. Plate cells to allow for 50–70% confluency on the day of
experimentation.

5. The cells are allowed to settle and stick to the collagen
coated glass for 8 h prior to switching on to differen-
tiating media (RPMI 1640 (495 mL), 1% horse serum
(5 mL), 100 U/mL penicillin, 100 �g/mL streptomycin
and 100 ng/mL NGF) (27).

2.7.3. Preparation and
Plating of Most Other
Cell Lines

1. Cultured cells are washed twice with sterile PBS and incu-
bated for 5 min at 37◦C with 0.25% trypsin/2 mM EDTA
solution.

2. The cells are then resuspended in the required supplemented
culture media (RPMI 1640 (450 mL), 2 mM L-glutamine,
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10% (50 mL) fetal bovine serum, 100 U/mL penicillin and
100 �g/mL streptomycin) with rigorous pipetting that is
sufficient to break up any remaining clumps of cells.

3. The cells are then counted using a haemocytometer and
diluted in the supplemented culture media and seeded to
allow for 50–70% confluency (Willco dish, 1 mL, 1 × 104

cells, 13 mm glass coverslips, 200 �L, 5 × 103 cells) on the
day of experimentation.

4. For most cell lines glass surfaces do not needed to be pre-
treated.

5. Extra media should be added 1 h after plating.

2.8. Fluorescent
Probes

1. TMRE (Invitrogen) and TMRM (Invitrogen) are made up
in DMSO at a concentration of 1 mM, dispensed into 50 �L
and stored at –20◦C.

2. Rhodamine 123 (Invitrogen) is made up in DMSO at a con-
centration of 10 mM, dispensed into 50 �L and stored at
–20◦C.

3. DiSBAC2 (3) (Invitrogen) is made up in DMSO to a stock
concentration of 10 mM, dispensed into 50-�L aliquots and
frozen.

4. A single vial of “Membrane Potential Assay Kit” (Molecular
Devices) containing the plasma membrane potential indica-
tor (PMPI) is reconstituted in 1 mL of distilled water, and
dispensed into 50-�L aliquots, and frozen (PMPI stock).

3. Methods

3.1. Examples of
Image Acquisition

Fine details are dependent on the requirements of the user needs
and the equipment available.

3.1.1. Confocal
Fluorescence
Microscopy

Carl Zeiss (Jena, Germany) 510, 5-live, 710 confocal micro-
scopes. When using 40× and 60× oil-immersion objectives, the
pinhole should be between 1.0 and 1.6 Airy units to allow for an
optical slice of 1 �m. TMRM is excited at 543 nm with an HeNe
laser at 2/3% of total power output and the emission collected
above 560 nm with a 560 nm longpass filter. This will allow the
user to resolve individual mitochondria. A larger optical slice will
significantly increase fluorescence; however, individual mitochon-
dria will not be readily resolved.

3.1.2. Wide-Field
Fluorescent Microscopy

Fluorescence is observed using an Axiovert 200 M inverted
microscope equipped with a 40× numerical aperture 1.3 oil-
immersion objective (Carl Zeiss, Jena, Germany), polychroic
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mirror, and filter wheels in the excitation and emission light path
containing the appropriate filter sets (TMRM, excitation 530 ±
25 nm, emission 592.5 ± 22.5 nm; dichroic mirrors for TMRM;
Semrock (Rochester, NY)). Images are recorded using a back-
illuminated, cooled electron multiplying CCD camera Andor
Ixon BV 887-DCS (Andor Technologies, Belfast, Northern Ire-
land), and the imaging setup is controlled by MetaMorph 7.1
software (Molecular Devices Ltd., Wokingham, UK).

3.2. Determination of
��m in Living Cells

TMRM and TMRE are preferred membrane potential sensors
for the quantitative assessment of �
m in living cells. They pass
through the plasma membrane better than the related Rho-
damine 123 and accumulate in mitochondria (17). The trans-
membrane distribution of these probes is directly related to the
membrane potential, thereby allowing for the accurate deter-
mination of �
m. This section describes in brief a number of
techniques that are commonly used to measure �
m and �
p;
however, most of it focuses on the utilization of TMRM to pro-
vide a quantitative assessment of �
m at a single-cell level over
time.

3.2.1. Measuring
Changes in �
m with
TMRE

1. Make a 1 in 10 dilution (10 �L of stock TMRE added to 90
�L of experimental buffer) of your 1 mM stock solution of
TMRE in experimental buffer.

2. From the 100 �M diluted solution add 1 �L to every 1 mL
of experimental buffer to give a final concentration of 100
nM TMRE.

3. Incubate cells for 15 min at 37◦C, then mount the glass cov-
erslips/dishes in the perfusion/cell chamber in experimental
buffer containing 100 nM TMRE.

4. Allow at least 20 min for the temperature of all components
of the imaging setup to come to a steady state.

5. Measure TMRE fluorescence using wide-field or confocal
fluorescence microscopy, with optimal excitation at 540 nm
and emission collected above 560 nm.

6. Ensure that TMRE is equilibrated within the cytosol and
mitochondria by monitoring the TMRE fluorescence for
10–15 min and that the whole-cell fluorescence remains sta-
ble (see Note 3).

7. When the fluorescence is stable the desired stimulation (see
Note 4) is applied and the fluorescence monitored.

3.2.2. Measuring
Changes in �
m with
Rhodamine 123

1. Make a 1 in 10 dilution (10 �L of stock Rhodamine 123
added to 90 �L of experimental buffer) of the 10 mM Rho-
damine 123 stock solution.
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2. From this 1 mM diluted stock add 2.6 �L to 1 mL of loading
buffer to give a loading buffer with a final concentration of
2.6 �M.

3. Cells are incubated with 2.6 �M Rhodamine 123 for 15 min
in experimental buffer at 37◦C prior to mounting the cells
in the perfusion chamber. Alternative loading paradigms
with Rhodamine 123 (26 �M) may sensitize the neurons
to photo-induced damage.

4. Unlike TMRM and TMRE, Rhodamine 123 TMRE is not
present in the experimental buffer during the course of the
experiment.

5. Following the placement of the cells on the microscope stage
allow at least 20 min for the temperature of the imaging
setup to come to a steady state.

6. Rhodamine 123 fluorescence is then measured with fluores-
cent/confocal microscopy; excitation at 485 nm and emis-
sion collected above 520 nm.

7. A baseline Rhodamine 123 fluorescence should be measured
for at least 10–15 min (Note 3) prior to addition of any
stimulation (Note 4) (9, 10).

3.2.3. Measuring
Changes in �
m with
TMRM

1. Make a 1 in 100 dilution (10 �L of stock TMRM added
to 990 �L of experimental buffer) of your stock (1 mM)
TMRM solution in experimental buffer.

2. From this 10 �M solution add the desired volume to every
1 mL of experimental buffer to give a final concentration.
For example, 2 �L of 10 �M TMRM added to 1 mL of
experimental buffer gives a final concentration of 20 nM.

3. Typically to work in the quenched condition, use a concen-
tration of TMRM between 50 and 200 nM (see Fig. 20.1a)
and for non-quenched conditions a concentration of less
than 20 nM (see Fig. 20.1b) is desirable (see also Section
3.2.5).

4. Cells on coverslips/glass dishes have the media removed and
replaced with experimental buffer containing TMRM for
30 min.

5. Replace with fresh buffer containing the loading concentra-
tion of TMRM when the coverslips/glass dish are mounted
in the perfusion/cell chamber and maintain at 37◦C. When
using a non-perfusion chamber check to make sure that
evaporation is not a major issue or seal with mineral oil.

6. Give the system a further 20–30 min for all components of
the imaging setup to reach a constant temperature. Small
fluctuations in temperature lead to small drifts in focus and
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Fig. 20.1. Characterization of TMRM fluorescence in cells with high-resolution single-
cell confocal microscopy. (a, b) Cerebellar granule neurons loaded with 100 nM TMRM
(a) and 30 nM TMRM (b) were exposed to 2 �M FCCP in the presence of 2 �g/mL
oligomycin and the changes in the whole-cell fluorescence monitored. (c) HEK293 cells
were loaded with 100 nM TMRM and a high-resolution z-stack was acquired of the
mitochondria within the cells. Graph inset indicates the average TMRM fluorescence
within mitochondrial rich regions for each plane of the z-stack.

this can have major implications on the whole-cell fluores-
cence obtained (see Fig. 20.1c, Notes 5 and 6).

7. TMRM has a broad excitation and emission spectra with
excitation of TMRM between 530 and 550 nm preferable;
however, TMRM can be excited at 488 nm if required. The
emission spectra for TMRM are also broad so a 560-nm
longpass filter is preferred.
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8. A baseline TMRM fluorescence should be measured for
at least 10–15 min (Note 3) prior to any stimulation
(see Note 4)

3.2.4. Image Analysis The type of analysis carried out will be highly dependent
on the software kinetics package associated with the imag-
ing setup. If the associated software does not provide suffi-
cient flexibility two other options are recommended: ImageJ
(http://rsb.info.nih.gov/ij/features.html) and its Java source
code are freely available and in the public domain. This software is
continually updated with over 500 plug-ins available. MetaMorph
Software (Molecular Devices) is a very powerful tool for image
acquisition, processing, and analysis. The software package is very
versatile and offers solutions for a wide range of applications. Both
software packages are routinely used within our group and are
highly recommended.

1. An associated kinetic package with the software will allow
for the data (e.g. average intensity, integrated fluorescence
and standard deviation) to be collected for each region of
interest (ROI) at each time point.

2. The data is typically stored in a format that will allow it to
be easily exported or opened in an Excel spreadsheet.

3. For an accurate comparison of changes in the average fluo-
rescence intensity for multiple cells it is suggested to nor-
malize the baseline fluorescence to 100% due to mito-
chondria within different cells not all being on the same
z-plane.

4. To ensure that the traces for each region are representative
of what is happening in the cell, carefully check to make sure
that the cell remains within the ROI and that there are no
major drifts in focus (see Note 5).

5. If cells move or change shape significantly on a regular
basis, analysis should be carried out with cell tracking soft-
ware (CellTrack http://db.cse.ohio-state.edu/CellTrack
(28) (see Note 7).

3.2.5. Determination of
the Quench Limit for
TMRM Within the
Mitochondrial Matrix

1. The current modelling techniques for changes in �
m are
valid when working in both the quenched (1A) and non-
quench (see Fig. 20.1b) modes. However, it is important
to establish the concentration of TMRM in the matrix that
initiates aggregation and quenching (10, 16, 24, 29).

2. Cells are equilibrated with TMRM in a concentration range
from 100 to 10 nM.

3. Cells are pre-treated with oligomycin (2 �g/mL) for 10 min
prior to collapsing �
m with a protonophore (FCCP) in
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order to block ATP synthase reversal and cellular ATP deple-
tion.

4. The protonophore FCCP is added at a concentration of
2 �M, which should be sufficient to rapidly collapse �
m.
If the concentration of FCCP is not sufficient then increase
it to 5–10 �M. However, at these higher concentrations�
p
may also be affected (see Note 8).

5. Validation that the fluorescent changes are due to alterations
of �
m need to be carried out using the �
p-sensitive indi-
cator DiSBAC2 (3) or PMPI (Section 3.2).

6. If significant changes are occurring at a �
p level, then the
concentration of FCCP needs to be reduced or other chan-
nel inhibitors added (e.g. for neurons the glutamate receptor
antagonists MK-801and NBQX are required (16)).

3.2.6. Estimation of the
Rate Constant for TMRM
Re-equilibration Across
the Plasma Membrane

The relaxation constant seen in Eqs. 20.1–20.3 is due to the delay
of movement of the TMRM through the plasma membrane. It is
obtained in control experiments where either �
p or �
m are
depolarized (high KCl, FCCP) and the redistribution constant
for TMRM is calculated (10, 16, 24, 29). Nernstian equilibration
of a generic membrane-permeant monovalent cation C+ among
the extracellular, cytoplasmic, and mitochondrial matrix phases at
37◦C results in the following relationships for the concentrations
of the free cations at equilibrium:

c+
[matrix] = c+

[cytoplasm] ∗ 10−��m/61.5 (1)

c+
[cytoplasm] = c+

[medium] ∗ 10−��p/61.5 (2)

c+
[matrix] = c+

[medium] ∗ 10−(��m+�p)/61.5 (3)

where �
m and �
p are, respectively, the plasma and mitochon-
drial membrane potentials (using accepted sign conventions), and
the divisor 61.5 is the value (in mV) for RT/F at 37◦C. Re-
equilibration of the cytosolic and extracellular compartments due
to changes in the potentials of �
p and �
m are taken into
account by assuming a first order flux between the extracellular
medium and the cytosol:

J[cytoplasm] =
(

c+
[cytoplasm,actual] − c+

[cytoplasm,equilibrium]

)
kkinetic (4)

where [kkinetic] is a constant proportional to the permeability of
the C+ probe across the plasma membrane.

3.2.7. The Fraction of
the Cell Volume
Occupied by the
Mitochondrial Matrices

Cellular TMRM fluorescence is not only highly dependent on
the changes in both �
m and �
p but is also directly related to
the total mitochondrial volume within the cell (10, 16, 24, 29).
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Therefore, a stringent determination of the mitochondrial volume
is required.

1. Cells are loaded with 50 nm TMRM.
2. High-resolution z-stacks with 1 �m optical slices and

0.2 �m steps are taken of 3–4 fields of cells (70–80 images
per field).

3. Deconvolution software is used to create a three-
dimensional image of the cells and the mitochondria. Indi-
vidual mitochondria are counted and the volume of each
estimated for at least three fields of cells.

4. The volume of the respective cells are calculated and the
mitochondrial volume is then calculated as a percentage of
the total cellular volume.

3.3. Protocols for
Determination of
��p in Living Cells

Patch clamping has long been considered the standard way to
measure changes in �
p in single cells; however, it can be a
slow, labour-intensive process with relatively low throughput. To
provide much faster methods that have applications within both
research and industry a series of voltage-sensitive dyes have been
devised that provide reliable fast responses to changes in �
p.

3.3.1. Measuring
Changes in �
p with
DiSBAC2 (3)

1. DiSBAC2 (3) is a bis-barbituric acid oxonol compound that
partitions into the membrane as a function of membrane
potential. Hyperpolarization causes extrusion of the dye
and decreased fluorescence, whereas depolarization causes
enhanced fluorescence (30).

2. Make a 1 in 10 dilution (10 �L of stock DiSBAC2 (3) added
to 990 �L of experimental buffer) of your stock (10 mM)
DiSBAC2 (3) solution in experimental buffer.

3. From this 1 mM solution add 1 �L to every 1 mL of exper-
imental buffer to give the desired working concentration.

4. Cells are incubated with experimental buffer containing
1 �M DiBAC2 (3) for 30 min at 37◦C. One micromolar
DiSBAC2 (3) is also present in the experimental buffer when
cells are mounted on the microscope stage.

5. Optimal excitation of DiSBAC2 (3) probe is at 543 nm with
and the emission collected above 560 nm.

6. DiSBAC2 (3) fluorescence is calibrated as a function of �
p
depolarization and is determined by quantifying the fluo-
rescent enhancement obtained when �
p is depolarized by
increasing KCl concentrations.

7. A series of experiments can be performed in which step
increases in K+ concentrations are made by removing defined
volumes of low-K medium and replacing this with an equal
volume of high-K medium to give final K+ concentrations
from 3.5 to 75 mM (24).
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3.3.2. Measuring
Changes in �
p with
PMPI

1. The Molecular Devices “Membrane potential assay kit” has
been utilized in a number of studies and has been termed
PMPI, for “plasma membrane potential indicator” by David
Nicholls (24).

2. Cell are washed with experimental buffer and then incubated
with 0.5 �L/mL PMPI stock in experimental buffer (37◦C)
for 45 min prior to imaging. 0.5 �L/mL PMPI is also main-
tained in the experimental buffer during the course of the
experiment.

3. PMPI is excited in single track mode with the 514 nm band
of an argon laser and the emission collected above 570 nm
with the laser intensity maintained at 1% to reduce photo-
toxicity.

4. PMPI fluorescence can be calibrated as above (Section
3.2.1, step 5).

3.4. Computational
Modelling

Since fluorescently charged dyes such as TMRM respond to
changes in both �
m and �
p, the interpretation of changes
in whole-cell fluorescence is often difficult. For this reason,
mathematical models that exploit the Nernstian behaviour of
TMRM have been used to create computer simulations and
models that provide output on changes in �
m and �
p over
time.

3.4.1. Variables Certain variables are required prior to Data input for each cel-
lular system. These can be obtained by carrying out the control
experiments described above, namely, establishing the mitochon-
drial volume fraction of the cell (Section 3.2.7); inputting the
external TMRM probe concentration (quenched and non-quench
(Section 3.2.3)), the TMRM rate constant k (Section 3.2.6), the
quench limit for TMRM (Section 3.2.5), the PMPI rate constant
(Section 3.2.2) calculated from curve-fitting an experiment in
which �
p is rapidly depolarized by elevating external KCl con-
centration. The initial resting values for �
m are in the region of
–150 mV (24). The resting value for �
p is typically between –60
and –80 mV (24).

3.4.2. Data Input to
Computer Simulation

1. The computer simulation and accompanying notes are
provided as supplemental material in http://www.jbc.
org/cgi/content/full/M510916200/DC1 (24).

2. When the whole fluorescent traces for both the TMRM and
PMPI have been obtained, open a copy of the master tem-
plate in the supplemental data.

3. Enter the variables in the upper left hand corner (A).
4. Paste in a copy of the TMRM and PMPI traces into panel B.
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5. Manually alter the potential profiles for �
m and �
p (H)
in order that the simulation traces (C) can fit the raw data
traces. This may require some time as multiple changes in
both �
m and �
p may be required to obtain an optimal fit
for the raw data.

6. When you are satisfied with the fitting a graphical form of
the output for changes in �
m and �
p can be found in
panel (E) and numerical values obtained in column (H).

7. When changing the external TMRM concentration in (A),
significant changes will occur to the total simulated signal
(T). To get good fits multiply the raw data by a factor so
that the experimental trace and fitted trace can overlap in
panel (D). A similar approach should also be adopted for
fitting the PMPI experimental traces.

3.4.3. TOXI-SIM The Nernstian properties of TMRM and how it responds to
changes in both �
m and �
p allow for the mathematical anal-
ysis of the distribution of the probe to provide quantitative
information on changes of both �
m and �
p over time (10,
16, 24, 25). Huber et al. (29), have built on the initial stud-
ies to develop an automated computational model TOXI-SIM
(http://systemsbiology.rcsi.ie/tmrm/index.html) that is based
on Newton-fitting algorithms implemented into MATLAB R© soft-
ware (Mathworks, UK).

Data Input for TOXI-SIM 1. In work carried in neurons stimulated with glutamate a num-
ber of clearly defined TMRM responses representing distinct
injury paradigms (rapid necrosis, delayed (biphasic) necrosis,
apoptosis and tolerance) were established (10, 16, 29).

2. For each injury model a mathematical model was created
that can be opened by clicking on the appropriate header
option (rapid necrosis, biphasic necrosis, apoptosis and tol-
erance) in TOXI-SIM main menu.

3. For each model the fitting variables (Section 3.4.1) are
entered into the upper right hand panel on the web service.

4. Each variable is entered and a fitting range of either 10%,
100%, free fitting or no change is entered. The fitting range
will depend on the range within which a certain variable may
fall.

5. The experimental protocol parameters and cell specific initial
values for �
m and �
p are entered in the lower right table.

6. Fluorescence traces for up to eight cells, normalized to
an initial value of 100%, are entered either by copying
them to the dedicated textbox in the left bottom or by
directly accessing a locally stored Excel file via a browse
facility.
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7. The first column of the input data is dedicated to mea-
surements time points (s, min, h) and the appropriate
timescale is selected in the checkbox above the trace entry
field.

8. The calculate options is then selected and the resultant flu-
orescent traces, fitted traces and output for �
m and �
p
are rendered graphically and provided in an Excel format for
each cell.

9. To achieve optimal fits for your data sets, the traces for the
cells should be broken down into subsets that are similar to
each of the models described and this option selected, i.e.
do not try to fit traces similar to the apoptotic response with
the necrotic model.

Data Base for Storage 1. TOXI-SIM is designed as a flat file based database for exper-
imental storage and retrieval allowing for multiple users to
access the same data sets.

2. By entering the “Submit experimental Model data” link
on the main page, a form is automatically loaded that
permits the submission of data sets for each of the four
models.

3. Each data set allows for the entry of data time series for
up to eight cells, modification of parameter and their fit-
ting ranges as well as technical data from the experimental
design.

4. The data set is given a unique name thus allowing for easy
retrieval by multiple users.

Overall, the ability of computer models to simultaneously
evaluate changes in �
m and �
p for multiple cells signifi-
cantly enhances our understanding of cellular function and mito-
chondrial energetics in response to different stimuli, offering
novel insights into how their cellular system respond. In addi-
tion the throughput capacity and reduced manual input pro-
vided by TOX-SIM allows for statistical analysis to be carried
out on large populations of single cells and has the potential
to be utilized in high-content screening and high-throughput
screening platforms within research and industry thereby allow-
ing for the rapid screening and characterization of drugs
actions/toxicity.

The most accurate computational fittings and therefore the
most accurate quantitative assessment off changes in �
m and
�
p are obtained when the fluorescent response for the cationic
and anionic fluorescent responses are representative of what is
occurring within the cell. Therefore, it is essential that users
ensure that the quality of the images obtained and the process-
ing of the data is of the highest standard.
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4. Notes

1. MgCl2 is not added to the experimental buffer under condi-
tions where an excitation of NMDA glutamate receptors is
required.

2. A number of different coating techniques use mixtures of
laminin, collagen, poly-L-lysine and poly-D-lysine for differ-
ent types of neuronal populations. Please check which tech-
nique is most widely used as this can have a major influence
on neuronal survival following plating, their development in
culture, and behaviour on stimulation.

3. A baseline TMRM/TMRE/Rhodamine 123 fluorescence
should be measured for at least 10–15 min prior to the stim-
ulation of the cells to ensure that the loading of probe within
the mitochondria and cells has come to a resting equilib-
rium.

4. Some example of stimuli routinely used are as follows:
neuronal excitation; NMDA (100 �M), kainate (300 �M),
glutamate (100 �M). Endoplasmic reticulum stress; tuni-
camycin (1 �M), thapsigargin (10 �M). Proteasomal stress;
epoxomicin (50 nM), bortezomib (100 nM). Oxidative stress;
H2O2 (50 �M), menadione (100 nM).

5. Even small drifts of focus can dramatically alter the whole-
cell fluorescence. In Fig. 20.1c, a z-stack containing five
optical slices was taken through a HEK293. It is readily
apparent that only a 1-�m shift up or down from the opti-
mal optical (2–3 �m) slice results in a marked alteration in
the whole -cell TMRM fluorescence. To reduce focus drifts,
allow all components of the system to come to a steady tem-
perature prior to beginning an experiment. Room temper-
ature should be maintained within a 1–2◦C window. Use
a temperature controller for the objective if possible. Have
your microscope on an air table or in a stable environment
to reduce even the smallest of vibrations. If the microscope
system allows, carry out small z-stacks (3–4 images, 3–4 �m)
at each time point, thereby allowing for some minor drifts in
focus. If your cells have drifted out of focus, stop the experi-
ment, save data, refocus and start acquisitions again. A great
deal of data can still be obtained from the experiment.

6. Choosing the best field of focus is often difficult. Some cells
spread out and are flat (HEK293, see Fig. 20.1c), making it
relatively easy to resolve individual mitochondria even with
a standard fluorescent microscope. However, most cells are
not flat; therefore, it is advisable to focus on a z-plane that
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cuts through mitochondria-rich areas within the majority of
cells.

7. Many cells move and change shape on a regular basis
throughout the course of an experiment. This is particu-
larly relevant when monitoring most cell lines over long
periods of time. For this reason many groups are currently
working on the development of cell tracking software that
can segment and track individual cells, thereby providing
an accurate assessment of changes in whole-cell fluores-
cence over time. Free tracking software is now available
online (CellTrack http://db.cse.ohio-state.edu/CellTrack
(28)) and this area is a major focus of development within
many imaging groups with further advancements in cell
tracking technology soon available.

8. In neurons, �
p is altered following a rapid depolarization
of synaptic mitochondria with the protonophore FCCP. This
rapid depolarization is believed to allow for the release of
glutamate from the pre-synaptic terminal into the synaptic
cleft and the activation of post-synaptic NMDA receptors.
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Chapter 21

Image Correlation Spectroscopy to Define Membrane
Dynamics

Jeremy Bonor and Anja Nohe

Abstract

Fluorescent imaging techniques are powerful tools that aid in studying protein dynamics and membrane
domains and allow for the visualization and data collection of such structures as caveolae and clathrin-
coated pits, key players in the regulation of cell communication and signaling. The family of image
correlation spectroscopy (FICS) provides a unique way to determine details about aggregation, clus-
tering, and dynamics of proteins on the plasma membrane. FICS consists of many imaging techniques
which we will focus on including image correlation spectroscopy, image cross-correlation spectroscopy
and dynamic image correlation spectroscopy. Image correlation spectroscopy is a tool used to calculate
the cluster density, which is the average number of clusters per unit area along with data to determine
the degree of aggregation of plasma membrane proteins. Image cross-correlation spectroscopy measures
the colocalization of proteins of interest. Dynamic image correlation spectroscopy can be used to ana-
lyze protein aggregate dynamics on the cell surface during live-cell imaging in the millisecond to second
range.

Key words: Fluorescence, imaging, plasma membrane, caveolae, clathrin-coated pits, family of
image correlation spectroscopy, confocal microscopy, protein dynamics.

1. Introduction

Cell membranes are structurally and dynamically quite heteroge-
neous (1–5). They are organized in domains in which certain pro-
teins tend to exist as complexes or at higher concentrations. These
domains include clathrin-coated pits, to which membrane pro-
teins are thought to associate prior to internalization; caveolae,
in which certain proteins are believed to exist prior to signaling;
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and lipid rafts, where the lipid induced phase separation appears
to selectively segregate specific signaling complexes. Current pro-
tein models predict that some proteins are trapped in domains
where they can move rapidly in that area, but are released slower
from the region. This data points toward the existence of mem-
brane domains that are important for triggering specific event sig-
naling. Signal transduction events depend on interactions of pro-
teins in the membrane (6–13). It is crucial to understand what
intermolecular interactions exist between proteins. Additionally,
it is necessary to understand the aggregation and clustering of
signaling molecules and receptors in these membrane domains.
The family of image correlation spectroscopy (FICS) is a valuable
powerful tool used to study these dynamics (14–19). The FICS
consists of several imaging techniques, and in this chapter we
will review three of them: image correlation spectroscopy (ICS),
image cross-correlation spectroscopy (ICCS) and dynamic image
correlation spectroscopy (DICS). ICS is a tool used to calculate
the cluster density (CD), which is the average number of clusters
per unit area. Additionally, ICS is used to determine the degree
of aggregation (DA), which is the differential between cohesion
within aggregates and adhesion between proteins of the plasma
membrane proteins. ICCS allows one to measure colocalization
of proteins of interest. DICS is used to analyze protein aggre-
gate dynamics on the cell surface during live-cell imaging in the
millisecond to second range.

FICS relies on three basic principles described here. First
is collection of a large number of high-quality, high-magnified
fluorescent images from different cells or objects of interest
in which cellular conditions are experimentally controlled (usu-
ally 40). To obtain statistically significant data, each experiment
should be performed at least three times for each experimen-
tal condition. Second, a computational analysis of the images
is performed to extract the quantitative information. In this
step, the two-dimensional (2D) correlation function is calculated.
This function is subsequently fit to a known function to extract
the desired parameters. During this process, background noise,
white noise, aperture, and image size must be accounted. In
the third step, the results are statistically analyzed based on fit-
ted parameters, such as the correlation function amplitude and
beam width, and derived parameters including the number den-
sity or fractions of associations. We use z scores, t-tests, and
the F test to sort, evaluate, and compare each set of param-
eters. Then the data is evaluated and interpreted in the con-
text of the biological system of interest (Fig. 21.1). This pro-
tocol describes the general method and process of FICS analy-
sis. We also describe the protocol for analyzing the protein dis-
tribution of BRII receptor on the plasma membrane of C2C12
cells.
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Fig. 21.1. The basic outline of steps required to get the data that is needed.

2. Materials

2.1. Plasma
Membrane Protein
Labeling

1. Blocking peptides against BRII (Santa Cruz).
2. Polyclonal murine primary antibodies directed against BRII

(Santa Cruz).
3. Secondary antibody, donkey antibody to goat immunoglob-

ulin G (anti-goat IgG) conjugated with Rhodamine Red-x
(RRX) labeled or Alexa Fluor 488 (Molecular Probes).

4. Plasmid DNA containing the HA-BRII (P.K.’s laboratory)
(Nohe et al., 2002; (20)).

2.2. Cell Culture 1. C2C12 cells (American Tissue Culture Collection).
2. Dulbecco’s modified Eagle’s medium with 4 mM L-

glutamine, 1.5 g/L sodium bicarbonate, and 4.5 g/L glu-
cose (DMEM) (Invitrogen).
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3. Fetal bovine serum (FBS) (Invitrogen).
4. Penicillin–streptomycin 100× (penicillin, 10,000 units/mL;

streptomycin, 10,000 mg/mL) (Fisher Scientific).
5. Cell Culture Medium. Add 50 mL FBS and 5 mL of

penicillin–streptomycin to 445 mL DMEM under sterile
conditions, then sterile filter; store at 4◦C. Warm media to
37◦C before use.

2.3. Fixation and
Mounting

1. Blocking Solution. Dissolve 0.3 g of bovine serum albumin
(BSA) (Fisher) to 10 mL of phosphate-buffered saline (PBS,
8 g NaCl, 0.2 g KCl, 1.44 g Na2HPO4, 0.24 g KH2PO4;
fill to 1 L and adjust pH to 7.2) for a final concentration of
3% BSA in PBS.

2. Lipofectamine 2000 (Invitrogen).
3. Ice-cold PBS (PBS held on ice).
4. Methanol (Fisher) stored in –20◦C freezer.
5. Acetone (Fisher) stored in –20◦C freezer.
6. 4.4% paraformaldehyde. Dissolve 4.4 g paraformaldehyde

(Fisher) in 100 mL ddH2O and add concentrated NaOH
until it dissolves. Aliquot 9 mL into 15-mL conical tubes
then freeze. To use thaw tube, add 1 mL of 10× PBS and
adjust pH to 7.2 with HCl (Fisher).

7. Primary Antibody Labeling Solution. Add the Polyclonal
murine primary antibodies directed against BRII (Santa
Cruz) to 100 μL of blocking solution to the desired con-
centration.

8. Secondary Antibody Labeling Solution. Add the sec-
ondary antibody donkey antibody to goat immunoglob-
ulin G to blocking solution for the final concentration
desired.

9. Mounting Medium. Mix 20 g Gelvatol or Celvol 205
(Celanese Chemicals) in 80 mL of 140 mM NaCl (Fisher)
and 20 mL of 10 mM sodium phosphate buffer (pH 7.2)
and stir solution for 16 h at room temperature. Add 40 mL
of glycerol (Fisher) and stir for an additional 16 h. Place
solution in two 50-mL centrifuge tubes and centrifuge at
4000g. Remove the supernatant (pH between 6 and 7) and
store in 10-mL aliquots in the freezer (–20◦C).

2.4. Equipment 1. Confocal microscope (see Note 1).
2. ImageJ for image analysis (NIH, free download at

http://rsb.info.nih.gov/ij/).
3. Incubator (set at 37◦C, 5% CO2).
4. Laminar flow culture hood.



Imaging Membrane Dynamics 357

5. PC with software for Fourier transforms, fitting, and
plotting.

6. SigmaPlot (Systat Software Inc.) or Origin (OriginLab)
(for plotting data).

3. Methods

3.1. Cell Culture and
Preparation of Fixed
Cells

If data for short-term analysis of receptor dynamics are acquired
in the time range from 1 to 2 h, live cells are used. For the
purpose of short-term analysis, transfection allows for fluores-
cently labeled proteins to be expressed in the membrane. For
more long-term studies, it is far simpler to fix cells at vari-
ous time points of interest. Doing so allows for visualization
by means of immunofluorescence of the proteins of interest at
a certain time point. For example, in monitoring of BRII on
C2C12 cells, cells were first fixed with paraformaldehyde or
acetone–methanol with a goat antibody against BRII and then
fluorescently labeled Alexa 488 donkey anti-goat IgG (see Note
2) (21, 22). The following directions are for culturing C2C12
cells and for fixing these cells by acetone and methanol or with
paraformaldehyde.

3.1.1. Cell Culture 1. Place sterile glass coverslips in 60-mm dishes.
2. Suspend C2C12 cells in cell culture medium (∼5 × 105 cells

per 2 mL of medium).
3. Place 2 mL of cell suspension into each dish (40% conflu-

ence).
4. Grow the cells at 37◦C in a humidified 5% CO2 to ∼60%

confluence (1–2 days).

3.1.2. Fixation of Cells
with Acetone and
Methanol

1. Aspirate medium and rinse plate with ice-cold PBS.
2. Add 2 mL of –20◦C methanol.
3. Incubate for 5 min at –20◦C.
4. Remove methanol.
5. Add 2 mL of –20◦C acetone and incubate for 2 min on ice.

3.1.3. Paraformaldehyde
Fixation

1. Remove media.
2. Wash three times with PBS.
3. Add 1 mL 4.4% paraformaldehyde fixation solution and

incubate for 30 min.
4. Wash three times with PBS.
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3.2. Labeling of
Proteins on the
Plasma Membrane

1. Remove fixative.
2. Add 1 mL of blocking solution.
3. Incubate for 30 min at room temperature.
4. Add 100 μL of primary antibody labeling solution to the

coverslip.
5. Incubate cells with the solution for 30 min at room tem-

perature.
6. Wash cells three times with PBS.
7. Add 100 μL of secondary antibody labeling solution to the

coverslip.
8. Incubate cells with the solution for 30 min at room tem-

perature.
9. Wash cells three times with PBS.

10. Mount coverslips on slides with mounting medium.

3.3. Transfection 1. Add DNA plasmid HA-BRII (∼2 μL depending on purity
and concentration) to DMEM (250 μL). Flip to mix.

2. Mix lipofectamine (10 μL) with DMEM (250 μL) and set
for 5 min (no more than 25 min).

3. Place 2 mL of media in each dish.
4. Mix the solutions, DNA from step 1 and the lipofectamine

from step 2 set for 20 min (stable for up to 6 h).
5. Add mixture (500 μL) from step 4 to dish.
6. Incubate for ∼ 4 h (depending on cell survival rate).

3.4. Labeling One must ensure that all proteins of interest on the plasma mem-
brane are labeled (see Note 3). To minimize problems arising
from insufficiently labeling the antibody, concentration must be
optimized to ensure that all protein-binding sites are saturated
with the antibodies directed against this site. The most reliable
method of optimal antibody concentrations is determined by
comparing the fluorescence intensity as a function of concentra-
tion from the measured cluster density. The observed cluster den-
sity will level off to a constant value at the point of saturation;
at higher concentrations the intensity may increase because of
nonspecific binding (Fig. 21.2).

3.5. Image
Acquisition

3.5.1. Determine Cells to
Image

We usually select cells that are spread out on the glass surface to
allow for the collection of images of flat regions of the plasma
membrane that are far away from the cell nucleus and organelles.
Additionally, we select cells that express various concentrations
of our protein of interest and compare the data obtained by
FICS analysis with the expression level of our protein. For bone
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Fig. 21.2. Sample graph of normalized expression levels verses the concentration of
protein of interest. (1) Antibody concentration is too low to saturate all binding sites.
(2) Optimal antibody concentration with all sites saturated showing the best expression.
(3) Nonspecific binding of the antibody.

morphogenetic proteins (BMP) receptors, our data showed no
significant differences between the expression level of the recep-
tors and the cluster density. However, for new proteins histogram
analysis should be performed. By plotting the results of the ICS
analysis versus the expression level of receptors, the influence of
overexpression or protein concentration can be determined.

3.5.2. Image Collection 1. Select cells with representative labeling.
2. Collect high magnification images from flat regions of the

cell membrane, far away from the nucleus or organelles
(Fig. 21.3) and ensure that the membrane does not connect
to neighboring cells. For the images to show contrast the
size of each pixel should be matched to the size of the laser
beam or the point spread function of the microscope. Typi-
cally images are collected at a magnification (or zoom factor)
at which each pixel nominally has a resolution of ∼0.033 μm
(see Note 4).

3. Acquire images at about 1 s per image to minimize photo-
bleaching. DIC images can be collected as fast as needed.

4. In most cases a minimum of 40 images of different cells for
each experimental condition is needed to obtain statistically
significant information.

5. Images that lack parts of the cell membrane or contain very
high intensity clusters in only one part of the image are
excluded from further analysis (see Note 5).
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Fig. 21.3. Image of C2C12 cell expressing BRII; membrane is flat and the portion
selected is far from the nucleus of the cell.

6. Determine the background intensity by collecting an image
with the shutter to the laser closed. This is a measure of
the dark counts or noise of the system in the absence of the
signal and is used for comparison to nonlabeled cells and for
calculations of corrections.

7. Repeat each experiment at least three times.

3.5.3. Image Analysis All the imaging techniques described have four basic processes.
The first is the calculation of the correlation function, the sec-
ond involves using a 2D Gaussian function to fit the correlation
function, the third is finding the amplitude of the correlation
function, and the fourth involves calculating the cluster density
(ICS, DICS), percentage colocalization (ICCS), or diffusion and
flow coefficients (DICS). Each of these techniques can be used
to extract data after the images are analyzed by autocorrelation or
cross-correlation functions.

Analysis of ICS Images
by Autocorrelation Using
ImageJ and SigmaPlot

1. Determine the autocorrelation function (in ImageJ click on
FFT/FDMath).

2. Crop the correlation function around its highest amplitude
to gain a 64 × 64 square.

3. Save this cropped image as “txt image” in ImageJ.
4. Import the “txt image” file into SigmaPlot (file import ∗.∗).
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5. Edit the 3D Gaussian fitting routine under statis-
tics/regressionwizzard/3D/ Gaussian to match.

6. Perform Gaussian fitting using Eq. [1] in SigmaPlot with the
standard nonlinear regression routines that are available (see
Notes 6 and 7).

g(x, y) = g(0,0) exp
(

− x2 + y2

w2

)
+ g0 [1]

7. Determine the amplitude of the autocorrelation function at
the origin, g(0,0) (in SigmaPlot, scroll the plot until you
find the maximum in the center of the function).

8. Eliminate the contributions from white noise by subtracting
the data from the three channels closest to zero, coordinates
(0,0), (0,1), and (1,0) (in SigmaPlot, choose subtract) (see
Note 8).

9. Calculate the cluster density per μm2 for individual images,
according to the following equation (Eq. [2]):

CD = 1
g(0,0)πw2 ≈ Nc

μm2 [2]

where Nc is an average measure of the number of clusters in
the beam area (which is normalized to μm2).

Analysis of ICCS and
DICS Images by
Cross-Correlation

1. Open the image pairs in ImageJ.
2. Calculate the cross-correlation function of each pair

separately.
3. Create the joint power spectrum of the images (in

ImageJ click on the process heading and then choose
FFT/FDMath), followed by a reverse transform to obtain
the cross-correlation function.

4. Crop the correlation function around its highest amplitude
to gain a 64 × 64 square.

5. Save this cropped image as “txt image” in ImageJ.
6. Import the “txt image” file into SigmaPlot (file import

∗.∗).
7. Search for the maximum of the function and fit from there

if the maximum is within about 10 pixels from the origin.
If it is farther than that, reject the data. Perform Gaussian
fitting using Eq. [1] in SigmaPlot with the standard non-
linear regression routines that are available.

8. Determine the amplitude of the cross-correlation function
at its maximum [called g(0,0)] (in SigmaPlot determine
the maximum height).
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9. For ICCS and DICS experiments, calculate the density
of clusters (per μm2) containing two different labeled
proteins i and j, CDij, from a pair of images by dividing
the amplitude of the cross-correlation function [gijt(0,0)]
by the product of the amplitudes of the individual autocor-
relation functions [git(0,0) and gjt(0,0)] according to the
following equation:

CDij = gijt(0,0; 0)
git(0,0; 0)gjt(0,0; 0)πw2

i

= N̄ijt

w2
i

[3]

10. For ICCS experiments, calculate the fraction of colocaliza-
tion, F(i|j), from two pairs of images of the two proteins i
and j according to the following equation:

[F(i | j) = CDi jt

CDit
= gijt(0,0; 0)

g jt(0,0; 0)πw2
i

] [4]

in which i and j are the two different proteins labeled and
CDijt is the density of clusters of both molecules.

3.6. Statistical
Treatment of
Obtained Data

To find the data that will hold significance, we analyze as many
images and correlation parameters as possible but at least 3 ∗ 40
images can reasonably be judged to be good quality. From one
cell to another there can and will be significant differences in
membrane proteins, typically from about 20–30%. There are
many cases in which one of the measured or fitted parameters
will significantly skew data by artifacts, some of which include, for
example, intracellular vesicles or antibody aggregates which may
give rise to excessively bright or dark spots. To help eliminate
such cases, we use a z score for each of the measured param-
eters [average intensity; correlation function amplitude, width,
and offset]. ICS experiments allow us to apply the standard
score [z score = (score – mean)/SD] to the calculated param-
eters (CD) and degree of aggregation. ICCS experiments data
can be tested by means of F test. ICCS experiments test for the
position of the maximum of the cross-correlation function and
if it is within 10 pixels of the origin it is then acceptable. If
the data from images have a maximum outside this region, the
data from the image is rejected. If the maximum which arises
from correlation of fluctuations is separated by a distance greater
than the average beam width the data from that image is also
removed.
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4. Notes

1. An inverted microscope configuration allows measurements
to be made on live cells grown on coverslips using oil-
immersion microscope objectives from below. The numer-
ical aperture will determine the optical resolution and the
beam size, whereas the magnification of the objective will
determine the field of view. However, the image size or scan
range of the laser can be controlled independently by the
“zoom factor” of the confocal microscope. In our work, we
used a zoom factor of 10 in the FluoView 300, which led to
the parameters of laser beams of 0.35 μm radius, with pixel
dimensions of 0.03 μm in images of 512 × 512 pixels.

2. The fixation may interfere with membrane protein cluster-
ing. Therefore at least two different fixatives should be used
and compared to each other.

3. Labeling only a subtype of proteins will cause a difference in
intensity from one cell to another that reflects the different
concentrations of the proteins on the respective cell surfaces
in different microenvironments.

4. This corresponds to oversampling of about tenfold and
ensures that the intensities in neighboring pixels are cor-
related because they share contributions from some of the
same molecules or clusters. This also ensures that the shape
of the correlation function is reasonably accurate.

5. Images with varying topography will result in part of the
cell to be out of focus or regions of the cell where there
are contributions from cytoplasmic material rather than from
cell surface receptors.

6. Information on fitting can be obtained from the SigmaPlot
Handbook.

7. Three fitting variables are found. It is then possible to enter
the function of choice and extract: g(0,0), w, and g0. g(0,0)
is the amplitude of the correlation function at the origin. The
w is known to be the beam width, but serves as an indicator
of the quality of the data. If w is within about 30% of the
expected value in for our system it is 0.35 μm this data is
valid. g0 is variable that measures the offset of the function.

8. Channel (0,0) should contain all the contributions from the
white noise; we find that data in all channels are also often
affected. Data channel (1,1) is the least affected.
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