THE HUMAN FACTORS OF SIMULATION AND ASSESSMENT SERIES

Integrating Human Factors
Methods and Systems
Thinking for Transport
Analysis and Design

Gemma J. M. Read, Vanessa Beanland,
Michael 6. Lenné, Neville A. Stanton, @ CRC Press
and Paul M. Salmon FlerfandsCrote



Integrating Human Factors
Methods and Systems
Thinking for Transport
Analysis and Design



HuUMAN FACTORS OF SIMULATION AND ASSESSMENT

Series Editors:
Dr. Michael G. Lenné
Monash University Accident Research Centre, Australia

&

Dr. Mark Young
Loughborough Design School, Loughborough University, UK

Increasing Motorcycle Conspicuity: Design and Assessment of Interventions to
Enhance Rider Safety

Lars Rofiger, Michael G. Lenné, and Geoff Underwood

ISBN 9781472411129 hardcover « (2015)

ISBN 9781138747647 paperback « (2017)

Integrating Human Factors Methods and Systems Thinking for Transport Analysis
and Design

Gemma J. M. Read, Vanessa Beanland, Michael G. Lenné, Neville A. Stanton, and
Paul M. Salmon

ISBN 9781409463191 « (2017)

Simulators for Transportation Human Factors: Research and Practice
Mark S. Young and Michael G. Lenné
ISBN 9781472411433 « (2017)



Integrating Human Factors
Methods and Systems
Thinking for Transport
Analysis and Design

Gemma J. M. Read
Vanessa Beanland
Michael G. Lenné
Neville A. Stanton
Paul M. Salmon

CRC Press
Taylor & Francis Group
Boca Raton London New York

CRC Press is an imprint of the
Taylor & Francis Group, an informa business




CRC Press

Taylor & Francis Group

6000 Broken Sound Parkway N'W, Suite 300
Boca Raton, FL 33487-2742

© 2017 by Taylor & Francis Group, LLC
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works
Printed on acid-free paper

International Standard Book Number-13: 978-1-1387-4923-8 (Paperback)
International Standard Book Number-13: 978-1-4094-6319-1 (Hardback)

This book contains information obtained from authentic and highly regarded sources. Reasonable efforts
have been made to publish reliable data and information, but the author and publisher cannot assume
responsibility for the validity of all materials or the consequences of their use. The authors and publishers
have attempted to trace the copyright holders of all material reproduced in this publication and apologize to
copyright holders if permission to publish in this form has not been obtained. If any copyright material has
not been acknowledged please write and let us know so we may rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, reproduced, transmit-
ted, or utilized in any form by any electronic, mechanical, or other means, now known or hereafter invented,
including photocopying, microfilming, and recording, or in any information storage or retrieval system,
without written permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.copyright.
com (http://www.copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC), 222 Rosewood
Drive, Danvers, MA 01923, 978-750-8400. CCC is a not-for-profit organization that provides licenses and
registration for a variety of users. For organizations that have been granted a photocopy license by the CCC,
a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and are used
only for identification and explanation without intent to infringe.

Library of Congress Cataloging-in-Publication Data

Names: Read, Gemma J. M., author.

Title: Integrating human factors methods and systems thinking for transport
analysis and design / Gemma J.M. Read, Vanessa Beanland, Michael G.
Lenné, Neville A. Stanton, Paul M. Salmon.

Description: Boca Raton : Taylor & Francis, CRC Press, 2017. | Series: Human
factors of simulation and assessment | Includes bibliographical references.
Identifiers: LCCN 2017002249| ISBN 9781409463191 (hardback : alk. paper) |
ISBN 9781315589022 (ebook)

Subjects: LCSH: Highway-railroad grade crossings--Safety measures. |
Roads--Design and construction--Human factors. | Traffic signs and

signals. | Automobile drivers--Psychology. | Railroad

accidents--Prevention. | Traffic accidents--Prevention.

Classification: LCC TF263 .R43 2017 | DDC 388.3/122--dc23

LC record available at https://lccn.loc.gov/2017002249

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com


http://www.copyright.com
http://www.copyright.com/
https://lccn.loc.gov/2017002249
http://www.taylorandfrancis.com
http://www.crcpress.com
http://www.copyright.com

Dedication

For our colleagues Tom and Eric, and for all those who
have been affected by crashes at rail level crossings



Taylor & Francis
Taylor & Francis Group

http://taylorandfrancis.com


http://taylorandfrancis.com

Contents

PrEIACE. ... viiieeeie e et eaaeeas XV
ACKNOWISAZEMENLS ...ttt Xix
ADOUL the AULNOTS .......iiiiiiiiciiie et ettt et e eve e e ae e e eaeeeas XXi

SECTION I Introduction to the Research Approach

Chapter 1 Systems Thinking in Transport Analysis and Design..........c..c.cceveuee. 3
L. INtrodUCHON ...ttt 3
1.1.1  Systems Thinking and Rail Level Crossings ............... 4
1.2 Understanding the Systems Thinking Approach ...................... 5
1.2.1  Rasmussen’s Framework .........c..cccccecerieviininiincenncnne. 6
1.2.2 Sociotechnical Systems Theory ..........cceceevvervieenueennne. 7
1.3 How Does STS and the Systems Thinking Approach
Apply to Rail Level Crossing Collisions? ..........cccceeveueervenneene 8
1.3.1  The Rail Level Crossing System ..........ccccceeeerueenueennee. 8
1.3.2  Rasmussen’s Accident Causation Tenets..........c.......... 8
1.4 Systems Thinking Applied: The Crash at Kerang .................. 11
1.4.1  The Individual Perspective.........ccoceevvveenieriieeneenneene 13
1.4.2 A Systems Perspective on Kerang............cccccevveenenne 13
1.5 SUMMATY teuiiiiiiieiieeieeee ettt ettt 16
Chapter 2 An Overview of Key Human Factors Approaches and Methods....... 19
2.1 INErOdUCHION ..ottt 19
2.2 Data Collection Methods for Understanding
Human Performance............ccceoeeienieienieeeeee e 20
2.2.1  ODSEIVALION ...eeeuiieiiieiieeieesite ettt 20
2.2.2  Vehicle MEASUIES ......cccuervueenieeiieniieiieeniesieesiieeieee 20
223  Eye Tracking.......cccocceoiriiiniiiiiniiienieieneeeseeieieee 24
2.24  Verbal Protocol AnalysiS.........cccceceeririieninicninciennene 25
2.2.5 Cognitive Task Analysis Interviews.........c.ccccccecueneeee 25
2.2.6 Workload .......cccooieriiiiiiiiiiiiceeeeeee 27
2.2.7  Usability and Subjective Preference Measures .......... 28
2.3 Data Collection Methods for Understanding
System Performance.........c..coccoeverenenieiienieneinncnecncee 28
2.3.1 Document Review and Analysis .........ccccceecuerieuennne 29
2.3.2  Input from Subject-Matter EXperts ........cc.ccceevereruenne. 29
24  Systems-Focussed Analysis Methods...........ccccoceeiiiincnnne 30
2.4.1  Network AnalysiS......ccccoceeviriieniniieniiienieeieneeeeieee 30
2.4.2  Hierarchical Task Analysis ........cccccoceevveninieninciennnnns 32



viii Contents
2.4.3  Systematic Human Error Reduction and

Prediction Approach.........c.ccceevevveiicinininnincnenenn 33

244 Cognitive Work Analysis ........c.ccecevieiienenieninciennene 33

2.5 Human Factors Design Methods ............ccccocevieiiiniiiinncnnne. 34

2.5.1  Scenarios and StOTIes ........cceeveererriererrienieeiesieeenieane 34

2.5.2 PeISON@S..cccueiiiiiiieiiieniieeieesite ettt st 35

2.5.3  Inspiration Cards.......c.coceveruenierienieneeineneneneneeeene 35

2.54  Assumption Crushing.........ccccoeevevveveevinienicneniencnenes 36

2.5.5 Metaphors and Analogies...........cccceeeecvenercieneeuennnnne 36

2.6 SUMMATY ..oiiiiiiiiiiiiieieeeec et 36

Chapter 3  An Integrated Framework for Transport Analysis and Design.......... 37

3.1 INroduCtion ....c.coeiuiriiviiniiiiiieieiccieeeeeee et 37
3.2 A Research Programme Underpinned by Sociotechnical

Systems TREOTY ....ccueeiiriiiiiiieieeeee e 37

3.3 The Research Framework.........c..ccccceovevieiiiiiiinininininincnne 43

3.3.1 Phase 1 — Data Collection .........c.ccccceeererininenennenne. 44

3.3.2  Phase 2 — Existing Systems AnalysiS.......c..cceceeruennenne 45

3.3.3 Phase 3 — Development of Novel Designs.................. 45

3.3.4 Phase 4 — Evaluation of Designs .......c..cccceeeereeuenncnne 47

3.4 SUMMATY ceviiiiiiiiieiceteseeee ettt st 47

SECTION Il  Rail Level Crossing Data Collection

and Analysis
Chapter 4 Understanding the Factors Influencing User Behaviour .................... 51
4.1 INtrodUCHION ...ooouviieeiiieeeiiee et e 51
4.2 On-Road Studi€s..........ccoviieiiiieiiieeeiee e 53
4.2.1  PartiCipants......c..coeeeerueeienienieneeieneeie e 54
4.2.2  Instrumented Vehicle .........ccccooeiiiiiiiiiiiiiieiee e, 54
423  TeSt ROULES ..uveiiieviieeiiiecieeecee e 54
4.2.4 Data Collection Procedure .........c.cccocvveeeivieenierennnennn. 54
4.2.5  Data SOUICES....cccviieeiiieeiieeeciee et 56
4.2.6  Key FINdings ...c.cccooevvevieniininiiniiicneeieccceeeen 57
4.2.6.1 Urban Rail Level Crossings...........cccccue.... 57
4.2.6.2 Rural Rail Level Crossings..........ccccecceeuee. 58
4.3  Cognitive Task Analysis INtErviews .......c..cccceevevereenereenuennes 60
4.3.1 Interview Procedure...........ccccoeeevuiiiviiieeeiiieeciie e, 61
4.3.2  Data AnalySis ..ccceeverienienieiieieneeiecee e 63
4.3.3  Key FIndings ...c.cccovevieviiniininiinieicnceiececeeeen 63
4.3.3.1 Novice versus Experienced Drivers............ 64

4.3.3.2 Urban versus Rural Environments.............. 64



Contents

Chapter 5

4.4 DIary StUAY ..ooveecveniiiiiieeee e 65
4.4.1  PartiCIpants.........ccoceeceeeueeieeniinienieieseeee e e 65

4.4.2  Survey Format and Content...........ccceceeeuereevcreencnnnn. 66

443  Key FIndings ......ccccoceiiiiiiiniiniiiinieeecceeee 66
4.4.3.1 Predictors of Non-Compliant Behaviour....67

4.4.3.2 Differences between Road Users................ 67

4.5  Input from Subject-Matter EXPerts........cccccceeverererencrenennenn 68
4.5.1  Key FIndings ......cccoooveiiiiiiiiiiniiiieeecceeee 68
4.5.1.1 Monitoring Infrastructure...........c.ccoceevenene. 68

4.5.1.2 Monitoring Road Users..........ccccceeeuereenne 69

4.5.1.3 Route Knowledge..........ccccceuvviiniiciineannnnne. 69

4.6 SUMIMATY ..ooiiiiiiiiiieic et 70
A Systems Analysis of Rail Level Crossings ..........ccoceeeveeeeniereeneenne 71
5.1 INErOdUCHON .ottt 71
5.2 CWA of Rail Level Crossing SyStems..........cceceevvereeriereeneene 72
5.2.1  Analysis Approach .......cccoceeveninieninienenenieenee 72

5.2.2  Work Domain Analysis.......cccccoeerviererieneniieninienienne 72

5.2.3  Control Task ANalysis .....ccccceoererienenieneniienieienieane 78
5.2.3.1 Contextual Activity Template.................... 78

5.2.3.2 Decision Ladders ........cccceveeveniencneencnnen. 81

524  Strategies AnalysiS ......ccoccoverveerierieneniieneeieneeienene 83

5.2.5 Social Organisation and Cooperation Analysis ......... 86

5.2.6  Summary of Findings from CWA.........c..ccccenirienen. 89

5.3  HTA of Rail Level Crossing Systems...........cccceeevereenuereennennee 90
5.3.1  Analysis Approach .......cccoceeveneivenenienenieniieenee 91

5.3.2  HTA of Rail Level Crossings ........ccccceeverueevuenieeruennene 91

5.4  SHERPA of Rail Level Crossing Systems ..........ccccceveeeeneenne 94
5.4.1  Analysis Approach .......cccoceveniiveninienenienicenee 94

5.4.2 SHERPA Analysis of Rail Level Crossings............... 96

5.5 SUMMATY .ottt 96

SECTION Il  Design of New Rail Level Crossing

Chapter 6

Environments
A Participatory Approach to Designing Rail Level Crossings......... 101
6.1  INtrodUCtioN .......ccovuivuiiiiiiiiiiiiicicicieeeeeee e 101
6.2 Philosophy Underpinning the CWA-DT .......c.ccoceeverieennns 101

6.2.1  Contrasting Sociotechnical Systems Theory
and Traditional Safety Management Approaches .... 105



Chapter 7

Chapter 8

Contents

6.3  Application of the CWA-DT to Rail Level
Crossing DeSIZN ..c..eevuiiriiiiiiniiiiiieiieieeeeeecee e 106
6.3.1 Documentation of Insights from the
CWA OULPULS ..ottt 106
6.3.2  Prompting for Insights........ccccovevvenenieciniiniinincncnnns 108
6.3.3  Insight Prioritisation..........ceceeveeverveieieinicnenencnnens 112
6.3.4  Design Process Planning .........ccccccevceeerveceninennn 112
6.3.5 Design Tool Selection..........ccoeeverreveieinnenenveniennens 113
6.3.6  Idea Generation Workshop ..........cccccceeiiininiinnne 113
6.3.6.1 Sociotechnical Values Cards................... 113
6.3.6.2  Personas .....c...ccoceeveeniiinieniieeieeeeeee 115
6.3.6.3  The Impossible Challenge Exercise........ 115
6.3.6.4  SCENATIOS...cc.eeceiiieiiiieiceieneeeeseeeeeae 116
6.3.6.5  Assumption Crushing ........ccccccecervercnnene 117
6.3.6.6  Metaphorical Design........ccccceceeerencnnene 117
6.3.6.7  Inspiration Cards..........ccecenieueniencnnnnne 118
6.3.6.8  Impossible Challenge Revisited.............. 120
6.3.6.9  Design Concept Definition .................... 120
6.3.6.10 Design Concept Prioritisation................. 121
6.4 SUMMATY ..ottt 123
Initial Design Concept Evaluation .........c..ccccoveeevenieneneencnieniennens 125
7.1 INrOdUCHON ...ttt 125
7.2 Design Evaluation with CWA..........ccociiiiiiiiiiince 126
7.2.1  Evaluation of Speed, Expectancy, Gap Concept
With WDA L. 127
7.3 Design Evaluation with HTA and SHERPA ........................ 130
7.3.1 Evaluation of Speed, Expectancy, Gap Concept
with HTA and SHERPA...........cccooiiiiiiiiic, 134
7.4  Design Evaluation against Sociotechnical Systems
Theory PrinCiples .........cocevieierieienienieiieneeenceeseeieene 137
7.5 Key Risks Addressed........ocevirieninieniinenieeneecneeeeeens 137
7.6  Summarising the Evaluation Results for Each
Design CONCEPL......ccuveuiriiiiieiieniieie ettt 137
7.7 Comparing Designs .......cceeeerieienieienieieneeie e 140
7.8 SUMMALY .eoutiiiiiiiiieieeiieie ettt st 145
Design Concept Refinement............cccoeceeviieniiniiienieenieniceieeseeene 147
8.1 INtroducCtion .........cccoeuiviviiiiiiiiiiniiiiiciccceee e 147
8.2 Stakeholder Design Refinement Workshop..........cccceevueenneen. 147
8.2.1 Design Improvement ReVIeW ..........cccecveevierieeneenne 152

8.2.2  Evaluation and Ranking of Concepts..........c.cccerueen. 152



Contents

8.3

8.4

8.5

8.6

8.7

xi

Design Process Evaluation ...........c.cocoeivenieiininicnienennnns 155
8.3.1 Participant Reflections on the Participatory

Design Process .......oovevevieiiniiiiiicciceeeeieeee 155
8.3.2  Researcher Reflections on the Participatory

Design Process ........oovevvevieiiniiiiiicciiceeeieeee 156
Researcher Design Refinement ACtivities .........ccccecevvercnnnne. 157
8.4.1  In-Vehicle Interface Design Using EID Principles .....157
8.4.2  Generation of Additional Design Concepts.............. 160
Final Design Concepts for Urban Environments .................. 160
8.5.1  Comprehensive Risk Control Crossing .................... 160
8.5.2 Intelligent Level Crossing ..........cccceceeeveeencrveencnnnn. 161
8.5.3  Community Courtyard Crossing............ccceceecverueenen. 163
Final Design Concepts for Rural Environments ................... 165
8.6.1  Simple But Strong ........ccoceeevverenieienieieineeceenenn 165
8.0.2  EID Crossing......cccecerereruinrenienienieieieeeeeeeeeennenne 165
8.6.3  GPS Average Speed........cccoeerverinienienieieieieeeenene 168
SUMIMATY ..ot 169

SECTION 1V  Evaluation of Design Concepts

Chapter 9  Simulation-Based Evaluation of Design Concepts............cccceceruenne. 173
9.1 INtrodUCHON .....ouiiiiiiiiiiiieicie et 173
9.2 General Experimental Method...........c..ccccooiiiiniiiiniinennn, 174

9.2.1  Driving SIMulator........c.cccoeieviriiiniiiiinieeneeieeees 174
0.2.2 MEASUIES.....eoiiiiiiieiienieee et 175
9.3  Study 1: Urban Design Concept Evaluation............c...c......... 175
9.3.1  PartiCipants.........cocceeerieiierienenieieeeeeeeee e 177
9.3.2  Study Design ......cccoeovivieiiiiiiiiieieieeeeee 177
9.3.3 Key Findings: Comprehensive Risk
Control CroSSiNg.........ceeecveeeeruieieneeieneeneneeeennens 177
9.34 Key Findings: Intelligent Level Crossing................. 179
9.3.5 Key Findings: Community Courtyard Crossing ...... 179
9.3.6  Summary of the Urban Design Evaluation Findings.....180
9.4  Study 2: Rural Design Concept Evaluation.............c...cc.c...... 181
9.4.1  PartiCipants........ccocceeerieiinienenieeeeeeeeee e 182
9.4.2  Study Design ......ccccccueviiiiiiiiiiieiieeeeee 182
9.4.3 Key Findings: Simple But Strong..............cccceuneee. 183
9.4.4 Key Findings: Ecological Interface Design
CLOSSING ..ottt 183
9.4.5 Key Findings: GPS Average Speed...........ccccoeuneee. 186

9.4.6 Summary of the Rural Design Evaluation
FIndings ......ooooviiiiiiiie e 187



xii Contents
9.5 Study 3: Scenario-Based Evaluation .............cccccoeeeenenee. 188
9.5.1 Participants.........ccccoceeveiieniniienieeeeee 189
9.5.2 Study Design......ccceeeiiiieiiiiiiiicicceeeeeeeen 189
9.5.2.1 Distraction Scenario...........cceeeeruerruenne 189
9.5.2.2 System Failure Scenario ....................... 190
9.5.3 Key FIndings.......cccccoevevieiiiniiiiiicieicccieeeeen 190
9.6 SUMMATY ..o e 192
Chapter 10 Survey-Based Evaluation of Design Concepts..........ccccceeeeeeeerucnene 195
10.1  INtroduCtion ........cccevirieeiinienieieieieeceeeeeee et 195
10.2 Survey Method.........cooveiiiiiniiniiieiencceeeeseeeeeeee 196
10.3  Data ANalySiS....coeeruerieiieiieiieiienieeieseeee et 197
10.4  Urban Design Evaluations............cocceveeevinieneninncnienennes 198
10.4.1  Urban Car DIivers........ccccceeveeievieieincininiecnenns 198
10.4.2  Urban Heavy Vehicle Drivers .........cccccovereennennee. 199
10.4.3  Urban MotorcyClists .......ccceveeveeneenieneeneneenennne. 199
10.4.4  Urban CyClists ....ccoeevenieiienieienieiceeene e 200
10.4.5  Urban Pedestrians ...........ccccceevevieeeeninininenennens 201
10.4.6  Summary of Responses to Urban Designs............ 202
10.5  Rural Design Evaluations ..........c.ccecevevvenieneneencnieennes 203
10.5.1  Rural Car DIivers.........ccccoevvecveiieieinenieieenenens 203
10.5.2  Rural Heavy Vehicle Drivers ........cc.ccoccevereennennee. 204
10.5.3  Rural MotorcyClists......cceevuereenieneenieneenenieniennen 205
10.5.4  Rural CyclistS....ccccevieienieiienieiinieiceieneeeeeeen 205
10.5.5 Summary of Responses to Rural Designs............. 206
10.6 SUMMATIY ...eoiiiiiiiiieieiieieeeee et 207
SECTION V  Conclusions and Future Applications
Chapter 11 Summary and CONCIUSIONS.........cceeeeriierieriieieeieie e 213
I1.1  INrOAUCHION ..eoeuvieiiieiieiie ettt 213
11.2 A Whole of Life Cycle Human Factors Approach .............. 213
11.3  Recommendations for Improving Rail Level
CrosSing Safety ......cocevirerereririeienieieteeeeeeee e 215
11.4  Reflections on the Research Programme...........ccccccceccnuennene 215
11.4.1  Factors Influencing User Behaviour ................... 215
11.4.2  Joint Optimisation of Rail Level
Crossing SYSEMS........ccceeeeeririeerenireneeeseenenes 218
11.4.3  Shifting Paradigms.......cc.coccovevievieerinieniinenencnnens 220

11.4.4 Reflections on Sociotechnical Systems
Theory-Based Design .......ccccceveeevienierniieniennieene 222



Contents

11.5  Further Research Opportunities to Improve Rail Level

CrosSing SaAfEty ......cocerirerereririeenieieeteeee e
11.5.1  Field TrialS ......ccoeeeoieeeeeee e
11.5.2  System Simulation and Modelling.........c..c.cc.c.....
11.5.3  Cost—Benefit Analysis......cccceeveriereeenvencnenienennens
11.6 SUMMATY .cooiiiiiiiiieieicee e
Chapter 12 Future Applications and Opportunities. ..........ceeevververiervenreeeenneenn
12,1 INtrodUCtiON ......coouviiieiiieieiiie e
12.2  Further Applications in Transportation Systems.................
12.2.1 Improving Intersection Design.........ccccovereenennee.

12.2.2  Responding to the Challenge of Highly
Automated VehicleS..........ooooveeeiiiieiiiiiiiiieeeiiee,
12.2.3  Additional Rail Safety Applications.....................
12.2.4  MATIME ..cvveeieiiiieeiieeeeee e
12.2.5  AVIQUHON....ccviiiiiiieeiiee et
12.3  Applications beyond Transport.........c.cceccereevereeneneeniennens
12.3.1  Preventing Incidents in Outdoor Education..........
12.3.2  Enhancing Approaches to Cybersecurity .............
12.3.3  Optimising Sports SYStems ........c.cceereerereennennne.
124 SUMMATY coeiitiiiiiiieieeeeeee e

Appendix: Guidance for Using the Key Human Factors Methods

ANA APPILOACHES........cocuiiiiiiiiiiieeie ettt sb e s e e saaeesae s
REFEI@NCES ........ceeoiiiiiiiiee e et e
IIAEX ... oottt et et e et a e eaes

xiii



Taylor & Francis
Taylor & Francis Group

http://taylorandfrancis.com


http://taylorandfrancis.com

Preface

In April 2006, a truck carrying a 14-tonne slab of granite was struck by a passenger
train as it traversed a rail level crossing in the rural area of Trawalla, Victoria,
Australia. Signage at the crossing required road users to stop and give way to trains,
but there were no flashing lights or boom barriers installed. As a result of the collision,
the train driver and two train passengers were killed. Just over a year later in June
2007, approximately 230 km from the site of the Trawalla collision, the driver of a
loaded articulated truck was travelling at 100 km/h along a familiar rural highway
near Kerang. Apparently not noticing the flashing lights or approaching train, the
truck driver continued towards the crossing with the intention of driving through.
Although the driver eventually saw the train and attempted evasive action, the truck
struck the second carriage of the train, resulting in the deaths of 11 train passengers.

These tragic events represented a wake-up call for the Australian rail industry.
Previously, crashes at rail level crossings were viewed as a road transport problem,
but the emergence of significant numbers of train casualties in level crossing
collisions gave rise to renewed concern. It was clear that existing rail level crossing
designs were unable to ensure safety, and that human factors considerations were not
well integrated into the design, assessment and operation of these legacy systems.

The design of warnings and technologies at rail level crossings has a strong his-
torical basis. For example, the flashing red lights provided to warn of approaching
trains were designed to resemble a red lantern being swung from side to side, as
this is how signalmen or station masters warned the road users of that time, such as
horse-drawn cart drivers, of approaching trains prior to the introduction of electric
track circuits (Green 2002). Similarly, modern train horns were designed to emulate
the sound of steam train whistles (Transportation Safety Board of Canada 1996),
rather than purposefully designed to provide an optimal auditory warning to road
users. The continuing relevance of these designs to modern transportation systems
has rarely been questioned, even though the context of their use has changed con-
siderably with increased rail and road traffic, increasing trends towards active trans-
port modes, changes to surrounding road infrastructure and improvements to vehicle
design and capabilities. Whereas road and rail systems have evolved and become
far more complex, rail level crossing infrastructure and warning systems have not
necessarily kept up.

With heightened concerns over safety issues at rail level crossings, it was rec-
ognised by government and industry that a collaborative approach was required.
Human factors professionals and behavioural scientists employed in road authorities,
rail authorities and rail operators formed a committee to coordinate human factors
research initiatives, review data trends and investigation findings and provide exper-
tise into research and development of new technologies. This committee commis-
sioned a literature review into human factors issues at level crossings and, when the
review was completed, it was evident that answers would not be found in the existing
literature (Edquist et al. 2009).

XV



Xvi Preface

Indeed, it was clear that a new approach was required. In response, the project
leaders proposed systems thinking as a promising way forward to address this
intractable problem. In particular, Cognitive Work Analysis, a systems analysis and
design approach that members of the research team had used previously to rede-
sign other complex systems, was identified as a suitable methodological framework.
Accordingly, it was proposed as a key methodology for evaluating the current rail
level crossing system and generating new designs to reduce the risk of collisions
and subsequent fatalities and injuries. Such an approach was highly novel and inno-
vative at the time, as it had not previously been applied in the rail level crossing
context.

The research proceeded with funding from the Australian Research Council and
our industry partners through a Linkage Project grant (LP100200387). A project
management committee was established in 2011 to oversee the research pro-
gramme, comprising representatives from the key Victorian government agencies
and industry organisations. The first-of-its-kind research programme was completed
in 2016, creating new insights into behaviour at rail level crossings along with new
knowledge on how rail level crossing safety can be improved.

The purpose of this book is to share the approach taken over the multi-year research
programme and to communicate the key findings around rail level crossing safety
and behaviour. Accordingly, the book covers the data we collected, the methods we
applied and how we engaged with our government and industry stakeholders, along
with the key findings from each stage of the research. We also provide suggestions on
how such approaches could be adopted or adapted in future research to address other
transport and wider societal problems.

WHO SHOULD READ THIS BOOK?

This book is intended to be of interest to academic and industry researchers, post-
graduate students and human factors practitioners who are faced with solving
complex issues and problems in the transportation industries. We believe that the
approaches are useful for transportation systems generally for optimising the inter-
actions of humans and technology across the system life cycle — from design, con-
struction and commissioning, to operation, maintenance and decommissioning.

We hope that experienced human factors researchers and practitioners will
find some new methods, insights and learnings from reading the material and that
researchers new to human factors and/or systems thinking will find useful guidance
and advice.

Naturally, the book also outlines our findings in relation to rail level crossings. We
expect that these will be of interest to those working in this area, and we hope that
all readers will find the research findings as interesting and thought-provoking as we
have while undertaking this work.
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WHY SHOULD YOU READ THIS BOOK?

There are a number of excellent books available that provide guidance on the use
of human factors and systems thinking methods (e.g. Crandall, Klein and Hoffman
2006, Naikar 2013, Stanton et al. 2013, Vicente 1999). Further, it is widely acknowl-
edged that multi-method approaches are needed to understand and address complex
problems such as accidents in transportation systems. Despite this, there is little
guidance on how to select appropriate methods and to integrate them within a sin-
gle research project that spans analysis, design and evaluation. This book intends
to address this gap and to provide you with tools and advice for taking a similar
approach to solve other problems in transportation and beyond.

HOW TO READ THIS BOOK

We expect that some readers will be highly familiar with the methods and
approaches discussed, whereas for others there will be much new information. We
have tried to achieve a balance in the level of detail provided and, where possible,
refer the novice reader to other texts that they may find useful for further guidance
and exemplars.

We use examples from our work in rail level crossing analysis, design and evalu-
ation to illustrate the approach throughout the book. However, you will find other
examples discussed throughout the book and general principles highlighted that can
be applied to broader transport issues as well as domains outside of transportation.

This book is divided into five main sections:

L. Introduction to the Research Approach
e Chapters 1 and 2 provide an introduction to the key human factors and
systems thinking philosophies, theories and methods adopted through-
out the research programme. Chapter 3 then outlines the integrated
framework of methods we applied.
I1. Rail Level Crossing Data Collection and Analysis
* Chapter 4 describes the data collection activities we undertook to under-
stand road user behaviour at rail level crossings. The findings reported
in this chapter draw on traditional human factors analysis methods.
e Chapter 5 describes how the data were used to develop systems-based
models that describe the functioning of rail level crossings.
II1. Design of New Rail Level Crossing Environments
* Chapters 6 through 8 describe the process undertaken to generate novel
designs for rail level crossings, to conduct an initial desktop evaluation
using the systems thinking models described in Chapter 5 and to subse-
quently refine the designs.
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IV. Evaluation of Design Concepts

* Chapter 9 describes a suite of driving simulator studies that were used
to measure driver responses to the new designs.

* Chapter 10 presents the findings of a survey undertaken to elicit feed-
back from all road user types (i.e. car drivers, heavy vehicle drivers,
motorcyclists, cyclists and pedestrians) on the proposed designs.

V. Conclusions and Future Applications

e Chapter 11 outlines the recommendations arising from the research,
identifies future research directions relevant to rail level crossing
safety and reflects upon the extent to which the research programme
met its overall aims.

* Chapter 12 discusses potential future applications of the research
approach to other transport and non-transport domains.

We hope that this book might inspire new applications of human factors and
systems thinking that continue to extend the methods and approaches adopted as
well as to provide practical recommendations that can help to address real-world
problems.
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1.1 INTRODUCTION

Surface transportation systems, such as road and rail, continue to evolve at a
rapid rate of change. This evolution is driven by the ubiquitous introduction of
new and advanced technologies, significant increases in the intensity of oper-
ations and the presence of diverse types of end users. Although many of the
changes are underpinned by a desire to prevent fatalities and injuries, and system
changes to date have produced important gains in terms of reduced crashes and
trauma, in many jurisdictions we are seeing these numbers plateau. Indeed, the
year 2016 in Australia saw an increase in the road toll in several states (BITRE
2016), with similar trends in other international jurisdictions such as the United
States (National Safety Council 2016) and the United Kingdom (Department for
Transport 2016).

One longstanding surface transportation issue is collisions at rail level cross-
ings. Such collisions represent a persistent source of road trauma, with collisions
between road vehicles and trains accounting for approximately 45% of rail fatalities
in Australia (ONRSR 2015). To ensure that future transport systems are as safe as
expected by the community, a new approach is required to facilitate the removal of
longstanding issues and the management of emergent problems.

In response to this, and in line with trends in other safety-critical domains, road
and rail safety is beginning to see a shift in the way that safety problems are anal-
ysed and addressed. Central to this shift is the argument that existing deterministic
approaches do not fully consider the inherent complexity in transportation systems,
nor the full range of factors shaping behaviour (Cornelissen et al. 2015, Larsson
et al. 2010, McClure et al. 2015, Salmon and Lenné 2015, Salmon et al. 2012b).
Traditionally, transport safety practitioners adopted a deterministic, reductionist
approach to safety issues. This involved decomposing transport systems into their
component parts (e.g. drivers, vehicles, warning devices), examining the parts in
isolation (e.g. driver errors, vehicle safety systems, warnings), attempting to improve
the performance of parts (e.g. preventing driver errors, making vehicles safer, mak-
ing a warning more conspicuous) and then reintroducing them back into the system.
Although this approach produced some successful interventions (e.g. seatbelts, air-
bags), it gave rise to a fascination with ‘human error’ along with a fixation on the
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human operator as the primary cause of transportation crashes (e.g. Reason et al.
1990). For over four decades, headlines describing the high proportion of transporta-
tion crashes caused by driver error have been the norm. As a corollary, many safety
interventions in this time focussed predominantly on drivers and aimed to improve
their behaviour through education, training, enforcement or the prohibition of unde-
sirable behaviours. Although parts of the transport systems were improved, little
consideration was given to how these parts interact with one another, or how the
overall transport system functions.

1.1.1  SysteMs THINKING AND RAIL LEVEL CROSSINGS

In the area of rail level crossings, researchers have highlighted an inadequate under-
standing of behaviour at rail level crossings and, more specifically, a lack of under-
standing of the interactions between road users (including pedestrians) and the
crossing infrastructure that give rise to unsafe behaviours (Edquist et al. 2009). It
has been argued that interactions such as these are best understood using a systems
thinking approach (Salmon and Lenné 2015; see Box 1.1). The reductionist approach
has been criticised not only because it examines component parts in isolation, but
also because it artificially separates the rail and road infrastructures, with each man-
aged by different parties. It is contended that the solution to the rail level crossing
problem lies in embracing systems thinking approaches to firstly better understand
the problem, and then apply this understanding to design new solutions that optimise
system functioning.

Based on this, the aim of the programme of research described in this book was to
apply a systems approach to the problem of rail level crossings. This chapter will set
the scene for these applications by outlining the systems approach and demonstrat-
ing it in the rail level crossing safety context.

BOX 1.1 SYSTEMS THINKING AND SAFETY

A systems thinking approach to safety involves taking the overall system as
the unit of analysis, looking beyond the individual and considering the interac-
tions between humans and between humans and technology within a system.
This view also considers factors relating to the broader organisational, social
or political system in which processes or operations take place. Taking this
perspective, safety emerges not from the decisions or actions of an individual,
but from interactions between humans and technology across the wider sys-
tem. In the rail level crossing context, this means that decisions and actions
made at government, regulatory and rail operating company levels all play a
role in collisions. This calls for a more comprehensive approach to analysis
and design that goes beyond road users and the physical rail level crossing
environment.
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1.2 UNDERSTANDING THE SYSTEMS THINKING APPROACH

The term ‘systems thinking’ is used throughout this book to describe a philosophy
currently prevalent within the discipline of human factors, which aims to
understand and improve the performance and safety in complex sociotechni-
cal systems. It is most prominent in the area of accident analysis and preven-
tion whereby, after first emerging in the early twentieth century (e.g. Heinrich
1931), it is now characterised by a series of accident causation models and
analysis methods (e.g. Leveson 2004, Perrow 1999, Rasmussen 1997, Reason
1997, Svedung and Rasmussen 2002). Contemporary models are underpinned
by the notion that safety and accidents are emergent properties arising from non-
linear interactions between multiple components across complex sociotechnical
systems (e.g. Leveson 2004).

Perhaps facilitated by the ubiquity of systems thinking within safety science circles,
the past decade has also seen increasing applications of sociotechnical systems theory for
system design and analysis (Eason 2014). Underpinned by systems thinking, sociotech-
nical systems theory is a work design approach concerned with both the performance
of the work system and the experience and well-being of workers (Clegg 2000). A key
tenet of sociotechnical systems theory is that systems require adaptive capacity; one of
the primary means to achieve this is through joint optimisation of human and technical
elements across the system of interest. Jointly optimising systems requires adoption of a
systems thinking approach when examining behaviour and when identifying the ways of
improving behaviour. This characteristic ensures that sociotechnical systems theory and
methods are highly compatible with the systems thinking approach.

In recent times, the potential utility of both systems thinking and sociotechnical
systems theory for transportation system analysis and design has been recognised.
There is now growing consensus that increased reductions in trauma may be facili-
tated by integrating and applying systems thinking and sociotechnical systems theory
approaches in this context. Specifically, this includes applying models of system safety
and accident causation (e.g. Rasmussen 1997), STS design principles (e.g. Clegg 2000,
Davis et al. 2014) and systems analysis and design methodologies (e.g. Checkland
1981, Hollnagel 2012, Leveson 2004, Stanton et al. 2013b, Sterman 2000, Svedung
and Rasmussen 2002, Vicente 1999). The overriding philosophy underpinning these
approaches is that it is the entire system that needs to be optimised (i.e. the overall rail
level crossing system), not just the individual components acting within it (e.g. road users).

Although the systems approach quickly gained widespread acceptance in many
safety critical domains, it has not gained traction in road and rail safety until
recently, when various researchers began to discuss its merits (Larsson et al. 2010,
Read et al. 2013, Salmon and Lenné 2009, 2015, Salmon et al. 2012b) and conduct
exploratory applications (Cornelissen et al. 2013, Goh and Love 2012, Newnam and
Goode 2015, Salmon et al. 2013b, Young and Salmon 2015). Put simply, the argu-
ments have centred on the notion that road crashes have systemic causes over and
above those related to driver behaviour. A key tenet of the systems thinking approach
is that driver errors in fact represent the consequences of system-wide issues, rather
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than the primary cause of crashes. Therefore, holistic interventions should be intro-
duced across all aspects of transport systems, as opposed to traditional approaches
of fixing components (i.e. drivers, vehicles or the road environment) in isolation.
Examples of holistic interventions include modifications to policy, certification,
regulatory frameworks and standards and guidelines. These interventions should be
carefully designed to optimise system functioning, rather than representing piece-
meal responses to address isolated flaws identified following an accident.

1.2.1 RASMUSSEN’S FRAMEWORK

Rasmussen’s risk management framework (Rasmussen 1997; see Figure 1.1) is one
popular systems thinking model that is beginning to be applied in road and rail
safety settings (e.g. Newnam and Goode 2015, Salmon et al. 2013c, Scott-Parker
et al. 2015, Young and Salmon 2015). The framework argues that systems comprise
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FIGURE 1.1 Rasmussen’s risk management framework adapted for rail level crossings.
(Adapted from Rasmussen 1997.)
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various hierarchical levels (e.g. government, regulators, company, company
management, staff and work/activity), each of which contains actors (individuals,
organisations or technologies) who are co-responsible for production and safety.
Decisions and actions occurring at all levels interact to shape system performance,
meaning both safety and accidents are influenced by the decisions of all actors, not
just front-line workers and operators. Further, the framework argues that accidents
are caused by multiple contributing factors, not just one bad decision or action. A key
implication is that it is not possible to truly understand safety and performance by
decomposing the system and examining its components alone; rather, it is the inter-
action between components that are of interest. Further, the more components and
interactions studied together, the closer one can get to understanding system perfor-
mance and the factors influencing it.

As described earlier, the prevalent approach in road and rail safety has been
reductionist, focussing mainly on components such as individual road users attempting
to improve their behaviour (Cornelissen et al. 2013, Larsson et al. 2010, Read et al.
2013, Salmon et al. 2012b). Although a focus on road users is important, systems
thinking argues that the road user is merely one part of a rich interconnected net-
work of human and technical components, and therefore, road user behaviour must
be studied and optimised in the broader context of the interactions with other system
components.

1.2.2  SOCIOTECHNICAL SYSTEMS THEORY

Sociotechnical systems theory emerged in the 1950s from a programme of research
undertaken at the Tavistock Institute, London, UK, which focussed on the disruptive
impacts of new technologies on human work (Eason 2008, Trist and Bamforth 1951).
Primarily a work design theory, sociotechnical systems theory is heavily underpinned
by systems theory and contains principles related to participative democracy and
humanistic values. This engenders a focus on both the performance of the work system
and the experience and well-being of the people performing the work (Clegg 2000).
A key contribution of sociotechnical systems theory is the provision of various values
and principles to support the design of sociotechnical systems that align with open
systems principles (e.g. Cherns 1976, Clegg 2000, Davis 1982, Walker et al. 2009b).

Being underpinned by systems theory, sociotechnical systems theory shares the
notion that it comprises both social and technical elements co-engaged in the pur-
suit of shared goals. The interaction of these social and technical aspects creates
emergent properties and the conditions for either successful or unsuccessful system
performance (Walker et al. 2009b). Accordingly, joint optimisation — as opposed to
the optimisation of solely the social or technical aspects — is required for safe and
efficient system performance (Badham et al. 2006).

Based on many applications in work design, there is strong evidence that apply-
ing sociotechnical systems theory values and principles can have a series of benefits.
For example, a meta-analysis of 134 studies involving applications of sociotechnical
systems theory found that almost 90% reported improvements in safety and produc-
tivity and >90% reported improvements in workers’ attitudes and quality of outputs
(Pasmore et al. 1982). Until now, the approach has been applied overwhelmingly to
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the introduction of new technologies (such as computer systems) within organisations
(Davis et al. 2014). Proponents of the sociotechnical approach have called for its expan-
sion to the entire work system, including the design of physical working environments
(Davis et al. 2011), as well as to broader societal issues that span multiple organisa-
tions such as security, sustainability, health-care provision and urban planning (Davis
et al. 2014). Prior to the work described in this book, to our knowledge sociotechnical
systems theory had not been applied to the design of surface transportation systems.

1.3 HOW DOES STS AND THE SYSTEMS THINKING APPROACH
APPLY TO RAIL LEVEL CROSSING COLLISIONS?

The research programme described in this book involved applying systems think-
ing and sociotechnical systems theory and methods, in an integrated manner, to rail
level crossing system analysis and design. When considered together in this manner,
the systems thinking and sociotechnical systems theory approaches provide three
key assertions that demand a different approach to rail level crossing safety:

1. All sociotechnical system comprise a series of hierarchical levels contain-
ing multiple actors and organisations that are co-responsible for safety.

2. Accidents are systems phenomena involving multiple interacting contribu-
tory factors, and these factors emerge and reside across the different hierar-
chical levels.

3. The attainment of safe and efficient systems requires joint optimisation of
human and technical elements.

The application of these assertions to the rail level crossing system is discussed in
Sections 1.3.1 and 1.3.2.

1.3.1 THEe RaiL LeveL CROSSING SYSTEM

According to Rasmussen’s (1997) risk management framework, the rail level
crossing system can be viewed as comprising a series of hierarchical levels, each
containing multiple actors and organisations that ultimately work together to cre-
ate rail level crossing safety. Figure 1.2 presents an ‘ActorMap’ of the rail level
crossing system in Victoria, Australia. Based on Rasmussen’s risk management
framework, the ActorMap details each level of the system and identifies the actors
who share the responsibility for rail level crossing safety. An important implica-
tion here is that any rail level crossing collision is effectively created by a net-
work of interacting decisions and actions made by actors across all levels of the
ActorMap.

1.3.2 RasmusseN’s AcCIDENT CAUSATION TENETS

Rasmussen’s framework incorporates a series of tenets regarding accident causation
that provide a valuable framework for studying safety issues in various domains
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(Vicente and Christoffersen 2006). These tenets can be adapted to fit the rail level
crossing context:

1. Collisions at rail level crossings are emergent properties impacted by the
decisions and actions of all actors across road and rail transport systems,
not just road users alone.

2. Threats to rail level crossing safety are caused by multiple contributing fac-
tors, not just a single poor decision or action made by an individual road
user or train driver.

3. Threats to rail level crossing safety can result from poor communication
across levels of the system (i.e. a lack of ‘vertical integration’), not just from
deficiencies occurring at one level alone.

4. Lack of vertical integration is caused, in part, by lack of feedback across
levels of the road and rail transport system.

5. Activities associated with maintaining rail level crossing safety are not
static; they migrate over time and under the influence of various pressures
such as financial, production and psychological pressures.

. Migration occurs at multiple levels of road and rail transport systems.

7. Migration of activities causes system defences to degrade and erode gradu-

ally over time, not all at once. Rail level crossing collisions are caused by a
combination of this migration and a triggering event/s.

(o)}

Along with the ActorMap in Figure 1.2, the tenets have several key implications for
rail level crossing safety research and practice. It is precisely these implications that,
in our view, demand a paradigm shift in how we attempt to understand and enhance
rail level crossing safety. In this sense, they formed the foundations for the research
programme described in this book.

1. When attempting to understand and prevent rail level crossing collisions,
research and practice should focus on the decisions and actions made by
all actors within road and rail transport systems, not just those made by
road users (e.g. road vehicle drivers, pedestrians). Even when factors such
as distraction, speeding or impairment were involved in a rail level crossing
collision, there are still underlying behaviours and interactions across the
system that enabled the collision to occur. The key to optimising rail level
crossing safety lies in understanding which factors interact to create rail
level crossing collisions.

2. Interventions should focus on optimising human and technical elements
across all levels of road and rail transport systems, not just end users.
Historically, level crossing safety has focussed on road vehicle drivers
and/or pedestrian behaviour, and has primarily included interventions that
improve behaviour (Read et al. 2013). Although some interventions have
proven successful, Rasmussen’s framework suggests that the decisions and
actions of others within the system must also be considered to maximise
the potential benefits. Importantly, the decisions and actions of those at the



Systems Thinking in Transport Analysis and Design 11

higher levels of the road and rail transport system potentially have a greater
influence on overall safety. Such actors include policy makers, regulators,
designers and engineers, road safety authorities, train operators and track
owners, to name a few. Important requirements then are to understand what
role each actor plays in rail level crossing safety and how the actors interact
during rail level crossing system design and operation.

3. The extent of vertical integration present in rail level crossing systems
requires investigation. Interactions across different levels of road and rail
transport systems have received little attention to date, yet they could con-
ceivably shed light on rail level crossing collisions. Research and practice
should therefore aim to understand and enhance communication and feed-
back across road and rail transport systems.

4. The pressures and constraints that influence rail level crossing functioning,
as well as behaviour at different levels of road and rail transport systems,
need to be identified. Although financial, production and psychological
pressures undoubtedly play a role, less is known about other related pres-
sures, including political, social and organisational constraints. Without
clarifying these factors and their impact, it is impossible to prevent migra-
tion of behaviour and safety towards that which is unacceptable.

1.4 SYSTEMS THINKING APPLIED: THE CRASH AT KERANG

In June 2007, a loaded semi-trailer truck struck a passenger train on a rail level
crossing near the town of Kerang in northern Victoria, Australia, killing 11 train
passengers and injuring a further 14 passengers and the truck driver. We conducted
an analysis of this event based on the outcomes of the independent investigation by
the Office of the Chief Investigator, Victoria (OCI) and the transcript of criminal
proceedings following the prosecution of the truck driver (who was subsequently
acquitted of all charges by a jury). Our full analysis is presented in the work of
Salmon et al. (2013c); however, a summary is presented here.

At approximately 10:30 a.m. on Tuesday, 5 June 2007, an articulated truck com-
prising a prime mover and a trailer departed its depot in Wangaratta, Victoria,
embarking on a weekly 820-km freight run to Adelaide, South Australia. The driver
had more than 25 years’ experience of truck and van driving, and a good driving
record with no infringements (OCI 2007). He was also familiar with the route, hav-
ing driven it around once a week for approximately 7 years. Finally, the truck driver
had just returned to work that day following 4 weeks leave (OCI 2007).

At approximately 1:00 p.m., a regional passenger train departed Swan Hill sta-
tion in Victoria with five planned stops en route to Melbourne. The train comprised
a locomotive hauling a three-car passenger set. After travelling through 26 rail level
crossings, the train approached crossing Y2943 on the Murray Valley Highway.
Approximately 25 s before it reached the crossing, the train passed over a track cir-
cuit, activating the crossing’s flashing lights and warning bells. Following this, the
train driver activated the air horn as he approached the whistle board.
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Travelling at around 100 km/h, the truck passed the ‘RAIL’ and ‘X’ road mark-
ings (approximately 267 and 253 m from the crossing, respectively), a rail level
crossing warning sign (approximately 260 m from the crossing) and continued
to approach the crossing without slowing. The truck driver later stated that, after
noticing the warning sign, he checked the flashing light assembly, but did not
detect the lights flashing (R v Scholl 2009).

Approximately 140 m before the crossing, the train driver noticed that the truck,
which was now approximately 70-100 m away, was approaching the crossing at
speed. In response, he sounded the train horn for several seconds. After noticing a
stationary vehicle waiting on the other side of the crossing, the truck driver finally
became aware of the train, applied the brakes, and attempted to take an evasive
action by steering the truck into a gully to the left of the train tracks. At approxi-
mately 1:34 p.m., the truck struck the second passenger car of the train. The collision
led to the train derailing and caused substantial damage to the truck.

As noted, several warnings were in place to prevent a vehicle—train collision at
the rail level crossing (see Figure 1.3). These included road-based warnings (e.g. road
markings and road signage), rail level crossing-based warnings (e.g. flashing lights
and warning bells) and train-based warnings (e.g. train horn).

Distance from
crossing
450 metres from
crossing: active for
.35 seconds

Warning

Train driver sounds
hom

Wamning Distance from
crossing
Waming DI"::::"::;M i & 140 metres from
Direction Train driver sounds e p
Train activates of train hom crossing; active for
track circuit, which | 665 metres (24.87 7 seconds
in tumn activates seconds) from
crossing waming crossing
devices

Warning Distance from crossing

Located on crossing;
activated at least 25.4 secs
before train entered crossing

Flashing lights and
warning bells

Distance from

Warnin,
9 crossing

Road marking ‘X' | Approx 253 metres

Railway

Distance from

Waming crossing

‘Railway crossing
flashing signal
ahead' warning

sign

Approx 260 metres

Distance from

Warnin; t
9 crossing

Road marking
‘RAIL’ Approx 267 metres

FIGURE 1.3 Kerang rail level crossing warnings. (Reprinted from Accident Analysis and
Prevention, Vol. 50, Salmon, P. M., G. J. M. Read, N. A. Stanton, and M. G. Lenné, The
crash at Kerang: Investigating systemic and psychological factors leading to unintentional
non-compliance at rail level crossings, Pages 1278—1288, Copyright (2013), with permission
from Elsevier.)
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The flashing lights and warning bells failed to alert the truck driver about the
presence of the train. The first sounding of the train horn also failed to alert the
driver. Of the other warnings, the court proceedings indicate that the truck driver
saw the first crossing warning sign and proceeded to look at the crossing, so this was
deemed to be effective in fulfilling its role as a passive warning device. However, the
sign directed the truck driver’s attention towards the flashing lights assembly, rather
than prompting him to scan the tracks, so it was only partially effective. It is unclear
whether the road markings ‘RAIL’ and ‘X’ were noticed by the truck driver and
whether they initiated further scanning of the crossing. Finally, the second sounding
of the train horn, 120 m from the crossing, also failed to alert the truck driver about
the presence of the train. Notably, the cue that finally alerted the driver to the train’s
approach — namely the other vehicle stopped at the crossing — was not an inherent
design feature of the rail level crossing system, but rather was an emergent property
from interactions within the system.

1.4.1 THE INDIVIDUAL PERSPECTIVE

From an individual component or reductionist perspective, it is relatively straightfor-
ward to explain the Kerang incident. This viewpoint tells us that the crash was caused
by the truck driver’s failure to see the flashing lights or approaching train until it was too
late to successfully execute evasive manoeuvres. In turn, this failure has been explained
via the psychological phenomena of a so-called looked-but-failed-to-see (LBFTS) error.
Salmon et al. (2013c) describe how the driver’s extensive experience of the crossing
with no train present led to the development of schemata, or mental models of the world
as we expect it to behave, which effectively enabled the driver to look at the warnings
but not perceive that they were active (Salmon et al. 2013c). Although this explanation
is appropriate, it does not consider other important factors such as why the crossing
did not have full boom gate protection (to prevent an LBFTS error) or the factors that
exacerbated the LBFTS error. Indeed, psychological studies investigating LBFTS errors
have found that these errors are heavily situation dependent, with some situations yield-
ing LBFTS errors in 100% of individuals (Most et al. 2001). Additionally, attempts to
find individual differences that predict LBFTS errors — the notion that some people
are particularly susceptible to error — have generally failed (Beanland and Chan 2016,
Bredemeier and Simons 2012, Kreitz et al. 2015, 2016, Wright et al. 2013), indicating
that system design is highly implicated in these errors.

1.4.2 A Systems PersPECTIVE ON KERANG

As described previously, the systems thinking viewpoint goes beyond the individ-
ual perspective to identify various factors that interacted to cause the LBFTS error
and the accident overall. These factors are represented in Figure 1.4, which presents
a summary of our AcciMap of the incident. Based on the hierarchical levels out-
lined by Rasmussen’s (1997) risk management framework (Figure 1.1), the AcciMap
depicts the interconnected contributory factors across the road and rail systems.
The AcciMap demonstrates the systemic nature of the contributory factors
involved in the tragic crash at Kerang. At the equipment and the surroundings level,
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there are multiple factors that likely contributed to the driver’s failure to notice the
activated rail level crossing and the approaching train. The crossing had flashing
lights and various warnings (e.g. signage, road markings) but was not fitted with
boom gates. Previous research has shown that crossings with boom gates achieve the
best safety performance (Saccomanno et al. 2007), primarily because they provide
a more conspicuous visual cue to the driver, as well as forming a physical barrier.
Weather conditions at the time of the incident are also important; the OCI report
states that the sun was directly in front of the truck and a test run in similar weather
conditions reported considerable sun glare from the road surface (OCI 2007). The
OCT also reported that the contrast between the train and its background is likely to
have been reduced because the truck-facing side of the train was shadowed. Trees
near the crossing may have obscured the truck driver’s vision of the approaching
train, whereas the A-pillar of the truck also momentarily obscured a stationary vehi-
cle located on the opposite side of the crossing. Although the train driver sounded the
train horn twice on approach to the crossing, the OCI stated that it is unlikely that the
first horn sounding would have been audible to the truck driver (OCI 2007). Finally,
the road speed limit was 100 km/h; a lower travel speed would have provided more
time for evasive action.

The truck driver’s experience of the route also played a significant role in the
incident. Critically, despite driving the same route more than 300 times previously,
he had not previously experienced a train at the Kerang crossing (R v Scholl 2009).
On the day of the incident, the driver was delayed in departing the depot due to
freight loading issues, which in turn led to the truck encountering the train at the
crossing. Influenced by a strong expectancy for the crossing to be inactive with no
train approaching, along with the environmental, meteorological and vehicle factors
noted previously, the driver failed to notice the approaching train or the activated
warnings.

As we move further up the system, we begin to see important contributory
factors that occurred in the weeks and months prior to the incident. An infra-
structure manager conducted an inspection of the crossing in response to a series
of near miss incidents, and a letter was sent from the train operator to the track
manager expressing concern over road user behaviour at the crossing. Notably,
the truck driver’s employer was not made aware of the inspection or the near
miss incidents.

Higher up in the system, the contributory factors relate to the absence of boom
gates at the Kerang crossing. In response to the near-miss incidents, the crossing
was added to the state government’s crossing prioritisation list (OCI 2007), which
meant that it would be under consideration for upgrade to full boom gate controls.
Accordingly, approximately 8 months prior to the incident, the crossing was assessed
using the Australian Level Crossing Assessment Model (ALCAM). At the time of
the incident, the ALCAM risk assessment tool placed little emphasis on the role
of human factors in behaviour at rail level crossings, and viewed risk primarily
as a function of road and rail traffic levels. Accordingly, the Kerang crossing was
assigned a risk score that led to it being ranked 140 out of 143 crossings on the
prioritisation list (OCI 2007), which meant it would not be upgraded for some time.
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This slow upgrade of crossings on the prioritisation list was a function of budgetary
constraints: due to the very high costs associated with upgrading rural crossings,
only approximately 20 crossings could be upgraded each year.

1.5 SUMMARY

The aim of this chapter was to provide an overview of systems thinking and socio-
technical systems theory philosophies, particularly as they relate to the rail level
crossing context. In doing so, the chapter has outlined the rich explanatory power of
the systems thinking approach, along with its holistic approach to design and system
optimisation.

The Kerang case study demonstrates how, even when driver behaviour is directly
linked to a rail level crossing collision, adopting a systems thinking approach eluci-
dates information on the contribution of factors across the overall road and rail system,
and provides clues as to what system reforms are required to prevent a similar incident
moving forward. In this case, although modifications to the crossing environment
would be useful, the need for wider system reform around risk assessment, crossing
prioritisation for upgrade and indeed the cost of crossing upgrades is emphasised.
Notably, a short-term implication is that lower cost rail level crossing treatments are
required that perform equally well as more costly upgrades to boom gates.

Taking a systems thinking approach to rail level crossing analysis and design
raises a number of pertinent questions. Regarding the functioning of rail level cross-
ing systems, there are knowledge gaps relating to the nature of the factors across
road and rail level crossing systems that influence end user behaviour. Regarding
the design of rail level crossing systems, it is unclear how human and technical ele-
ments of the system can be jointly optimised. We contend that the answers to these
questions lie at the core of rail level crossing safety. Integrating systems thinking and
sociotechnical systems theory therefore provides a powerful framework for under-
standing and optimising rail level crossing system behaviour. The programme of
research described in the following chapters aimed to do exactly that by using meth-
odologies from systems thinking and sociotechnical systems theory to:

1. More fully understand rail level crossing system behaviour and the fac-
tors influencing road user behaviour (i.e. car drivers, heavy vehicle drivers,
motorcyclists, cyclists and pedestrians).

2. Develop and test new STS-based rail level crossing design concepts intended
to better prevent collisions and more fully support users in negotiating rail
level crossings safely.

Although the explanatory power of the systems thinking approach is demonstrated
through the Kerang accident analysis, it is important to note that systems think-
ing and sociotechnical systems theory approaches are not limited only to accident
analysis. There exists a range of methodologies that are suited to both the analysis
of rail level crossing system performance and the design. Example methodologies
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underpinned by systems thinking and/or sociotechnical systems theory include
the Cognitive Work Analysis (CWA) framework (Vicente 1999), Hierarchical Task
Analysis (HTA; Stanton 2006), the Event Analysis of Systemic Teamwork (Stanton
et al. 2013b) and Soft Systems Methodology (Checkland 1981). The programme of
research described in this book utilised the CWA framework and HTA. An overview
of these methods is provided in Chapter 2 and a description of how they were used in
combination with other human factors and design methods is provided in Chapter 3.
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2 An Overview of
Key Human Factors

Approaches and
Methods

2.1 INTRODUCTION

The aim of this chapter is to introduce the key human factors and systems thinking
methods that were employed throughout the research programme described in this
book. Throughout the chapter, Boxes 2.1 through 2.12 provide examples of how the
methods were used in the research. Chapter 3 then describes how these methods
were integrated within the overall research programme.

As introduced in Chapter 1, a defining characteristic of this research programme
was that it adopted a systems approach to rail level crossings, underpinned by the
principles of sociotechnical systems theory. This necessitated adopting a multitude
of research methods, both to capture performance at all levels of the system hier-
archy and to address different stages of the system life cycle, ranging from analys-
ing the existing system functioning through to redesigning the system. The various
methods we adopted for the research programme can be grouped under four broad
categories:

1. Data collection methods for understanding human behaviour and perfor-
mance: These methods focus on collecting data about human performance
within an existing system and include observation, verbal protocol analy-
sis, cognitive task analysis interviews, subjective workload measurements,
usability and preference measures, eye tracking and vehicle parameters. Such
measures can be obtained from naturalistic or semi-naturalistic studies of
behaviour, including on-road instrumented vehicle studies (see Chapter 4)
or laboratory-based studies such as those undertaken in driving simulators
(see Chapter 9).

2. Data collection methods for understanding performance of the overall
system: These methods, which include document review and interviews
with subject-matter experts, involve collecting data to understand other
aspects of the system of interest, beyond users and their interactions with
technology and the immediate environment.

3. Systems-focused analysis methods: The next set of methods described are
analysis methods, which assist to structure raw data to gain insights into
system functioning. These include network analysis, Hierarchical Task

19
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Analysis (HTA), the Systematic Human Error Reduction and Prediction
Approach (SHERPA) and Cognitive Work Analysis (CWA).

4. Human factors design methods: Finally, we introduce some human factors
methods and tools that can assist to take a systems thinking and sociotech-
nical systems theory approach to design.

These methods are summarised in Figure 2.1, showing the levels of the sys-
tem that are addressed by each, based on Rasmussen’s (1997) risk management
framework.

We hope that the discussion of these methods will provide valuable context for
understanding the research presented throughout this book, as well as useful guid-
ance for those wanting to use similar approaches in their own work. Readers who
wish to use the methods are directed to the appendix, where more detailed proce-
dural guidance is provided.

2.2 DATA COLLECTION METHODS FOR UNDERSTANDING
HUMAN PERFORMANCE

2.2.1 OBSERVATION

Observational studies encompass a range of research methods used to collect data
about tasks, behaviour, and environmental or contextual influences on behaviour.
A fundamental attribute of observational methods is that naturalistic behaviour is
captured in a usually non-intrusive, and sometimes covert, manner. Observation
can be a valuable way to capture data without intervening in the task and provides
an excellent opportunity to gain familiarisation with the system as it operates in
the real world. Researchers can collect various types of observational data, includ-
ing tasks, task sequences, task performance and verbal and physical interactions
between system components (both human-human and human-technology interactions).
The data collected from an objective record of performance, rather than relying on
self-reported behaviour, which may not reflect actual practice (Flach et al. 1998).
However, observation alone cannot elicit information about the cognitive processes
involved in task performance. It provides data about what behaviours occur but not
why they occur. Therefore, observational methods should ideally be used alongside
other methods.

2.2.2  VEHICLE MEASURES

Basic observational methods (e.g. roadside observation) enable researchers to col-
lect crude measurements of driving behaviour, such as whether they stopped, how
long they stopped and approximate travel speeds. To gain more precise measures
of driving behaviour, researchers must use methods that permit them to directly
record vehicle parameters such as speed, acceleration/deceleration, braking, lateral
position, heading and headway. This can be done using a real vehicle (e.g. on a pub-
lic road, closed course or test track) as in on-road instrumented vehicle studies, or
using a driving simulator. The advantage of on-road studies is that they measure real
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BOX 2.1 OBSERVATIONS OF PEDESTRIAN BEHAVIOUR

As a part of this research programme, we used covert observational techniques
to study pedestrian behaviour at rail level crossings. Considerations for selec-
tion of sites to observe included the following:

» Previous incident and near miss rates

e Sites of interest to industry subject-matter experts (e.g. due to high
incident rates)

* Covering a range of sites with different features such as the type of
warnings present, number of train tracks, train traffic mix (e.g. pas-
senger vs. freight trains, express vs. stopping trains) and whether
crossings were adjacent to a train station

We analysed incident data provided by the industry to understand the times
of day during which most incidents or near misses occur, and then planned
our observations to coincide with these times (7-9 a.m. and 2—4 p.m.). On-site
observations at seven rail level crossings were undertaken in a covert manner
so as not to influence user behaviour. The observer was located in a vehicle, in
a signal box overlooking the crossing or on a station platform overlooking the
crossing.

We also used observation to understand drivers’ visual scanning behaviour
at rural level crossings through video analysis and to gain familiarisation with
the train driver task during cab rides (see Chapter 4).

driving, including genuine risks (e.g. the possibility of being involved in a collision
or incurring a speeding ticket). It is also possible to design quasi-experimental stud-
ies, in which participants experience distinct driving conditions at different points
of the drive. The corollary to this is that the road environment and traffic conditions
cannot be controlled, so different participants may experience markedly different
driving conditions, and confounding variables may influence behaviour in some cir-
cumstances. Certain situations may also be unethical (e.g. driving while intoxicated)
or unfeasible (e.g. novel infrastructure designs) to have participants encounter in a
real-world drive. For these reasons, driving simulation is commonly used to comple-
ment on-road studies, as it affords researchers greater flexibility and control in the
driving scenarios that they can design.

In a typical on-road study of driver behaviour, participants drive an instrumented
vehicle that is fitted with a data logging device to record vehicle speed and global
positioning system (GPS) location. The data logger should be connected to the vehi-
cle’s Controller Area Network to record parameters such as the driver’s interactions
with the brake, accelerator and steering wheel. This enables analysis of the important
aspects of driving performance, such as speed and braking. The data logger should
also be connected to at least one video camera that records the road environment, to
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FIGURE 2.2 Example still frame from multi-camera footage in an instrumented vehicle.

permit researchers to examine speed and braking profiles with reference to the video
record (e.g. to identify whether speed changes were due to changes in traffic, road
environment or infrastructure). If the setup includes only one video camera, it should
film the forward road ahead of the participant. Where multiple cameras are included,
these may also film the rear view, left and right exterior of the vehicle, and vehicle
cockpit, including the driver (see Figure 2.2).

In alaboratory-based simulator study, vehicle measures are collected by the software
system as the participant drives in the virtual environment. Measures, including speed,
braking and lateral and longitudinal positions, can be extracted. These measures can
be interpreted in different ways, for example, to assess the extent of driver impairment
resulting from alcohol intoxication or drowsiness.

Appropriate measures should be determined during the design phase of the study,
as some simulator software platforms only record parameters that are pre-specified.
Other platforms record all possible parameters, but pre-specifying the variables for
extraction allows for easier data processing.

A key benefit of collecting vehicle measures is the objective nature of the data.
In this way, on-road and simulator studies are like observation, but offer more
precise measurement (e.g. exact travel speeds). However, without using additional
complementary methods such as verbal protocols, eye tracking and cognitive task
analysis, the cognitive processes associated with the behaviours captured will
remain unknown.
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BOX 2.2 USING VEHICLE MEASURES TO UNDERSTAND
DRIVER BEHAVIOUR AT RAIL LEVEL CROSSINGS

As part of this research programme, we collected vehicle measures from both
an instrumented vehicle, to record drivers’ behaviour when encountering
existing rail level crossing designs (see Chapter 4), and a driving simulator, to
test drivers’ responses to novel rail level crossing designs that were developed
based on our research findings (see Chapter 9).

2.2.3  Eve TRACKING

Eye tracking studies use a specialised piece of equipment called an eye tracker
to record where individuals are looking while they perform a given task or view
a scene. By examining which objects the participant fixated on, researchers can
identify which objects in the environment captured their attention. For example,
in an on-road study, are drivers focusing their visual attention on signs, road mark-
ings, pedestrians or flashing lights? Analysis of scanning patterns can also reveal
which aspects of the environment the driver expects to provide the most useful
information.

There are many different types of eye trackers, which vary in their functionality
(Holmgpvist et al. 2011). Eye trackers for studying eye movements in the real world use a
combination of cameras: one to record the scene that the participant is viewing, and one
or two to record the eye(s). The two camera sources are synced to produce a video of the
scene that the participant saw, with an overlaid marker that represents the participant’s
gaze location at each point in time. Some systems are ‘monocular’, recording only eye,
whereas other systems are ‘binocular’, recording both eyes. In driving studies, there is
usually no meaningful advantage to using binocular recording systems, as monocular
recordings provide a sufficiently accurate representation of gaze position.

Broadly categorised, there are two types of eye tracking systems that can be used
for measuring eye movements in on-road studies:

1. Head-mounted eye trackers, which are worn by the participant (most look
like a pair of spectacles with small cameras attached)

2. Dashboard mounted eye tracking systems, which use remote cameras to
record eye movements

Dashboard systems are less intrusive than wearable systems (which can become
uncomfortable after an extended period), but commercially available research-grade
eye tracking systems are also less accurate at localising eye movements, which has
implications for data accuracy. For instance, it may be possible to localise the general
region where the driver is looking, but dashboard systems are unlikely to be accurate
enough to determine whether the driver is fixating on specific signs.

Several other factors can affect the accuracy of eye tracking data, including
excessive sunlight, variations in ambient lighting, and drivers wearing corrective
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lenses and/or eye makeup (Holmqvist et al. 2011). However, as technology continues
to improve, in future these issues are likely to become less problematic.

In general, wearable eye tracking systems offer the greatest flexibility as they
often have the capability to record data without being connected to a computer.
Dashboard mounted systems usually require a computer connection, which limits
their portability if the study involves moving the equipment between different vehi-
cles (e.g. because participants are driving their own vehicles, or the study is using
multiple vehicles in different locations).

2.2.4 VErBAL ProtOCOL ANALYSIS

The methods described thus far collect in-depth objective data, but have limited
utility for uncovering the cognitive processes underlying the behaviours analysed.
Verbal protocol analysis is a data collection and analysis method that can be used
to elicit the cognitive and physical processes that an individual uses to perform a
task. This is achieved by asking individuals to ‘think aloud’ while concurrently
performing the task of interest, such as driving, and then analysing a transcript of
these verbalisations to make ‘valid inferences’ from the content of discourse (Weber
1990). Example instructions that can be used to train participants in providing con-
current verbal protocols are provided in the appendix.

Verbal protocols can provide data on the user’s thinking processes and content of
their situation awareness while driving (Walker 2005). Accordingly, the approach
is becoming popular as a way of assessing driver cognition, decision-making
and situation awareness during on-road studies (e.g. Salmon et al. 2014a, Walker
et al. 2011, Young et al. 2013b) and in driving simulators (e.g. Banks et al. 2014).
A recent study showed that providing concurrent verbal protocols had no nega-
tive effects on driving performance, with the only effects found being positive
(e.g. drivers become more aware of changes in the road environment; Salmon
et al. 2016a). Although this finding is encouraging in that using such techniques
in on-road studies does not place participants at increased risk for crashes, it is
important to note that it may make participants more aware than they would be
in everyday driving.

2.2.5 CocGNITIVE TASK ANALYSIS INTERVIEWS

Cognitive task analysis techniques are used to describe the unobservable cogni-
tive aspects of task performance. These approaches were developed to identify
and describe the cognitive processes and strategies underlying decision-making,
judgements and goal generation (Militello and Hutton 1998). Data collection typi-
cally relies upon retrospective interviews with experts, with structured questions
that probe the key aspects of the decision-making process. A key aim of cognitive
task analysis approaches is to uncover the tacit knowledge of experts, which is dif-
ficult to verbalise or to capture through traditional interview techniques (Crandall
et al. 2006).

There are several methods for cognitive task analysis, with a leading method
emerging being the Critical Decision Method (CDM; Klein and Armstrong 2005,
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Klein et al. 1989). CDM is a semi-structured interview technique that uses structured
prompts to aid recall of past events and explore factors that shape decision-making.
It can be used to identify training requirements, generate training materials, pro-
vide input for the development of decision support systems and evaluate how new
decision support systems impact task performance (Klein et al. 1989). It evolved
from the Critical Incident Technique (Flanagan 1954) and was developed to study
naturalistic decision-making strategies of experienced personnel. It has been applied
within complex and dynamic domains such as firefighting, military and emergency
medicine (Klein et al. 1989). It has also been used in previous transport research in
aviation (Plant and Stanton 2013), maritime operations (@vergard et al. 2015) and rail
(Tichon 2007).

Probes are used within the semi-structured interview format to elicit the follow-
ing types of information (see O’Hare et al. 2000 for full question set):

e Goal specification: What were your specific goals at the various decision
points?

e Cue identification: What features were you looking at when you formulated
your decision?

e Expectancy: Were you expecting to make this type of decision?

e Conceptual model: Are there any situations in which your decision would
have turned out differently?

e Situation assessment: Did you use all the information available to you when
formulating the decision?

e Decision blocking — stress: Was there any stage during the decision-making
process in which you found it difficult to process and integrate the informa-
tion available?

* Analogy/generalisation: Were you at any time reminded of previous experi-
ences in which a similar decision was made?

Interviews conducted with CDM should be transcribed verbatim before analysis.
There are several options for analysing the interview transcripts. For instance,
responses can be coded using automated thematic analysis software programmes
such as Leximancer™ or can be coded manually using a structured a priori frame-
work, or using an exploratory emergent theme approach (Wong 2004).

BOX 2.3 USING THE CRITICAL DECISION
METHOD WITH DRIVERS

As part of this research programme, we used CDM to better understand
driver behaviour at rail level crossings. The outcomes of this are described in
Chapter 4, along with information about how we used the method with novice
as well as experienced drivers, to understand the differences in the decision-
making processes of these two groups.
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2.2.6 WORKLOAD

Subjective workload refers to ‘the cost incurred by a human operator to achieve a partic-
ular level of performance’ (Hart and Staveland 1988). It is a multidimensional construct,
which emerges from the interaction between a given task and situation, as well as the
skills, behaviour and perception of the operator. Measuring workload is of increasing
importance within human factors as systems become more complex, imposing ever-
increasing demands on workers and users. One of the most widely used measures of sub-
jective workload is the National Aeronautics and Space Administration (NASA) Task
Load Index (NASA-TLX; Hart and Staveland 1988), which was originally developed
for use with pilots but has been subsequently successfully adapted for other contexts.
The NASA-TLX measures subjective workload during a specific task on multiple
dimensions. Different dimensions of workload are measured through six subscales:

. Mental demands: How mentally demanding was the task?

. Physical demands: How physically demanding was the task?

. Temporal demands: How hurried or rushed was the pace of the task?

. Performance: How successful were you in accomplishing what you were
asked to do?

. Effort: How hard did you have to work to accomplish your level of performance?

. Frustration: How insecure, discouraged, irritated, stressed and annoyed
were you?

AW N =

AN W

Participants rate each item on a scale from ‘very low’ to ‘very high’ except for
‘Performance’, which is rated from ‘failure’ to ‘perfect’ or ‘poor’ to ‘good’. Weighted
subscale scores can be combined to derive an overall measure of workload.

There are several different response formats for administering measures such as the
NASA-TLX, including paper and pencil, electronically (e.g. using an iPad) or verbally
(e.g. aresearcher asks each question and the participant provides a verbal response, which
the researcher records). The response format required will depend on the resources avail-
able, as well as the timing of administration. For example, if the NASA-TLX is admin-
istered during an on-road study, while the participant is still driving, this can only be
achieved by administering it verbally, whereas in a simulator study, it would be feasible
to have participants complete the NASA-TLX in between driving tasks. The NASA-TLX
scale and guidance for scoring are provided in the appendix.

BOX 2.4 MEASURING SUBJECTIVE WORKLOAD
AT RAIL LEVEL CROSSINGS

As part of this research programme, we used the NASA-TLX within driving
simulator studies to understand the differences in subjective workload between
existing ‘baseline’ rail level crossing environments and new rail level crossing
environments. See Chapter 9 for further information.
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2.2.7 USABILITY AND SUBJECTIVE PREFERENCE MEASURES

Usability refers to how easy it is for potential users to successfully learn to use a new
system with minimal effort (Davis 1989). There are various ways in which usability
of a system can be evaluated.

Standard ISO/TR 16982:2002 identifies a range of usability methods and pro-
vides guidance to assist the choice of usability methods based on variables such
as the constraints of the project (e.g. time available, budget available), the charac-
teristics of users, their availability to participate in usability testing and the extent
and importance of the design change (e.g. whether it is a safety-critical change).
However, usability evaluation methods have tended to focus on the assessment of
computer-based displays, rather than wider systems with which end users may inter-
act in transportation domains.

The System Usability Scale (SUS; Brooke 1996) provides an efficient means to
gain participants’ subjective ratings of usability. It consists of a 10-item question-
naire with responses provided on a 5-point scale from ‘strongly disagree’ to ‘strongly
agree’. Scoring (described in the appendix) provides a usability score out of 100, with
higher scores indicating greater usability. Like the NASA-TLX, different response
formats can be used with the SUS, including paper, electronic or verbal responses.

In addition, usability assessment can involve asking open-ended questions to bet-
ter ascertain users’ understanding of the system and their preferences. This qualita-
tive information can provide important depth to the quantitative data gained from
scales such as the SUS and can greatly assist in directing additional design refine-
ment activities.

BOX 2.5 ASSESSING THE USABILITY OF RAIL
LEVEL CROSSING ENVIRONMENTS

As part of this research programme, we adapted the SUS for use in a driving
simulator study to gain subjective usability ratings of novel rail level crossing
designs compared to baseline simulated environments (see Chapter 9). We also
assessed usability and subjective preference of new designs using a survey
methodology (see Chapter 10).

2.3 DATA COLLECTION METHODS FOR UNDERSTANDING
SYSTEM PERFORMANCE

Although the methods discussed already offer an in-depth understanding of human
behaviour and human interaction with technology and the immediate environment,
they do not necessarily uncover more abstract aspects of the system. This leaves
an explanatory gap, whereby higher levels within the system hierarchy are not
addressed. To rectify this gap and ensure coverage of all stakeholders within the sys-
tem, it is necessary to use other methods, including review of relevant documentation
and interviews with subject-matter experts.
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BOX 2.6 DOCUMENT REVIEW TO UNDERSTAND
THE RAIL LEVEL CROSSING SYSTEM

The types of documents reviewed to inform our HTA and CWA analyses
included engineering standards, road rules and legislation, policy documents
and government reports.

2.3.1 DoCUMENT REVIEW AND ANALYSIS

Document review is an important familiarisation activity, especially when begin-
ning research in an unfamiliar domain. Useful documents to source could include
legislation governing system operation, technical/engineering standards, policy doc-
uments, procedures, government reports and accident investigation reports. Subject
matter experts may be able to direct the research team to the most useful and credible
documents to analyse.

It is recommended that the review be undertaken purposefully, with the inten-
tion of inputting into another method such as HTA or CWA. This could involve
using content analysis and classifying aspects of the documents into categories
relevant to the method. For example, for HTA, procedural documents could be
reviewed and content classified as relating to goals, sub-goals, operations and plans
(see Section 2.4.2). For CWA, technical documents and standards could be reviewed
to identify the physical objects present in the system and their affordances; and pol-
icy documents and legislation could be reviewed and classified to identify the func-
tional purposes of the system (see Section 2.4.4). This type of content analysis could
be conducted using software such as NVivo (QSR International).

2.3.2 INPUT FROM SUBJECT-MATTER EXPERTS

Subject-matter or domain experts are an important source of information and input.
They may participate in data collection activities such as interviews or walkthroughs,
where they act as the primary data source. Experts can also provide input into the
validation of analyses conducted by researchers, for example, checking and refining
the HTA models derived from other data collection methods. It is important to iden-
tify relevant subject-matter experts for the domain of interest. To align with systems
thinking principles, these experts should also be drawn from different levels of the
system. They may include expert users or workers, managers, policy makers, system
developers and technicians (Naikar 2013). Gathering subject-matter experts together
to enable debate and discussion can be a valuable activity to understand where poten-
tial conflicts or areas of complexity might exist (Flach et al. 1998). This could be
achieved via a group interview or focus group session.

However, it is acknowledged that domain experts can be difficult to access (Potter
et al. 1998), so approaching them for input may require some planning as to how
much input is required and when it may be most valuable. Potentially, efficiencies
can be gained by applying techniques such as documentation review and observation,
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BOX 2.7 SUBJECT-MATTER EXPERT INPUT FOR
UNDERSTANDING THE RAIL LEVEL CROSSING SYSTEM

In developing our CWA outputs, we gained input from a small amount of
subject-matter experts initially, using semi-structured interviews, and later used
a focus group with 11 domain experts to validate the Work Domain Analysis
model (see Chapter 5).

and generating initial analyses, followed by engagement with subject-matter experts
for validation of the analysis.

2.4 SYSTEMS-FOCUSSED ANALYSIS METHODS

Data collected using the methods described in Sections 2.2 and 2.3 can be analysed
using a variety of techniques, including simple descriptive analyses and inferen-
tial statistics to compare behaviour and performance between conditions. Although
these methods are useful to provide an initial understanding and overview of the
raw data, a key advantage of many of these data collection methods is the ability to
analyse the data in greater depth using additional human factors analysis techniques
that offer specific insights about system functioning.

2.4.1 NETWORK ANALYSIS

Network analysis can be used to understand the relationships between tasks, social
actors (humans and technology) and knowledge concepts. In this research pro-
gramme, we have generally used network analysis in relation to the latter, to focus
on the situation awareness of users at rail level crossings. Here, the data input is the
verbal protocol transcripts.

Situation awareness networks illustrate the concepts verbalised by participants
and the relationships between them, to provide a detailed picture of what partici-
pants’ situation awareness comprised at key points. Within situation awareness net-
works, the nodes represent pieces of information or concepts relevant to situation
awareness (e.g. speed, lights).

Situation awareness networks can be constructed manually or via software tools
such as Leximancer, which uses text representations of natural language to interro-
gate verbal transcripts and identify themes, concepts and the relationships between
them. The software has previously been used for situation awareness network con-
struction and analysis in various on-road studies (Salmon et al. 2013a, 2013d, 2014a,
2014b, Walker et al. 2011). An important strength of this approach is that it provides
a reliable, repeatable process for constructing situation awareness networks.

A further strength of using networks to describe participant situation awareness is
the ability to analyse them in various ways using network analysis metrics. Various
metrics are used to analyse situation awareness networks. Metrics that may have
relevance include the following:
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e Network density: This metric represents the level of interconnectivity of the
network in terms of relationships between nodes. Density is expressed as a
value between 0 and 1, with O representing a network with no connections
between nodes, and 1 representing a network in which every node is con-
nected to every other concept (Kakimoto et al. 2006).

e Sociometric status: This metric provides a measure of how ‘busy’ a node
is relative to the total number of nodes within the network under analysis
(Houghton et al. 2006). Nodes with sociometric status values greater than
the mean sociometric status value plus one standard deviation may be
designated as ‘key’ (i.e. most connected) nodes in the social and situation
awareness networks.

e Centrality: This metric measures the standing of a node within a network
in terms of its distance from other nodes in the network (Houghton et al.
2006). A ‘central’ node is relatively close to all other nodes in the network
in terms of connections. That is, an interaction with other nodes in the net-
work is achieved through the lowest number of connections.

The use of these metrics enables conclusions to be made regarding the structure of
situation awareness. In an on-road study context, for example, this allows conclu-
sions to be made regarding:

¢ The most important pieces of information being used when negotiating
road environments (sociometric status, centrality).

¢ Differences in the connectedness of information when drivers negotiate
different types of road environments, such as intersections versus rail level
crossings (e.g. network density: does situation awareness become harder to
attain and is the driver required to use more information?).

¢ Instances where important pieces of information (e.g. speed reductions) are
not well integrated in drivers’ understanding of the situation (sociometric
status, centrality).

Analysis of data via network analysis metrics is normally supported through a net-
work analysis software tool such as Agna. This involves importing the network data
into Agna in the form of a matrix of the concepts (e.g. car, traffic lights, pedestrian,
speed) and the relationships between them (e.g. ‘car’ was mentioned with ‘speed’
seven times; ‘car’ was mentioned with ‘pedestrian’ once). The network metrics are
then calculated automatically by the software tool by selecting the appropriate metrics.

BOX 2.8 USING NETWORK ANALYSIS TO UNDERSTAND
SITUATION AWARENESS AT RAIL LEVEL CROSSINGS

In this research programme, we applied network analysis to the transcripts of
verbal protocols obtained during on-road studies to understand driver situation
awareness at rail level crossings (see Chapter 4).
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2.4.2 HierARCHICAL TASK ANALYSIS

Hierarchical Task Analysis (HTA) is a method for understanding the hierarchical
decomposition of system goals, based on a desired objective or end state (Annett
and Stanton 1998). Although HTA originated from scientific management meth-
ods and is often employed to decompose the tasks of individual operators (Stanton
2006), it is ultimately a systems method, enabling analysts to decompose the
whole system in terms of its goals, sub-goals and requisite activities. It provides
a normative model of functioning, that is, it describes what should be done to
achieve the overall goals of the system.

The HTA method was developed in response to a need to better understand cogni-
tive tasks brought about by the changing nature of industrial work processes during
the 1950s and 1960s (Annett 2004). At the time, the focus on cognition as well as
physical work made it unique, and it subsequently became arguably the most popular
of all human factors methods (Stanton 20006).

HTA works by decomposing systems into a hierarchy of goals, sub-ordinate goals,
operations and plans; it focuses on ‘what an operator ... is required to do, in terms of
actions and/or cognitive processes to achieve a system goal’ (Kirwan and Ainsworth
1992). It is important to note here that an ‘operator’ may be a human or a technologi-
cal operator (e.g. system artefacts such as equipment, devices and interfaces). HTA
outputs therefore specify the overall goal of a system, the sub-goals to be under-
taken to achieve this goal, the operations required to achieve each of the sub-goals
specified and the plans that are used to ensure that the goals are achieved. The plans
component of HTA is especially important as they specify the sequence, and under
what conditions, different sub-goals must be achieved to satisfy the requirements of
a super-ordinate goal.

HTA has been widely used in several domains, including the process control and
power generation industries, the military (Ainsworth and Marshall 1998, Kirwan
and Ainsworth 1992) and transport, including aviation (Stanton et al. 2009) and bus
driving (Salmon et al. 2011). It has also been adapted for use in a range of human fac-
tors applications, including training (Shepherd 2002), design (Lim and Long 1994),
error and risk analysis (Baber and Stanton 1994) and the identification and assess-
ment of team skills (Annett et al. 2000).

BOX 2.9 HIERARCHICAL TASK ANALYSIS
FOR RAIL LEVEL CROSSING SYSTEMS

We used HTA to understand the rail level crossing system, in terms of the
goals, sub-goals and operations of the key actors, including road users, train
drivers, the train and the rail level crossing infrastructure. See Chapter 5 for
further information.
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2.4.3 SystemaTic HUMAN ERROR REDUCTION AND PREDICTION APPROACH

Systematic Human Error Reduction and Prediction Approach (SHERPA) is a human
error identification approach, originally designed to assist those working in the
process industries (e.g. conventional and nuclear power generation, petrochemical
processing, oil and gas extraction and power distribution; Embrey 1986) to better
understand error potential. The domains of application have broadened in recent
years, to include areas such as aviation (Harris et al. 2005) and health care (Lane et al.
2006, Phipps et al. 2008).

SHERPA is based on normative models of task performance, such as HTA. Where
HTA has been completed at the systems level as discussed previously (i.e. where
‘operators’ have been defined as including both human and technological actors),
SHERPA analysis enables an understanding of potential failure across all aspects of
the system. SHERPA uses a taxonomy to classify different types of potential errors.
The taxonomy is based on the following five task types:

1. Action (e.g. pressing a button, engaging a piece of equipment, opening a
door)

. Retrieval (e.g. retrieving information from a display or manual)

. Checking (e.g. conducting a check for signage)

. Selection (e.g. choosing one alternative over another)

. Information communication (e.g. exchanging information through verbal or
non-verbal means)
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The outcome of a SHERPA analysis is a set of credible errors that can be prioritised
based on probability and criticality, with concomitant error reduction strategies or
interventions.

BOX 2.10 HUMAN ERROR IDENTIFICATION
FOR RAIL LEVEL CROSSINGS

In this research programme, we used SHERPA initially to understand the
potential errors associated with the current system (see Chapter 5) and then
subsequently within a design evaluation and refinement process to assess how
new designs would address the existing errors or introduce new errors (see
Chapter 8).

2.4.4 CocNITIVE WORK ANALYSIS

Cognitive Work Analysis (CWA) is a framework developed to model complex socio-
technical work systems (Jenkins et al. 2009, Rasmussen et al. 1990, Vicente 1999).
However, it can also be used beyond traditional work systems, as recent applications
in road transport and other areas have demonstrated (e.g. Cornelissen et al. 2012).
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BOX2.11 COGNITIVE WORK ANALYSIS TO
UNDERSTAND THE RAIL LEVEL CROSSING SYSTEM

CWA was an integral method used in this research project. See Chapter 5
for information about the analysis and Chapter 6 for details on how we used
insights from the CWA to inform the design of novel crossing designs.

The CWA framework is focussed on identifying the constraints on system func-
tioning; it generates representations of the system that enable the analyst to under-
stand how activity could proceed within a given system. The focus on constraints
separates the technique from other analysis approaches that are descriptive (i.e.
describing how activities are conducted), or normative such as HTA (i.e. prescribing
how it should be conducted).

The framework comprises five phases of analysis that are selected based upon the
aims of the analysis and/or design process. The phases commence by modelling the
environmental constraints on the domain, with subsequent phases progressively nar-
rowing the focus to consider constraints associated with tasks, strategies, allocation
of functions and cognitive skills required by workers or users interacting within the
domain (Vicente 1999). The five phases are as follows:

1. Work Domain Analysis

2. Control Task Analysis

3. Strategies Analysis

4. Social Organisation and Cooperation Analysis
5. Worker Competencies Analysis

The system descriptions provided by each phase can then be used to address specific
research and design aims. For example, Work Domain Analysis is commonly used
to support interface design and evaluation purposes, but it can also be used to inform
training design and evaluation.

2.5 HUMAN FACTORS DESIGN METHODS

Several of the methods already discussed are used by human factors practitioners
and researchers to inform design by providing analytical findings or insights, which
can be incorporated into the system redesign process. However, there are a set of
methods that are specifically intended to assist the creative process of design and
that align with the systems thinking and sociotechnical systems theory approaches
described in Chapter 1. A selection of these methods is introduced here.

2.5.1 SCENARIOS AND STORIES

Scenarios are narratives describing ‘use situations’ relevant to the design process.
They can be used to communicate important information about user characteristics
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and task context efficiently and effectively to those involved in design (Carroll 2002).
Narratives help to promote an understanding of user goals, experiences and chal-
lenges to prompt design solution ideas. They can also be used to evaluate proposed
designs, by considering how the scenario might be different if a new design was
implemented. Systems-focussed analysis methods, particularly CWA, can provide
many inputs to scenarios, including user goals, the presence of conflicting goals,
different types of situations and circumstances, different strategies that can be
employed, and different competencies of users.

Stories, while similar to scenarios, are different in that they represent real-life
cases describing people’s interactions within the system and can be used to demon-
strate a particular finding or perspective that is illustrative to discuss. They can be
used for communicating information uncovered during the analysis in a concrete,
specific way (Erickson 1995). They can also assist to promote empathy with users or
other stakeholders within the system.

2.5.2 PERSONAS

Personas are descriptions of people (real or fictional) within the system. They provide
information about the person’s circumstances, capabilities and limitations, motiva-
tions, values and so on to assist designers to develop empathy with various users and
stakeholders of the system. Empathy is important for achieving user-centred designs
that align with sociotechnical systems theory values.

2.5.3 INSPIRATION CARDS

Inspiration cards and card sorting techniques are commonly used within participa-
tory design activities. Tangible materials, such as cards, can provide a means of
engaging participants and encouraging their physical, rather than only cognitive,
involvement in the design process (Halskov and Dalsgérd 2006).

Some sets of cards have been developed to inspire design ideas. For example, cards
can be used in design games such as those described by Brandt and Messerter (2004).
In the User Game, design participants use Moment cards (reflecting short videos of
naturalistic activities) and Sign cards (with printed concepts such as ‘despair’, ‘pace’,
‘vibrant’, ‘closeness’ and ‘zones’) to build and annotate stories relating to the design
question. The game follows an approach similar to a crossword, where one story will
be outlined with cards, which then is added to by the next player — intersecting at one
point in the story. This builds a web of interconnected stories that envisage potential
user experience within a system.

Another card-based design method is the Design with Intent Toolkit (Lockton
et al. 2010), created to provide design patterns that can be used in design for behaviour
change. The toolkit provides cards based on eight different lenses or perspectives on
design, both environmental and cognitive. For example, in the Architectural Lens,
a card titled ‘Positioning’ asks the designer to consider ‘Can you rearrange things so
people interact with them in the locations you want them to?’

The toolkit provides information about each lens and guidance on how the cards
can be used to generate design ideas. Novel uses of the cards are also encouraged.
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Furthermore, designers may create their own card sets relevant to the design ques-
tions being addressed.

2.5.4 AssuMpPTION CRUSHING

This tool outlines a process for considering assumptions associated with the existing
system, then challenging these assumptions and creating alternative statements that
change the boundaries of the design space (Imber 2012). This enables the design
team to transcend traditional design solutions and promotes innovation. The alterna-
tive statements developed can be used as a basis to brainstorm design ideas.

2.5.5 METAPHORS AND ANALOGIES

Metaphors and analogies can assist designers to take inspiration from an area or
domain that is similar but has some difference, and apply this in design. Metaphors
provide a means of seeing familiar things in a new way. For example, Norman (2007)
describes how the metaphor of the horse and rider can be used to explore approaches
to designing vehicle automation.

BOX 2.12 HUMAN FACTORS DESIGN METHODS TO
GENERATE NOVEL RAIL LEVEL CROSSING DESIGNS

In our research programme, we used these design methods and tools in a par-
ticipatory design process to generate new designs for rail level crossings. See
Chapter 6 for more information about this process.

2.6 SUMMARY

This chapter has outlined the key methods and approaches that were utilised in this
research programme. In the remainder of this book, we will explain how these vari-
ous perspectives on understanding human and system functioning were integrated
and used to inform the analysis, design and evaluation of rail level crossings.



3 An Integrated Framework
for Transport Analysis
and Design

3.1 INTRODUCTION

In this chapter, we will describe how we integrated the methods described in Chapter 2
to draw upon the strengths of each within an overall systems thinking approach.
Although the discipline of human factors is focussed on applied outcomes, relatively
few research programmes have involved comprehensive data collection, analysis,
design and formal evaluation under the umbrella of a single research project. Instead,
human factors research by necessity is often limited to a piecemeal, reductionist
approach involving exploration of a single issue, highlighting primary findings and
providing specific recommendations for change. This may be because the findings are
needed quickly (e.g. to input within a design process) or because of the limitations
of funding available for human factors research. We had the privileged opportunity
with a multi-year programme of research to go beyond exploring the problem, to a
process of redesign and evaluation. The aim of the research was to recommend practi-
cal outcomes that could be implemented to improve safety, underpinned by a systems
thinking framework. Although the framework was developed to improve rail level
crossing safety, it was designed to be generic to enable modification for research on
other transport safety issues.

3.2 A RESEARCH PROGRAMME UNDERPINNED
BY SOCIOTECHNICAL SYSTEMS THEORY

As noted in Chapter 1, sociotechnical systems theory underpins the approach taken
in the research described in this book. Emerging in the 1950s and since applied to
organisational design for many decades (Mumford 2006), sociotechnical systems
theory is strongly aligned with systems theory and underpinned by notions of indus-
trial democracy, participatory design and humanistic values. In short, the sociotech-
nical systems theory approach aims to design organisations and systems that have
the capacity to adapt and respond to changes and disturbances in the environment.
Sociotechnical systems theory approaches are traditionally adopted within an
action research paradigm, responding to a known problem that has been identified by

37
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stakeholders, in some cases through experiential and informal knowledge. Consequently,
they often integrate problem exploration within the design generation stage, without a
dedicated background of data collection and analysis. For this research programme, it
was clear from reviewing the literature (e.g. Edquist et al. 2009) and discussions with
stakeholders that there was not an adequate understanding of the problem from the out-
set. This necessitated a comprehensive data collection programme to help understand
the aspects of the problem and to provide a robust basis for Cognitive Work Analysis
(CWA) and the other systems-based analysis methods applied.

As described in Chapter 2, CWA is a sociotechnical systems framework: it is
concerned with how individuals and groups (the socio) and technology or artefacts
(the technical) interact to achieve the goals of the system. However, CWA has previ-
ously been criticised for failing to contribute directly to design processes (Jenkins
et al. 2010, Lintern 2005, Mendoza et al. 2011). Thus, one of the innovations of this
research programme was to develop a design process for use with CWA, to demon-
strate how the phases of CWA can be used within a larger sociotechnical systems
theory-based framework for analysis, design and evaluation. The outcome of this, the
CWA Design Toolkit (CWA-DT), is described in Chapter 6.

To inform the design of our research programme, we looked to the principles
and values of sociotechnical design that have evolved over many years of action
research implementing innovations in organisations (e.g. Cherns 1976, Clegg 2000,
Davis 1982, Walker et al. 2009b). These principles intend to support the design
of sociotechnical systems that exhibit adaptive capacity. Two sets of principles have
been defined (Read et al. 2015b):

1. Process principles: What an sociotechnical systems theory-based design
process should encompass

2. Content principles: What the outcome of the process (the design itself)
should encompass (see Chapter 6)

In Table 3.1, we have defined the process principles and described how our research
programme was designed to address each principle.

In addition, the values of sociotechnical systems theory underpin the design
process and should also be represented in the outcomes of the design process
(Cherns 1987). Sociotechnical systems theory values will be familiar to human
factors professionals as these have permeated the discipline generally over the years.
The values include the following:

*  Humans as assets: Rather than characterising humans as unpredictable, error-
prone and the cause of problems in otherwise well-designed technological
systems, sociotechnical systems theory acknowledges that no technical sys-
tem is perfect and that humans are assets capable of identifying the need for
change, of learning and adapting, and of effective problem solving (Clegg
2000, Norros 2014).

e Technology as a tool to assist humans: Technology should be viewed as a
tool to assist people to meet their goals, rather than an end in its own right
(Clegg 2000, Norros 2014). Frequently, technical solutions are proposed as
a panacea to a problem, often as a replacement for humans, with little or no
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TABLE 3.1

How the Sociotechnical Systems Theory Process Principles Were Considered
in the Design of the Research Programme

STS Process

Principle

Adoption of
appropriate design
process

Provision of
resources and
support

Context/problem
analysis

Description

Design approaches, methods and

techniques must be matched to the
fundamental nature of the problem
and its environment (Walker et al.
2009b). In addition, the systems used
to undertake design also need to be
designed. Sociotechnical thinking,
ideas and principles are applicable to
design systems (Clegg 2000).
Importantly, the process of design or
re-design needs to be compatible with
its objectives (Davis 1982).

Resources and support are required for

design. This includes expertise in
how to adopt a more holistic and
systemic view. The process needs to
be supported by appropriate methods
and tools, working principles,
theoretical understanding and
frameworks (Clegg 2000).

Design should be appropriate to the

specific context, rather than simply
involving the uptake of imported or
copied solutions (Davis 1982).
Design decisions must also consider
competing demands and opportunity
costs (Clegg 2000).

Application to the Research
Programme

Overall approach: We selected the
STS philosophy to underpin the
entire research programme, given the
nature of rail level crossings as
complex, open systems (Read et al.
2013).

We applied this philosophy and its
core values to design our research
approach as well as to drive the
design aspects of the research.

Overall approach: We conducted the
project with 4 years of funding and
support from industry partners,
including access to data, information
and expertise. The research was led
by experts in human factors and
systems thinking and supported by
appropriate methods and tools, with
a focus on CWA.

Data collection: We were careful in
selecting data collection methods to
ensure that different rail level
crossing contexts were considered
(e.g. urban vs. rural environments;
active vs. passive crossings) and that
the perspectives of different types of
end users were gained. This provided
an in-depth view of the problem.

Design: We chose to use a
participatory design process
focussed on developing novel ideas
for improving safety and system
performance, involving diverse
stakeholders and subject-matter
experts, to optimise the balancing of
competing demands and values in
making design decisions.

(Continued)
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TABLE 3.1 (Continued)
How the Sociotechnical Systems Theory Process Principles Were Considered
in the Design of the Research Programme

STS Process

Principle

Constraints are
questioned

Representation of
interconnectedness
of system elements

User participation

Multidisciplinary
participation and
learning

Description

Constraints used to criticise or rebuff
novel design ideas (e.g. cost, time)
should be questioned, to avoid
prematurely closing off options
(Cherns 1976).

All aspects of a system are
interconnected and none should take
logical precedence over the other.
System elements should be designed
jointly, and the impact of changes on
aspects such as roles and structures
must be considered (Davis 1982).
Efforts should be made to trace
through unintended effects of a
design and to facilitate evaluation
after implementation (Clegg 2000).

Application to the Research
Programme

Systems analysis: We selected CWA
as an analysis framework to enable
us to identify the key constraints on
the functioning of level crossing
systems and their re-design. This
enabled the questioning and
challenging of existing constraints
within the design process, using
design tools and techniques such as
‘assumption crushing’.

Systems analysis: The selection of
systems-based analysis frameworks
and methods, such as CWA and
HTA, enabled us to understand and
represent the interrelationships
between system components.

Evaluation: We used the systems
analysis outputs to evaluate the
proposed design concepts to
understand the effects on the wider
system.

The design process must be compatible Design: We adopted a participatory

with its objectives. If the objective is
to create a system capable of

adaptation and self-modification, then

individuals must be provided with the
opportunity to participate in the
design process (Cherns 1976).
Successful implementation depends
upon the ownership of the design.
Participation is essential for those
who will be responsible for achieving
successful operation (i.e. managers,
supervisors and workers; Davis 1982)
Design involves multidisciplinary
education and should draw upon
those with expertise in both the social
and technical domains (Clegg 2000).

design process to promote ownership
of the final outcomes by key
stakeholders. We also invited user
representatives to participate in the
design process.

Design: The participatory design
process adopted in the research
programme provided a collaborative
environment to support
multidisciplinary learning among the
researchers, stakeholders and other
subject-matter experts.

(Continued)
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TABLE 3.1 (Continued)
How the Sociotechnical Systems Theory Process Principles Were Considered
in the Design of the Research Programme

STS Process

Principle

Adoption of agreed
values and purposes

Documentation of
how choices
constrain
subsequent choices

Design driven by
good solutions — not
fashion

Joint design of social
and technical
elements

Political debate

Description

Those participating in the design
process must reveal assumptions
and reach decisions by consensus
(Cherns 1987).

Design involves making choices
between alternatives. The choices
made early in the design process are
not independent and constrain later
choices available to designers
(Clegg 2000).

Design occurs within a social context
and is subject to social movements
and trends, fads and fashions
(Clegg 2000).

The design process requires a joint
evaluation of the impact of the
technical system design on the social
system, and the impact of the
social system on the operation of
technical system. Optimising
outcomes requires the joint design of
the technical and social aspects of the
system (Davis 1982). Design
decisions should be reached for both
technical and social reasons
(Cherns 1987).

System design involves political
processes, and as such mechanisms
are needed to handle political debates
and discussions (Clegg 2000).

Application to the Research
Programme

Design: We used a participatory
design process that encouraged a
consensus-based approach to
decision-making.

Design: We used a structured process
to plan the design process meaning
that the scope was documented from
the beginning. This enabled
agreement to occur about the initial
constraints imposed on the process.

Design: Our participatory design
process encouraged stakeholders to
consider the best solutions rather
than to follow the current trends.
This was promoted by reference to
STS values and design tools to focus
on the needs of end users.

Analysis: Through the application of
systems-based analysis methods, we
gained an understanding of the
interrelationships between the social
and technical aspects of existing rail
level crossing systems.

Design: We used the knowledge from
the analysis as well as design
approaches and tools aimed to support
joint design. In addition, we used the
STS content principles to conduct an
initial high-level evaluation of
proposed designs to determine the
extent to which joint design was
achieved and to recommend
appropriate refinements to designs.

Design: Our participatory design
process was structured to encourage
debate and discussion between
stakeholders with different
perspectives and responsibilities for
rail level crossing safety. This was
especially encouraged during the
design refinement process.

(Continued)
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TABLE 3.1 (Continued)
How the Sociotechnical Systems Theory Process Principles Were Considered
in the Design of the Research Programme

STS Process

Principle

Iteration and
planning for
ongoing evaluation
and re-design

Design and planning
for the transition
period

Description

Design is an iterative and extended

social process. As soon as a design is
implemented, its consequences
indicate the need for redesign (Clegg
2000, Davis 1982). User requirements
are not static; new needs will be
discovered after implementation and
new types of users may also become
apparent. Systems must therefore be
designed for adaptability and change,
including the provision of structures
and mechanisms to promote ongoing
evaluation, feedback and re-design
(Clegg 2000, Walker et al. 2009b).

To avoid the common issues in

implementing a new design or
re-design, the components required
for successful implementation need to
be considered within the design
process. A transitional phase of
operation may be required to

bridge the gap between the existing
operations and the new design (Davis
1982).

Application to the Research
Programme
Design: Our design process was
intended to support the generation of
designs that would be adaptable to
changing circumstances and identify
and support re-design opportunities.

Evaluation: Although our research
programme did not specifically focus
on the transition period, possible
emergent risks were examined in our
evaluation processes. In addition, the
recommendations made, especially
around improving data systems,
could assist in managing this period
and monitoring for emergent issues.

STS, sociotechnical systems theory.

consideration of the goals of people’s work or the social system required to
make the technology work (Clegg 2000).

The need to promote quality of life: People cannot be considered as simply
machines or extensions of machines (Robinson 1982). They should be pro-
vided with quality work or tasks that are challenging, have variety, include
the scope for decision-making and choice, facilitate ongoing learning,
incorporate social support and recognition of people’s work, have social
relevance and lead to a desirable future (Cherns 1976, 1987).

The need to respect individual differences in design: Individuals have var-
ied needs and preferences. Some may prefer high levels of autonomy and
control; others may prefer more prescriptive guidance. The design process
needs to recognise and respect differences and work towards achieving a
flexible design that incorporates different preferences, acknowledging that
meeting all needs may not always be possible (Cherns 1976, 1987).
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e The need to demonstrate responsibility to all stakeholders: The effects of
design choices on all stakeholders (e.g. users, manufacturers, unions, indus-
try bodies, government bodies and the wider community) should be consid-
ered. Potential negative effects to be considered include physical damage or
injury, economic loss and social and environmental harms (Cherns 1987).
Impacts should be considered throughout all stages of the system life cycle
from design through to de-commissioning.

We applied these values throughout the research programme. For example, we
considered our research participants and project stakeholders to be assets, rec-
ognising the value of their input and expertise. Further, we used a team-based
approach for the research that drew on the strengths, expertise and working prefer-
ences of team members. We worked as a distributed team across three geographical
locations and used technology to collaborate. However, we found that times when
team members were co-located for important tasks, such as generating initial CWA
analyses, were most worthwhile due to the ease of interaction and opportunities
provided for learning from one another through working collaboratively. Quality of
working life was strong, with the research work being challenging, having variety
and contributing to an important real world problem.

3.3 THE RESEARCH FRAMEWORK

The research process consisted of four distinct phases, as shown in Figure 3.1, which
moved from data collection to understand the existing system, to whole systems anal-
ysis, to design generation and finally to evaluation and testing of the novel designs.

PHASE 1: Data PHASE 2:
collection Existing systems
On-road studies of analysis
driver behaviour at
RLXs (utilising VPA & D sk
cDMm) A esign workshop
- Driving simulator
Diary study of user CWA studies (utilising VPA)
behaviour at RLXs
\‘W’/ Desktop evaluation of
S . design concepts
. Subject matter e)fpert Survey study of all road
Subject matter expert workshop — to validate users
interviews WDA
. J
Design refinement
activities
Documentation review HTA & SHERPA Development of
recommendations
_4
In-cab familiarisation Specification of final
(utilising observational design concepts
techniques)
Engagement w|

<
<

FIGURE 3.1 The phases of the research programme. RLX, rail level crossing; WDA,
work domain analysis; VPA, verbal protocol analysis; CDM, critical decision method; HTA,
hierarchical task analysis; SHERPA, systematic human error reduction and prediction approach.
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The ultimate outcome was a set of recommendations around potential changes to rail
level crossings to improve safety, but there were other innovative outcomes along the
way, including the generation of the CWA-DT, which was adopted predominantly
in Phase 3 to generate novel systems-focussed designs. As shown across the bottom
of the diagram, we engaged with stakeholders throughout the process, both through
interactions with the project steering committee and with wider stakeholders such as
subject-matter experts for various distinct activities.

Each phase of the research programme is described in Sections 3.3.1 through 3.3.4.

3.3.1 PHAse 1 — DATA COLLECTION

The data collection focussed on understanding the existing rail level crossing system
from multiple perspectives using multiple methods. Semi-naturalistic on-road stud-
ies of driver behaviour were conducted, combining the collection of:

e Vehicle measures and video recordings of the driving environment to
understand objective driver behaviour.

* Eye tracking to understand where visual attention was directed within the
road and in-vehicle environments.

e Verbal protocol analysis (VPA), analysed using network metrics, to under-
stand drivers’ situation awareness when traversing crossings.

e Cognitive task analysis interviews using the Critical Decision Method
(CDM) approach to explore driver decision-making around whether to ‘stop
or go’ at the crossing.

This mix of methods included both objective and subjective data, telling us
both what drivers were doing and what they were thinking while negotiating the
crossing.

Although these on-road studies provided in-depth data, being largely naturalistic it
was clearly not possible to control the environment or manipulate driver exposure to
specific conditions such as whether a train was present during participants’ encounters
with rail level crossings. This approach therefore yielded more data on situations when
there was no train present, rather than situations in which the road user had to make
a decision involving an approaching train. To address this, we also conducted a self-
report diary study to increase the data available on decision-making at rail level cross-
ings, using an adapted CDM approach. Importantly, this study also provided insight
into the decision-making processes of cyclist, pedestrian and motorcyclist users at rail
level crossings.

Finally, to gain a broader understanding of the whole system and its functioning,
we interviewed subject-matter experts, analysed key system documentation and rode
in train cabs during normal passenger operations.

See Chapter 2 for an overview of the data collection methods and Chapter 4 for
more information about their application in this research.
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3.3.2 PHASE 2 — EXISTING SYSTEMS ANALYSIS

Phase 2 of the research programme involved generating systems models of rail level
crossings, using the data collected during Phase 1. Although the data collection
activities alone provided a number of key findings and insights into specific aspects
of user behaviour, it was not until the data were synthesised through a systems
thinking lens that a deeper understanding could be gained. The formative analy-
sis provided through CWA outputs yielded pivotal information around the system
constraints that affect the functioning of rail level crossing systems and activity
conducted within them.

In addition to analysing the data collected in Phase 1, we engaged with
subject-matter experts from the rail and road industries to validate the Work Domain
Analysis models generated for rail level crossings. This was an important step as
the Work Domain Analysis underpins the latter phases of CWA. It also provided an
opportunity to engage with stakeholders and familiarise them with systems thinking
ideas and methods.

In addition to CWA, Hierarchical Task Analysis (HTA) and the Systematic
Human Error Reduction and Prediction Approach (SHERPA) were applied using
an explicitly systems-focussed perspective. Instead of a traditional HTA, which
focusses on the goals of individuals (workers, operators or users), this HTA consid-
ered all system actors (both humans and technologies) and provided a decomposi-
tion of the system goals, sub-goals, operations and plans. In this way, the SHERPA
taxonomy could be used to identify potential errors or failures across the entire sys-
tem, rather than only those associated with human behaviour. Conducting HTA and
SHERPA presented an interesting comparison to the CWA and produced a norma-
tive standard against which designs could later be evaluated.

See Chapter 2 for an overview of CWA, HTA and SHERPA methods, and
Chapter 5 for more information about their application in this research.

3.3.3 PHAse 3 — DeveLoPMENT OF NOVEL DESIGNS

One of the major challenges for the research programme was bridging the gap between
systems-based analyses (especially CWA) and design, to ultimately create designs
that optimised system performance and safety. To assist with this, we developed the
CWA-DT (Read 2015, Read et al. 2016a), which provides a process for taking the out-
puts of system analyses and applying them within a participatory design paradigm. A
toolkit approach was chosen for the CWA-DT due to the wide range of design purposes
and application domains within which CWA-based design might occur. Although
there are several design toolkits available, no formal toolkits were identified as being
developed for CWA, or for sociotechnical systems theory-based design.

The CWA-DT supports an iterative rather than sequential design process.
Consistent with the notion of CWA as a framework rather than a prescriptive method,
users of the CWA-DT have flexibility in which design tools they select, based on the
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purposes and scope of the design activity. The fundamental aspects of the approach
include the following:

e The identification of ‘insights’ from systems-based analyses, including
using structured prompt questions applied to the analysis outputs.

e Support for planning the design process, using templates to document the
design brief and evaluation criteria that will be used to measure success,
based on the analysis outputs.

e Guidance for selecting and using human factors design tools, such as
scenarios, stories, personas, inspiration cards, assumption crushing and
metaphors and analogies (see Chapter 2), and using them within a partici-
patory design setting (see Box 3.1 for further information about participa-
tory design).

e Guidance for high-level evaluation of proposed designs using the outputs
of the systems-based models and sociotechnical systems theory principles,
with the findings feeding into a design refinement process.

We used insights gained from Phases 1 and 2 of the research programme as the
basis for a participatory design process involving road and rail industry and govern-
ment stakeholders, as well as road user group representatives. The design process
involved idea generation workshops, which used tools to encourage lateral and cre-
ative thinking, in which initial design concepts were generated. These concepts were
then subjected to a desktop evaluation process by the researchers using CWA, HTA
and SHERPA. The evaluation results were provided back to the design participants
during an additional workshop. The evaluation outputs were used to make refine-
ments and prioritise the designs to determine a shortlist for further, more detailed
human factors evaluation.
See Chapters 6 through 8 for details of the design process and outcomes.

BOX 3.1 PARTICIPATORY DESIGN

The participatory approach to design is strongly values driven and views the
benefit of user involvement as stemming from the following three motivations
(Gregory 2003):

1. Applying the knowledge of users to create better designs

2. Taking users on the design journey, so they have a better understand-
ing of reasons for decisions and will be less resistant to change

3. Respecting the rights of humans to have a say in decisions that will
affect their interactions within the system
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3.3.4 PHASE 4 — EvALUATION OF DESIGNS

The shortlisted design concepts generated using the CWA-DT, along with two addi-
tional concepts designed by the research team, underwent formal evaluation and
testing to understand the potential benefits of their implementation.

The principal approach we used for this phase of the research programme was
driving simulation. Simulator studies provide an ideal platform for initial evalua-
tion of new design concepts, as it is possible to have users experience the new sys-
tem design without having to build prototypes in the real world. It is also possible
to experimentally control exposure to trains and to control the driving environ-
ment such that the only difference between rail level crossings is the type of design
encountered. This minimises potential for confounding factors between different
designs, which are likely to occur in field observations. Simulation also enabled us
to test the designs in situations that might be unethical in on-road studies, such as
deliberately distracting drivers from the task of searching for trains and exposing
participants to failed warning conditions (see Chapter 9).

We used a series of driving simulator studies to evaluate how the proposed designs
influenced driver behaviour. A fundamental aspect of the evaluations was that each
new design was evaluated as a complete system, most of which included multiple
new attributes, rather than evaluating each possible component change in isolation.
This was done deliberately so that the evaluation reflected systems principles and
captured the interaction of all new elements of the system, rather than how they
function individually. We used a combination of objective and subjective methods to
understand driving performance within the simulator studies, including collection of
vehicle measures, VPA and measures of usability and workload.

Like the on-road studies conducted in Phase 1, driving simulation was limited to
testing driver responses to the proposed design concepts. To gain the perspectives of
users other than drivers, we conducted an online survey study where users watched
video simulations of approaching and traversing each design, and then rated their
perceptions of key measures of success: safety, efficiency, compliance and overall
preference (see Chapter 10).

Overall, the evaluation process highlighted the aspects of the proposed designs
that were likely to support desirable system functioning, as well as the aspects that
did not appear to demonstrate clear benefits compared with the existing standards. In
addition, issues of potential emergent risks were highlighted. The evaluation findings
supported the development of recommendations provided to the industry for improv-
ing level crossing safety.

See Chapters 9 and 10 for details of the evaluation process and outcomes.

3.4 SUMMARY

In this chapter, we have outlined the approach taken to understand and model the
existing level crossing system, develop novel designs and evaluate the potential
effectiveness of the designs using human factors and systems thinking approaches.



48 Integrating Human Factors Methods and Systems Thinking

The description has demonstrated how we combined a range of human factors meth-
ods for analysis, design and evaluation within a range of contexts, incorporating
such broad approaches such as semi-naturalistic studies, participatory design and
laboratory studies, all underpinned by a systems thinking framework. Such diversity
in approaches is a key strength of the human factors discipline, where methods are
used, combined and adapted as required to meet the needs of the research question
at hand.

The remainder of this book is structured around the phases of the research pro-
gramme. The chapters provide additional details about the methods we used, the key
findings obtained and the insights we gained that may be valuable to researchers and
practitioners undertaking similar endeavours.
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4.1 INTRODUCTION

This chapter will describe Phase 1 of the research programme, which involved a
series of data collection activities aimed at understanding how road users interact
with existing rail level crossing systems. Road user behaviour was investigated via
on-road studies, observations, interviews and surveys. Train driver experiences were
explored during cab rides through urban and rural areas. Data collection methods
were deliberately structured so that the data could inform Cognitive Work Analysis
(Jenkins et al. 2009, Vicente 1999) and Hierarchical Task Analysis (Stanton 2006),
which respectively provide formative and normative descriptions of system function-
ing (see Chapter 5).

The impetus for these data collection activities arose from a review of the existing
literature on human factors issues in level crossing safety (Edquist et al. 2009). The most
effective existing solutions to improve safety, namely, grade separation and upgrading
from passive signage to boom gates, are generally considered cost prohibitive (Cairney
et al. 2002, Wigglesworth and Uber 1991), particularly given there are approximately
8,838 public road level crossings in Australia and 67% of these have passive controls (i.e.
signage) only (RISSB 2009). However, many lower cost interventions are not evidence
based and/or have not been appropriately evaluated (Edquist et al. 2009). Although a
substantive body of research exists examining road user behaviour at rail level crossings,
most studies have relatively narrow scope (e.g. focussing on a single road user group)
and are not been conducted in a manner consistent with systems thinking approaches
(Read et al. 2013). These issues highlighted the need for a more comprehensive, in-
depth application of human factors methods to understand behaviour and the factors
influencing behaviour at rail level crossings.

A multifaceted data collection approach was adopted to meet the requirements
for systems-based analysis. Whereas most previous research has focussed on car
drivers in isolation (Read et al. 2013), the current research programme was designed
to incorporate perspectives from multiple system users, including car drivers, pedes-
trians, cyclists, motorcyclists and train drivers. It was also designed to capture road
user behaviour across diverse types of rail level crossings, as there is no single design
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that represents a prototypical crossing (Edquist et al. 2009). Further, although there
is a strong focus on novice driver safety in the broader road safety literature (Curry
et al. 2011, Hatakka et al. 2002, Mayhew et al. 1998, McKnight and McKnight
2003), there was little research examining differences between novice and experi-
enced drivers when specifically interacting with rail level crossings. Therefore, this
comparison was considered within this phase of the research programme.

As a final point of note, the review of Edquist et al. (2009) highlighted the
need for better data in this area, with part of the shortfall related to the methods
used to study rail level crossing safety in previous research. The methods used
in this research programme were selected as they provide a much greater level
of detail than collected previously, particularly with respect to the cognitive pro-
cesses underlying road users’ behavioural choices. For example, the use of eye
tracking in instrumented vehicles provides much richer data than conventional
observational studies where the behaviour of the driver is inferred by observers
recording at the roadside.

The methods used to better understand end user behaviour included the following:

* On-road instrumented vehicle studies of driver behaviour: Two on-road
studies were completed: one focussing on urban active rail level crossings
and the other focussing on active and passive crossings in a rural area.
Participants were required to drive a pre-specified route that encompassed
several rail level crossings, using an instrumented vehicle fitted with cam-
eras and data logging equipment. Eye and head movements were recorded
to measure drivers’ allocation of visual attention, and their situation aware-
ness was measured through provision of concurrent verbal protocols
(i.e. thinking aloud during the drive).

e Cognitive task analysis interviews of driver behaviour: The on-road studies
also involved a post-drive cognitive task analysis interview using the Critical
Decision Method (CDM; Klein et al. 1989). CDM uses a series of struc-
tured prompts to facilitate recall of past events and probe factors that shaped
decision-making. The interviews focussed on participants’ decision-making
at rail level crossings (i.e. whether to proceed, slow or stop).

e Diary study of road user behaviour: A diary study was used to capture data
from multiple road user groups across diverse geographic locations. Drivers,
pedestrians, cyclists and motorcyclists recorded their daily interactions at
rail level crossings over a 2-week period. If participants encountered a train
and/or active warnings, they were asked to recount this experience in detail.
Diary questions were adapted from CDM probes to capture the factors that
influenced decision-making.

e Subject-matter expert interviews and in-cab familiarisation: Discussions
were held with two train drivers and one rail subject-matter expert to gather
information regarding train driver behaviour at rail level crossings and their
perceptions of road users’ behaviour at rail level crossings. Researchers also
participated in train cab rides through urban and rural areas to gain famil-
iarisation with the train driving task and better understand the train driver
perspective.
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e Observations of pedestrian and cyclist behaviour: Structured on-site
observations of pedestrian and cyclist behaviour were undertaken at seven
urban rail level crossing sites (see Box 2.1). The aim was to understand the
range of behaviours exhibited by users of the pedestrian infrastructure at
rail level crossings and identify potential factors influencing behaviour. Due
to space constraints, we do not report the findings in this chapter, but fur-
ther information about the observations can be found in the work of Read
et al. (2014).

The remainder of this chapter summarises the methods, results and conclusions from
the primary data collection activities.

4.2 ON-ROAD STUDIES

A typical on-road instrumented vehicle study involves having participants drive
a pre-specified route in a vehicle that is fitted with equipment that records vehicle
parameters (e.g. driver inputs, vehicle speed, braking) as well as video footage of
the road environment and the driver’s behaviour. The route is specifically planned to
include road features of interest, for the current project that meant designing routes
that included multiple rail level crossings (Lenné et al. 2013). Similar methods have
been used to study a range of research questions, including human error and driver
distraction (Young et al. 2013a, b), situation awareness conflicts between different
road users (Salmon et al. 2013d, 2014a, b) and the impact of road design on road user
behaviour (Cornelissen et al. 2015, Salmon et al. 2014b, Young et al. 2013).

On-road studies using instrumented vehicles are advantageous because they
include multiple measures of driver behaviour, which provide both an objective
record of how individuals behave and their subjective interpretation of the situa-
tion and their self-reported reasons for behaviour. Objective measures of behaviour
(e.g. speed, braking, lateral position) are provided by the vehicle data logger, as well
as through video cameras that record the situational traffic conditions and the driv-
er’s behaviour. Eye and head movements can also be analysed to reveal drivers’ allo-
cation of visual attention, that is, where and when they looked for trains on approach
to a rail level crossing. Subjective interpretation of the objective behaviour can be
obtained by asking participants to provide concurrent ‘think-aloud’ verbal protocols
during the drive, to provide insight into their situation awareness.

The on-road studies were designed to collect data across a range of different con-
texts, to better understand factors that influence drivers’ behaviour and decision-
making at rail level crossings. To facilitate this, two studies were planned: one in an
urban area and the other in a rural region. The need to incorporate multiple rail level
crossings strongly influenced the selection of data collection sites, as both studies
needed to occur in locations with a high density of rail level crossings. The urban area
selected was the south eastern suburbs of Melbourne (population 4.5 million), the state
capital of Victoria, Australia, which has many actively controlled rail level crossings,
all equipped with half boom barriers, flashing lights and bells. The rural area selected
was the city of Bendigo (population 90,000), approximately 150 km north-west of
Melbourne. Bendigo was chosen as three long-distance train lines intersect in the city
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centre, so it was possible to design an on-road test route that began in central Bendigo,
with boom-controlled rail level crossings, and then quickly proceed into suburban and
rural areas where crossings have passive controls or flashing lights only.

4.2.1 PARTICIPANTS

Twenty drivers (12 novice, 8 experienced) completed the urban study and 22 drivers
(11 novice, 11 experienced) completed the rural study. Novice drivers were aged
18-22 years and held a provisional driver’s licence. Experienced drivers were
aged 29-55 years and held a full, unrestricted driver’s licence. Each group contained
approximately equal numbers of males and females.

4.2.2 INSTRUMENTED VEHICLE

Participants drove Monash University Accident Research Centre’s On-Road Test Vehicle
(ORTeV), an instrumented vehicle that combines a 32-channel Controller Area Network
(CAN) interface, global positioning system (GPS) logger and seven unobtrusive cam-
eras that record the driver, vehicle cockpit and forward, side and rear views external to
the vehicle. Data collected included GPS location, vehicle heading, travel speed and
brake pressure. In the rural study, a head-mounted eye tracking system (an Arrington
Binocular Scene Camera 60 Hz) was used to record visual scanning behaviour.

4.2.3 Test RouTtes

The urban test route was 11 km (20-25 minutes) and encompassed six rail level
crossings, all with boom barriers, flashing lights and bells (see Figure 4.1). The route
comprised arterial roads (80, 70 and 60 km/h) and shopping strip (40-50 km/h)
areas.

The rural test route was 31 km (40 minutes) and encompassed nine rail level
crossings: five with boom barriers, flashing lights and bells; one with flashing lights
and bells only; two with Stop signs only; and one with a Give Way sign only (see
Figure 4.2). Participants drove through one Stop crossing twice (once from each
direction), for a total of 10 rail level crossing encounters. The route comprised vary-
ing road types, including city streets, shared spaces, suburban residential streets,
highways and unsealed roads, with speed limits ranging from 40 to 100 km/h.

All drives were completed on weekdays at off-peak times (10:00 am and 2:00 pm
for urban; 10:00 am and 1:30 pm for rural), to ensure participants experienced simi-
lar traffic conditions.

4.2.4 DATA COLLECTION PROCEDURE

Participants were recruited in the local area of each study, to increase the likeli-
hood that they would have some familiarity or experience with the crossings in the
study route. Each participant completed a single 2.5-h testing session, which began
with providing informed consent and completing a brief demographic questionnaire.
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FIGURE 4.1 Map of the urban on-road study route, which encompassed 11 km of roadway
in the south eastern suburbs of Melbourne, Australia. Encircled numbers represent the loca-
tions of rail level crossings. All crossings were protected with boom barriers, flashing lights

and bells.

The participant then received training in the verbal protocol procedure, which
included demonstration, practice and feedback regarding how to provide appropri-
ate verbal protocols (Young et al. 2015; see the appendix for example instructions).
The aim of this training was to ensure participants verbalised cognitive tasks they
were undertaking (e.g. ‘I'm checking that the light is still green’) rather than physical
processes (e.g. ‘I turned on the indicator’).

Participants then completed the test route while concurrently providing their ver-
bal protocol. In the urban study, participants drove alone with a route map, which
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FIGURE 4.2 Map of the rural on-road study route, which encompassed 31 km of roadway
beginning in Bendigo, Australia, and extending to surrounding rural areas. Encircled num-
bers represent the locations of rail level crossings. Five crossings were protected with boom
barriers, flashing lights and bells (crossings 1, 2, 3, 6 and 7), one was protected with flashing
lights and bells (crossing 4), two were protected with Stop signs (crossings 5 and 8) and one
was protected with a Give Way sign (crossing 9). Participants encountered crossing 8 twice,
once from each direction.

they had memorised beforehand. Two researchers followed at a distance in a sepa-
rate vehicle, to assist if needed. In the rural study, participants were accompanied
by two researchers in the vehicle, with the front seat observer providing navigation
instructions.

4.2.5 DATA SOURCES

The data collection methodology provided numerous data sources, including vehicle
parameters, verbal protocols, eye glances and head movements. As the route char-
acteristics and traffic conditions varied markedly between urban and rural environ-
ments, different approaches were adopted for data analysis across the two studies:

» Urban study analyses focussed on comparing train-present and train-absent
conditions, as all rail level crossings had similar infrastructure and environ-
ments. Heavy surrounding traffic and restricted sight distances of approach-
ing trains precluded meaningful analysis of speed profiles and head checks
on approach to rail level crossings.
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e Rural study analyses focussed on comparisons between different rail level
crossing infrastructure features (i.e. active vs. passive) in train-absent condi-
tions, as most drivers never encountered a train. Levels of surrounding traffic
were low, so speed and stopping behaviour were relatively unconstrained.

Verbal protocols from both studies were analysed using Leximancer™ content
analysis software to generate semantic networks representing participants’ situation
awareness on approach to rail level crossings (Salmon et al. 2013a). The semantic
networks generated through this analysis process revealed the most prominent con-
cepts that participants mentioned on approach to rail level crossings and the connec-
tions between them. An example network is shown in Figure 4.3.

4.2.6 Key FINDINGS

Across both studies, there were 340 rail level crossing encounters: 120 at urban
crossings, 132 at actively-controlled rural crossings and 88 at passively controlled
rural crossings. Trains were present for 30% of urban encounters and 1% of rural
encounters. No participants encountered trains at passive rail level crossings.

4.2.6.1 Urban Rail Level Crossings

Verbal protocol analyses revealed the most prominent concepts in drivers’ situation
awareness networks on approach to rail level crossings (Young et al. 2015). These
were compared between train-present and train-absent encounters, and between
experienced and novice drivers, to reveal the areas of commonality and divergence.
Less than one-third of concepts were shared between all networks. Only two of

Experienced Drivers Novice Drivers .,
train
[
ogk chegkin:
changed cars
chegking rgd lights
Iﬁw ahé‘ad
trains mng;r"o?:'d slow ; dowmhill
looking clear beom ay
sure tracks i crgigbing
ahead 9 look &
check
sigw
complete
full
hand [
v '@ cofing looking
logks vigh train
time brakes
better
line

FIGURE 4.3 Situation awareness networks for experienced and novice drivers on approach
to rural Stop-controlled rail level crossings. Shaded circles represent distinct concepts, and
lines represent connections between concepts.



58 Integrating Human Factors Methods and Systems Thinking

these common concepts were related to the rail level crossing (i.e. ‘train’, ‘crossing’),
with most shared concepts relating to the surrounding traffic environment (e.g. ‘cars’,
‘road’, ‘lane’, ‘lights’, ‘front’, ‘left’).

Examination of unique concepts revealed some notable differences as a func-
tion of driving experience and train presence. Experienced drivers attended to more
diverse aspects of the environment, particularly non-car road users (e.g. pedestrians,
trams), regardless of whether a train was approaching. Novice drivers demonstrated
less attention towards non-car road users, and only mentioned the concepts related to
monitoring of pedestrian traffic (e.g. ‘pedestrians’, ‘people’, ‘door’) when there was
no train approaching. This suggests that the additional cognitive load of dealing with
a train restricted novice drivers’ ability to monitor other road users.

Analyses of visual scanning behaviour revealed that drivers spent a great majority
of their time (87%-91%) looking at the forward roadway when approaching rail level
crossings, regardless of train presence or driving experience. Experienced drivers
spent a greater proportion of time glancing at the rear-view mirror and footpath/
parking areas left and right of the road, whereas novice drivers spent more time
looking at the speedometer and in-vehicle areas. These findings are consistent with
the broader literature on eye movements in driving, which has demonstrated that
drivers focus predominantly on the forward roadway, and that experienced drivers
show more extensive horizontal scanning than novices (Chapman and Underwood
1998, Falkmer and Gregersen 2005, Underwood et al. 2002, Underwood 2007). It is
also consistent with the verbal protocol analyses, suggesting that experienced drivers
distribute their situation awareness more broadly, whereas novice drivers focus on
their vehicle and forward vehicular traffic.

4.2.6.2 Rural Rail Level Crossings

Rural rail level crossing environments were much less visually cluttered than those
in urban areas and therefore the analyses of rural data focussed primarily on how
drivers searched for information (e.g. head checks made to confirm the presence or
absence of a train) and their situation awareness, as indicated by their verbal proto-
cols. Data were compared between novice and experienced drivers, across four types
of crossings: Give Way sign; Stop sign; Flashing lights and bells; and Boom barriers,
flashing lights and bells.

Head check data revealed stark differences in information seeking behaviour
between passive and active crossings. Drivers made more head checks and spent
longer visually searching for trains, at passive crossings compared with active cross-
ings (see Figure 4.4a and b for the number and duration of head checks, respectively).
There were no differences in the number and duration of head checks when compar-
ing the two types of passive crossings (i.e. Give Way vs. Stop sign) or the two types
of active crossings (i.e. Flashing lights vs. Boom barriers). However, the timing of
head checks differed between Give Way and Stop sign crossings, with drivers begin-
ning and ending the head check process much earlier on approach to Give Way rail
level crossings (see Figure 4.4c). This reflects the fact that, in Australia, Stop signs
are placed at rail level crossings with restricted sight distance (Standards Australia
2007).
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Patterns of head checks at passive crossings did not differ between novice and
experienced drivers. However, at actively controlled crossings, novice drivers spent
less time checking for trains and made fewer head checks than experienced drivers
(see Figure 4.4a and b). In fact, four novice drivers (36%) made no head checks on
approach to any of the active rail level crossings, and only three (27%) made head
checks at all active crossings, whereas most experienced drivers checked at all level
crossings, regardless of whether active or passive infrastructure was present.

These findings imply that novice drivers greatly rely on active infrastructure to
guide their decision-making at rail level crossings, which could have catastrophic
consequences if signals fail or are unavailable. This was confirmed through verbal
protocol analyses revealing differences between experienced and novice drivers’
situation awareness on approach to rail level crossings with active and passive infra-
structure. Eight networks were generated, representing experienced and novice
drivers’ situation awareness on approach to each of the four crossing types (i.e. Boom
barriers, Flashing lights, Stop sign and Give Way sign). These networks revealed
fundamental differences between novice and experienced drivers, especially when
approaching passive crossings. Experienced drivers emphasised the need to make
their own visual checks, regardless of whether the rail level crossing included active
infrastructure, whereas novice drivers expected active signals would be present
at crossings to warn them of approaching trains. An example of this is shown in
Figure 4.3, which shows the Stop sign situation awareness networks. The novice
driver network includes several concepts relating to active infrastructure (i.e. ‘lights’,
‘boom’), which were not present at the Stop crossing, whereas these concepts do not
appear in the experienced driver network.

4.3 COGNITIVE TASK ANALYSIS INTERVIEWS

Instrumented vehicle studies provide contemporaneous measurement of participants’
objective behaviour and situation awareness during a drive. This provides insight
into their actions, but additional methods are needed to fully explain why they chose
that course of action. To delve deeper into road users’ decision-making, research-
ers can conduct retrospective cognitive task analysis interviews that probe the key
aspects of the decision-making process. Cognitive task analysis interviews can be
used in conjunction with other methods, such as in the current project where on-road
study participants completed cognitive task analysis interviews after their drive, or
as a stand-alone research tool. In some circumstances, stand-alone interviews are
the only feasible approach for data collection. However, respondents may provide
idealised or non-specific answers that cannot be verified without an objective record
of the events in question (Klein 1993). For this reason, the optimal approach is to use
a combination of data collection methods.

There are several approaches to cognitive task analysis, but for studies con-
cerned with naturalistic decision-making processes, a leading method is CDM
(Klein et al. 1989, Klein and Armstrong 2005), which uses a series of structured
prompts to aid recall of past events and explore factors that shaped decision-
making. The CDM prompts explore how people assess the situation, determine
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that a decision must be made and formulate appropriate actions (Klein 1993).
This process highlights the most critical information that users employ to make
judgements and decisions, which should ideally be readily accessible through the
system’s design. Thus, a major advantage of studying naturalistic decision-making
is that it can help designers to create systems that better reflect users’ information
processing needs (O’Hare et al. 2000).

CDM has been used to describe and assess naturalistic decision-making across
varied domains, including aviation (Plant and Stanton 2013), military operations
(Rafferty et al. 2012) and health care (Galanter and Patel 2005). Notably, these
domains all involve highly trained personnel in safety-critical situations. Road trans-
port differs from the traditional CDM context in that road users are not necessarily
‘experts’ at using a given transport mode. However, road users often face situations
that resemble classic naturalistic decision-making paradigms, especially at rail
level crossings: they must make the decision to stop or proceed under time pressure
and dynamic conditions, with incomplete information, ill-defined goals and often
poorly defined procedures. For this reason, CDM-based approaches have been gain-
ing popularity as a method for understanding road user decision-making (Young
et al. 2015). Further, CDM was chosen given the interest in novice-experienced
driver differences and the role of expectancy in decision-making at rail level cross-
ings, issues that we explored through applying Klein’s (1993) recognition-primed
decision (RPD) model.

4.3.1 INTERVIEW PROCEDURE

Interviews were conducted immediately after completing the on-road test routes
described in Section 4.2. Each participant completed two interviews, with each inter-
view focussed on their decision-making (i.e. whether to stop, slow, or proceed) at a
single rail level crossing. In the rural study, each participant completed one interview
about a passive crossing (i.e. Give Way or Stop sign only) and another interview about
an active crossing (i.e. Boom barriers and/or Flashing lights). In the urban study, each
participant completed one interview about a rail level crossing at which they encoun-
tered train or activated warnings, and another interview about a crossing at which
they did not encounter a train or activated warnings. If participants encountered no
trains during the urban route, or encountered trains at all rail level crossings, only one
interview was conducted.

Individual interviews took 15-32 minutes for rural rail level crossings and 8-22
minutes for urban rail level crossings. This is considerably shorter than the typical
CDM duration of 45-90 minutes cited for other domains (Klein 1993, Wong 2004),
which reflects the fact that the rail level crossing encounters were typically short
duration events (<1 minute if no train was present) and usually straightforward.

CDM is a flexible technique in that specific prompts can be selected to address
attributes of interest. For this study, prompts were selected to provide a comprehen-
sive description of the rail level crossing encounter, including the participant’s goals,
how they assessed the situation, the information they used to make their decision and
their mental representations of other alternatives (see Table 4.1 for a full list).
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TABLE 4.1

List of CDM Interview Prompts Used

Prompt

Incident description?

Goal specification®
Assessment®

Cue identification®

Expectancy

Options

Influencing factors?

Situation awareness?

Situation assessment?®

Information integration
Experience?

Mental models?®

Decision-making?

Conceptual model*
Basis of choice

Analogy/generalisation

Interview Question

Describe your encounter in as much detail as possible below, including what
you did, why you did it, the traffic conditions, how you knew a train was
coming and how the encounter unfolded? Try and include the information you
were using and any things that influenced what you did (e.g. time pressure,
other road users, experience of this crossing)

What were your specific goals at this point in time?

Suppose you were to describe the situation at this point to someone else. How
would you summarise the situation?

What features were you looking for when you formulated your decision?

How did you know that you needed to make the decision? How did you know
when to make the decision?

Were you expecting to make this sort of decision during the course of the event?
Describe how this affected your decision-making process.

What courses of action were available to you? Were there any other alternatives
available to you other than the decision you made?

How/why was the chosen option selected? Why were the other options rejected?

Was there a rule that you were following at this point?

‘What factors influenced your decision-making at this point?

‘What was the most influential factor that influenced your decision-making at
this point?

What information did you have available to you at the time of the decision?

Did you use all of the information available to you when formulating the
decision?

Was there any additional information that you might have used to assist in the
formulation of the decision?

What was the most important piece of information that you used to formulate
the decision?

‘What specific training or experience was necessary or helpful in making this
decision?

Did you imagine the possible consequences of this action?

Did you create some sort of picture in your head? Did you imagine the events
and how they would unfold?

How much time pressure was involved in making the decision?

How long did it actually take to make this decision?

Was there any stage during the decision-making process in which you found it
difficult to process and integrate the information available?

Are there any situations in which your decision would have turned out differently?

Do you think that you could develop a rule, based on your experience, which
could assist another person to make the same decision successfully?

Were you at any time reminded of previous experiences in which a similar/
different decision was made?

2 Prompts that were also used in the diary study (see Section 4.4).
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4.3.2 DATA ANALYSIS

Audio recordings of interviews were collected using a digital Dictaphone and record-
ings were transcribed verbatim, so that the interview transcripts could be used for
analysis. For this current study, responses were coded manually using Klein’s (1993)
RPD model as a framework.

The RPD model was developed after in-depth studies with fire-ground commanders
revealed that they typically select a course of action immediately after a rapid assess-
ment of the situation, without comparing or evaluating options (Klein 1993). In its
simplest form, RPD involves a ‘simple match’ where the decision-maker recognises
the situation, selects a previously successful action and implements it. Recognition is
based on four aspects: the individual’s goals, their expectancies, relevant cues in the
environment, and possible actions. If the situational context is changing or unfamiliar,
or expectancies are violated, recognition becomes more complex (see Figure 4.5).
These complexities cause the individual to seek further information, reassess and
mentally simulate a possible action to determine its likelihood of succeeding before
implementation.

4.3.3 Key FINDINGS

The CDM interviews provided a wealth of data, which enabled exploration of differ-
ences in decision-making as a function of driver experience (novice or experienced),
driving environment (urban or rural), rail level crossing infrastructure (active or passive)
and train presence. This revealed key differences in decision-making as a function of
driving experience and the rail level crossing infrastructure and environment.

Simple Match Complex Recognition Primed Decision-Making Model

[ Experience the situation ] ’—)[ Experience the situation in a changing context ]

Seek more
information Is the situation
Recognition has four aspects Reassess familiar?
situation Yes
[ Plausible goals ] [ Relevantcues ] Recognition has four aspects
[ Expectancies ] [Actions (1..n) ] Yes [Plausiblegoals] [ Relevantcues ]
Are expectancies [ Expectancies ] [Actions (1..n) }
violated? No I

| Implement | *1'

Mentalsimulation
of Action (n)

Yes, but l

M d'fl »| Willit k?
| odify illit wor ]m

Yes

@ (b)

FIGURE 4.5 Schematic of Klein’s (1993) RPD model, showing the cognitive processes for
a simple match (a) and more complex changing contexts (b).
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4.3.3.1 Novice versus Experienced Drivers

Comparisons between novice and experienced drivers revealed some fundamental
differences in their expectancies and use of relevant cues, especially at passive rail
level crossings. These differences reflect underlying experiences; all participants in
the experienced driver group had prior experience in driving across passive cross-
ings, albeit infrequently, whereas half of the novice group had never encountered
a passive crossing before. This meant that experienced drivers could proceed in a
straightforward manner through the RPD model where they recognised the situa-
tion, made a rapid assessment and then selected a course of action. This was espe-
cially true at the Stop sign crossings, where most drivers made a simple match
decision to come to a complete or rolling stop and then visually check for trains
before proceeding.

For novice drivers, passive crossings violated their expectancies that all rail level
crossings would have active controls. This also meant that the primary informational
cues they sought (i.e. flashing lights and boom barriers) were unavailable, prompting
them to seek more information so they could fully assess the situation. This meant
that they could not follow the same RPD path as more experienced drivers. Notably,
novice drivers tended to mention that the absence of active controls forced them into
a different information-seeking strategy, whereby they had to make their own checks
for a train rather than relying on the rail level crossing infrastructure. In contrast,
experienced drivers commented that they habitually made their own visual checks
regardless of the rail level crossing infrastructure. Indeed, in several instances, expe-
rienced drivers in the rural study were unable to recall at the interview whether
specific crossings had active or passive infrastructure.

Although differences between novice and experienced drivers were most pronounced
at passive rail level crossings, differences were also observed at active rail level cross-
ings, particularly in the more complex urban environment. For both novice and experi-
enced drivers in the urban study, their goals and cues were focussed on the behaviour of
other vehicles. When no train was present, drivers were concerned with maintaining a
smooth traffic flow, whereas when a train was present, they used other vehicles as cues
to slow and stop. However, novice drivers were focussed on maintaining an appropri-
ate travel speed (i.e. slow enough to stop if required, but fast enough to maintain traf-
fic flow), whereas experienced drivers were more concerned with ensuring they would
not be stopped on the train tracks if traffic ahead stopped. Several experienced drivers
reported using estimates of the space available on the far side of the crossing as a cue to
proceed (i.e. it is safe when there is enough room to clear the tracks), whereas no novice
drivers mentioned this factor as influencing their decision-making.

4.3.3.2 Urban versus Rural Environments

Even though drivers were significantly more likely to encounter trains at urban rail
level crossings compared with those in rural locations, they were less likely to view
urban crossings as posing a safety hazard. In rural settings, drivers’ primary goals
were to check for trains, avoid hitting a train, to cross the rail level crossing safely
and to watch the lights. Their decision-making focussed first and foremost on nego-
tiating the rail level crossing: ‘obviously, the railway crossing was the biggest danger.
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[My goal was] avoid getting hit by a train’. Participants, especially experienced driv-
ers, reported using their own visual checks as cues to guide their decision-making,
even for crossings with active infrastructure. This self-reliance reflected a common
belief that signals are unreliable, and thus, inactive signals should not be interpreted
as meaning the situation is safe.

In contrast, drivers in urban settings expressed an extremely diverse range of
goals, including many that were seemingly unrelated to the rail level crossing, such
as monitoring parked cars and pedestrians, maintaining the traffic flow and keep-
ing to a safe speed. Several drivers directly stated that the presence of the rail level
crossing did not influence them, even when a train was present: ‘the level crossing
itself didn’t actually factor much into my decision-making’. The most common goals
concerning the rail level crossing were to keep the tracks clear and traverse the cross-
ing, with a minority aiming to cross before the lights changed or a train arrived. The
primary safety concern influencing decision-making was avoiding queuing or short
stacking, and keeping the tracks clear: ‘my goals were to be really careful because
I hate level crossings and I’m always really, really careful to make sure that I don’t
have any potential to get stuck in the level crossing’. The decision-making processes
of urban drivers were also closely linked to the behaviour of other road users: other
road users provided cues to alert them to the presence or absence of a train, and con-
strained their actions (e.g. by stopping and thus forcing others behind them to stop).

4.4 DIARY STUDY

Both the on-road studies and cognitive task analysis interviews provided detailed
data about road users’ behaviour, which is necessary to understand the factors that
shape actions and decisions at rail level crossings. A distinct limitation of these
methods is that they are usually restricted to relatively small sample sizes, due to
the resources required to collect data. Further, they are typically skewed towards car
drivers. An alternative is to adapt the interview prompts to a survey format, which
allows researchers to collect data from a larger, more diverse participant group and
to include multiple road user groups. Adaptation of CDM in a written format has
been successfully used to examine drivers’ situation awareness and decision-making
previously (Walker et al. 2009a) and was adopted here to examine the differences in
decision-making between different road user groups at rail level crossings (Beanland
et al. 2013, 2016). Regular rail level crossing users were recruited for a prospective
longitudinal study, in which they were required to document their experiences at
level crossings in a daily diary over a 2-week period.

4.4.1 PARTICIPANTS

Participants were 50 car drivers, 39 motorcyclists, 42 cyclists and 35 pedestrians who
used rail level crossings at least once per week. All resided in Victoria, Australia;
most lived in the Melbourne metropolitan area, with a minority (38% of car drivers,
28% of motorcyclists, 6% of pedestrians and 2% of cyclists) residing in rural and
regional areas.
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4.4.2 Survey FORMAT AND CONTENT

The survey was developed in two formats: a paper-based and an online version deliv-
ered via SurveyGizmo™ (www.surveygizmo.com), which could be used on comput-
ers and portable electronic devices (e.g. smartphones). The content was identical in
both formats, but the online survey had more flexible presentation (i.e. presenting
only relevant response options, based on answers to previous questions). Research
directly comparing paper and online surveys with identical questions and compara-
ble participant demographics has not found any difference in the responses provided
(Burdett et al. 2016).

Participants completed an initial demographic questionnaire, followed by daily
‘diary’ surveys for 2 weeks. In the daily survey, they recorded the number and type of rail
level crossings they crossed and how many times they encountered a train and/or acti-
vated warning signals that day. For days where they encountered a train and/or activated
warnings, respondents were prompted to describe this encounter (or one encounter, if
they had multiple) in detail by following through a series of CDM prompts. The full
daily survey took 10—15 minutes to complete. Participants using the online survey were
sent e-mail reminders to reduce attrition rates.

The CDM prompts were adapted from those used in the cognitive task analysis
interviews (see Table 4.1), although fewer prompts were used to reduce the time
required to complete responses. A key difference between surveys and interviews
is that for surveys, it is not possible to follow up on comments that the participant
makes, so a broad range of prompts were used to elicit the required information.
Survey respondents may also provide less information than interviewees, because it
is easier to provide responses verbally than in writing. To overcome this limitation,
the survey included pre-defined response options to ease the reporting burden on
participants. The first two prompts (Incident description and Goal specification) and
the final prompt (Conceptual model) used open-ended questions where participants
were required to write a response, but for the other prompts, participants could select
one or more options from a list, with provision to specify additional options where
appropriate. Response options were generated based on previous research and con-
sultation with system documentation such as standards (e.g. for Cue identification,
the options included all possible infrastructure items and likely environmental ele-
ments, such as other road users).

4.4.3 Key FINDINGS

Participants’ self-reported travel habits suggested that most were commuters, spend-
ing on average 9.2 h per week using their nominated travel mode and encountering
an average of one to two rail level crossings per day, with both trip frequency and
rail level crossing exposure being significantly higher on weekdays compared with
weekends. Car drivers encountered more rail level crossings than other road users,
which likely reflects longer trips (i.e. a driver could cross multiple rail level crossings
in a route, whereas a pedestrian might only cross one en route to the train station).
Most encounters with trains and/or active signals occurred within metropoli-
tan Melbourne, with very few in rural areas. Responses to the Assessment prompt
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revealed that many road users experienced demanding conditions on approach to the
rail level crossing, including the presence of heavy traffic and multiple other road
users, being in a hurry, being the first road user to reach the crossing when the signals
activated or having to stop or turn immediately before or after the rail level cross-
ing. Most encounters reported (90%) involved compliant behaviours, which included
slowing or stopping completely to wait for the train to pass, or re-routing to avoid
waiting for the train, whereas 10% of encounters involved non-compliant behaviours.
Under local laws, it is illegal to cross when the warning signals are activated or when
a train is visible, and there would be a danger of a collision occurring, so both actions
were classed as non-compliance.

4.4.3.1 Predictors of Non-Compliant Behaviour

Several factors predicted the likelihood of non-compliant behaviour, including the
type of road user and the conditions during approach. Pedestrians were more likely
than all other road users to report non-compliant actions: 19% of pedestrians reported
crossing in front of a train, compared with 4% of other road users. Respondents were
also more likely to commit violations if they were the first to arrive at the rail level
crossing, were in a hurry and/or felt time pressured, but were less likely to violate if
there was heavy surrounding traffic.

There were also significant differences between compliant and non-compliant
road users with respect to the experience and influencing factors that informed the
individual’s decision-making. Road users who committed violations were more
likely to base their decision-making on the knowledge of the specific crossing and
their own acceleration or braking abilities (i.e. whether they could go fast enough to
complete the crossing in time). In contrast, compliant road users were more likely to
base their decision on the knowledge of road rules, general knowledge of rail level
crossings and information derived from other vehicles and the crossing infrastruc-
ture (i.e. boom barriers, flashing lights and bells).

4.4.3.2 Differences between Road Users

In addition to differences between compliant and non-compliant road users, there
were also differences between road user groups in terms of the most important influ-
encing factors that shaped their decision-making (regardless of the decision made).
The most striking discrepancies emerged when comparing motorists with non-
motorists, and when comparing pedestrians with other road users.

When comparing motorists (i.e. car drivers and motorcyclists) with non-motorists
(i.e. cyclists and pedestrians), it was apparent that motorists’ decision-making was
influenced more by flashing lights, the behaviour of other vehicles and (to a lesser
extent) signs at the crossing. In contrast, non-motorised users were more likely to
be influenced by hearing a train, which is probably attributable to the fact that it is
physically easier for these users to hear audible cues in the environment (whereas
vehicle cabs and motorcycle helmets are likely to mask these sounds).

Pedestrians also exhibited several additional differences to other road users.
Specifically, compared with the other road user groups, pedestrians were less
likely to be influenced by boom barriers and traffic lights, and were less likely to
base their decision-making on the knowledge of road rules. However, pedestrians
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were more likely to base their decision-making on the knowledge of train speeds
and were more likely to be influenced by the sight of a train and the operation of
pedestrian gates.

4.5 INPUT FROM SUBJECT-MATTER EXPERTS

The primary data collection activities undertaken in Phase 1 of the research pro-
gramme were the on-road studies, cognitive task analysis interviews and diary
records, which were designed to comprehensively study how road users interact with
rail level crossings. Because the legislation governing road user behaviour at rail
level crossings requires the road user to give way to the train, road user compliance
with warnings and signs is a key concern for research aiming to improve safety in
this area. However, accidents at rail level crossings have extensive negative psycho-
logical impacts on train drivers. In Australia, train drivers and assistants were the
occupational group with the highest number of mental stress claims for the years
2008-2009 and 2010-2011 (Safe Work Australia 2013), and studies have highlighted
the impact of a ‘person under the train’ incident on train drivers through measures
such as anxiety, depression, lack of meaning in life, loss of control and sense of
safety and sense of guilt (Mehnert et al. 2012). Furthermore, a systems view empha-
sises the need to take account of all the interactions within a system, and it was
considered important to understand the train driver behaviour to gain insights into
potential redesign opportunities.

As such, interviews with subject-matter experts were employed as an additional
data source to provide an understanding of rail level crossing functioning from the
rail industry perspective. This included discussions with two train drivers and one
human factors practitioner working in the rail industry, who had over 10 years’ expe-
rience working in risk management across safety-critical industries. Discussions
focussed on train drivers’ behaviour at rail level crossings and their perceptions of
road user behaviour at rail level crossings. Researchers also participated in train cab
rides through urban and rural areas to gain familiarisation with the train-driving
task and better understand the train driver perspective.

4.5.1 Key FINDINGS

The subject-matter expert interviews and in-cab familiarisation rides revealed the
key aspects of train driver behaviour at rail level crossings, including their actions
in monitoring infrastructure, observing road users and using route familiarity and
knowledge in the performance of tasks.

4.5.1.1 Monitoring Infrastructure

When approaching rail level crossings, train drivers reported responding to whistle
boards by sounding their whistle, checking for indications that predictors are used
by the warning system and maintaining their speed where this is the case (to assist in
achieving a consistent 25 second warning time for road users), and checking that the
warnings to road users are working. Ensuring the operation of warnings is achieved
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by checking for healthy-state lights (where present) or otherwise looking to the flash-
ing light assemblies to determine whether the system is functioning correctly. There
are two failure modes for rail level crossing warning devices: ‘fail safe’ and ‘fail
unsafe’. Fail safe situations occur where a failure results in the activation of the
crossing’s warning signals until the failure is resolved. Fail unsafe situations, con-
sidered to be dangerous failures, occur when signals do not activate as designed; for
example, where an approaching train is not detected (Wullems 2011). Train drivers
reported actively checking to ensure the system is not in the ‘fail unsafe’ state, even
though in most cases it is physically impossible for them to intervene or change their
actions at this point due to the poor braking capability of trains. An obvious indica-
tion of the fail unsafe state would be if road users were still crossing the tracks, or if
booms remained in the upright position, when the train was within the sight of the
rail level crossing.

4.5.1.2 Monitoring Road Users

In addition to observing the signals, train drivers reported observing the behaviour of
road users to assess compliance. These comments align with previous research find-
ings that train drivers attempt to predict what road users will do based on observing
their behaviour on approach (e.g. Davey et al. 2005). As with monitoring for failure
states, these observations would typically occur too late for meaningful intervention.
However, this gives train drivers knowledge regarding typical road user behaviour,
which could inform reporting of near misses.

Train drivers also held a perception that road users having high familiarity with
specific crossings can foster complacency, which can in turn lead to reckless behav-
iour. For example, they highlighted a case of a road user who was killed crossing a
train line that had been closed for an extended period, but had been recently reopened.

4.5.1.3 Route Knowledge

Finally, the train drivers noted relying heavily on their route knowledge, combined
with operating rules and procedures, when making decisions at rail level crossings.
Whereas the standard procedure is to use whistle boards as an indicator of when to
sound the train whistle, in reality most train drivers have an extensive knowledge of
the routes they drive and can prepare for sounding the whistle before they actually
reach the whistle board. This, coupled with their observations of road user behav-
iour, can lead them to adapt their own behaviour to the local context, by sounding the
whistle for extended periods at rail level crossings that they perceive to be especially
dangerous.

Train drivers’ perceptions of danger may be based on their own or other drivers’
observations of incidents, near misses and road user violations at rail level crossings.
Assessments may also be based on the knowledge of the rail level crossing infra-
structure and layout, as train drivers may sound the whistle for longer if it is a passive
rail level crossing, or if either train drivers or road users have limited sight distance
on approach due to the approach angle or roadside occlusions such as foliage and
embankments. Finally, train drivers may adapt their speed on approach to crossings
where they feel additional warning time is required.
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4.6 SUMMARY

This chapter has described the various data collection activities we used to better
understand behaviour at rail level crossings. This phase of the research programme
collected a range of novel data covering multiple user groups that are often not con-
sidered, including cyclists, motorcyclists, pedestrians and train drivers. In addition,
the integration of objective data (e.g. vehicle measures, eye tracking) with subjective
data (e.g. cognitive task analysis interviews, verbal protocol analysis) provided a
level of detail and understanding not previously achieved in this domain.

The data collected provided some key insights into the functioning of existing
level crossing systems, which are as follows:

e There are differences in the way novice and experienced drivers interact
with rail level crossings, consistent with the wider road safety literature.

e There are important differences in how drivers behave in urban and
rural settings, and at rail level crossings with different types of controls
(e.g. active signals, Stop sign, Give Way sign).

» Experience and expectancy play a key role in user behaviour at rail level
crossings.

» Different types of road users (e.g. drivers, motorcyclists, cyclists and pedes-
trians) use different forms of information to make decisions when deciding
whether to ‘stop or go’ at a rail level crossing.

e Train drivers actively monitor crossing warnings and road user behaviour,
but have few options for avoiding a collision due to limited braking capa-
bilities of trains.

In addition to the insights provided, the data were chosen as the ideal inputs for the
systems modelling approaches undertaken in Phase 2 of the research programme.
These modelling activities are described in Chapter 5.



5 A Systems Analysis
of Rail Level Crossings

With Contributions from:
Christine Mulvihill, Guy Walker
and Miranda Cornelissen

5.1 INTRODUCTION

This chapter describes the findings from a systems analysis of the existing rail level
crossing system in Victoria, Australia. The purpose of the overall analysis was to:

1. Develop an in-depth description of the functioning of rail level crossing
systems in Victoria, Australia.

2. Identify the key issues that currently do, or potentially could, threaten
safety at rail level crossings.

3. Generate insights to inform the design of new safer and more efficient rail
level crossing environments.

The analysis involved applying the following:

e Cognitive Work Analysis (CWA; Vicente 1999): CWA was applied to pro-
duce an in-depth description of rail level crossing system functioning and
the factors influencing it, and to identify key findings to input into design
processes.

e Hierarchical Task Analysis (HTA; Annett 2004): HTA was employed to
produce a goal-based description of drivers’ interactions with passive and
active rail level crossings. In addition, the description was used to inform a
human error identification process.

e Systematic Human Error Reduction and Prediction Approach (SHERPA,
Embrey 1986): SHERPA was applied to identify the errors that drivers
could make at existing rail level crossings in Victoria, Australia, and to
explore the extent to which existing crossing environments exhibit error
tolerance (i.e. are designed to prevent human errors, or provide opportuni-
ties for error identification, recovery or mitigation). Finally, the SHERPA
analysis provided a means to identify the initial design ideas for improving
behaviour and safety at rail level crossings.

71
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5.2 CWA OF RAIL LEVEL CROSSING SYSTEMS

As outlined in Chapter 2, CWA (Vicente 1999) is a systems analysis and design
framework that has previously been used both to analyse sociotechnical systems
and to inform system design or redesign activities (see Bisantz and Burns 2008,
Stanton et al. 2017). The framework describes the various constraints that influ-
ence behaviour within systems, with design applications often focussing on making
system constraints visible to operators in a way that supports them to adapt and
respond to unexpected situations and system disturbances. Another notable feature
of the framework is that it is formative in nature, with its methods able to describe
both how behaviour currently occurs (descriptive analysis) and how it could occur
given the systems constraints, or with modification to these constraints (formative
analysis). This formative component is especially useful for informing system design
or redesign, as it enables consideration of different ways in which functions and
affordances can be achieved.

The CWA framework comprises five analysis phases (Vicente 1999). In this applica-
tion, only the first four phases (Work Domain Analysis [WDA], Control Task Analysis
[ConTA], Strategies Analysis, Social Organisation and Cooperation Analysis [SOCA])
were employed. The fifth phase, Worker Competencies Analysis, was not applied as
it was determined that the outputs from the first four phases provided a sufficiently
in-depth account of rail level crossing systems to identify the areas of sub-optimal
functioning and provide insights to inform redesign. Full details of the analysis are
available in the work of Salmon et al. (2016b); a summary is presented in this chapter.

5.2.1 ANALYsIS APPROACH

The aim of the CWA was to produce an in-depth description of rail level cross-
ing system behaviour and the factors influencing it, and to generate design insights
through formative analyses of rail level crossing systems. The data inputs and out-
puts from each phase are presented in Table 5.1.

Multiple analysts with significant experience applying CWA in varying domains
(including defence, road transport, rail transport, aviation and maritime) were involved.
The analysis was primarily conducted during a series of workshops where the analysts
worked together to conduct each analysis phase. This collaborative process enabled
any disagreements to be resolved in situ and ensured that multiple perspectives were
offered. Of the four phases applied, the Strategies Analysis was the only phase that was
undertaken by a single analyst; however, the remainder of the research team reviewed
the analysis and its outputs.

The data used to inform the CWA were gathered during the data collection activi-
ties described in Chapter 4, along with additional activities such as documentation
analysis (see Table 5.1 for an overview).

5.2.2 Work DOMAIN ANALYSIS

WDA, the first phase of CWA, was used to provide an event- and actor-independent
description of existing active and passive rail level crossing systems in Victoria,
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Australia. The aim was to describe the purposes of rail level crossing systems and the
constraints imposed on the behaviour of actors operating within them (Vicente 1999).
This was achieved by constructing two abstraction hierarchies, which described active
and passive rail level crossings at the following five conceptual levels:

1. Functional purpose: The overall purposes of the system and the external
constraints imposed on its operation.

2. Values and priority measures: The criteria that organisations use for mea-
suring progress towards the functional purposes.

3. Generalised functions: The general functions of the system that are necessary
for achieving the functional purposes.

4. Physical functions: The functional capabilities and limitations of the physical
objects within the system that enable the generalised functions.

5. Physical objects: The physical objects within the system that are used to
undertake the generalised functions.

In the abstraction hierarchy, the lines connecting nodes at adjacent levels are known
as ‘means-ends links’. These links can be read using the ‘why—what—how’ relation-
ship. Taking any node within the hierarchy as the ‘what’, nodes linked in the level
above the node indicate why it is necessary within the system and nodes linked in
the level below represent how the node is achieved (Vicente 1999). By tracing the
means-ends links from the bottom of the hierarchy upwards, it is possible to anal-
yse how individual components can have an impact on the overall purpose(s) of the
system.

As the abstraction hierarchy diagrams are large and complex, a summary of the
active rail level crossing WDA is presented in Figure 5.1. The passive rail level cross-
ing abstraction hierarchy had the same functional purposes, values and priority mea-
sures, and generalised functions. Differences were found at the lower two levels, as
passive crossings have no active warning devices (boom gates, flashing lights, bells)
and thus do not possess the related physical functionalities around alerting the road
user to the presence of a train.

As shown in the top level of Figure 5.1, six distinct functional purposes were
identified. These are largely unsurprising; however, an interesting feature is the
potential conflicts between them. For example, maintaining priority access for rail
traffic while minimising delays to the road network represents incongruent func-
tional purposes that are difficult to achieve simultaneously. This is especially the
case at busy urban crossings where warnings may remain active for extended periods
of time as multiple trains traverse a crossing. Delays for road users and pedestri-
ans are one factor influencing non-compliant behaviours (i.e. driving around boom
gates or crossing in front of train). Moreover, this conflict is likely to escalate in
future given increasing road and rail traffic levels.

The ‘values and priority measures’ level of the abstraction hierarchy outlines the
criteria that can be used to assess the system’s progress towards achieving its func-
tional purposes. Seven core values and priority measures were identified, including
minimising collisions, injuries, fatalities, risk and road rule violations; maximising
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efficiency and reliability of the crossing and achieving conformity with design stan-
dards. Although these values and priorities appear appropriate, it is questionable
whether existing rail level crossings systems possess the systems required to assess
the extent to which they are being met. For example, arguably the measures around
road user non-compliance and near miss incidents are currently not well understood
as there are few mechanisms for collecting and analysing this information. Although
incidents are reported by train drivers, road users do not have dedicated mechanisms
to report near misses and instances of non-compliance. Similarly, although there is
a risk assessment tool and process for determining priority of upgrades from pas-
sive to active warnings in Victoria, both have attracted criticism in recent times
(Coroner Hendtlass 2013, Salmon et al. 2013c). A coronial inquiry that investigated
26 deaths at rail level crossings in Victoria (including the Kerang accident described
in Chapter 1) recommended that agencies ‘... improve the accuracy, content and
relevance of data used in predictive risk analysis used to inform decisions about
upgrading of level crossings ...” (Coroner Hendtlass 2013, p. 136). It is therefore
debateable whether accurate information is currently available to assess the level
of risk associated with different crossings. An important implication from this level
of the abstraction hierarchy is that road and rail organisations may not fully under-
stand the extent to which rail level crossings are meeting key values and priorities.

The ‘generalised functions’ level of the abstraction hierarchy outlines the func-
tions that must be achieved for rail level crossings to fulfil their functional purposes.
This level emphasised the current design’s focus on the requirement for road users
to stop for trains. Several functions relate specifically to road users (i.e. alerting
them to the rail level crossing and the presence of a train, ensuring that they behave
appropriately), whereas other functions are associated with the separation of road
and rail users, maintaining traffic flow and designing, monitoring and maintaining
the rail level crossing environment. A key insight from this level is that various com-
binations of failed functions can lead to collisions. For example, the system failing
to alert the road user to the presence of a train represents one failed function that
can directly cause a collision; however, multiple functions undertaken inadequately
could also interact to create a collision. For example, poor maintenance of the rail
level crossing could lead to diminished warnings (e.g. faded passive signage and road
markings on approach to the crossing, or boom arms failing to lower due to mechani-
cal faults), which could lead to road users not being effectively warned about the
presence of a train and not behaving appropriately.

A second key insight from this level is the profound influence that functions across
the wider rail level crossing system have on behaviour and safety. For example, the
analysis shows how functions such as ‘system design’ and ‘performance monitor-
ing and education’ are required to achieve the system’s overall functional purposes.
This demonstrates how factors away from the level crossing contribute to collisions
and, moreover, that design modifications need not focus exclusively on the crossing
environment.

Finally, poorly supported functions can be identified. For example, performance
monitoring has few means-ends links from the level below and, although mainte-
nance of traffic flow has several links, often these are not well achieved in busy
urban environments where there is a high frequency of train traffic and warnings are
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activated often. In addition, although warning devices such as flashing lights provide
warnings to alert road users of approaching trains, these warnings do not always
alert road users to the presence of a train even when they are operating as designed
(e.g. as occurred in the Kerang collision described in Chapter 1).

The lower two levels of the WDA show the physical objects that the system com-
prises, along with their affordances. Physical objects were grouped into the following
categories: road and road infrastructure (e.g. the road, kerb, lane markings), rail level
crossing infrastructure (e.g. tracks, whistle board, train detection systems), warn-
ing devices (e.g. flashing lights, early warning signage), vehicles (e.g. cars, trucks,
trains), other infrastructure (e.g. buildings), standards, guidelines and rules (e.g. road
rules, road and design standards), risk assessment tools, procedures and the natural
environment (e.g. vegetation, weather conditions).

5.2.3 CoNTtrOL TASK ANALYSIS

The second CWA phase, ConTA, is used to examine the specific tasks that are
undertaken to achieve the purposes, priorities and functions of a work domain
(Naikar et al. 2006). ConTA-phase methodologies include the contextual activity
template (CAT; Naikar et al. 2006) and the decision ladder (Rasmussen 1976, cited
in Vicente 1999), both of which were used in the current project. The CAT is used
to map control tasks across different situations, and to identify situations in which
they are currently or could potentially be undertaken. The decision ladder is used
to describe decision-making processes that can be adopted during different tasks,
along with decision-making ‘shortcuts’ that can be made by experienced users.

5.2.3.1 Contextual Activity Template

The CAT (Naikar et al. 2006) was used to examine where control tasks are currently
achieved at rail level crossings and where they could potentially occur. CATs were
developed for active and passive rail level crossings; an extract of the active rail level
crossing CAT is presented in Figure 5.2.

The first step in developing each CAT involved identifying the situations and
control tasks within the rail level crossing system and determining how these should
best be represented. The situations, shown along the horizontal axis in Figure 5.2,
depict the spatially and temporally distinct approach phases that the road and rail
users progress through as both approach the rail level crossing.

e For the rail user, the phases were defined as follows: pre-whistle board, at
whistle board, at train detection device, at station pre-rail level crossing,
traversing rail level crossing and post-rail level crossing.

» For the road user, the phases were defined as follows: pre-approach, on-
approach, pre-boom gates, at boom gates/boom gates closing and on rail
level crossing.

Combining these phases for the road and rail users led to a total of 66 situations to
be analysed via the CAT.
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SITUATIONS | Road user pre- | Road user on | Road user pre-| Road user at | Road user on

approach/rail | approach/rail | boom gates/ | boom gates/ | RLX/rail user

CONTROL user pre- user pre- rail user pre- rail user pre- pre-whistle
TASKS whistle board | whistle board | whistle board | whistle board board

Visual warning
of RLX

Audible
warning of RLX

Visual warning
of approaching
train

Audible
warning of
approaching
train

Attract
attention

Speed
reduction

Detect train

Assessment of
risk

Prompt stop/
go decision

Fault detection

Direct road
users

(FN | IR IR | IR | I S | { S 1 | N | N N | F—

FIGURE 5.2 Extract of CAT for active rail level crossings.
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The control tasks for the CAT were taken from the ‘physical functionality’ level
of the abstraction hierarchy. These are shown along the vertical axis of Figure 5.2.
These include ‘visual warning of approaching train’, ‘prompt stop/go decision’ and
‘dissemination of incident data’. The relationships between each of the control tasks
and the situations in which they occur or could potentially occur were then mapped
onto the CAT through group discussion, drawing upon the data sources described
in Chapter 4.

Usually, cells surrounded by dashed lines in the CAT matrix indicate the situa-
tions where a control task can potentially occur given the constraints of the system,
and the cells in which box and whisker symbols are displayed indicate where control
tasks typically do occur. Empty cells indicate that the control task is not possible
in that situation (Naikar et al. 2006). In our analysis, we adapted this approach by
including dashed lines around cells where a control task could occur, given modifica-
tions to the system constraints. This enabled the analysts to consider potential rede-
sign opportunities while conducting the analysis. For example, dashed lines were
provided around the control tasks ‘visual warning of approaching train” and ‘audible
warning of approaching train’ in the situation ‘road user pre-approach/rail user pre-
approach’, because it was considered that an in-vehicle device (system modification)
could provide earlier warnings.

Several conclusions were drawn from the CATs. First, the analysis revealed very
few control tasks (16%) that cannot be supported across all the situations examined
(as indicated by the lack of empty cells in Figure 5.2). These cases were generally
not problematic as the control tasks are not relevant to the situation (e.g. ‘Exit from
track’ is only required when the user is on the rail level crossing itself).

Second, the analysis demonstrated how activity increases as the road user and
train driver approach the rail level crossing. For example, 73% of control tasks occur
when the road user is at the boom gates and the train driver is at the train detection
device (the device on the track that senses the presence of the train and initiates the
warning sequence), compared with only 21% of control tasks when the road user is
in the pre-approach zone and the train driver is pre-whistle board.

Third, the analysis revealed that, across all situations, there are several control
tasks that could occur but typically do not, as indicated by the dashed boxes in
Figure 5.2; these provide opportunities for redesign. Most of these control tasks are
associated with warnings of the rail level crossing or the train’s approach (or related
tasks including ‘attract attention’, ‘speed reduction’, ‘detect train’ and ‘assessment of
risk’), and do not typically occur in situations when the rail and road user are farthest
from the rail level crossing. Examples include the following:

* Road users are not typically provided with early warnings of the rail level
crossing and train. This might be achieved via an in-vehicle display or route
navigation device.

e The warning system and road users are typically not aware of an approach-
ing train until it reaches the train detection device.

e There is no information provided to road users and train drivers about the
rail level crossing’s risk level.
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5.2.3.2 Decision Ladders

The decision ladder analysis focussed on the road user’s ‘stop or go’ decision. This
decision was defined as instances where users need to determine whether they
should proceed through or stop at the crossing and wait for an approaching train
to pass. The decision ladder was used to analyse the ‘stop or go’ decision from
the point of view of different users, including drivers, pedestrians, cyclists and
motorcyclists. The analysis was primarily informed by data from the diary study
of rail level crossing behaviour, but for drivers was also verified using on-road
data (see Chapter 4). In the diary study, 144 participants provided data regarding
457 encounters involving a train and/or activated warnings. Most encounters (92%)
occurred in metropolitan Melbourne at active crossings, and the decision ladder
analyses presented related to these encounters only. This included 429 encoun-
ters at 80 different crossings by 135 participants: 40 drivers (133 encounters),
33 pedestrians (128 encounters), 31 motorcyclists (86 encounters) and 31 cyclists
(82 encounters).

The first component of the analysis involved developing a generic ‘stop-or-go’
decision ladder (see Figure 5.3), showing the range of possible decision-making pro-
cesses available to different crossing users. This involved mapping data from the diary
study onto the appropriate sections of the decision ladder. For example, responses to
the ‘situation awareness’ prompt question were added to the ‘Information’ compo-
nent of the decision ladder. The generic decision ladder therefore represents an over-
view of all possible decision-making processes adopted by all participants during the
train encounters recorded in the diary study.

The left side of the decision ladder in Figure 5.3 summarises the various sources
of information that users reported utilising to identify that they were approaching a
rail level crossing (the ‘alert’ section of Figure 5.3), and to inform their decision to
either stop or proceed through the crossing (the ‘information’ and ‘system state’ sec-
tions of Figure 5.3). Whereas many of these information sources were expected to
emerge during the analysis (e.g. warning signage, active warnings, the train), there
were some additional unexpected sources of information identified. These included
personal triggers in the environment (e.g. a specific house or piece of vegetation) and
in-vehicle alerts from a device such as a cellular phone.

When asked what the most important piece of information was in determining
whether to ‘stop or go’, participants again described a range of information. This
included the active warnings (e.g. boom gates, bells, flashing lights), behaviour of
other road users, traffic lights, the location of the train, rail level crossing warning
signage and seeing or hearing the train. As discussed in Chapter 4, differences across
road user types were notable, as drivers and motorcyclists relied more on visual and
physical warnings (e.g. flashing lights, boom gates), whereas pedestrians and cyclists
relied more on auditory warnings (e.g. bells, train horn).

Moving further up the ladder, participants identified a range of options available,
including proceeding through, stopping at the crossing or changing their path. The
goals influencing behaviour were safety, efficiency, compliance, getting to desired
destination or ‘just to get through’. The right side of the decision ladder depicts
the procedures available to cross and users’ choice of procedure, relating back to the
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options available for selection. The procedures available included to stop, proceed
through, change path (to avoid the crossing), go around the boom gates, go around
the pedestrian gates or cross the road at adjacent traffic lights and then cross the rail
level crossing.

The generic decision ladder was used to explore differences in users’ decision-
making processes by overlaying the behaviour of the participants onto it. An
important comparison was between compliant and non-compliant users. Thirty-
one of the reported crossing traverses (6.8%) undertaken by 20 participants
(13.9%) were deemed to be non-compliant (20 traverses by 11 pedestrians, 6 tra-
verses by 5 cyclists, 3 traverses by 3 drivers and 2 traverses by 1 motorcyclist).
Pedestrian participants reported a higher non-compliant behaviour rate than the
other road users. The influence of goals on behaviour was apparent for the non-
compliant group, with efficiency reported as the most important goal by 66.7%
of non-compliant drivers and 45% of non-compliant pedestrians. For the non-
compliant motorcyclist, efficiency and getting to the destination were the most
important goals; safety was not identified as a goal. Safety, efficiency and getting
to the destination were reported to be most important by non-compliant cyclists
(33.3% each).

Analysis of shortcuts taken through the decision ladder provided some interesting
insights into compliant versus non-compliant behaviour. Shortcuts were identified
where the data showed that the decision-making process did not involve sequential
consideration of each decision ladder element. For example, line A in Figure 5.3
represents a shortcut between ‘information’ and ‘execute’. This means that as these
users became aware of particular information in the environment, they automati-
cally executed an action in response. This shortcut was exhibited by 73.1% of com-
pliant drivers but no non-compliant drivers, and generally represented participants
becoming aware of warnings and immediately stopping. Interestingly, line B in
Figure 5.3, which represents users integrating information in the environment to
come to a conclusion about the ‘system state’, then executing an action, was exhibited
by only 13.6% of compliant drivers and 66.7% of non-compliant drivers (for more
details, see Mulvihill et al. 2016). This suggests that as road users’ decision-making
proceeds further along the decision ladder, they are more likely to engage in non-
compliant behaviour. Taken together, these shortcuts suggest that many users have
well-developed skill-based and compliant responses to the onset of rail level crossing
warnings. However, the system also enables users to gather information that may
assist them to determine whether it is safe to engage in non-compliant behaviour.
This raises interesting questions for redesign such as whether providing road users
with more information may encourage non-compliance.

5.2.4 STRATEGIES ANALYSIS

The Strategies Analysis phase identifies all the different strategies that can be used to
undertake the control tasks. The Strategies Analysis diagram (Cornelissen et al. 2013)
was used to conduct the Strategies Analysis. This involved adding verbs (e.g. drive, ride,
walk, queue, anticipate) and criteria (e.g. weather, visibility, distraction, impairment)
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to the abstraction hierarchy to identify the range of strategies available to different
rail level crossing users. The strategies were identified from data collected in the on-
road studies and diary study, and also from formatively identifying pathways within
the abstraction hierarchy itself. Examples of the verbs and criteria used are overlaid
onto the abstraction hierarchy for active rail level crossings in Figure 5.4. In addition,
an example strategy identified in the Strategies Analysis is highlighted with bolded
means-ends links. The strategy highlighted is for a car driver and, reading from the
bottom of Figure 5.4 to the top, indicates that drivers ‘brake’ (verb) their ‘vehicles’
(physical object), which affects ‘locomotion’ (physical functionality) and contributes
to the functions of ‘behave appropriately for the environment” and ‘maintain road
and rail user separation’. This strategy is likely to be undertaken when ‘warnings
present’, ‘warnings active’ and in situations of ‘low visibility’ (criteria). Finally,
the strategy contributes to the functional purposes of ‘protect road users’ and ‘protect
rail users’.

Multiple possible strategies for negotiating rail level crossings were identified
for each type of road user. For example, car drivers can become aware of an
approaching train via multiple physical objects, including the train itself, warn-
ing devices (e.g. flashing lights, bells, boom barriers) or the behaviour of other
road users (e.g. lead vehicles stopping). This highlights high levels of flexibility
and redundancy within current rail level crossing systems. In addition, when this
is combined with the decision ladder analysis, it becomes clear that, even within
specific road user groups, there is no single consistent way of negotiating rail level
crossings.

An interesting finding from the Strategies Analysis was that warnings signal-
ling the presence of the crossing (e.g. advanced signage) do not appear to be highly
relevant or well used. Rather, active warnings of an approaching train and the rail
level crossing infrastructure itself were more prevalent in the strategies identified.
This finding questions the use of some specific passive warnings within active rail
level crossing environments — particularly advanced warning signage situated well
ahead of the rail level crossings. This notion is enhanced by urban on-road study
findings that drivers are not always aware that they have passed through a rail level
crossing (e.g. Salmon et al. 2013a, Young et al. 2015). In combination with the
findings from the CAT analysis, it suggests that although warnings of an upcom-
ing rail level crossing could be provided earlier on the road user’s approach, this
needs to be carefully designed to ensure it will integrate with the strategies road
users employ.

The nature of information provided to users about approaching trains is also
brought into question by the Strategies Analysis. It seems that the absence of specific
information regarding the approaching train is an important constraint. Currently,
the information provided is in the form of generic barriers and warnings (i.e. ‘a train
is coming’). The Strategies Analysis suggests that many strategies identified would
be better supported through the provision of more specific information, such as the
number and direction of trains approaching, and potentially information regarding
time-to-arrival and expected delay. Notably, the analysis identified a range of strate-
gies currently employed by users attempting to seek this information. For example,
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pedestrians look down the track and attempt to predict the time remaining before the
train arrives. This information is then used to determine whether they should cross,
regardless of the state of the warnings.

Potential conflicts between road user types employing different strategies were
also identified. For example, pedestrians may traverse the crossing via the road
instead of the footpath, thus coming into conflict with drivers attempting to traverse
the rail level crossing. Further, cyclists attempting to avoid boom gates may cross
using the footpath, thus coming into conflict with pedestrians.

Finally, the physical use of infrastructure by non-motorised road users was iden-
tified in many crossing strategies. For example, cyclists use fencing or boom gates
to support their balance while waiting for trains to pass. These unexpected uses of
infrastructure are important as they provide clues regarding features that could be
included in new designs.

5.2.5 SociAL ORGANISATION AND COOPERATION ANALYSIS

The SOCA phase of CWA examines which actors currently do what and who
could do what, given the constraints of the system. The important point is that
actors can be both humans and non-humans (e.g. technologies, artefacts). In this
analysis, the aim was to identify how functions are currently allocated and to
determine the possibilities for new and different allocation of functions at rail
level crossings.

The SOCA involved mapping different human and non-human actors onto the
abstraction hierarchies, decision ladder and CATs. This helped to identify how
functions, affordances, decisions and strategies are currently allocated across
actors, as well as how they could be allocated to identify potential opportunities
for redesign. Actors were classified into two levels — category sub-systems and their
composite actors — to support differing levels of analysis (see Table 5.2). For this
categorisation, road users were separated into vehicle users (drivers, motorcyclists
and cyclists) and pedestrians, as the infrastructure designed for these users is dif-
ferent (road vs. footpath).

In this chapter, we focus on the WDA SOCA that shows which categories of
actors contribute to the achievement of the functional purposes and functions
identified in the abstraction hierarchy. An extract of the WDA SOCA is pre-
sented in Table 5.3.

The WDA SOCA identifies the categories of actors who need to collaborate to
achieve the purposes and functions of the rail level crossing system. For example, the
‘road user sub-system’ (specifically the road itself), ‘detection and alert sub-system’
(warnings) and ‘infrastructure provider sub-system’ (road and rail infrastructure
owners) currently contribute to the functional purpose ‘provide access across rail
line’. For the function, ‘alert to presence of rail level crossing’, the following catego-
ries of actors currently contribute: the ‘detection and alert sub-system’, ‘regulators/
authorities sub-system’ (through providing road and rail infrastructure) and ‘physical
infrastructure sub-system’ (the rail level crossing itself).
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TABLE 5.2
Actors Considered in the SOCA Phase
Category Actors
Rail user sub-system Train driver
Train

Train tracks
Road user sub-system Driver/motorcyclist/cyclist
Road vehicle
Road
Pedestrian sub-system Pedestrian
Footpath
Detection and alert sub-system Active warning systems
Signage
Detection systems
Physical infrastructure sub-system Physical infrastructure (infrastructure at the rail level
crossing itself)
Regulators/authorities sub-system Road authority
Rail regulator
Government/policy makers

Police
Infrastructure provider sub-system Rail infrastructure owner/maintainer
Road infrastructure owner/maintainer
Train service provider sub-system Train service provider
Media sub-system Media

The formative element of the SOCA is also included in Table 5.3, via the actors
presented in bold text. This shows how existing groups of actors could contribute to
the functional purposes and functions if modifications to system constraints were
made. For example, the ‘road user sub-system’ (specifically the road vehicle) has
been bolded for the function, ‘alert to presence of rail level crossing’ as an in-vehicle
display, mobile phone or GPS route navigation system could potentially provide a
warning of an upcoming rail level crossing. Likewise, for the ‘system performance
monitoring and education’ function, the ‘rail user sub-system’, ‘road user sub-system’,
‘pedestrian sub-system’ and ‘detection and alert sub-system’ have been included as,
with the provision of appropriate reporting mechanisms, actors in these groups could
conceivably collect and report information regarding how rail level crossing systems
are functioning (e.g. incidents and near misses, failed components).

The SOCA demonstrated various opportunities for reallocating functions
within rail level crossing systems and for adding redundancy by increasing the
number of actors performing functions within the system. A notable finding is the
existing design’s heavy reliance on non-human and rail level crossing-related actors
to achieve functions (e.g. signage, warnings, barriers, trains), leaving road users
such as drivers and vehicles under-utilised outside of the ‘stop or go’ decision.
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TABLE 5.3

Extract from the Social Organisation and Cooperation Analysis

Nodes from Abstraction Hierarchy

Functional purposes

Provide access across rail line

Maintain priority access for rail traffic

Protect road users

Protect rail users

Minimise delays to road network

Minimise delays to rail network

Functions
Alert to presence of rail level crossing

Alert to presence of train

Contributing Actor Categories

Road user sub-system

Detection and alert sub-system
Physical infrastructure sub-system
Detection and alert sub-system
Regulators/authorities sub-system
Physical infrastructure sub-system
Rail user sub-system

Road user sub-system

Pedestrian sub-system
Regulators/authorities sub-system
Detection and alert sub-system
Train service provider sub-system
Media sub-system

Physical infrastructure sub-system
Rail user sub-system

Road user sub-system

Pedestrian sub-system
Regulators/authorities sub-system
Detection and alert sub-system
Train service provider sub-system
Physical infrastructure sub-system
Rail user sub-system
Regulators/authorities sub-system
Detection and alert sub-system
Train service provider sub-system
Road user sub-system
Regulators/authorities sub-system
Detection and alert sub-system
Train service provider sub-system

Road user sub-system
Regulators/authorities sub-system
Detection and alert sub-system
Physical infrastructure sub-system
Rail user sub-system

Road user sub-system
Regulators/authorities sub-system
Detection and alert sub-system

(Continued)
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TABLE 5.3 (Continued)
Extract from the Social Organisation and Cooperation Analysis

Nodes from Abstraction Hierarchy Contributing Actor Categories

Behave appropriately for environment  Rail user sub-system
¢ Road user sub-system
¢ Pedestrian sub-system
¢ Regulators/authorities sub-system
¢ Detection and alert sub-system
¢ Media sub-system
Maintain road user and rail separation * Rail user sub-system
¢ Road user sub-system
¢ Pedestrian sub-system
¢ Detection and alert sub-system
¢ Physical infrastructure sub-system
Maintain road user/rail/pedestrian flow  Rail user sub-system
¢ Road user sub-system
¢ Pedestrian sub-system
¢ Detection and alert sub-system
¢ Physical infrastructure sub-system
System design ¢ Regulators/authorities sub-system
 Train service provider sub-system
System performance monitoring and education « Rail user sub-system
¢ Road user sub-system
¢ Pedestrian sub-system
¢ Detection and alert sub-system
* Regulators/authorities sub-system
« Train service provider sub-system
¢ Infrastructure provider sub-system
¢ Media sub-system
Maintain infrastructure ¢ Regulators/authorities sub-system
¢ Infrastructure provider sub-system
¢ Physical infrastructure sub-system

Note: Actors who could potentially perform functions and functional purposes but currently do not are
indicated in bold.

5.2.6 SumMARY OF FINDINGS FROM CWA

Several key findings were identified from each CWA phase. For the WDA phase, the
abstraction hierarchy showed the following:

e Conflicting purposes of the system.
* Values and priorities that are not currently being achieved.
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e The requirement for new data systems to support better understanding of
how the system is meeting its purposes.
e A range of ways in which functions can fail and lead to collisions.

For the ConTA phase, the CAT and decision ladders identified the following:

e Multiple factors influencing road user decision-making.

e The diverse situation awareness requirements for different users.

e The range of goals impacting road user behaviour.

* The options available to road users when negotiating crossings.

¢ Information processing shortcuts that road users take to make the decision
to ‘stop or go’.

e Unexploited opportunities for control tasks to be performed in new
situations.

In the Strategies Analysis phase, the use of the strategies analysis diagram led to the
following key findings:

e There are a range of ways in which different users can negotiate rail level
crossings.
» Strategies employed by different users can conflict.

Finally, the SOCA phase identified the following:

* An over-reliance on particular actors and artefacts, particularly the rail
level crossing warnings.

e Potential new allocations of functions across actors in the rail level cross-
ing system, for example, road vehicles represent one opportunity to provide
additional warnings of an approaching train.

5.3 HTA OF RAIL LEVEL CROSSING SYSTEMS

As outlined in Chapter 2, HTA (Annett 2004) is primarily concerned with goals
(an objective or end state) and their decomposition into sub-goals and the requi-
site physical and cognitive operations (Annett and Stanton 1998). HTA works by
decomposing systems into a hierarchy of goals, sub-ordinate goals, operations and
plans. It focusses on ‘what an operator ... is required to do, in terms of actions and/
or cognitive processes to achieve a system goal’ (Kirwan and Ainsworth 1992, p. 1).
Note that an ‘operator’, like an actor in CWA, may be a human or a technological
operator (e.g. equipment, devices and interfaces). HTA outputs therefore specify the
overall goal of a system, the sub-goals required to achieve this goal, the operations
necessary to achieve each of the sub-goals specified and the plans that describe the
ordering of sub-goals and operations.
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HTA has previously been undertaken to describe the full driving task (see Walker
et al. 2015). The analysis undertaken for the current project therefore focussed spe-
cifically on drivers’ interactions with rail level crossings.

5.3.1 ANALYSIS APPROACH

The aim of the HTA was to produce a goal-based description of drivers’ interactions
with passive and active rail level crossings. Although this is useful alone, the inten-
tion was to produce an HTA description of rail level crossing functioning that could
then be used to inform a human error identification process (specifically, SHERPA;
Embrey 1986).

Multiple analysts with significant experience in applying HTA to diverse domains
(e.g. defence, road and rail transport, aviation, maritime) were involved in construct-
ing the HTA. The data inputs were the same as those used to generate the WDA
(see Table 5.1).

5.3.2 HTA oF RAIL LEveL CROSSINGS

Extracts from the HTA are presented in Figures 5.5 and 5.6. The plans shown are defined
for interaction with an active crossing in a rural area; however, the plans can be adapted
so that the HTA describes an urban active crossing, or a passive crossing, by leaving
out operations that are not applicable. For example, for a passive crossing, the only
operation supporting sub-goal 5 ‘Announce presence of train” would be 5.5 ‘Sound horn
(Train driver)’ as there are no other active warnings at passive rail level crossings.

Figure 5.5 shows the nine sub-ordinate goals underpinning the main goal of ‘Safe
and efficient de-confliction of road and rail traffic’. Assuming the driver maintains
control of the vehicle throughout, the sub-ordinate goals initially include the follow-
ing three key detection tasks:

1. The rail level crossing warning system detecting the presence of the
approaching train

2. The vehicle driver and train driver detecting the presence of arail level crossing

3. The train driver detecting the presence of road users at the crossing

Following detection of the train, the rail level crossing warning system then announces
the presence of a train through active warnings such as flashing lights. The onus is
then placed on the driver to detect the presence of the train (either through the warn-
ings or through seeing the train) and stop appropriately. Once the train traverses the
rail level crossing, the warning system deactivates and the driver can proceed.

The sub-ordinate goals are decomposed in Figure 5.6 to reveal sub-goals and
associated operations. The description of the system goals and sub-goals provided
by the HTA demonstrates the amount of activity and interdependence of activity
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occurring at a rail level crossing. This demonstrates the flexibility of HTA beyond
considering the road user perspective alone.

5.4 SHERPA OF RAIL LEVEL CROSSING SYSTEMS

As described in Chapter 2, SHERPA (Embrey 1986) is a human error identifica-
tion method used to identify the potential errors that could arise during task perfor-
mance. In the current project, SHERPA was applied to identify the errors that drivers
could make at existing rail level crossings in Victoria, Australia. In addition, we were
interested in understanding the error tolerance of current rail level crossing designs
and to identify initial design ideas for improving behaviour and safety.

5.4.1 ANALYSIS APPROACH

Initially, one analyst used SHERPA to identify potential errors. This involved tak-
ing each bottom-level task step from the HTA, classifying it into one of the five
SHERPA behaviours (Action, Check, Retrieval, Communication, Selection) and
then using the error mode taxonomy in Figure 5.7 to identify credible errors. For
each credible error, a description of the error and its consequences were docu-
mented along with any recovery steps (i.e. the point in the HTA at which the error
could be recovered), ratings of probability and criticality of the error and potential
remedial measures.

Following the initial analysis, two analysts with experience in applying SHERPA
reviewed the analysis to check the credibility of the errors and their associated prob-
ability and criticality ratings. An extract of the rail level crossing SHERPA is pre-
sented in Table 5.4.

Action Checking

Al: Operation too long/too short
A2: Operation mistimed

A3: Operation in wrong direction C1: Check omitted

A4: Operation too little/too much C2: Check incomplete

A5: Misalign (A5) C3: Right check on wrong object
A6: Right operation on wrong object C4: Wrong check on right object
A7: Wrong operation on right object C5: Check mistimed

A8: Operation omitted C6: Wrong check on wrong object

A9: Operation incomplete
A10: Wrong operation on wrong object

Retrieval Communication Selection

R1: Information not obtained 11: Information not communicated

. . . 12: Wrong information communicated S1: Selection omitted
R2: Wrong information obtained . I R
. . K 13: Information communication S2: Wrong selection made
R3: Information retrieval incomplete .
incomplete

FIGURE 5.7 SHERPA error mode taxonomy (Embrey, 1986).
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5.4.2 SHERPA ANALysis oF RAIL LEveL CROSSINGS

A total of 92 potential errors were identified, which were fairly evenly distributed
across three categories: action errors (e.g. driver fails to slow, rail level crossing
fails to activate warnings), checking errors (e.g. driver fails to look at flashing light
assembly, train driver fails to look for road users) and retrieval errors (e.g. driver fails
to interpret flashing lights, driver misreads signage).

The following tasks had the greatest number of potential errors associated with
them:

e Detect the presence of train (road vehicle driver)
e Detect rail level crossing (road vehicle driver)

Moreover, a greater proportion of potential errors were associated with road
vehicle drivers, as opposed to the train driver or the technical components of the
rail level crossing (e.g. train detection device, flashing lights, boom gates). This
reflects the high onus placed on the human user, consistent with the findings from
the CWA. An important design implication is that new designs should exploit
other components within the system such as the vehicle, technology-based detec-
tion systems and the train itself.

A final notable feature of the SHERPA analysis was that there appears to be
few redundancies or opportunities for error identification, recovery and mitigation
in current rail level crossing environments to cope with high criticality errors such
as the road user failing to detect flashing lights. This is especially the case with rail
level crossings that do not currently have boom gates.

5.5 SUMMARY

The aim of this chapter was to present the findings derived from a systems analysis
of rail level crossings that involved applying CWA, HTA and SHERPA to active and
passive rail level crossings in Victoria, Australia. The tripartite analysis provided
an important insight into the functioning of rail level crossing systems, as well as
the issues currently threatening safety, and factors to be considered in new rail level
crossing designs.

Across these analyses, several key risks were identified, mostly from the decision
ladder analysis, Strategies Analysis and the SHERPA application. These risks were
as follows:

e Road users not aware of an upcoming rail level crossing
* Road users not aware of rail level crossing warnings

* Road users not aware of an approaching train

* Road user not checking for trains sufficiently

¢ Road user not detecting a second or subsequent train
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¢ Road user misjudging the speed or distance of the train

e Road user choosing to cross when warnings are activated/a train is
approaching

* Road user queuing or short stacking on the crossing

e Warning systems failing to announce the presence of a train

In addition, several factors were identified that contribute to and escalate the like-
lihood of these risks, the key factors were as follows:

e Visual clutter and distractions in environment (especially in urban
environments)

e Monotonous environments (e.g. in rural environments) and task under-
engagement

e Congestion

e Psychological reluctance to stop

e Frustration

e Expectancy

e Time pressure

e Panic

Taken together, the analyses clearly demonstrate the inherent complexity within rail
level crossing systems. They have multiple competing purposes, many values and
priorities, various constraints on behaviour and multiple pathways to failure. In addi-
tion, different users have various strategies available to them, meaning there is no
‘one-size-fits-all’ approach in terms of the information they use and activities they
perform. These differences occur both across user groups (e.g. drivers vs. pedes-
trians) and within user groups (e.g. differences between drivers), and relate to the
sources of information used, the goals pursued and the courses of action employed.
There are multiple technological and human agents performing key tasks, some of
which occur away from the rail level crossing in time and space yet can be critical to
performance. Because of this complexity, there are many design-induced errors that
can potentially threaten safety.

The implication of the analysis is that change may not only be required at the rail
level crossings themselves (e.g. introducing new ways of alerting road users to the
presence of a train), but that fundamental changes may also be required throughout
the overall road and rail system. For example, the presence of competing functional
purposes represents a barrier to implementing designs focussed purely on improv-
ing safety as they may adversely impact other functional purposes (e.g. efficiency).
Designs in which trains slow or stop at rail level crossings are used in Europe and
appear to have a safety benefit; however, with a need to maintain efficiency over
long geographical distances, it is questionable whether such approaches would be
practical in Australia. This demonstrates the need to consider the rail level crossing
system not just as the intersection of the road and rail transport systems, but as part
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of an overall transport system that itself contributes to wider social, economic and
environmental goals. Other systemic issues highlighted by the analysis include the
following:

e A requirement for improved data collection and analysis systems (e.g. near
miss and violation reporting systems)

* A requirement for improved risk assessment systems that consider the
inherent complexity underpinning behaviour at rail level crossings

¢ A requirement for a modified design process that enables flexibility outside
of the current ‘design to meet standards’ approach.

The findings also led to a number of insights that can inform the design of future rail
level crossing systems. These are discussed further in Chapter 6.
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6.1 INTRODUCTION

This chapter describes the process we used to generate new rail level crossing
design concepts. Although the utility of Cognitive Work Analysis (CWA) for
understanding complex system performance is well established, its outputs are
not often used directly in the design process, particularly where the scope is
broader than interface design (Read et al. 2012). It has been proposed that CWA
provides ‘a philosophical tool” rather than a design method (Mendoza et al. 2011,
p- 58). Lintern (2005) explains that CWA provides recommendations for system
design; it is up to designers to decide how these will be implemented. To explore
this further, we conducted a survey of CWA users to better understand current
practice and found that there appears to be no standard approach to whole of
system design with CWA; instead, practitioners often craft their own approaches
(Read et al. 2015a). In response to these concerns and to support the develop-
ment of new rail level crossing design concepts, we developed the CWA Design
Toolkit (CWA-DT; Read et al. 2015¢). The intent was not to replace the CWA
framework, but to extend it with tools that can be used to translate CWA outputs
into designs.

6.2 PHILOSOPHY UNDERPINNING THE CWA-DT

The CWA-DT was developed to support the generation of new designs underpinned
by the values and principles of sociotechnical systems theory. It is important that
these values (see Box 6.1) underpin both the process of doing design and the outcome
of design. Accordingly, during the design process, human involvement and creativity
should be embraced, as it should in the designs produced.

101
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BOX 6.1 VALUES OF SOCIOTECHINCAL
SYSTEMS THEORY (SEE CHAPTER 3)

e Humans as assets

e Technology as a tool to assist humans
e Promotion of quality of life

e Respect for individual differences

* Responsibility to all stakeholders

Further, the content principles of sociotechnical systems theory (see Figure 6.1)
should be evident in the outcomes of the design process. The tools and approaches
within the CWA-DT were developed to encourage the incorporation of sociotechni-
cal systems theory values and process principles (see Chapter 3) to create designs
that meet the content principles.

The principles can be elaborated as follows:

e Tasks are allocated appropriately between and among humans and
technology: Design of work and equipment should be based on the com-
plementarity of people and machines, not on competition between them.
Recognition of the unique capabilities of humans as adaptive elements in
sociotechnical systems is essential to the design and effective functioning

Tasks are Authority and
appropriately Problems are Adaptability is . y
K . . responsibility are
designed between ==l controlled at their achieved through allocated
and amongst humans source multifunctionalism appropriatel
and technology pprop ¥
| [ | | | [ |

Useful, meaningful
and whole tasks are

Design incorporates
the needs of the

Adaptability is
achieved through

System elements are

FIGURE 6.1

Boundaries are
managed

Design is appropriate
to the particular
context

Sociotechnical systems theory content principles.

. business, users and flexible structures congruent
designed .
managers and mechanisms
| | | |
. Intimate units and Information is Means for
Boundary locations . . .
. =l cnvironments are provided where bl undertaking tasks are
are appropriate ) L X -
designed action is needed flexibly specified
| |
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of organisations (Davis 1982). Tasks involving unpredictable contexts and
judgement should be allocated to humans rather than computers (Clegg
2000).

e Useful, meaningful, and whole tasks are designed: A process perspective
should be taken, and people should be given the authority and resources to
conduct, supervise or manage complete processes. Work should incorporate
whole tasks, rather than fragmented parts (Clegg 2000).

* Boundary locations are appropriate: Although boundaries exist between
functional units or groups, core processes should not be split across these
artificial boundaries (Clegg 2000). Further, boundaries should not be drawn
that impede communication and the sharing of knowledge, experience and
learning (Cherns 1987).

* Boundaries are managed: The focus of a supervisor should be the man-
agement of boundary activities, such as ensuring the group has sufficient
resources, is coordinating with other groups and predicting changes that
may impact on their activities (Cherns 1976). Supervisors provide the work
group with a buffer to protect them from external disturbances or changing
demands, and support them through provision of resources and training
(Davis 1982). Boundaries may be created and managed by the work group
itself, by defining the rules and processes that constrain their activities and
by participating in the ongoing revision and update of rules (Hirschhorn
et al. 2001).

e Problems are controlled at their source: Problems or variances (i.e.
unplanned events that critically affect objectives) should be controlled
as near to their point of origin as possible (Cherns 1976). Designing to
promote learning from mistakes or variances is beneficial (Sinclair 2007).
Users should have access to the means for controlling or resolving prob-
lems themselves and the necessary authority or competency to do so
(Davis 1982).

e Design incorporates the needs of the business, users and managers:
Consideration should be given to the objectives of the overall system
(e.g. the goals of the business) as well as to the goals of employees, manag-
ers and any other end users (Clegg 2000).

e [Intimate units and environments are designed: Organisational and physical
structures should provide small, intimate environments for individuals and
groups (Davis 1982).

e Design is appropriate to the context: Design choices do not necessarily
have universal applicability. Choices should be based on the context of
operations, the goals to be achieved and the local context of implementa-
tion (Clegg 2000). This requires an individualised design to suit the specific
situation rather than simply copying solutions that have been implemented
elsewhere.

» Adaptability is achieved through multifunctionalism: Systems must adapt
to ever changing environments. The system needs a repertoire of responses
to environmental changes (Cherns 1976, 1987). Ashby’s Law of Requisite
Variety proposes that it is people who have the knowledge, flexibility and
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agility to provide adaptive responses, which facilitate organisational resil-
ience (Sinclair 2007). Resilience can be achieved by training and multi-
skilling people to enable them to perform multiple functions and to assist
in tasks outside of their normal area during unpredictable events or emer-
gencies, or when change occurs (Cherns 1976). It may not be possible or
desirable for all individuals to have all skills. In such cases, dynamic col-
laboration is needed between those with complementary knowledge and
experiences (Hirschhorn et al. 2001).

* Adaptability is achieved through flexible structures and mechanisms:
Self-maintaining units or groups should be implemented which have the
capability to perform all the activities required to achieve its specific goals
under a wide variety of contingencies. Units should be flexible and able to
adapt to changing environmental demands (Davis 1982).

e Information is provided where action is needed: Information systems
should be designed to provide information at the time and place where
action will be required (Cherns 1976). They should provide information
to those taking action rather than those controlling or monitoring the sys-
tem (Davis 1982) and should give the right type and amount of feedback
to users to enable them to learn from experience and to anticipate events
(Cherns 1976).

* Means for undertaking tasks are flexibly specified: Although it is impor-
tant for design to specify what is essential, no more than what is necessary
should be specified. Design should make it clear what needs to be achieved
(the ends), but it is often unnecessary to specify how it must be achieved (the
means; Cherns 1976). Design should avoid over-specifying how tasks must
be performed, as this limits adaptability. Users, as local experts, should
be allowed to solve their own problems and develop their own methods of
working, thereby incorporating scope for learning and innovation (Clegg
2000).

* Authority and responsibility are allocated appropriately: Those who
require access to equipment and resources should have the authority to
access and command them. In return, they must be accountable for their
use (Cherns 1987). Further, in allocating responsibility, differences in sta-
tus and privilege should be minimised where they are unnecessary to the
achievement of goals (Davis 1982). Finally, authority should be distributed
so that people doing the work are empowered to make appropriate decisions
according to their role (Sinclair 2007).

e System elements are congruent: A new design needs to be congruent with
surrounding systems and practices to facilitate implementation. However,
it may be that a new system requires some accommodation by the systems
into which it is being placed. It may prove to be a catalyst for change (Clegg
2000). Further, congruence needs to be achieved between the work design
and the overall goals of the system (Sinclair 2007).
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6.2.1 CONTRASTING SOCIOTECHNICAL SYSTEMS THEORY
AND TRADITIONAL SAFETY MANAGEMENT APPROACHES

Because of these principles, sociotechnical systems theory-based designs are typi-
cally quite different to designs derived from traditional approaches. In the case of
transportation, designs tend to follow a safety management approach based on the
notion of risk control, using frameworks such as the hierarchy of control. Figure 6.2
provides an indicative distribution of intervention types in terms of their align-
ment with sociotechnical systems theory or with traditional safety management
approaches. Sociotechnical systems theory approaches attempt to enhance flexibil-
ity and local adaptation through giving users more control and latitude for behav-
iour, focussing on supporting users to achieve their goals and ultimately placing
design in the hands of users. In contrast, the safety management approach seeks to
separate users from the hazard (the train) by using physical constraints (e.g. barriers)
and focusses on achieving compliance through enforcement, education and rewards.
In between these extremes, there are interventions that present a hybrid approach,
such as providing better information to users or giving users a sense of meaning from
their interaction with the design.

STS approach Total user ownership of system design & ongoing re-design
Support users to achieve their goals
Give users more control

Give users better information

Give users a sense of control / sense of meaning

Give rewards for compliance (not relevant to user goals)
Educate users about compliance
Punish users for non-compliance

Safety management
approach Restrict user actions to force compliance

FIGURE 6.2 Continuum of interventions aligned with sociotechnical systems theory versus
traditional safety management approaches.
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6.3 APPLICATION OF THE CWA-DT TO RAIL
LEVEL CROSSING DESIGN

Phase 3 of the research program involved the development of novel designs for urban
and rural rail level crossings. It was driven by the application of the CWA-DT as
part of a participatory design process involving rail and road safety stakeholders (see
Figure 6.3 for an overview of the process).

The remainder of this chapter describes the application of the CWA-DT to gener-
ate initial design concepts for rail level crossings.

6.3.1 DOCUMENTATION OF INSIGHTS FROM THE CWA OuTPUTS

The CWA-DT places importance on the translation of ‘insights’, gained from CWA
analyses, into design solutions. Insights include both non-obvious inferences from
the analysis outputs and more obvious findings about the system that the research

Design planning

Design brief

Design criteria

Design tool selection

\i

Insights Design tools & exercises

Scenario features Sociotechnical values cards

. Personas
Assumptions

Impossible challenge Concept design
Metaphors
CWA outputs > Scenarios . Initial design concepts
Pain points
* Assumption crushing ) 1 ’
sicht promets > el Metaphorical design

[
L0

CWA prompts

Organisational
metaphor prompts

Design solutions

Inspiration cards

High level evaluation of design
concepts
(see Chapter 7)

Y

Design refinement workshop
(see Chapter 8)

FIGURE 6.3 Key steps undertaken following the CWA-DT process.
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team considers important for the design process. The categories of insights used in
the CWA-DT are described in Box 6.2.

Insights were documented during the data collection and analysis processes, and
during the design planning process. Examples of the insights identified are provided
in Table 6.1.

BOX 6.2 CWA-DT INSIGHT CATEGORIES

* Assumptions: Assumptions relate to the underlying hypotheses,
expectations and beliefs upon which the system, or part of the sys-
tem, is based. They could be about the way the system functions or
how people are expected to behave within the system. They could be
correct or incorrect.

e Leverage points: Aspects within a system that, if changed in a small
way, could produce larger changes across the system. For example,
there may be evidence within the analysis that suggests there is an
actor or process that is under-utilised or could be better utilised to
meet the systems’ purpose(s).

* Metaphors: Commonly used in design, metaphors and analo-
gies promote thinking about how to apply existing ideas in new
situations. Metaphor involves the comparison, interaction or sub-
stitution of two subjects on a symbolic level. An insight might
involve, for example, realising that there are similarities in two
domains (i.e. scheduling in manufacturing and health care) or that
something in the natural environment is similar to what is trying
to be achieved through technology (i.e. comparing an aircraft wing
and a bird’s wing).

e Pain points: Problems or issues identified during the analysis. They
may be points of frustration for users, conflicting goals between
users or problems such as information bottlenecks in organisational
systems.

e Scenario features: Data collection and analysis activities often
uncover rich contextual information about the domain being
analysed. The intention of this insight type is to capture the key
features that would be important to consider in the design process.
A feature of a potential scenario could include a type of actor,
attributes of an actor, a type of task or an environmental distur-
bance or influence.

* Design solutions: A proposed design or feature of a design identified
by an analyst or others reviewing the analysis outputs. The solution
does not have to be a well-developed idea to be documented.
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TABLE 6.1

Examples of Insights that Informed the Design Process

Insight Insight Type CWA Phase
Train drivers currently have very few options for Leverage point Decision ladder

avoiding a collision: they can sound the train
horn and activate the emergency brakes, but in
almost all cases the train will not be able to stop
in time to avoid a collision. This lack of control
over the situation can add to the distress and
trauma experienced by train drivers. As
sociotechnical systems theory notes, control is
very important. How can we give train drivers
greater control to manage these situations?

Expectancy plays a key role in road user Pain point Decision ladder and addition
behaviour at rail level crossings. Drivers who data analysis from rural
experience rail level crossings with no trains on-road study

present are likely to not expect to see a train,
and therefore may not look for trains.
Rain and wet weather influences behaviour, Scenario feature Strategies analysis diagram
particularly of pedestrians (e.g. running in front
of a train rather than waiting in the rain).

6.3.2 PROMPTING FOR INSIGHTS

To assist in the identification of insights, the CWA-DT includes a series of prompt
questions as well as a template to assist researchers in documenting insights.
These can be used to generate further insights that did not occur spontaneously
during the analysis process. Two sets of prompt questions are provided to assist
researchers to interrogate the CWA outputs for insights, particularly in team
design situations where not all individuals were involved in developing all out-
puts. It is recommended that a selection of the prompts be applied, depending
upon the aims and scope of the research project being undertaken. The prompts
are intended to be used in facilitated group settings to encourage systems think-
ing in design.

The first set of prompts used in the CWA-DT relates to the different phases of
CWA. These ‘CWA prompts’ aim to draw out relevant findings and insights based
on the CWA literature (e.g. descriptions offered by Jenkins et al. [2009] and Vicente
[1999]) and pose questions drawn from the sociotechnical systems theory literature,
particularly those offered by Appelbaum (1997).

Examples of the prompt questions include the following (for a full list, see Read
et al. [2016b]):

* What is the system’s greatest strength? (all phases)
*  What is the system’s most obvious weakness? (all phases)
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e Are there multiple purposes specified for the system? Do they conflict?
Could they potentially conflict? Under what circumstances? (Work Domain
Analysis)

e Are any purposes of the system not well supported? (Work Domain
Analysis)

* For what situations it is possible to complete tasks, although they are not
typically undertaken? Why are they not typically undertaken? (Control
Task Analysis)

e Are there situations involving high workload (many functions typically per-
formed)? (Control Task Analysis)

e Which strategies are reinforced or rewarded within the system? (Strategies
Analysis)

* Which strategies are not rewarded or are punished within the system?
(Strategies Analysis)

* To what extent are tasks currently completed by humans? To what extent
are tasks currently completed by technology? (Social Organisation and
Cooperation Analysis)

* Would any tasks completed by humans be better completed by technology
or vice versa? (Social Organisation and Cooperation Analysis)

The second set of prompts takes a somewhat different approach. The ‘Organisational
metaphor prompts’ aim to promote innovative or ‘out of the box’ thinking about
the system by challenging assumptions about how organisations and other com-
plex systems operate. The prompts are based upon four paradigms or world views
proposed by Morgan (1980), through which organisational functioning can be
viewed. The paradigms are described in Box 6.3. The paradigms vary regarding
the extent to which they align with ideas of control and regulation versus open-
ness to radical change. They also vary regarding the extent to which they are
concerned with objective or subjective views of system functioning. Within each
paradigm, Morgan’s (1980) metaphors for organisational functioning can be used
to expand thinking about organisations and systems. For example, in the function-
alist paradigm, the cybernetic metaphor is interested in patterns of information
and how feedback loops enable learning. In the radical humanist paradigm, the
metaphor of the psychic prison, which draws upon Marxist theory, involves an
analysis to identify the properties of a system that are alienating or that dominate
actors’ activities.

We used these metaphors as a basis for developing the second set of prompt
questions. Some example questions include the following (see Read et al. [2016b] for
the full list):

e Loosely coupled systems metaphor: Where is coordination between system
components, actors or groups of actors unsuccessful or lacking?

e Population ecology metaphor: What foreseeable environmental changes
could affect the system’s position relative to its competitors?

e Accomplishments metaphor: What are the social rules or patterns that assist
actors to successfully interact within the system?
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BOX 6.3 PARADIGMS AND METAPHORS UNDERPINNING
THE ORGANISATIONAL METAPHOR PROMPT QUESTIONS

e Functionalist paradigm: The functionalist paradigm assumes there is
an objective reality, which is functionally structured and can be con-
trolled to ensure goals are met and maintained. This aligns well with
the theoretical underpinnings of CWA and sociotechnical systems
theory. Metaphors within this paradigm include Culture, Theatre,
Political systems, Loosely coupled systems, Cybernetic systems,
Population ecology, Organism and Machine.

e [Interpretive paradigm: This paradigm emphasises that reality
is socially constructed and is the product of the subjective and
inter-subjective experiences of individuals. It focusses on the
processes by which realities are constructed, sustained and trans-
formed. Similarly to the functionalist paradigm, it assumes a level
of social order and regulation exists. Metaphors within this para-
digm include Accomplishments, Enacted sense-making, Language
games and Text.

* Radical humanist paradigm: This paradigm also takes a subjective
view of reality, similar to the interpretive paradigm, but emphasises
how this reality and aspects of society such as work, language and
technology constrain and dominate humans and limit them from
achieving their true potential. A single metaphor included in this
paradigm is the Psychic prison.

* Radical structuralist paradigm: This paradigm posits an objec-
tive reality, which is understood in terms of the structures of
society and how they dominate human activity. The focus is on
understanding how conflicts and tensions within these structures
eventually lead to radical change. The metaphors included in this
paradigm are Instruments of domination, Schismatic systems and
Catastrophe.

e Enacted sense-making metaphor: How do language and communication
support sense-making?

e Psychic prison metaphor: Do actors feel manipulated by the system or by
those exercising power in the system?

e Schismatic systems metaphor: Where are points of tension or conflict
within the system?

The two sets of prompts were used by the research team in a group process to iden-
tify additional insights not generated during the analysis process. The full set of
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CWA prompts was applied; however, due to time constraints, not all organisational
metaphor prompts could be considered. Instead, four metaphors were randomly
selected: accomplishments, enacted sense-making, theatre and instruments of
domination. A sample of the insights generated through this process is given in

Table 6.2.

TABLE 6.2

Examples of Insights Identified through the Prompting Process

Prompt Question

CWA Prompts
Overall context: What is the system’s
most obvious weakness?

Control Task Analysis/contextual
activity template: Are there
situations involving high workload?

Social Organisation and Cooperation
Analysis: Would any tasks
completed by humans be better
completed by technology?

Organisational Metaphor Prompts

Accomplishments: What are the
social rules or patterns that assist
actors to successfully interact within
the system?

Enacted sense-making: Does the
system support sense-making?

Instruments of domination: Do
processes or aspects of the system
dominate or control actors within
the system?

Insight

In terms of efficiency and time delays,
there is no consistency. Road users do
not know how long they will be
waiting at active crossings.

In the urban context, drivers experience
high workload on approach to rail
level crossings as they must monitor
and avoid other road users (e.g.
pedestrians, cyclists, other drivers) as
well as process visual clutter in a
dense built environment. To negate
this, and draw attention to the crossing,
araised platform could be used in
conjunction with a clearway before the
crossing.

How can the vehicle be used to provide
warnings to the driver?

How can we change social norms for
non-compliant groups or reduce the
possibility that the rail level crossing
environment is used by individuals to
challenge authority?

How can the system identify an
obstruction on the tracks when the
train is approaching and provide
assistance?

Pedestrians who want to catch an
approaching train are punished for
compliance (and may be rewarded for
non-compliance by catching their
intended train).

Insight Type

Pain point

Design solution

Leverage point

Leverage point

Leverage point

Pain point
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6.3.3  INSIGHT PRIORITISATION

A total of 209 insights were generated, including those documented spontaneously
during the analysis process and those generated through applying the prompt ques-
tions. A prioritisation process was undertaken by the research team, which involved
each member identifying those insights they thought were most likely to effectively
contribute to the development of new designs for improving safety at rail level cross-
ings. The more highly prioritised insights were then used to develop the materials for
the participatory design workshop activities.

6.3.4 DEesiGN PROCESs PLANNING

The CWA-DT provides templates for developing a design brief and documenting the
design criteria. The design brief ensures that the design process is appropriate for
the project and that it remains driven by the sociotechnical systems theory philoso-
phy throughout any design application. It also enables clear communication about the
background and purpose of the design process, which assists if additional stakeholders
need to be briefed as the design process proceeds. It provides a short summary of the
approach and may be supplemented with additional project management tools, such as
detailed project schedules and budgets, depending on the size and scope of the project.

The design brief developed during the design planning stage of this project out-
lined the aim of the design task as ‘to develop design concepts that will increase
safety at Victorian public rail level crossings’.

The scope was constrained to improve at-grade interfaces, rather than the develop-
ment of grade separation options (i.e. the construction of bridges or tunnels). Further,
the focus was on shaping desired behaviour, rather than improving technological
reliability. Finally, the designs were not intended to focus on reducing incidents
involving intentional self-harm at rail level crossings; however, it was noted that it
would be beneficial if design concepts introduced some positive indirect effects on
such behaviour.

Key measures for determining the success of the design process should be docu-
mented in the design criteria template. It is good practice to define up front the crite-
ria that will be used to measure project success. The design criteria should be drawn
from the values and priority measures identified in the Work Domain Analysis phase
of the CWA. They should also assess the extent to which design outcomes reflect
sociotechnical systems theory principles.

In the current CWA-DT application, the design criteria were drawn from the Work
Domain Analysis and from sociotechnical systems theory principles. In terms of the
Work Domain Analysis criteria, the values and priority measures were selected with
emphasis on the safety-related values: Minimise risk, collisions, trauma, injuries, fatal-
ities, near-miss events and road rule violations; and Maximise efficiency, reliability and
conformity with standards and regulations. It was determined that the designs should
also align with the sociotechnical systems theory content principles to be successful.

In addition, the design criteria noted that a form of cost—benefit analysis would
be required, given the limited government funding available to upgrade rail level
crossings.



A Participatory Approach to Designing Rail Level Crossings 113

6.3.5 DEsioN TooL SELECTION

Following the development of the design brief and specification of the design criteria, the
design tool selection matrix from the CWA-DT was used to select the most appropriate
tools and activities to be used in the workshop. The tools selected were as follows:

e Sociotechnical values cards to introduce sociotechnical systems theory
values and promote value-aligned thinking

e Personas to communicate findings of the research and promote empathy for
different system users

e The impossible challenge exercise to promote thinking outside of usual
constraints (e.g. time, budget)

e Scenarios to communicate the findings of the research and provide an
understanding of context

e Assumption crushing to promote lateral thinking and prompt design ideas

*  Metaphorical design to promote lateral thinking and prompt design ideas

o Inspiration cards to prompt design ideas

6.3.6 IDEA GENERATION WORKSHOP

Eighteen participants attended a 2-day idea generation workshop. As can be seen
in Figure 6.4, participants were representatives of rail level crossing stakeholder
organisations (e.g. government departments, safety regulators, road user advocacy
bodies, transport investigators) and those with a professional interest in the research
(e.g. human factors professionals, researchers, designers). Although we did not have
any attendees from the Government/Parliament level of the system, we expected that
relevant perspectives for this level would be represented by the policy makers who
attended from government departments.

During the workshop, design participants engaged in a range of exercises,
using the tools selected by the research team during the design planning stage (see
Section 6.3.5). Participants usually worked in small groups of four to five individuals.

Before beginning the structured exercises, participants undertook general brain-
storming as an initial activity. This provided an opportunity for participants to express
ideas that they may have already generated outside of the design process that were
not influenced by the CWA findings or the sociotechnical systems theory philoso-
phy. Participants were asked ‘What are your ideas for improving rail level cross-
ing safety?” They were asked to brainstorm and record their ideas individually on
paper. They were then asked to share their ideas with the wider group. Although not
expressed to participants, an intention of this warm-up activity was for participants
to express any long-held beliefs around how to improve rail level crossing safety, so
that they would be able to think about new ways to tackle the problem during the
remainder of the workshop.

6.3.6.1 Sociotechnical Values Cards

This activity provided participants with information about the sociotechnical sys-
tems theory values that underlie the approach of the CWA-DT. To ensure participants
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understood and engaged with the values and philosophy, they were asked to discuss
the values in small groups. To promote discussions around the values, sociotechni-
cal values cards were created, with each card having the title of an sociotechnical
systems theory value (see Chapter 3) and a picture to represent its meaning. For
example, the card for ‘Humans as assets’ contained a picture of a ballerina to empha-
sise the point that humans have creative and artistic abilities that cannot be matched
or replaced by technology.

The sociotechnical values cards were randomly distributed among the small groups
so that each group received two values on which to focus. The groups were asked to
consider the following questions for their values and document their discussion:

e What is your understanding of this value?

* Do you believe it is important?

e In what ways is the value supported at rail level crossings?

e In what ways is the value not supported at rail level crossings?
e How is this value relevant to today’s workshop?

Groups then shared the key aspects of their discussion with the wider group to pro-
mote a shared understanding of how the value was relevant.

6.3.6.2 Personas

Personas (described to participants as user profiles) were used to encourage the devel-
opment of empathy for different road user types, to enable them to better consider
the user’s perspective and to understand their motivations and challenges. They were
based on generic characteristics of rail level crossing users. They included a name,
occupation, road user type (pedestrian, cyclist, motorcyclist, car driver or heavy
vehicle driver), main reason for travel and a short description of the person’s travel
patterns, personal preferences and motivations. The user profiles were intended to
describe a concrete user, but were not intended to be overly stereotypical.

The handout included a space for participants to draw a sketch of the user as well
as questions for participants to answer. The questions were intended to encourage
participants to put themselves ‘in the shoes” of the users. They included questions
regarding the user’s concerns when travelling generally, the user’s concerns at rail
level crossings, what the user likes about level crossings and the challenges the user
has faced at level crossings. Participants were asked to consider each written profile
and answer the questions, discussing this within their small group and reporting
back to the larger group.

6.3.6.3 The Impossible Challenge Exercise

This exercise posed a problem for participants to solve, which had such tight con-
straints (e.g. time, budget, resources) that it could not be solved through rational,
linear thinking (Imber 2009). Introducing such an exercise forces the brain to think
laterally and acts as a ‘warm-up’ activity to promote lateral thinking during the
remainder of the session. In the session, participants were posed an impossible chal-
lenge unrelated to rail level crossings (e.g. ‘to play in the World Cup final’) and
worked in small groups to generate three solutions within 5 minutes.
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6.3.6.4 Scenarios

For each rail level crossing context, participants were presented with scenarios that
highlighted relevant research findings relating to that context, including important
features of the rail level crossing functioning, as well as pain points and scenario
features identified within the analysis insights. Each scenario focussed on a specific
user type and, like the user profiles, described a fictional but typical, concrete experi-
ence. For example, for the context of urban rail level crossing adjacent to a railway
station, the scenario involved a pedestrian running late for a train (see Box 6.4).
The scenario handout included spaces in the text for participants to complete. These
prompted the participants to consider the emotions of the road user to further pro-
mote empathy and understanding.

BOX 6.4 PEDESTRIAN SCENARIO

Dave is heading to work on a Tuesday morning. He has a board meeting at
9:00 am and he is thinking about the presentation he needs to give to outline
the new marketing campaign; he is hoping to get up and running. He is hoping
to get a seat on the train so he can make finishing touches to the PowerPoint
presentation. Dave usually arrives at the train station early as he likes to be
able to check his smartcard balance and not be rushed. However, this morning
Dave’s wife was feeling unwell so he dropped his daughter at swimming and
brought the car back home, before hurrying with his briefcase and laptop bag
towards the train station.

As Dave is approaching the station, he can hear the bells going for the
Frankston train and knows he will have only a couple of minutes before
the city-bound service arrives. He quickens his pace further and hopes his
train has been delayed. The bells stop and he turns the corner onto McKinnon
Road. Traffic that had banked up for the passing of the previous train has just
begun to move. He takes the opportunity to cross over the road back from the
crossing where the cars are still stopped. He makes eye contact with the driver
he passes in front of to ensure they do not move their car forward before he is
clear.

He runs towards to pedestrian crossing and reaches the fencing area just
as the bells begin to sound again. He considers taking the underpass but
thinks it will be quicker to cross the tracks, and anyway, the gates have not
begun to shut yet. There is another pedestrian on the crossing who is talking
on a mobile phone, and Dave has to move right over to the left to avoid col-
liding with them, while also pulling his wallet from his pocket to get out his
smartcard. As he gets to the other side of the crossing, the gate is beginning
to shut. He manoeuvres around it, runs up the ramp, swipes his smartcard
and jumps on the train. He looks around and there are no seats left. Dave
feels
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6.3.6.5 Assumption Crushing

Assumptions include theories, beliefs or hypotheses underpinning the structure of
the system and the way things are currently done. They may not be consciously
realised but can unconsciously restrict the type of design ideas that are considered.
Assumption crushing provides a means to identify an alternative theory, belief or
hypothesis, and brainstorm design ideas in line with this (Imber 2009). In the design
process, participants were presented with assumptions identified during the insight
generation process and were asked to develop alternative statements and then to
identify design ideas based on those alternative assumptions.
The assumptions presented to participants were as follows:

¢ Road users are the cause of rail level crossing crashes.
e Decisions should be taken away from humans.
e We cannot fix safety without impacting on efficiency.

Participants were presented with the assumptions and were asked to undertake the
following activities within their small groups:

e Discuss the extent to which you agree with the assumption.

e Brainstorm alternative statements.

e Choose an alternative statement and discuss how would you design a rail
level crossing that aligns with this assumption.

e Document design ideas (using A5-sized sheets of coloured paper).

Following this activity, groups shared the key aspects of their discussion with the
wider group.

6.3.6.6 Metaphorical Design

The use of metaphors and analogies is a common approach to design. These tools
can bring new perspectives and prompt new ideas and innovation. The metaphor
insights used with design participants were as follows:

e ‘Separation’ introduced with synonyms, including disconnection, detachment,
severance, uncoupling, disjunction, segregation, division, gulf and chasm

e ‘Barriers’ introduced with the synonyms of fence, railing, barricade, hur-
dle, bar, blockade, roadblock, fencing, obstacle, obstruction, impediment,
hindrance, deterrent, complication, difficulty, baulk and curb.

Participants were presented with each metaphor and were asked to undertake the
following activities within their small groups:

e Brainstorm how separation is achieved or barriers are used in other areas/
domains.

* Discuss how these lessons from other domains could be used at rail level
crossings.

* Document design ideas (using A5-sized sheets of coloured paper).

Following this, participants shared the aspects of their discussion with the wider group.



118 Integrating Human Factors Methods and Systems Thinking

6.3.6.7 Inspiration Cards

This activity involved the presentation of preselected inspiration cards, relevant to
the design problem, to help prompt brainstorming in small groups. Participants were
provided with a set of inspiration cards and were asked to use the cards to generate
ideas for rail level crossing design.

The inspiration cards included the following:

e Pain point cards: Prioritised pain point insights identified from the analysis
were printed on palm-sized, red cards (see Box 6.5 and Figure 6.5).

e Leverage point cards: Prioritised leverage points identified from the analy-
sis were printed on palm-sized, pink cards (see Box 6.6 and Figure 6.5).

e Cards from the Design with Intent toolkit: Selected Design with Intent
cards (Lockton et al. 2010) were used (see Figure 6.5). These cards present
design patterns drawn from one of eight lenses or perspectives, including
the architectural lens, ludic (playful) lens and cognitive lens. They provoke the
consideration of opportunities or ideas from various design disciplines to
influence behaviour.

FIGURE 6.5 Inspiration cards used in the design workshop, showing pain point cards (top left),
design with intent cards (top right) and leverage point cards (bottom). RLX, rail level crossing.
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BOX 6.5 EXAMPLE PAIN POINTS USED
IN THE INSPIRATION CARD EXERCISE

e Humans are not good at judging the speed and distance of large objects.

e People are reluctant to stop the flow of movement.

e Safety is not always the primary goal for road users — efficiency is
often a key influence on behaviour.

* No information is provided about train approach at passive crossings.

e Rural rail level crossings are typically found on high-speed limit roads.

e Expectancy plays a key role in user behaviour at rail level crossings,
for example, if a user is not expecting a train, he/she may not check
for it and may not perceive warnings.

e Urban environments are complex with many road user movements,
visual clutter and reduced sight distance for trains.

e Users are not provided with information about whether another train
is coming.

e Congestion can cause users (on road and pedestrian crossings) to
become caught on the crossing when a train is approaching.

e Cyclists often do not have separate facilities for crossing the tracks.

BOX 6.6 EXAMPLE LEVERAGE POINTS USED
IN THE INSPIRATION CARD EXERCISE

e How can road users be engaged and empowered to take responsibility
for their own safety at crossings?

* How could we provide the sense of a realistic and imminent threat
at the crossing? How can we increase the sense of danger to prompt
safe behaviour?

e How can we minimise the negative experience of waiting for the
train? Can we make waiting time appear to go faster?

* How can we remind users of their underlying values around safety
in a way that will encourage them to select that goal over others
(e.g. efficiency)?

* How could we change the rail system to reduce the amount of waiting
time for road users (e.g. through train stopping patterns)?

* How could we provide train drivers with control or a sense of control
over what is happening at the crossing?

* How could we use people’s preference to comply with social norms to
influence their behaviour?

* How could vehicles be used to provide information to road users or
improve safety at rail level crossings?

* How can we trigger automatic or habitual desirable behaviours?

e How can we communicate actual levels of risk dynamically?
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Participants were given the flexibility to choose the way in which the cards were
used and were asked to document any design ideas inspired by the cards on the
A5-sized sheets of coloured paper provided in the session.

6.3.6.8 Impossible Challenge Revisited

Towards the end of the idea generation activities, we returned to the impossible chal-
lenge exercise — this time posing a challenge relevant to rail level crossing design.
During this exercise, each group of participants was allocated a different existing rail
level crossing context (urban or rural) and given the following challenge:

The Queen is coming to visit Victoria next week and the premier has announced that
she will open a new, world-leading rail level crossing upgrade. You have a budget of
$1,000. What will you do in 1 week to the existing crossing to make it world-leading?

Participants were asked to generate and document their ideas to meet this challenge
on the A5-sized sheets of coloured paper provided.

6.3.6.9 Design Concept Definition

Following the idea generation activities, participants were asked to create more com-
prehensive design concepts. To assist this, the ideas generated during the previous
activities were displayed around the room (across the tables and walls). There were
more than 150 design ideas generated (see Figure 6.6 for examples).

In addition to the participant-generated design ideas, additional ideas suggested
by the researchers (i.e. design solution insights identified during the CWA) and ideas
proposed in previous research were displayed around the room. Participants worked
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FIGURE 6.6 Example design ideas generated during the workshop.



A Participatory Approach to Designing Rail Level Crossings 121

in small groups, browsed through the ideas available and used one or a combination
of ideas as inspiration for creating a more holistic design concept.

To document the design concepts, participants used templates that provided space
to describe the concept using words, diagrams and/or sketches (see Figure 6.7). The
large sheets incorporated prompts to give the concept a name, identify the context
for the concept (metro, rural or both), provide a drawing or sketch of the design,
describe the expected benefits, identify which road users the design would be effec-
tive for and identify the sociotechnical systems theory values addressed by the
design. These latter aspects were intended to ensure that participants were reminded
of the need to consider all road users and the sociotechnical systems theory values.
Eleven design concepts were identified through this process and each was presented
to the larger group.

6.3.6.10 Design Concept Prioritisation

Following the presentation of the concepts, participants were asked to consider each
of the design concepts developed and to prioritise them in relation to how effective
they were likely to be in improving safety at rail level crossings. Participants were
asked to determine their own process for prioritising designs. They chose to use a
voting system whereby each participant could indicate their first, second and third
preferences, which were tallied to derive a ranked order of the 11 design concepts.

The top ranked five concepts were prioritised for further evaluation and refine-
ment. They are as follows:

e Comprehensive Risk Control crossing ( for urban environments): This con-
cept uses a combination of safety risk controls and amenity improvements.
It focusses on alerting road users to the presence of the rail level crossing
and approaching trains (through addition of traffic lights, advanced warn-
ing signs, in-road studs, default closed gate for pedestrians). It also aims to
avoid queuing on the crossing or to mitigate its consequences (e.g. using
traffic light coordination, ‘hold’ or ‘keep tracks clear’ sign for approaching
traffic, awareness campaigns, an emergency lane and a no standing zone
on the exit lane from the crossing), as well as to enforce rules (e.g. through
camera enforcement, channelised fencing for pedestrians) and to provide
convenience and amenity to waiting pedestrians (e.g. with an all-cross
pedestrian phase, a shelter, community hub, ticketing machine and cafe at
or near the waiting area).

o [Intelligent Level Crossing (for urban and rural environments): This
concept is based around the use of new and emerging technologies to
optimise transport system functioning by improving communication and
coordination between the road and the rail. It provides decision support
systems to road users (via in-vehicle interfaces, smartphones or dynamic
displays), reduced delays and enforcement of stopping when collisions
are predicted.

* Heavy Vehicle Average Speed to avoid a train (for rural environments):
This concept was intended for use by professional heavy vehicle drivers
and involved using new and emerging technologies to provide drivers with
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speed guidance that would enable them to avoid needing to stop for an
approaching train.

e Simple But Strong (for rural environments): The philosophy behind this
design was to use simple and low-cost features to draw attention to the
upcoming rail level crossing and the danger posed, and to provide warning
of a train approach. It included a low-cost active warning sign (potentially
solar powered), as well as use of colour (e.g. orange, red) on the ‘danger
zone’ over the crossing and on signage at the rail level crossing.

e Speed, Expectancy, Gap ( for rural environments): This concept employed
graduated speed reductions and rumble strips to slow road vehicles and
provide time to look for trains as well as to provide opportunities to recover
from errors. Similar to the Simple But Strong concept, this concept also
employed a low-cost active warning sign to warn of train approach. Finally,
ared light on the front of the train would be used to increase train conspicu-
ity and draw attention to the hazard in the environment.

6.4 SUMMARY

This chapter has described the process undertaken to generate initial design con-
cepts for urban and rural rail level crossings. It has demonstrated how the CWA-DT
can be used to translate the outcomes of CWA and other analysis methods into a par-
ticipatory design process with system stakeholders to create novel design concepts.

The design workshop was well received by participants, with high levels of
engagement in the process among the diverse participants represented. The activities
appeared to facilitate creative thinking and draw out important discussions about
practicality and feasibility of different approaches.

Although the process generated five design concepts for further development, the
ideas were generally quite high level and would require further work. This refine-
ment process involved the evaluation of these initial concepts through the systems
models developed in Phase 2, as described in Chapter 7.
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Initial Design Concept
Evaluation
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Christine Mulvihill and Nicholas Stevens

7.1 INTRODUCTION

This chapter outlines the process for undertaking a desktop evaluation of design con-
cepts generated using the Cognitive Work Analysis (CWA) Design Toolkit, which
was described in Chapter 6. It shows how models of an existing system generated
via CWA and Hierarchical Task Analysis (HTA) can be used in a systematic and
robust way to model how system functioning and behaviour may be positively or
negatively impacted by the introduction of new components. This evaluation can inform
decision-making regarding which initial designs should proceed to further detailed
design efforts and enables design teams to consider whether potential unanticipated
negative consequences can be addressed through design refinement activities. This
form of desktop design evaluation is important as it provides a low-cost approach for
testing initial design concepts in a manner that is congruent with the analyses upon
which the design concepts were built.

The five highest ranked design concepts from the idea generation workshop
were evaluated. Concepts were selected based on the prioritisation process under-
taken by stakeholders, as well as the research teams’ judgements regarding align-
ment of each design concept with systems thinking, practicality and likelihood of
implementation.

The desktop evaluation process involved the following four main activities:

1. Insertion of concepts into the existing rail level crossing Work Domain
Analysis (WDA; see Chapter 5)

2. Analysis of potential user errors using HTA and Systematic Human Error
Reduction and Prediction Approach (SHERPA; see Chapter 5)

3. Evaluation of each design concept against sociotechnical systems content
principles (see Chapter 6)

4. Evaluation of each design concept against the key risks to rail level crossing
safety identified in Chapter 5

Each activity is demonstrated through examples of how it was achieved for one of the
design concepts we developed and evaluated. The different evaluation approaches
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enabled the consideration of the extent to which the designs aligned with systems
thinking, together with the likely impact and emergent behaviours associated with
each design concept.

7.2 DESIGN EVALUATION WITH CWA

CWA is uniquely suited to the evaluation of the impacts of system change due to its
formative nature. That is, it enables the analyst to identify all of the possible effects
on system functioning, not just those that might be expected or anticipated. It pro-
vides a structured thinking tool that can help to identify emergent behaviours, unin-
tended consequences of change, potential risks introduced due to system changes
and potential design requirements to address these.

In this research programme, evaluation with CWA was conducted using large
hardcopy diagrams of the appropriate WDA model (i.e. passive or active rail level
crossing) as a starting point for the evaluation. Evaluations were conducted by small
teams, with one analyst documenting the changes to the WDA diagram and another
documenting the process and resulting discussion using an electronic template. For
two concepts, the team included a small number of stakeholders who participated in
the design workshops, to familiarise stakeholders with the process to enable future
applications to proposed design changes without assistance from the researchers.
Due to the time required to conduct each evaluation, the involvement of stakeholder
representatives in the evaluation process was not feasible for all five concepts and
other evaluations were completed by the research team only.

To undertake the WDA evaluation, the following steps were undertaken (see
Figure 7.2 for an example):

e New physical objects present in the design concept were added to the
bottom level of the WDA. For example, if the design concept included an
in-vehicle warning device, then this was added to the physical object level
of the WDA.

e Existing physical objects enhanced in the proposed design were high-
lighted. For example, an improved rail level crossing warning sign would
enhance the existing physical object ‘rail level crossing signage’.

¢ For each new and enhanced object, the following was undertaken:

e The existing object-related processes that it would support were high-
lighted. For example, the new object ‘In-vehicle warning device’ would
enhance the object-related processes ‘Alert user to presence of rail level
crossing’ and ‘Alert user to presence of train’.

e Pathways following the means-ends links from these highlighted
object-related processes up to the functional purposes of the system
were highlighted.

* Any new object-related processes that the new or enhanced object
would afford were added into the abstraction hierarchy.

e Pathways following the means-ends links from these new object-
related processes up to the functional purposes of the system were
highlighted.
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As the changes were being overlaid onto the WDA, a standardised template was used
to document the following information arising from discussions:

e Assumptions being made about the design and the effect it will have on
system functioning.

¢ Key benefits that are apparent from reviewing the effects on the system.

¢ Potential negative effects, such as new risks introduced by the new design.

e Areas where further investigation or research is required to understand the
impacts.

e Suggested refinements to improve the design’s potential to achieve desired
benefits or to minimise potential negative effects of the new design.

¢ The frequencies of new nodes, nodes that are enhanced or supported, nodes
that are appropriately restricted and nodes that are negatively influenced.

The final step in the WDA evaluation process was to assess the impact of each new
object assessed by summing the following at each level of the abstraction hierarchy:

e New nodes: For example, the new physical object ‘Optimal speed to avoid
train in-vehicle display’ would ‘Communicate optimal speed’ and ‘Provide
distance to rail level crossing’ notification.

e Support for existing nodes: For example, the new physical object ‘In-vehicle
warning display’ would provide support for the existing function of ‘Alert
user to the presence of train’.

e Appropriate restriction: For example, the new physical object ‘Default
closed pedestrian gates’ would appropriately restrict (pedestrian) traffic
flow, which in turn would support the function of ‘Maintain road and rail
user separation’.

e Negative influence: For example, the new physical object ‘Speed limit
reduction signs” would have the effect of slowing traffic through rail level
crossings, which in turn may negatively influence the ‘Maximise efficiency’
value and priority measure.

Each of the five prioritised design concepts was evaluated in this manner. To illus-
trate, we present the evaluation of the Speed, Expectancy, Gap concept.

7.2.1 EvaruatioN of Speep, Expectancy, Gap ConcerT witH WDA

The Speed, Expectancy, Gap design concept was intended for rural road environ-
ments and proposed the use of low-cost features to draw attention to the upcom-
ing rail level crossing and warn of an approaching train. The technologies were
intended to be low cost in comparison with existing rail level crossing warn-
ing devices. Low-cost devices might use alternative train detection technologies,
power sources (e.g. solar) and wireless communications technologies (Wullems
et al. 2013). In addition, road user speed would be managed on approach, through
graduated reductions in the posted speed limit, to provide more time to recover
from errors.
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The design included the following features:

* Gradual reduction of speed limit for drivers on approach (from 80 km/h to
60 km/h, then 40 km/h).

e The train would trigger a loop in the track (or GPS could be used) to acti-
vate signs facing the road and a high-intensity flashing red light on the front
of the train.

o Signs at the crossing incorporate a rail level crossing symbol, the text ‘give way
to trains’ and twin flashing lights that activate when a train is approaching. The
sign has a ‘healthy-state’ light for train drivers to monitor whether the technol-
ogy is functioning. One sign would be placed on approach to the rail level cross-
ing (as an advance warning), with another located at the rail level crossing itself.

* Road markings and rumble strips would be present on approach to and at
the crossing — red curved lines with text reading ‘RAIL X".

The original design concept template from the idea generation workshop is shown
in Figure 7.1.

Evaluating this concept with WDA involved taking the diagram of the existing
passive rail level crossing system and overlaying the changes that would occur if
this design was implemented. The passive rail level crossing WDA was selected
because it was intended that this design would be used to ‘upgrade’ an existing pas-
sive rail level crossing, rather than replacing an active crossing in a rural environ-
ment. An extract of the WDA with the changes is shown in Figure 7.2.
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While the WDA evaluation was being undertaken, the findings were docu-
mented in the template developed for this activity (see Table 7.1 for an example
of a completed template). Of particular interest were the potential errors or risks
introduced. Two potential risks were associated with the speed limit reduction,
which could mean that vehicles (especially heavy vehicles) have increased expo-
sure to the risk of being struck by a train as they would require longer to traverse
the crossing. The other was an introduced violation: it was thought that road users
would be unlikely to comply with lowered speed limits, particularly when no train
was approaching. Rural environments in which the design would be used typ-
ically have speed limits of 100 km/h, which reduce to 80 km/h approximately
400 m prior to the rail level crossing and 100 m after the crossing. Therefore, the
reduction to 40 km/h is very slow in comparison. Those involved in the evaluation
process felt that there was some benefit in retaining the low speed, as it could be
expected that road users will slow somewhat in response; however, introducing
rules that are unlikely to be complied with was a concern as it could undermine
compliance in other areas of the road system.

Another potential risk identified through this evaluation related to the issue of
providing information to road users, which may then lead them to speed up, to try
to cross prior to the train arriving at the rail level crossing. This relates to the earlier
decision ladder analyses that suggested that road users were more likely to engage in
non-compliant behaviour when they have access to additional information about the
system state (see Chapter 5). In the Speed, Expectancy, Gap design concept, the addi-
tional information was in the form of the flashing light on the train and the advance
warning sign. This may be of higher concern in locations where long, slow freight
trains are common and road users are frustrated by having to wait for extended peri-
ods of time. Interestingly, there is evidence that drawing attention to the front of the
train may in fact support more accurate judgements of train speed and thus support
safer decisions (Clark et al. 2016).

7.3 DESIGN EVALUATION WITH HTA AND SHERPA

Identification of potential user errors for each design concept was achieved by
reviewing the HTA and SHERPA outputs (described in Chapter 5) and using them
to predict the likely errors that could arise when users interact with the new design.
The process for evaluating the concepts through HTA and SHERPA involved the
following:

¢ Reviewing the HTA and updating it with:
e New tasks
* Changes to existing tasks
e Using SHERPA to identify potential errors associated with the new and
changed tasks
e Reviewing the entire SHERPA analysis, considering the following:
e Are existing errors removed?
e Do new tasks provide recovery opportunities for existing errors?
 Is the probability or criticality of errors affected by the changes?
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The output was a series of likely errors for each concept, including a description of
each error and the associated consequences, ratings of probability (low, medium,
high) and criticality (low, medium, high) and potential remedial measures. Metrics
such as number of existing potential errors reduced by the new design concept as
well as new errors introduced were also calculated.

7.3.1  EvALUATION OF SpeeD, ExpecTANCY, GAP CONCEPT
witH HTA ano SHERPA

HTA and SHERPA were used to evaluate the Speed, Expectancy, Gap concept.
On reviewing the HTA 21 operations were added, with responsible actors shown in
parentheses:

* Look for speed limit signage (road user)

e Detect speed limit signage (road user)

e Interpret speed limit signage (road user)

* Look for active signage at rail level crossing (road user)

e Detect flashing lights at rail level crossing (road user)

e Interpret flashing lights at rail level crossing (road user)

e Activate active advance warning signage (train and rail level crossing)
e Activate flashing light on train (train)

e Activate active road sign at rail level crossing (train and rail level crossing)
* Look for active advance warning sign (road user)

e Detect flashing lights on advance warning sign (road user)

e Interpret flashing lights on advance warning sign (road user)

e Look for speed limit signage (road user)

e Detect speed limit signage (road user)

e Interpret speed limit signage (road user)

* Look for flashing light on train (road user)

e Detect flashing light on train (road user)

o Interpret flashing light on train (road user)

e Deactivate active early warning signage (rail level crossing)

* Deactivate active warning signage at rail level crossing (rail level crossing)
e Deactivate flashing light on train (train)

SHERPA was then applied to identify the potential errors relating to each new
operation. Existing errors were also reviewed to determine whether the new
design would eliminate any existing errors or provide recovery opportunities. An
extract of the SHERPA analysis showing examples of the new errors introduced
is provided in Table 7.2, and an extract of the analysis of existing errors is shown
in Table 7.3.
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7.4 DESIGN EVALUATION AGAINST SOCIOTECHNICAL
SYSTEMS THEORY PRINCIPLES

Following evaluation using the CWA outputs, the designs were also evaluated
against the sociotechnical systems theory content principles, as outlined in the
design criteria document. A description of each of the content principles can be
found in Chapter 6.

To conduct the evaluation, a set of indicators was developed to assist the analyst
to judge whether the principle is ‘present’ in the proposed design (see Table 7.4).
The evaluation process considers the design concept as a whole, so the analyst must
judge the extent to which the whole concept aligns with the indicators provided. This
process provides some basis for discriminating between different concepts in terms
of their overall alignment with STS and an indication of whether design concepts
align with individual principles strongly or weakly. Design concepts meeting all
indicators for a principle receive a score of 3, whereas those meeting none of the
indicators receive a score of 1. Concepts that partially meet the criteria are given a
rating between 1 and 3, with half ratings permitted. With 14 content principles, the
highest rating possible is 42 and the lowest is 14.

This evaluation process is best conducted in a group setting to increase the chance
that no aspects of the design concept are overlooked. Further, this process can prompt
refinements to the design concept which are documented to inform design refinement
processes.

An excerpt of the STS evaluation for the Speed, Expectancy, Gap concept is
shown in Table 7.4. Overall, the ratings of the concept against each of the criteria
were quite low. This suggests that this design concept was not well aligned with
sociotechnical systems theory philosophy.

7.5 KEY RISKS ADDRESSED

As described in Chapter 5, a list of key risks was identified from the original CWA,
HTA and SHERPA analyses. The research team considered each of the key risks and
determined whether the design concepts would address the risk. The findings for the
Speed, Expectancy, Gap design concept are shown in Table 7.5.

7.6 SUMMARISING THE EVALUATION RESULTS
FOR EACH DESIGN CONCEPT

A Concept Evaluation Summary template (adapted from Liedtka and Ogilvie 2010)
was used to provide a structured means for documenting the results of the evalua-
tion. This template facilitates the documentation of the key needs addressed by the
design concept, the approach taken in the design concept (i.e. what are the overall
changes and what philosophical underpinnings are associated with the change), the
key benefits of the proposed design, the estimated costs of the changes, potential
negative effects such as new risks or potential for human error and the assump-
tions made during the evaluation process. This summary is intended to support
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TABLE 7.5

Evaluation of the Speed, Expectancy, Gap Concept and Its Impact on

Reducing Key Risks
Risk

Road users not aware of upcoming rail
level crossing

Road users not aware of rail level
crossing warnings

Road users not aware of an
approaching train

Road user not checking for trains
sufficiently

Road user not detecting a second
or subsequent train

Road user misjudging the speed or
distance of the train

Road user choosing to cross when warnings
are activated/a train is approaching

Road user queuing or short stacking
on the crossing

Warning systems failing to announce
the presence of a train

Addressed by Design Concept?

Yes — through rumble strips, enhancement of road
markings, speed signs on approach and rail level
crossing warning signs

Yes — through the addition of advance warning
signs and warning signs at the rail level crossing
with flashing lights

Yes — through the addition of a red light at the
front of the train to draw attention, as well as the
addition of advance warning signs and warning
signs at the rail level crossing with flashing lights

Yes — the speed reductions are intended to provide
road users with more time to check for trains.
Additionally, the red light on the train is intended
to attract attention to an oncoming train

The design does not specifically address this risk

Yes — the red light on the front of the train is
intended to draw attention to the train and assist
road users to make decisions about its speed and
distance from the rail level crossing

The design does not specifically address this risk

The design does not specifically address this risk

This risk may be increased in this design, as a
low-cost warning device is proposed

discussions with design stakeholders about selecting a particular design or shortlist
of designs and the need for design refinements prior to moving into the detailed
design stage.

7.7  COMPARING DESIGNS

In addition to summarising the findings for each design concept, metrics were
calculated based on the design activities to enable comparison of the design concepts,
as shown in Table 7.6.

In terms of the WDA measures supported by each of the designs, the Heavy
Vehicle GPS design best supported the values and priority measures, with the objects
introduced in this design supporting all but one. However, a metric was also identi-
fied based on a change-to-benefit ratio, which divided the number of nodes supported
with the WDA by the number of new objects added. This metric highlights designs
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for which a small amount of change can have large positive impacts across the
system. Here, the Speed, Expectancy, Gap concept and the Comprehensive Risk
Control crossing appear to provide the most benefit.

When considering the next aspect of evaluation, the road user types considered,
the limitations of the Heavy Vehicle GPS concept become apparent with it only
being targeted at one road user group. This means the benefits may be more limited
than other concepts such as the Comprehensive Risk Control crossing, which incor-
porates design features for all user types. In addition, none of the rural design con-
cepts considered pedestrian users, however, this was a deliberate omission as these
designs were intended for high speed roads with minimal to no pedestrian traffic.

In relation to the key risks, all the designs addressed the risk of failing to notice
the rail level crossing warnings. This suggests that the design process may have
resulted in concepts that extended the status quo, rather than proposing revolutionary
change in the design philosophies applied. Specifically, the historical focus under-
pinning rail level crossing design has been on warning the road user of the train’s
presence and requiring the road user to give way to the train.

Apart from this, the evaluation summary clearly demonstrates where risks were
only addressed by a single design. For example, only the Speed, Expectancy, Gap
concept addressed the risk of users not checking for trains sufficiently (i.e. by
lowering the approach speed), and only the Comprehensive Risk Control crossing
specifically addressed the instances of road users crossing when the warnings were
activated or a train was approaching (i.e. road rule violations).

A comparison of the findings from the human error analysis conducted with HTA
and SHERPA provided some additional interesting findings. Although some con-
cepts, such as the Comprehensive Risk Control crossing and the Intelligent Level
Crossing, had a relatively high frequency of possible errors, their error potential ratio
was lower than for the other concepts. Furthermore, this analysis highlighted that
most of the designs did not cater for error recovery particularly well, although the
Speed, Expectancy, Gap concept was the most promising in this regard, because of
the slower speed limits introduced.

In relation to the evaluation against the sociotechnical systems theory prin-
ciples, the designs generally did not fully align with this philosophy. The concepts
all scored lower than half of the possible top score of 42. This may suggest that
although the design process assisted in moving towards more sociotechnical sys-
tems theory-based designs, it was not fully successful in achieving this aim. It may
be that the design process led participants to focus on physical interactions within
the rail level crossing system, preventing sociotechnical systems theory philoso-
phies from being fully realised. It is likely that rail level crossing design concepts
that fully align with sociotechnical systems theory would be radically different
from existing rail level crossing environments. However, radical designs can be
difficult to achieve within an existing domain where there are significant practical
obstacles, including the cost of changes and the influence of existing institutional
and legal structures.

Finally, the research team discussed with stakeholders the likely cost estimates
of the new designs to better understand the likely practical limitations on implemen-
tation. Here, we see that although the project was attempting to develop low-cost
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solutions, due to the inclusion of multiple components within each design concept
the costs were generally rated as very high (e.g. above the average cost of upgrading
a passive crossing to an active crossing). For example, in the Speed, Expectancy, Gap
concept, the implementation of the red flashing light on all trains across multiple
train operating companies was estimated to be very high cost, whereas the warning
signs could be implemented at specific locations at low cost.

It should be noted that for some designs the costs need not be borne by road or
rail authorities. For example, concepts based on in-vehicle assistive devices would
likely be part of larger efforts to introduce such technologies into the road transport
system. Thus, other actors such as vehicle manufacturers and vehicle consumers
(including heavy vehicle companies) may bear some of the implementation costs.
Other costs, such as the installation of shelters for pedestrians at the Comprehensive
Risk Control crossing, could be offset by using the infrastructure for commercial
advertising.

7.8 SUMMARY

This chapter has described how design concepts can be evaluated in a desktop man-
ner to identify the potential benefits and risks associated with their implementation.
It demonstrates how the systems-based models, originally developed to understand
the existing system and generate insights for its re-design, can be re-purposed to
understand the effects of change.

Although the evaluation process provided some interesting findings into the
potential effectiveness of the different concepts, the findings were not always clear-
cut. It was initially expected that the evaluation process would provide a well-defined
ranking of the most effective to least effective design concepts. Instead, it high-
lighted the positive and negative aspects of the designs and, importantly, helped the
research team to identify the important refinements to the designs.

The process of undertaking the evaluations was quite lengthy, given the detail in
the initial models and the systematic process undertaken. This made it difficult to
involve the entire research team in all evaluation activities and limited the extent to
which the evaluation could be conducted in a participatory manner with stakehold-
ers. Future work could consider whether evaluations can be limited to consideration
of key design aspects or key risks. This could particularly be useful for the HTA and
SHERPA evaluations; potentially, evaluation could focus on impacts to only critical
tasks and critical errors. The process could also be made more efficient by extend-
ing the software tools used to develop the initial models to support the evaluation
process.

Although the process was lengthy, it still provided a cost-effective means to
conduct a high-level evaluation, prior to further design refinement activity and
detailed design. It also ensured that design concepts were evaluated in a manner
consistent with the analyses that informed the design concepts in the first place.
This is a critical requirement that is not often achieved. The approach is novel
in the rail level crossing field: anecdotally, it appears that proposed designs are
assessed on a cost and engineering practicality basis and, if promising, will be
proposed for further testing and trials in driving simulators or in the field. This
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is likely because there have not been accessible human factors evaluation meth-
ods available to practitioners working in this area. It is hoped that this interme-
diate step of desktop evaluation provides additional tools that can be useful to
understand the potential risks and benefits of proposed designs. In Chapter 8, we
describe how the findings from the desktop evaluation process were used to refine
the design concepts.



8 Design Concept
Refinement

With Contributions from:
Christine Mulvihill, Nicholas Stevens
and Guy Walker

8.1 INTRODUCTION

This chapter describes how we used the findings from the desktop evaluation process
to refine the novel rail level crossing (RLX) design concepts. This involved a two-
step process, which incorporated first a participatory process of design refinement
with stakeholders, followed by an expert process. In addition, this chapter describes
an expert process that was undertaken to generate an additional two design concepts.
Finally, the six RLX designs that were selected for detailed evaluation and testing
with prospective users are described in detail.

8.2 STAKEHOLDER DESIGN REFINEMENT WORKSHOP

The design concepts generated using the Cognitive Work Analysis Design Toolkit
(CWA-DT) were refined through a participatory workshop involving rail level cross-
ing stakeholders. The design refinement workshop was held approximately 6 months
after the initial idea generation workshop described in Chapter 6. This enabled the
desktop evaluation activities (see Chapter 7) to occur in the intervening time frame.

Ten participants, all representatives from road or rail stakeholder organisations,
attended the workshop. Eight participants had previously attended the idea generation
workshop. Prior to the design refinement workshop, participants were provided with a
written summary of the evaluation of the five novel design concepts, including the com-
parison between concepts (see Table 7.6). The summary document included the findings
from the desktop evaluation using the Work Domain Analysis (WDA), the Systematic
Human Error Reduction and Prediction Approach and the sociotechnical systems theory
principles. For each design concept, the summary outlined the components incorporated
in the design, the key risks addressed, the potential negative effects, costs and suggestions
for improvement identified during the evaluation process. An example of the concept
evaluation summary for the Speed, Expectancy, Gap concept is presented in Table 8.1.

At the beginning of the workshop, attendees were given an introductory presenta-
tion that re-introduced participants to systems thinking and the sociotechnical sys-
tems theory design philosophy, and the design concepts, as well as describing the
findings from the desktop evaluation process.
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8.2.1 DEsIGN IMPROVEMENT REVIEW

Following familiarisation with the concepts, participants worked in groups of four
to five, with each group facilitated by a member of the research team. A booklet
including the design refinement suggestions for each concept was used to present
each suggestion and record the consensus of the group (i.e. accept suggestion, reject
suggestion) and the reasons for these decisions. Table 8.2 shows a sample of the
design refinements from the Speed, Expectancy, Gap concept, and the feedback and
decisions of the workshop groups. Additional changes to concepts proposed by the
groups were also recorded. Each group presented their agreed refinements to the
broader group for discussion.

8.2.2 EvALUATION AND RANKING OF CONCEPTS

Once the concepts were refined, a large, printed scoreboard displaying the evalua-
tion criteria was used for a group discussion to compare the refined concepts. The
scoreboard displayed the following criteria:

*  Whether the design concept supported the values and priority measures
from the WDA (e.g. minimise collisions, maximise efficiency, minimise
road rule violations)

*  Whether the design concept took into account the needs of different road
user types (e.g. drivers, cyclists, pedestrians)

*  Whether the design concept addressed or mitigated key risks associated
with rail level crossings (e.g. road user not aware of an approaching train,
road user queues or short stacks on the crossing)

e The estimated cost of implementing the proposed designs (high, medium
or low)

e A rating of the level of innovation demonstrated by the design concept
(arating from 1 to 5, with 5 being the highest level of innovation)

The workshop participants discussed each of the criteria for each design concept and
provided a consensus rating or ranking on each. At the conclusion of this process,
each participant was provided with three voting tokens, which they were asked to
use to vote for the design concepts that they felt best met the evaluation criteria
and should be prioritised for further detailed design and testing processes. Voting
was achieved by placing the tokens at the bottom of the scoreboard aligned with
the chosen design concept. The concepts receiving the highest votes were the two
intelligent transport system (ITS) concepts: the Intelligent Level Crossing and the
Heavy Vehicle GPS concept (renamed the GPS Average Speed concept following a
decision during these discussions to extend the concept to all drivers), as well as the
Comprehensive Risk Control crossing. Following group discussion, it was decided
that the Speed, Expectancy, Gap and Simple But Strong concepts (both of which
individually received relatively low votes) had appreciable similarities, which lent
themselves to be combined for further evaluation; the combined design was thereafter
referred to as the Simple But Strong crossing.
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8.3 DESIGN PROCESS EVALUATION

8.3.1 PARTICIPANT REFLECTIONS ON THE PARTICIPATORY DESIGN PROCESS

At the conclusion of both the initial design workshop (discussed in Chapter 6) and
the design refinement workshop, attendees completed evaluation questionnaires to
enable us to gain their perceptions of the process.

The questionnaires administered after the initial design workshop asked about a
range of attributes of the design process, rated on a 5-point scale from ‘strongly dis-
agree’ to ‘strongly agree’. Overall, participants rated the process as meeting the attri-
butes of facilitating creativity, providing structure to the design process, enabling
holistic thinking, efficiency, enabling integration into existing design processes,
facilitating iteration of ideas and demonstrating validity (Read et al. 2016a).

In relation to the overall process, considering both the initial idea generation
workshop and the design refinement workshop, participants were asked whether they
felt STS values had been followed within the process. The ratings received were
generally very positive:

* 90% of participants agreed or strongly agreed that people were treated as
assets.

e 80% agreed or strongly agreed that the technology was used as a tool to
assist humans.

* 90% agreed or strongly agreed that the workshops promoted attendees’
quality of life.

e 100% agreed or strongly agreed that individual differences were respected
during the process.

* 90% agreed or strongly agreed that the workshops promoted consideration
of responsibilities to all stakeholders.

In addition, both questionnaires asked open-ended questions about the positive and
negative aspects of the process in which they had participated. The positive themes
identified included the following:

e Collaboration (e.g. ‘Design was fun in group setting’, ‘Open discussion, all
views considered and valued’)

e Creativity (e.g. ‘Looking at effective solutions and provide alternative solu-
tions’, ‘“The creative approach was refreshing’)

e Structure (e.g. ‘It was well structured and relevant’, ‘Well structured and
facilitated, good tools and prompts, especially Design with Intent cards and
assumption crushing’)

In terms of areas for improvement, the themes identified included the following:

e Limited time to achieve the workshop scope (e.g. “We covered a lot of dif-
ferent elements... Perhaps more time — however appreciating the limited
time available — it appears that a lot of information was still produced for
consideration’)
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* Astronger focus on cost-effectiveness (e.g. ‘Consideration of cost-effectiveness
to enable informed discussion with the budget holders and support business
cases/investment proposals’, ‘Looking for low cost solutions to ensure that
we comply with the law”)

¢ Ensuring the best mix of skills and expertise among workshop participants
(e.g. ‘A planned process of workshops so they are spread out over time so that
we can optimise the people who can attend’, ‘Pre-qualification of participants —
ability to work in teams, relevant knowledge, diversity of skills”)

Together, these comments on the process suggest that the attendees appreciated
the opportunity to work with other stakeholders in a collaborative manner and to
think more creatively than they usually would in their everyday work. However, they
wanted the process to be extended to incorporate cost—benefit considerations in more
detail and suggested ways in which the process could be planned to ensure compre-
hensive consideration from those with different areas of expertise.

8.3.2 RESEARCHER REFLECTIONS ON THE PARTICIPATORY DESIGN PROCESS

As a research team, we perceived a high level of engagement from stakeholders in
the initial design workshop and considered a number of the ideas that emerged to be
innovative. However, discussions in the design refinement workshop emphasised the
wider constraints on innovation in rail level crossing design. While reviewing the
potential design refinements that were intended to improve alignment with socio-
technical systems theory and systems thinking generally, attendee feedback was
appreciably more conservative and the majority of the refinements were rejected.
The concerns raised fell generally around the following themes:

e Standards and regulations: The need to change standards to accommodate
new designs was seen as a barrier, as were concerns about compliance with
legislation. For example, the road rules would need to be updated to refer to
new types of warning devices.

e Government policy: Some existing policies in road design were discussed in
relation to a number of refinements, including the need to avoid distracting
drivers with information not directly relevant to the immediate driving task,
and ensuring that regulatory signs (e.g. speed signs) are not implemented
where they will not be seen as credible (thus encouraging violations).

e Cost: Attendees were particularly concerned about the cost of potential
designs given the importance of cost—benefit considerations for decision
makers. They noted that cost—benefit analyses would need to be calculated
to enable comparison between concepts.

e Organisational, social and political considerations: A range of other
organisational, social and political issues were also raised, for example,
how acceptable the designs would be to the wider community.

In general, refinements based on sociotechnical systems theory were seen as
peripheral and unnecessary, suggesting that current design decisions are based on
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normative assumptions. That is, the focus appeared to be on tasks in isolation (i.e.
‘can you see the rail level crossing sign without being distracted?’) rather than more
holistic considerations, such as ensuring road users understand how rail level cross-
ing function and what functional purposes are trying to be achieved.

Feedback at the design refinement workshop also highlighted the tension between
the aims of academic research and the needs of industry in partnering with research
organisations. In the present research programme, the research team were focussed
on developing new designs via a novel approach that was theoretically underpinned
by sociotechnical systems theory and systems thinking. Conversely, for the project
stakeholders, the goal was to develop options that can be practically implemented
given the constraints under which they work. This meant that revolutionary elements
of the design concepts often had to be modified to make them more practical. Although
the participatory process intended to manage the balance between these goals and
find solutions that could achieve both, in practice this was difficult to achieve. A key
requirement for the human factors discipline generally lies in developing approaches
that can effectively balance the goals and needs of research and industry.

8.4 RESEARCHER DESIGN REFINEMENT ACTIVITIES

Following the participatory design process, there was a need to generate more
detailed design specifications for the in-vehicle assistive devices, to enable user test-
ing using driving simulation. During the design refinement workshop, stakehold-
ers accepted a proposed refinement to the Intelligent Level Crossing and the GPS
Average Speed concept, which was to generate the detailed designs for the in-vehicle
devices using the Ecological Interface Design (EID) approach. This was proposed
by the researchers to provide an additional link between the initial systems analyses
(i.e. CWA) and the design concepts.

In addition, given the assessment that the designs generated through the partici-
patory process did not radically change rail level crossing (e.g. as reflected by poor
alignment with STS principles), an additional design workshop was held with the
research team to generate more revolutionary concepts.

8.4.1 IN-VEHICLE INTERFACE DESIGN UsSING EID PRINCIPLES

EID is a design strategy that uses the abstraction hierarchy from WDA, coupled with
principles from the skills, rule and knowledge taxonomy (Rasmussen 1983, Vicente
and Rasmussen 1992).

In this taxonomy, skill-based behavior is the lowest level of cognitive control and
refers to sensory-motor performance, which occurs in skilled activity without the
requirement for conscious processing. Rule-based behaviour involves the applica-
tion of stored rules, based on past experience, to make decisions. Finally, the highest
level of cognitive control is knowledge-based behaviour, which is engaged during
decision-making in unfamiliar situations where it is not possible to draw upon past
experience. In these situations, reasoning is used to understand the situation and
select an appropriate course of action.

The principles of EID specify that an interface should not require an operator
to employ a higher level of cognitive control than necessary for the demands of
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the task. Further, the interface should support each level of cognitive control (i.e.
skill, rule and knowledge-based behaviour). The underlying philosophy of EID is
that the design (i.e. display or interface) should make the system constraints explicit
to its end users. As with CWA, the focus is on the overall system and its constraints.
As such, EID aims to make the interface transparent; its goal is to support direct
perception and action, while correspondingly providing support for problem-solving
activities (Vicente and Rasmussen 1990).

EID has been applied to the design of interfaces within varied domains ranging
from nuclear process control (e.g. Burns et al. 2008) and health care (e.g. Watson and
Sanderson 2007), to road transport (e.g. Young and Birrell 2012). Experimental evalu-
ations have demonstrated that ecological interfaces elicit better performance than tradi-
tional interfaces (for reviews, see Burns and Hajdukiewicz [2004] and Vicente [2002]).

Although EID was not initially considered as a candidate approach for rail level
crossing design due to our focus being the design of the physical environment and
the infrastructure, it was incorporated into the process following the inclusion of
in-vehicle interfaces in two proposed design concepts. The initially proposed designs
for the in-vehicle interfaces provided warnings about approaching rail level cross-
ing and approaching trains using symbolic representations (e.g. pictorial images of
a warning sign shown on the interface). Such representations are perceived as signs,
which activate rule-based processing (Rasmussen 1983). They are limited as they
require the observer to understand conventions (e.g. by drawing on experience or
training), and they cannot be used to look beyond what is presented to engage in
troubleshooting or problem solving when there is a failure or other disturbance.

Separate detailed design workshops were undertaken to revise the designs of
in-vehicle interfaces for the Intelligent Level Crossing and the GPS Average Speed
concepts. In each workshop, the WDA was reviewed to identify the key constraints
that should be displayed to the driver; then options for representing these constraints
were generated and refined, and a final selection was made by the research team.

For the Intelligent Level Crossing concept, the key constraints identified were
the train itself (its position, speed and direction of travel), the approaching vehicle
(its position, speed and direction of travel) and the relationship in time and space
between the two. It was determined that the display should dynamically represent
the field of safe travel for the road user (Gibson and Crooks 1938). Field of safe
travel theory posits that drivers operate by perceiving a dynamic space around their
vehicle which, based on the surrounding traffic and hazards, is judged to be safe to
occupy. Drivers seek to preserve an acceptable ratio between the available stopping
distance and the boundary of the perceived safe field ahead. Drawing on this notion,
we designed a visual representation of the dynamic field of safe travel, which would
be presented ahead of the vehicle in the form of a green ‘tongue’ that shrinks in size
and eventually disappears as the vehicle approaches the crossing while the train is
also approaching (see Figure 8.1a for an early design sketch). This visual tracking
would support skill-based behaviour, whereas additional features such as a symbolic
representation of the train appearing on the interface to indicate an approaching
train, and auditory messages stating the direction of train approach, would assist in
supporting rule- and knowledge-based behaviour.
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FIGURE 8.1 Design sketches for in-vehicle assistive devices using EID principles.
(a) Early design sketch for the urban Intelligent Level Crossing in-vehicle interface and
(b) Early design sketch of the GPS Average Speed in-vehicle interface.

For the GPS Average Speed concept, the key innovation was speed management of
the vehicle as it approached the crossing, advising users to make small speed adjust-
ments over a long distance so they could avoid coming to a complete stop for the
train. Here, the key constraints were speed and position of the train and road vehicle,
with the display providing guidance on the speed required for the driver to avoid
arriving at the crossing at the same time as a train. In order to best support skill-
based visual tracking, the design interface was overlaid onto the driver’s speedometer
(see Figure 8.1b for an early design sketch of the interface). This would provide the
driver with an interval of desired or safe speeds (a green zone shown on the display),
and a lower and upper speed limit, with the upper limit considered undesirable or
unsafe (a red zone shown on the display). These zones would be dynamically updated
by analysing the road vehicle’s position and speed, compared with the train’s position
and speed. Again, to also support rule- and knowledge-based behaviour, a train sym-
bol was shown on the display when the speed guidance was active, to convey that the
train approach was the reason for the guidance. In addition, an auditory tone would be
used to alert the user when the speed guidance becomes active and another tone would
be sounded when the vehicle was travelling at a speed within the designated red zone.
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8.4.2 GENERATION OF ADDITIONAL DESIGN CONCEPTS

In addition to using EID to develop specifications for the in-vehicle interfaces, the
design team participated in a workshop to generate two additional design concepts.
The workshop applied design tools from the CWA-DT, with the aim of developing
more revolutionary rail level crossing designs to compare with the concepts generated
via the participatory design process. Six members of the research team attended the
expert design workshop. Attendees received the same design brief as given to those
involved in the participatory process, with the instruction to generate one new rail level
crossing design for an urban environment and one new design for a rural environment.
The activities undertaken included the following:

e Assumption crushing: The assumptions used were as follows: “We can’t fix
safety without impacting on efficiency’ and ‘Rail level crossings have to
have warnings at the crossing to be safe’.

*  Metaphors: The metaphor used was ‘Separation’.

» Constraint crushing: Attendees reviewed the active and passive WDAs, iden-
tified the key constraints and for each constraint considered the following:

*  What would happen if we removed the constraint?
*  What would happen if we strengthened the constraint?
* How could we make hidden constraints visible?

The team then worked in two groups to use the insights from the activities to
develop two additional concepts: the Community Courtyard crossing for urban
environments (see Section 8.5.3) and the EID Crossing concept for rural environ-
ments (see Section 8.6.2).

8.5 FINAL DESIGN CONCEPTS FOR URBAN ENVIRONMENTS

After the final design workshop, there were a total of three concepts designed for
use in an urban setting: two design concepts generated through participatory work-
shops with stakeholders (Comprehensive Risk Control crossing, Intelligent Level
Crossing) and one design concept generated in the final workshop with the research
team (Community Courtyard crossing).

8.5.1 CoMPREHENSIVE Risk CoONTROL CROSSING

The Comprehensive Risk Control crossing concept uses a combination of risk con-
trols to separate road users from trains and from one another, as well as aspects to
improve amenity, particularly for pedestrians. It focusses on drawing road users’
attention to the presence of the rail level crossing and approaching trains (e.g.
through the addition of traffic lights, advanced warning signs, in-road studs and a
default closed gate for pedestrians). It also aims to avoid queuing on the rail level
crossing and to mitigate its consequences (e.g. using traffic light coordination, ‘hold’
and ‘keep tracks clear’ signs for approaching traffic, an awareness campaign, emer-
gency lane and no standing zone on rail level crossing exit), as well as to enforce
rules (e.g. through camera enforcement and channelised fencing for pedestrians).
Finally, it provides convenience and amenity to waiting pedestrians (e.g. through an
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FIGURE 8.2 The Comprehensive Risk Control Crossing.

all-cross pedestrian phase, shelters, a community hub, ticketing machines and cafés
at or near the waiting area).

Figure 8.2 shows a computerised sketch of the concept, whereas Figure 8.3 over-
lays the components of this design on Rasmussen’s (1997) framework, lines between
components indicate where there are relationships between components. As seen
in Figure 8.3, the concept incorporates a large number of additions to the physical
environment of the crossing, as well as some interventions that operate at the higher
levels of the system.

8.5.2 INTELLIGENT LEVEL CROSSING

The Intelligent Level Crossing concept is based around the use of new and emerging
intelligent transport systems (ITS) technologies to better optimise the functioning of
the transport system by improving communication and coordination between road
and rail systems. It provides decision support systems to road users (via in-vehicle
assistive devices, smartphones or dynamic displays), reduced delays and enforce-
ment of stopping when collisions are predicted. The components of the design con-
cept are illustrated in Figure 8.4.

A key component in the concept is the in-vehicle assistive device, which was
designed based on the EID philosophy described previously. It incorporates the fol-
lowing features (as shown in Figure 8.1a):

e On approach to the rail level crossing when a train is approaching, the
in-vehicle display provides an audible alert tone and a visual train icon
appears on the display.

e A green ‘tongue’ appears on the display to indicate the safe field of travel
on the road ahead.

e As the vehicle moves closer to the rail level crossing, curved bars appear
(in line with the stop line) to show the limit of the field of safe travel.

* When no train is approaching, the display continues to show a representation of
the roadway ahead but shows no indication (i.e. no green tongue is displayed).
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FIGURE 8.4 The Intelligent Level Crossing design concept displayed on Rasmussen’s
(1997) framework. ATP, automatic train protection; RLX, rail level crossing.

8.5.3 CoMMUNITY COURTYARD CROSSING

The Community Courtyard crossing concept is underpinned by the notion of shared
space and the prioritisation of active transport in the roadway. It also provides a vibrant
space to enhance social interaction and inclusion while providing a focus of transit-
orientated economic and community activity. It involves delineating the area around
the rail level crossing and giving this area a courtyard atmosphere. Traffic is held back
away from the crossing using traffic lights, and the road is raised in the courtyard space
with no clear separation between the footpath and the roadway. The courtyard itself
is a shared space where motorised traffic is expected to give way to non-motorised
users, particularly pedestrians. To facilitate this, the road speed limit is reduced in this
area, as is the speed of the train. Finally, standard rail level crossing warning devices
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FIGURE 8.5 The Community Courtyard design concept.
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FIGURE 8.6 The Community Courtyard Crossing design concept displayed on Rasmussen’s
(1997) framework. RLX, rail level crossing.
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(e.g. flashing lights, boom barriers and bells) are removed and replaced with human
attendants. The design is intended to be implemented only in certain locations with
high pedestrian traffic where the crossing is also adjacent to a train station.

The key components of the design concept are shown in Figures 8.5 and 8.6.

8.6 FINAL DESIGN CONCEPTS FOR RURAL ENVIRONMENTS

After the final design workshop, there were three concepts designed for use in rural
environments: two design concepts generated through participatory workshops with
stakeholders (Simple But Strong, GPS Average Speed) and one design concept gen-
erated in the final workshop with the research team (EID Crossing).

8.6.1 SimpLE But STRONG

The final Simple But Strong concept represents the merging of two concepts pro-
posed in the participatory workshops (the Speed, Expectancy, Gap concept and
the initial Simple But Strong concept). The design philosophy is to use simple
and low-cost features to draw attention to the upcoming rail level crossing and the
danger posed, and to provide warning of an approaching train. In addition, road
user speed is managed on approach to the crossing, to provide more time for driv-
ers to recover from errors (such as seeing the train late on approach). The physical
features of the Simple But Strong concept are shown in Figure 8.7, with the com-
ponents described in Figure 8.8.

8.6.2 EID CRrossiNG

The EID concept was developed by applying the principles of EID to the design of
the physical rail level crossing environment. The design features were intended to
make the rail level crossing’s constraints explicit to road users by emphasising the
danger zone, representing the field of safe travel in the rail level crossing environ-
ment, drawing attention to the train as the key hazard and assisting both road users

i

FIGURE 8.7 The Simple But Strong design concept.
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FIGURE 8.8 The Simple But Strong design concept displayed on Rasmussen’s (1997)
framework. RLX, rail level crossing.

and train drivers to judge speed and distance. It achieves this by using large mir-
rors at the crossing to reflect an image of the train’s approach, as well as a coloured
zone on the approach road with a painted ‘tongue’ intended to represent a static
field of safe travel (Gibson and Crooks 1938). Roadside markers are also placed at
decreasing intervals to assist in making judgements of speed and to increase drivers’
self-perceived travel speed. Finally, the livery or paint of the train itself is altered to
represent a character associated with speed and strength, which increases the train’s
visual saliency. Finally, the design slows the train speed to 20 km/h which, combined
with the traffic calming measures for road users, is intended to enable the system to
better recover from errors.

The concept is shown in Figure 8.9, with its components displayed in Figure 8.10.
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FIGURE 8.9 The EID concept.
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FIGURE 8.10 The EID concept displayed on Rasmussen’s (1997) framework. RLX, rail

level crossing.
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FIGURE 8.11 The GPS Average Speed design concept displayed on Rasmussen’s (1997)
framework. RLX, rail level crossing.

8.6.3 GPS AvVERAGE SPEED

The GPS Average Speed interface concept is underpinned by time-based separa-
tion and promotes efficiency and traffic flow as a means to also improve safety. It
uses new and emerging technologies to provide road users (specifically drivers) with
speed guidance that avoids the need to stop for an approaching train.

The components of the GPS Average Speed concept are shown in Figure 8.11.
A key feature of the design is the in-vehicle assistive device, which provides speed
guidance overlaid on the speedometer (see Figure 8.1). Within the interface:
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¢ Red and green indications are used to indicate dynamic ‘safe’ and ‘unsafe’
speed zones based on the speed limit of the road and the car and train’s
position. The green indication is presented when the road user’s speed is
such that they will not encounter the train at the rail level crossing. The
red indication is presented when the road user’s speed is such that they will
encounter the train at the rail level crossing.

e The driver is informed that the unsafe speed is imposed because of the train
by a train icon appearing on the display.

e If the car’s speed moves into the unsafe zone, the display flashes and an
auditory tone sounds to draw attention to the display.

8.7 SUMMARY

This chapter provided an overview of the process of using the desktop evaluation
findings (see Chapter 7) to refine the design concepts generated in the participa-
tory design workshop (see Chapter 6), and to develop additional, more revolution-
ary design concepts for further evaluation. Importantly, it demonstrated the iterative
nature of design generation and design refinement. Further, some practical lessons
learned were uncovered regarding the process undertaken.

It was following the discussions at the design refinement workshop that the
research team decided to develop additional expert design concepts for further eval-
uation. With hindsight, it may have been more appropriate for the research team
to have stronger involvement in the participatory process that generated the initial
designs. This would have better supported multidisciplinary learning and collabora-
tion, and could have potentially improved the balance between academic goals and
industry goals in the first instance. Although this approach was originally consid-
ered, it was not undertaken because there was some concern that expert involvement
would unduly influence or bias the process. Instead, the research team adopted the
role of objective facilitators. A more collaborative approach could have better bal-
anced the need for stakeholders to have a sense of ownership over the outcomes of
the process, while also exploiting the researcher teams’ knowledge and expertise.
Such approaches could be explored in future design efforts.

The six design concepts arising from the design process were varied in their philos-
ophies, approaches and the extent to which they incorporated interventions across the
entire rail level crossing system. To provide recommendations about which design(s)
would be most effective, a series of formal evaluation processes were undertaken in
the following phase of the research programme. The design concepts were tested
using driving simulation (see Chapter 9) and through surveying road users to gain
their perceptions of the new designs (see Chapter 10). In addition to the evaluation
approaches selected for the current research programme, other forms of evaluation
could also be adopted such as modelling approaches, mock-ups or focus groups.
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9.1 INTRODUCTION

Phase 4 of the research programme involved formal evaluation of the novel design
concepts that were developed using the Cognitive Work Analysis Design Toolkit
processes described in Chapters 6 through 8. This chapter will describe how designs
were evaluated under experimental conditions using a driving simulator.

Simulator studies provide an ideal platform for initial evaluation of new design
concepts, as it is possible to have users experience the new system design without the
financial or legal obstacles that would arise when building prototypes for field testing.
Indeed, preliminary concept evaluations using a simulator can provide valuable evi-
dence to justify the subsequent cost and effort of field trials. Further, simulator studies
provide a unique opportunity to test designs under genuinely experimental conditions:
it is possible to use within-subjects comparisons (i.e. where all participants experi-
ence each design) and experimentally control the driving environment such that the
only difference between rail level crossings is the type of control that minimises the
potential for confounding factors that are likely to occur in real-world conditions
(e.g. where different designs are installed in markedly different environments).

Several previous studies have used simulators to compare drivers’ behaviour across
different existing (Cale et al. 2013, Liu et al. 2016, Lenné et al. 2011, Rudin-Brown
et al. 2012, Tey et al. 2011) and novel (Conti et al. 1998, Larue et al. 2016, Mitsopoulos
et al. 2002, Tey et al. 2013) rail level crossing environments. Studies examining exist-
ing rail level crossing designs have yielded results that are highly consistent with both
field observations and crash data. For instance, all types of research methods suggest
that drivers exhibit lower compliance and less safe behaviour at passive rail level
crossings compared with actively controlled crossings, especially those with boom
barriers. However, evaluations of novel designs have focussed on in-vehicle assistive
technology (e.g. in-vehicle devices that warn of approaching trains), with few pub-
lished investigations of novel infrastructure or signage.
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9.2 GENERAL EXPERIMENTAL METHOD

We conducted three driving simulator studies to evaluate how the proposed rail level
crossing designs influenced drivers’ behaviour: one focussing on the urban crossing
designs and two focussing on the rural crossing designs. A fundamental aspect of the
evaluations was that each new design was evaluated as a complete system, most of
which included multiple new attributes, rather than evaluating each possible compo-
nent change in isolation. This was done deliberately so that the evaluation reflected
systems thinking principles and captured the interaction of all new elements of the
system, rather than how they function individually. It should be noted, however, that
only elements of designs associated with the physical rail level crossing environment
were able to be tested. Some aspects of proposed designs, such as education cam-
paigns, are not amenable to evaluation using driving simulation.

The first two studies were designed as the basic concept evaluations of how driv-
ers responded to the new rail level crossing environments, with one study examining
behaviour in simulated urban environments and the other in simulated rural environ-
ments. In these initial concept evaluations, drivers encountered the new designs under
normal conditions with the infrastructure and equipment functioning as expected.
The final study was a scenario-based evaluation of the rural design concepts, which
extended the initial study by examining how the system functioned in the event of
technology failure or when the driver was distracted on approach. The testing of
failure states was important in the rural environment due to concerns regarding reli-
ability and failure states for non-traditional active warning systems (Wullems 2011).

The same general method was used for all three evaluation studies. Experienced
drivers were recruited for a single experimental session during which they com-
pleted a series of simulated drives, with each drive involving a repeated exposure to
a single rail level crossing design. As in the on-road studies conducted in Phase 1
(see Chapter 4), we used a combination of objective and subjective methods to under-
stand driving performance, including vehicle parameters, verbal protocol analysis
and questionnaires measuring subjective workload and perceived usability of each
design. Participants were informed that the studies related to rail level crossings,
but were given no information about the new designs or the philosophies underlying
them, to enable testing of intuitive responses to the novel designs.

9.2.1 DRIVING SIMULATOR

The simulator was a medium-fidelity fixed-base driving simulator, which consisted of an
adjustable driver’s seat, automatic transmission, Logitech G27 vehicle controls (steer-
ing wheel, accelerator and brake pedals) and three 40-inch liquid crystal display (LCD)
monitors representing a 135° field of view. The LCD monitors depicted the forward
and lateral road views, and operated with 1080p resolution with a 60-Hz refresh rate.
The vehicle instrument panel, including speedometer and odometer, was displayed on a
9.7-inch tablet screen positioned directly behind the steering wheel. Oktal SCANeR™
studio software version 1.5 was used to programme the virtual driving environment
and collect driving performance measures, including speed, acceleration and braking.
For the urban design concept evaluation, an additional 7-inch tablet screen was used to
simulate the in-vehicle display for the Intelligent Level Crossing design concept.
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9.2.2 MEASURES

The rail level crossing designs were evaluated to assess their effects on key driving
performance measures, including mean speed, speed variability, minimum and maxi-
mum speeds and stopping behaviour. Alongside these objective measures of perfor-
mance, drivers’ subjective workload and perceptions of usability were measured using
the NASA Task Load Index (NASA-TLX; Hart and Staveland 1988) and the System
Usability Scale (SUS; Brooke 1996), respectively (see Chapter 2). Participants also
provided ‘think-aloud’ verbal protocols as a measure of situation awareness. These
measures were selected to comprehensively assess drivers’ behaviour and cognition, in
a similar manner to the original data collection activities undertaken during Phase 1
of the research programme (see Chapter 4), and captured key processes relating to the
safe negotiation of rail level crossings.

9.3 STUDY 1: URBAN DESIGN CONCEPT EVALUATION

The first study compared four urban rail level crossing designs: three novel and one
existing standard design. The existing design conformed to contemporary Australian
design standards and featured boom barriers, flashing lights and bells (which is the
most typical infrastructure configuration for urban rail level crossings in Australia).
The three novel design concepts were as follows:

1. Comprehensive Risk Control Crossing: This design incorporated several
features in addition to the existing standard crossing, including traffic
lights, advanced warning signs, in-road studs that light up when warnings
are activated, additional signage to discourage queuing on the crossing,
rail level crossing attendants to supervise and assist in emergencies,
channelised pedestrian fencing and default closed pedestrian gates, and
convenience amenities for waiting pedestrians, including a shelter and
ticket machines.

2. Intelligent Level Crossing: This design featured identical infrastructure to
the existing standard, but added an in-vehicle assistive system that provides
visual and auditory cues to drivers based on the field of safe travel theory
(Gibson and Crooks 1938). A green ‘tongue’ appears along the road repre-
senting the safe area of travel ahead. When a train is approaching the rail
level crossing, a train icon appears on the display (together with an auditory
alert), and a red bar appears showing the limit of the safe travel field.

3. Community Courtyard Crossing: This design situated the rail level cross-
ing in a ‘shared space’ with a community courtyard feel, with motorists
expected to give way to vulnerable road users. Traditional warnings (boom
barriers, flashing lights, bells) were removed and replaced with rail level
crossing attendants who supervise and assist in emergencies. Both vehicle
and train speeds are reduced to 20 km/h through the shared space.

Full details of the design concepts are provided in Chapter 8. Screen shots from the
urban driving simulator drives are shown in Figure 9.1.
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FIGURE 9.1 Screen shots depicting the novel urban rail level crossing designs: the
Comprehensive Risk Control crossing (top panel); the Intelligent Level Crossing (middle
panel); the Community Courtyard crossing (bottom panel).
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9.3.1 PARTICIPANTS

Thirty fully licenced drivers participated in the urban simulator study; however, data
from one participant were discarded due to missing data. The final sample included
29 drivers (18 male, 11 female) with an average of 18.6 years’ driving experience.

9.3.2 Stupy DEsIGN

Participants completed four simulated drives, with each drive featuring a different rail
level crossing design. Within each drive, the participant drove continuously through an
urban setting and encountered four rail level crossings, with trains present on two of these
encounters. The drives were identical with respect to the driving environment and road
layout other than the rail level crossing designs, and had equivalent traffic density and
composition. The road speed limit was 60 km/h throughout, unless reduced by design.
All participants experienced the existing standard rail level crossing design first, with
the presentation order for the three novel designs counterbalanced between participants.

After each drive, participants were asked to complete the NASA-TLX twice: once
describing their experiences when a train was present at the rail level crossing, and
once describing their experiences when no train was present. They also completed
the SUS and provided general comments regarding what they did and did not like
about each rail level crossing design. After completing all drives, participants were
asked to rank the designs in order of preference.

9.3.3 Key FINDINGS: COMPREHENSIVE Risk CONTROL CROSSING

Analysis of vehicle performance measures revealed that speed profiles when a
train was present were broadly similar on approach to the Comprehensive Risk
Control Crossing compared with the existing standard (see Figure 9.2a). However,
when no train was present, drivers reduced their speed noticeably in the last 20 m
before the existing standard crossing, but exhibited minimal speed reduction at the
Comprehensive Risk Control Crossing.

In terms of overall preference rankings, the Comprehensive Risk Control
Crossing was ranked equal first with both the Intelligent Level Crossing and the
existing standard crossing (see Table 9.1). Approximately one-third of participants
ranked Comprehensive Risk Control as their first preference. However, in rela-
tion to usability, participants rated this crossing design (M = 67.1, SD = 10.3)
as significantly lower than the existing standard (M = 78.7, SD = 16.2). Subjective
workload ratings were not significantly different when comparing Comprehensive
Risk Control crossing with the existing standard.

Participants’ open-ended comments revealed that they particularly liked the pres-
ence of traffic lights. Consistent with this, in the verbal protocol analyses, the concept
“red” emerged prominently as far as 250 m from the Comprehensive Risk Control
crossing, but not any of the other designs. This suggests that the red traffic light
served as an advance warning of the need to stop. Participants also appreciated the
additional road markings and warning signs, as well as the designated cyclist area.
However, they suggested that the attendants were unnecessary, and some felt that
there were too many alerts, which made the crossing busy and distracting.
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TABLE 9.1
Overall Preference Rankings for Urban Rail Level Crossing Designs
(Simulator Study 1)

Preference Rank

Summed
Design First Second Third Fourth Preference Score
Intelligent Level Crossing 38% 21% 34% 7% 84
Comprehensive Risk Control 34% 24% 38% 3% 84
Existing standard crossing 24% 48% 21% 7% 84
Community Courtyard 3% 7% 7% 83% 38

Note: Preference scores were calculated by summing the rank scores, which were the inverse of the rank-
ings (i.e. first ranking = 4, second ranking = 3, third ranking = 2 and fourth ranking = 1). As Study
1 had 29 participants, the maximum possible preference score was 116 and the lowest possible
score was 29.

9.3.4 Kty FINDINGS: INTELLIGENT LEVEL CROSSING

Analysis of vehicle performance measures indicated that, when a train was pres-
ent, participants exhibited more gradual speed reductions and stopped earlier at the
Intelligent Level Crossing compared with the existing standard (see Figure 9.2b).
When no train was present, however, participants showed minimal slowing and
adopted higher approach speeds than at the existing standard crossing.

The Intelligent Level Crossing was ranked equal first in terms of preference
and received the highest number of first preference rankings (see Table 9.1). It also
achieved the highest usability score (M = 79.6, SD = 18.9), but this was not rated sig-
nificantly higher than the existing standard (M = 78.7, SD = 16.2). Subjective work-
load ratings were not significantly different when comparing the Intelligent Level
Crossing and existing standard.

Verbal protocol analyses revealed that the Intelligent Level Crossing alerted par-
ticipants to the presence of a train much earlier than other designs; the concept ‘train’
reached prominence when participants were up to 250 m from the crossing, whereas
for all other designs, the train concept did not emerge until within 50 m of the tracks.
Participants generally described the Intelligent Level Crossing in favourable terms.
They found it easy to use and liked the clear visual and auditory warnings, including
the train icon on the in-vehicle display. Perceived negatives of the system included its
potential for driver distraction and concerns about the reliability of the technology.

9.3.5 Key FINDINGS: COMMUNITY COURTYARD CROSSING

Analysis of vehicle performance measures indicated that, compared with the existing
standard, participants adopted slower travel speeds on approach to the Community
Courtyard crossing when no train was present (see Figure 9.2¢). This presumably
reflects that this crossing incorporated a regulatory speed limit reduction to 40 km/h,
whereas the speed limit through other crossings remained unchanged. Further,
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participants encountered pedestrians using the shared space, requiring them to slow
or stop and give way. When a train was present, participants exhibited longer stop-
ping times at the Community Courtyard crossing. Together these findings suggest
that the Community Courtyard crossing would create greater travel delays for drivers
compared with the existing standard.

The Community Courtyard crossing was rated as the least preferred crossing (see
Table 9.1) and as having the lowest usability (M = 42.3, SD = 25.0), which was sig-
nificantly lower than all other urban designs. Several aspects of subjective workload
were also elevated for this design, compared with the existing standard. Specifically,
participants reported significantly higher frustration levels when negotiating the
Community Courtyard crossing, both with and without a train present. Participants
also reported significantly higher temporal demands when a train was present and
significantly higher mental demands when no train was present.

Participants described the Community Courtyard crossing as visually appealing
and appreciated the certainty provided by traffic lights, but expressed mixed feelings
regarding the shared space. Participants noted that the shared space environment
effectively ‘forces’ drivers to adopt lower travel speeds, but some found it confusing
and felt unsafe with the proximity and lack of delineation between different cross-
ing users (i.e. pedestrians, road vehicles and trains). Although vehicle data showed
participants slowing on approach, subjective data revealed that many did not realise
they were approaching a rail level crossing; rather, the verbal protocol analyses sug-
gested that drivers focussed predominantly on the traffic lights and were unaware of
the level crossing until they saw the train.

9.3.6 SuMMARY OF THE URBAN DESIGN EVALUATION FINDINGS

Of the three novel urban rail level crossing designs evaluated, the Intelligent Level
Crossing received the highest number of first preference rankings (although over-
all preference scores were equal with the Comprehensive Risk Control and exist-
ing standard crossings). The Community Courtyard crossing was least preferred.
The Community Courtyard crossing also exhibited potential for traffic delays, with
longer stopping times when a train was present and slower travel speeds when no
train was present. In contrast, both the Comprehensive Risk Control and Intelligent
Level Crossing designs showed noticeably less speed reduction when no train was
present, compared with the existing standard design. The most likely explanation
for this is that both new designs effectively provided confirmation that it was safe
to proceed (i.e. green traffic light; field of safe travel representation), whereas in the
existing standard design, participants felt the need to slow on approach to ensure that
the crossing was inactive and that no trains were approaching. Consistent with this,
drivers also reported appreciating the inclusion of traffic lights in the Comprehensive
Risk Control and Community Courtyard crossings, as these provide greater decision-
making certainty.

Across all designs, participants expressed preference for delineation between dif-
ferent road user groups (e.g. the separate cyclist lane in the Comprehensive Risk
Control crossing) and were uncomfortable with removing barriers to create a ‘shared
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space’ environment. Human level crossing attendants were perceived as auxiliary
and unnecessary; however, in the proposed designs, these attendants were primar-
ily intended to assist in emergency situations, which were not tested in this initial
concept evaluation.

9.4 STUDY 2: RURAL DESIGN CONCEPT EVALUATION

The second simulator study compared five rail level crossing designs: three novel
and two existing standard designs. Both the existing designs conformed to contem-
porary Australian design standards. One was an active crossing, featuring flashing
lights and bells but no boom barriers, and the other was a passive crossing, fea-
turing a Give Way (yield) sign. These two standard designs were adopted in this
study as they represent the two main types of existing crossings that would likely
be prioritised for upgrade. Further, they enable comparisons to be made between
existing and proposed passive designs, as well as between existing and proposed
active designs.
The three novel design concepts tested in the rural evaluation were as follows:

1. Simple But Strong: This design features a lower cost active warning sign
at the crossing, as well as an active advance warning sign on approach. Both
the signs incorporate flashing lights and audible bells. There is a gradual
reduction of the speed limit on approach, from 80 to 60 km/h and finally
40 km/h. Coloured road markings at the crossing visually delineate the
‘danger zone’.

2. Ecological Interface Design: This design features large mirrors at the cross-
ing, which reflect the image of an approaching train to signal its presence
and relative distance. It also incorporates several elements designed to slow
drivers on approach, including a coloured zone on approach with a ‘tongue’
intended to represent a static field of safe travel (Gibson and Crooks 1938),
as well as roadside markers placed at decreasing intervals (to increase the
driver’s self-perceived travel speed). Finally, the train itself is altered to
be more salient and visually imposing, representing a character associated
with speed and strength, and at the same time, its travel speed through the
crossing is reduced to 20 km/h.

3. GPS Average Speed: This design features identical infrastructure to the
existing standard, but includes an in-vehicle assistive system that alerts the
driver to the presence of an approaching train and provides guidance on
safe travel speeds. ‘Safe’ travel speeds are those that do not exceed the
posted speed limit and would avoid conflicts with a train at a level crossing.
If the user is travelling at a speed that would require them to stop for a train
to avoid a collision, the system provides a brief auditory alert and flashes
red on the speedometer.

Again, full details of these design concepts are provided in Chapter 8. Screen shots
from the rural driving simulator drives are shown in Figure 9.3.
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SRy

FIGURE 9.3 Screen shots depicting the three novel rural rail level crossing designs eval-
uated in Simulator Study 2 and Study 3: the Simple But Strong crossing (top panel); the
Ecological Interface Design crossing (middle panel); the GPS Average Speed interface (bot-
tom panel).

9.4.1 PARTICIPANTS

Thirty fully licenced drivers (21 male, 9 female) aged between 20 and 55 years
participated in the rural simulator study. Participants had an average of 14.8 years’
driving experience.

9.4.2 Stupy DEsIGN

Participants completed five simulated drives, with each drive featuring a
different rail level crossing design but otherwise matched in terms of road envi-
ronment and traffic conditions. The road speed limit was 100 km/h with an
80 km/h reduction on approach to all rail level crossings, sometimes reduced
further depending on the design presented. Presentation order for the different
drives was counterbalanced between participants. Within each drive, the
participant drove continuously through a rural setting and encountered five
rail level crossings: two with a train present and three with no train present.
The first rail level crossing was always in an inactive state (i.e. train absent),
with the order of subsequent train-present versus train-absent exposures coun-
terbalanced between drives. As in the first study, participants completed the
NASA-TLX and SUS after each drive, and were asked to describe what they
liked and disliked about each design. At the end of the study, participants
ranked the designs in order of preference.
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9.4.3 Kty FINDINGS: SiMPLE BUuT STRONG

Analysis of travel speeds indicated that overall travel speeds were slowest for the
Simple But Strong crossing, regardless of whether a train was present (see Figures 9.4a
and 9.5a). This was associated with significantly longer travel times to negotiate the
crossing, compared with standard active and passive crossings, for both train-present
and train-absent conditions. Due to the greater speed reductions, drivers also exhib-
ited greater variability in their travel speeds (i.e. higher standard deviation of speed
during the approach segments). Although participants generally complied with the
posted speed reductions, many explicitly stated that they would not do so under
real-world conditions.

In terms of overall preference rankings, Simple But Strong was the least preferred
design, with no participants rating it as their top preference (see Table 9.2). Overall
usability ratings for the Simple But Strong crossing (M = 62.3, SD = 25.3) were also
significantly lower than those of both standard active (M = 78.8, SD = 25.3) and
standard passive (M = 80.0, SD = 18.4) crossings. Participants especially rated the
Simple But Strong design as being unnecessarily complex and less easy to use. The
only aspect of workload that differed with this design was physical workload, which
was rated as significantly higher than the standard active (but not the standard pas-
sive) crossing when a train was present. However, the practical significance of this
effect was small, as all designs were rated as having relatively low workload.

Subjective data revealed that participants most liked the active warning signs,
especially the advance active warning signs. Responses to the coloured ‘danger
zone’ were mixed, with some participants liking this feature and others expressing
concern that it could divert drivers’ attention away from scanning for trains. Drivers
generally disliked the speed reduction and number of speed signs, although a minor-
ity appreciated the guidance as it allowed them extra time to prepare for potential
hazards.

9.4.4 Key FINDINGS: EcoLoGICAL INTERFACE DESIGN CROSSING

Analysis of travel speeds on approach to the Ecological Interface Design cross-
ing revealed different patterns for the train-present and train-absent conditions.
When a train was present, drivers showed large speed reductions at the Ecological
Interface Design crossing, with approach speeds being slower than those at the stan-
dard active crossing (see Figure 9.4b) and slightly slower than those at the standard
passive crossing (see Figure 9.5b). Conversely, when no train was present, drivers
exhibited minimal speed reductions on approach to the Ecological Interface Design
crossing. Approach speeds for the Ecological Interface Design were comparable to
those for the standard passive crossing and significantly higher compared with the
standard active crossing, as drivers showed significant speed reductions on approach
to the active crossing even when no train was approaching.

In terms of overall preference rankings, the Ecological Interface Design crossing
was the most preferred of the novel designs and was the second ranked overall, just
behind the standard passive crossing (see Table 9.2). Interestingly, however, usability
ratings for the Ecological Interface Design crossing (M = 62.9, SD = 25.9) were
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TABLE 9.2
Overall Preference Rankings for Rural Rail Level Crossing Designs (Simulator
Study 2)

Preference Ranking

Summed
Design First Second  Third  Fourth  Fifth  Preference Score
Standard passive 40% 13% 17% - 30% 100
Ecological Interface Design 27% 20% 17% 20% 17% 96
GPS Average Speed 7% 40% 7% 37% 10% 89
Standard active 27% 3% 30% 10% 30% 86
Simple But Strong - 23% 30% 33% 13% 79

Note: Preference scores were calculated by summing the rank scores, which were the inverse of the
rankings (i.e. first ranking = 5, second ranking = 4, third ranking = 3, fourth ranking = 2 and fifth
ranking = 1). As Study 2 had 30 participants, the maximum possible preference score was 150 and
the lowest possible score was 30.

significantly lower than those for both the standard active (M = 78.8, SD = 25.3) and
standard passive (M = 80.0, SD = 18.4) designs, with participants finding the design
more complex, requiring more technical support and less easy to use than existing
standards. Several aspects of workload were also elevated. Compared with the stan-
dard active crossing, participants rated the Ecological Interface Design crossing as
more frustrating (regardless of whether a train was approaching), as having higher
physical workload when a train was approaching and as having higher temporal
demands when no train was present. Participants also rated the Ecological Interface
Design crossing as requiring higher effort than the standard passive crossing when
no train was present. As with the Simple But Strong results, even when comparisons
were statistically significant, the practical significance is small as most ratings were
at the extreme lower end of the scale.

Participants’ verbal responses indicated that they liked the train colour and
salience. Other aspects of the design received mixed responses; for instance, some
drivers liked the road markings and roadside reflector poles as these attributes
encouraged slower approach speeds, whereas other drivers found the infrastructure
overwhelming and were unsure how to respond. The mirrors also generated confu-
sion for some participants, which reflects a limitation of the simulation graphics: the
driver-facing mirror was rendered as a flat grey sign, so several participants were
confused as to its purpose and did not use it for information seeking. The partici-
pants who did realise the mirror’s function reported finding it useful.

9.4.5 Key FINDINGS: GPS AVERAGE SPEED

When no train was approaching the level crossing, drivers showed minimal speed
reductions when using the GPS Average Speed interface. Both travel speeds and
overall efficiency (i.e. time taken to negotiate the crossing) were similar to the
standard passive crossing (see Figure 9.5¢), and were faster than the standard active
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crossing (see Figure 9.4c). The GPS interface remained highly efficient when a train
was present, with the time required to negotiate the crossing being similar to the
standard active crossing and faster than all other designs. Although the overall effi-
ciency was similar for the GPS Average Speed and standard active crossings, the
speed profiles were different: when using the GPS interface drivers slowed earlier
and to a lesser extent, maintaining a more constant pace with less variability in their
approach speed over the last 250 m before the crossing.

Analysis of the time spent with the GPS Average Speed system in the ‘warning
state’ revealed substantial individual variability. The earliest point at which the sys-
tem could be activated within the simulated scenario was 2 km from the crossing.
The average duration spent in the red ‘unsafe speed’ zone was 30% of this 2 km
approach to the rail level crossing, with individual participants ranging from no acti-
vations to having it active for 90% of the time. Notably, most participants had the sys-
tem alternate between ‘unsafe’ and ‘safe’ states several times, with an average of two
to three discrete warning activations. This suggests that some drivers may have been
attempting to stay close to the upper end of the ‘safe’ speed zone. Similar behaviour
has been observed with intelligent speed adaptation systems (Regan et al. 2005).

In terms of overall preference rankings, the GPS Average Speed interface was
ranked third overall and second of the novel designs, behind the standard passive and
Ecological Interface Design crossings and just ahead of the standard active crossing
(see Table 9.2). Usability ratings for the GPS Average Speed interface (M = 73.5,
SD = 22.1) were not significantly lower than those of either the standard active or
passive crossings. Overall workload measures were also not different to existing
standards, except for physical workload, which was rated as being slightly higher for
GPS Average Speed compared with the standard active (but not the standard passive)
crossing when a train was present. This presumably reflects the fact that drivers had
an additional display to monitor when a train was approaching.

Verbal responses revealed both positive and negative assessments of the GPS
Average Speed interface. Participants liked that they could use it to avoid stopping
for a train; however, not all participants intuitively understood the information that
was being conveyed. We deliberately provided only a brief description of the system
function to participants before the drive, to mimic a situation in which a driver hires
or buys a new car and is told that it has a specific assistive system but is not given
details on how the system functions. Some participants also expressed negative atti-
tudes towards the interface, indicating that the speed reductions required were too
great and that they found the system distracting when the red alert was flashing.

9.4.6 SUMMARY OF THE RURAL DESIGN EVALUATION FINDINGS

Among the three novel rural designs tested in the initial concept evaluation, the
Ecological Interface Design was the most preferred by participants even though it
was rated as less usable than existing standard crossing designs. The GPS Average
Speed interface was generally rated favourably in terms of both usability and sub-
jective preference, whereas the Simple But Strong crossing was rated lowest in both
usability and preference scores. Participants seemed to especially dislike the speed
reductions in the Simple But Strong design, but liked the addition of coloured road
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markings in both the Simple But Strong and Ecological Interface Designs crossings.
The popularity of the Ecological Interface Design also highlights the potential for
further work to investigate increasing the conspicuity of the train to improve its
detectability.

9.5 STUDY 3: SCENARIO-BASED EVALUATION

The first two simulator studies provided initial design concept evaluations, which
represent the first required step in testing new designs with intended system users. To
further explore the functioning of the new design concepts, we conducted a follow-
up study to evaluate how drivers responded to the novel rail level crossing treatments
in safety-critical situations. We refer to this as ‘scenario-based’ evaluation, as we
placed participants in a specific scenario designed to alter the nature of their interac-
tion with the rail level crossing system.

To devise a list of scenarios, we reviewed the findings from the Phase 1 data col-
lection to identify issues and concerns that road users have when interacting with
level crossings. We then consulted with rail and road industry stakeholders to obtain
their input on issues that contribute to collisions and near misses at rail level cross-
ings. From these activities, we identified the following two issues:

1. Technology reliability and failure: Concerns about signal reliability were
frequently expressed by research participants in Phase 1, especially those
in rural areas. Participants in the first two simulator studies also raised con-
cerns about the reliability of the active warnings, especially the GPS-based
in-vehicle interfaces. Rail industry stakeholders noted that technology fail-
ure can include complete failure (i.e. no warning activation at all), as well
as delayed or mistimed activation of warnings (i.e. the full warning time is
not provided to road users).

2. Driver distraction: Two aspects of distraction were identified as having
relevance to level crossings. First, participants in the initial concept
evaluations expressed that they found some aspects of the new designs
distracting, which raises issues about overload and the user’s ability to pro-
cess all information. Second, stakeholders expressed concern regarding the
increased proliferation of in-vehicle technology, including both in-vehicle
information and assistance systems and portable electronic devices (e.g.
cellular phones). In-vehicle distractions have the potential to divert attention
away from the level crossing environment, again impacting the driver’s
ability to process crucial information within the environment.

While technology failure is most problematic in rural environments, distraction can
occur in any environment. For efficiency, both scenarios were tested in the rural
environment. The study design was broadly similar to Study 2, except that only
the standard active crossing was directly compared with the new designs, because
the passive standard does not include any technology or devices that would have an
equivalent ‘fail” state.
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9.5.1 PARTICIPANTS

Twenty-five fully licenced drivers (8 male, 17 female) participated in the simulator
study. Participants had an average of 15.0 years’ driving experience.

9.5.2 Stupy DEsIGN

Participants completed five simulated drives, with each drive featuring a different
rail level crossing design. Four of the five drives — specifically those featuring the
standard active, Simple But Strong, Ecological Interface Design and GPS Average
Speed designs — were fully matched in terms of road environment and traffic condi-
tions, and included both the ‘system failure’ and distraction scenarios. Each of these
drives included the following four exposures to rail level crossings:

1. Train approaching, normal conditions

2. Train approaching, system failure state

3. No train approaching, normal conditions

4. No train approaching, in-vehicle distraction

The first rail level crossing exposure within each drive always had a train approach-
ing under normal conditions, so that participants could experience the rail level
crossing system in its optimal functioning state. The order of the other events was
counterbalanced between conditions.

The simulated drive featuring the standard passive crossing was shorter, with only
three crossings encountered, as it did not include the system failure state exposure. This
was always the third drive in the sequence and was included to prevent participants
from developing strong expectations about the length and nature of drives (i.e. that all
would have four crossings, one of which would involve technology failure).

As in the concept evaluation studies, participants completed the NASA-TLX and
SUS for each design, verbally described what they liked and disliked about each
design and finally ranked the designs in order of preference.

9.5.2.1 Distraction Scenario

The impact of in-vehicle distraction was assessed using a secondary visual detec-
tion task. This task involved a small red dot appearing on the dashboard at pre-
programmed pseudo-random intervals during the drive. The participant’s task was
to press a button on the steering wheel as quickly as possible, whenever they detected
the stimulus appearing. A similar task has been validated in previous research and has
been found to induce distraction-related errors in real driving (e.g. Young et al. 2013a).

The distractor occurred in three contexts: on approach to a rail level crossing,
while driving on a straight stretch of road and while negotiating a corner. The current
analyses focussed on response times when the participant was approaching a rail
level crossing. The key question was whether response time differed between cross-
ing designs. Systematic differences in response times between crossings would sug-
gest that some designs impose greater attentional demands (as if attentional demands
are low, participants should be able to respond quickly).
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9.5.2.2 System Failure Scenario

The impact of system failure was evaluated by exposing participants to each rail
level crossing in a situation that involved a train approaching, with the warnings
being unavailable or functioning in a suboptimal manner. Due to the diverse charac-
teristics of the designs tested, each system had a unique failure state:

e Standard active crossing: The failure state involved a simulated late activa-
tion of the warnings. The flashing lights and bells were triggered late, with
adelay of 15 s, giving participants less time to respond. Note that according
to Australian Standards, the minimum warning time should be 25 s.

e Simple But Strong: The failure state involved a simulated power failure, a
response to which had been proactively designed into the initial concept. In
the event of a power failure, the active portion of the sign is covered by a
passive sign that indicates the sign has failed and that drivers should give
way to trains.

e Ecological Interface Design: The failure state involved simulated vandal-
ism, with the mirrors defaced by graffiti to obscure the view of approaching
trains.

e GPS Average Speed: This failure state involved a simulated loss of connec-
tion between the in-vehicle device and the cloud-based software providing
the information about the train’s approach. This was presented to partici-
pants as the device initially activating to provide speed guidance, with an
auditory tone provided, but failing after approximately half a second (600 ms)
and the visual speed guidance disappearing from the speedometer display.

9.5.3 Kty FINDINGS

As shown in Table 9.3, participants’ preference rankings for the three novel designs
were consistent with the initial rural design concept evaluation study: Ecological
Interface Design was the most preferred, just ahead of GPS Average Speed, with
Simple But Strong the least preferred design. The relative rankings of the two exist-
ing standards were reversed, with the standard active crossing emerging as the most
preferred overall. This is likely because participants had greater exposure to the
active crossing, compared with the passive crossing, in Study 3.

Analysis of distractor response times on approach to the rail level crossings
revealed that most were approximately 1-1.5 s. Response times longer than 4.5 s
were considered ‘lapses’ and removed from the analysis. There were systematic
differences between conditions, with response times being significantly longer for
both the GPS Average Speed interface (M = 1.51 s, SD = 0.79) and the Ecological
Interface Design crossing (M = 1.38 s, SD = 0.77) compared with the standard active
crossing (M = 1.11 s, SD = 0.43). Consistent with this, participants also reported
significantly higher temporal demands on the NASA-TLX for these two designs in
the train-absent condition (i.e. the condition in which the distractor was presented),
but not in the train-present condition. Notably, both the GPS Average Speed and the
Ecological Interface Design have only passive elements at the crossing itself, which
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TABLE 9.3
Overall Preference Rankings for Scenario-Based Evaluation of Rural Rail
Level Crossing Designs (Simulator Study 3)

Preference Ranking

Summed
Design First Second  Third  Fourth  Fifth  Preference Score
Standard active 40% 8% 28% 4% 20% 86
Ecological Interface Design 20% 28% 16% 20% 16% 79
GPS Average Speed 12% 24% 28% 24% 12% 75
Standard passive 28% 12% 12% 20% 28% 73
Simple But Strong - 28% 16% 32% 24% 62

Note: Preference scores were calculated by summing the rank scores, which were the inverse of the
rankings (i.e. first ranking = 5, second ranking = 4, third ranking = 3, fourth ranking = 2 and fifth
ranking = 1). As Study 3 had 25 participants, the maximum possible preference score was 125 and
the lowest possible score was 25.

places a greater onus on drivers to make their own visual checks for trains. This
would be especially true in the current study, where participants may have already
experienced a failure state where warnings were unavailable (Ecological Interface
Design mirrors) or unreliable (GPS alert). These two design concepts are also the
least similar to the existing standards, thus potentially requiring more attention from
drivers, which could account for longer response times to the distractor.

Distractor response times on approach to the Simple But Strong crossing (M =
1.21 s, SD = 0.41) were not significantly different from the standard active crossing.
Two design features of the Simple But Strong crossing likely contributed to partici-
pants’ ability to respond faster: the design included active warning signs at and
on approach to the crossing, reducing the need for drivers to make visual checks on
approach; and the speed limit was substantially reduced, so drivers were travelling
slower. Although temporal demands were not an issue for the Simple But Strong
crossing, participants reported significantly higher frustration levels when no train
was present, as they deemed the speed reduction ‘unnecessary’ in the absence of a
train.

The introduction of the failure mode for each design did not result in partici-
pants failing to stop for approaching trains, suggesting that participants were not
simply relying on warnings and were actively checking for trains. This may also
be explained by a relatively wide field of view and unobstructed vision available to
participants, with approaching trains visible in peripheral vision well in advance of
the crossing.

Interestingly, including the system failure scenario seemed to improve partici-
pants’ perceptions of the Ecological Interface Design. Although it was the most
preferred novel design in Study 2, participants rated it as having lower usability
and higher workload demands than the existing standards. In contrast, in the scenario-
based evaluation, there was no significant difference in usability scores when com-
paring the Ecological Interface Design (M = 65.9, SD = 6.3) with the standard active
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crossing (M = 80.0, SD = 18.7). Although the mean usability score for the Ecological
Interface Design crossing was low, this was skewed by a few extremely low ratings,
with the median score (75) being considerably higher. The only aspect of workload
that differed significantly between the Ecological Interface Design and the standard
active crossing was performance, which was rated as significantly better (i.e. closer
to ‘perfect’) with the new design.

Results for the GPS Average Speed interface were similar to Study 2: overall
usability ratings (M = 70.3, SD = 18.8) were not significantly lower than those for the
standard active crossing. Aside from temporal demands in the train-absent condition
(noted previously), the only other aspect of workload that differed between the GPS
Average Speed interface and the standard active crossing was physical demands,
which were significantly higher when using the GPS Average Speed interface and a
train was approaching. Again, this is consistent with the results of Study 2.

Finally, as with Study 2, usability of the Simple But Strong crossing (M = 63.5,
SD = 12.5) was rated as significantly lower than that of the standard active crossing,
and mental workload was rated as significantly higher, regardless of train presence.

9.6 SUMMARY

The results from the three driving simulator studies provided key insights into the
strengths and weaknesses of the proposed novel designs compared with existing
standard crossings. Adopting a holistic approach to the evaluation of the designs had
benefits in relation to gaining overall measures of driver behaviour and subjective
experience. However, this approach to evaluation did have some limitations in rela-
tion to providing objective evidence of the efficacy of individual components within
the designs. Assessments of the components with the most promising benefits were
instead based on researcher judgement, taking into account all available evidence.

Another interesting aspect to this evaluation was the ability of simulation to fully
represent the intended design features (e.g. the Ecological Interface Design mirrors).
Potentially, a higher fidelity ‘mirror’ could have been programmed into the simula-
tor, using more sophisticated graphics, yet the time and cost to achieve this may have
made the study unviable. Instead, this highlights that some design aspects may only
be validly tested in field trials.

Finally, although we tested the rural design concepts under adverse scenarios,
there are a multitude of scenarios that could have been tested with either the urban
or the rural design. For example, scenarios could be based on the key risks identified
from Phases 1 and 2 of the research (see Chapter 5), which included task under-
engagement in monotonous environments, congestion (leading to drivers queu-
ing over crossings), frustration (due to situations such as extended warning times),
expectancy and time pressure. Some of these risks are difficult to replicate in a
driving simulator; for example, to create a strong expectancy would require a very
large number of encounters, meaning that participants are likely to become fatigued
throughout the experiment. An important question therefore is the extent to which all
scenarios should be tested, or whether such detailed testing should be attempted only
for designs planned for implementation after further evaluation efforts.
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A further evaluation study is described in Chapter 10 to address a key limita-
tion of driving simulator studies, namely, that they can only be used to assess the
performance of drivers. In this study, we solicited evaluation feedback from
representatives of all road user types to better understand how different road user
groups might respond to the new designs and to explore similarities and differences
of opinion in relation to the designs between different road users.
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10.1 INTRODUCTION

This chapter will describe the evaluation of the novel rail level crossing designs by a
variety of road users. This study was designed to build on the experimental driving
simulator evaluation that was described in Chapter 9, which focussed exclusively on
car drivers as participants. The major advantage of simulation is that it allows road
users to experience the rail level crossing in a similar fashion to how they would
experience it in the real world. For practical reasons, however, it is difficult to con-
duct simulations across different road user groups as each group requires physically
different simulators, which are expensive to build, maintain and run. For this reason,
most land transport research groups have only car simulators, with less research
being conducted using heavy vehicle, motorcycle, bicycle or pedestrian simulators.
It is also time and labour intensive to conduct simulator studies, and the participant
sample is typically limited to those who live or work near the research centre.

An alternate approach to overcome this gap is to expose potential users to sim-
ulated scenarios via an online survey study. To achieve this, videos were created
using the simulated drives from the studies described in Chapter 9, but adapted to
mimic the perspectives and actions of different road users. For example, the videos
depicting pedestrian experiences represented the path of someone walking through
the designated pedestrian section of the rail level crossing (see Figure 10.1). Survey
respondents were asked to describe what they liked and disliked about each design,
and to compare the designs with respect to the key criteria such as safety, compli-
ance, efficiency and preference. These criteria were adapted from the values and
priorities identified in the Work Domain Analysis (see Figure 5.1), with preference
added as an overall measure of usability.

195
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FIGURE 10.1 Still images from the pedestrian videos, depicting the Comprehensive Risk
Control crossing (top panel), Intelligent Level Crossing (middle panel) and Community
Courtyard crossing (bottom panel).

10.2 SURVEY METHOD

A set of nine surveys was constructed online using SurveyMonkey® (www.
surveymonkey.com), with each version tailored to one of five road user groups (car
drivers, heavy vehicle drivers, motorcyclists, cyclists and pedestrians) residing in
one of two locations (urban or rural Australia). This design allowed 10 possible com-
binations of location and road user type; however, no rural pedestrian survey was
offered as the rural designs all depicted high-speed roads in relatively remote loca-
tions, so it was deemed unlikely that pedestrians would use these crossings.
Each survey contained the following three sections:

e Demographic information: Respondents were asked to provide background
information, including age, gender, travel habits and whether they have any
professional experience related to rail level crossing safety.

* Animated simulations of level crossing designs: Respondents viewed a
series of video clips depicting simulated run-throughs of several rail level
crossing design concepts from the perspective of the relevant road user. For
each design, they received a short written statement drawing attention to the
key aspects of the design and were asked to describe what they liked and
disliked about the design.

e Paired comparisons: Respondents completed a series of forced-choice
paired comparisons, during which two still images depicting different
design concepts were displayed side by side. All possible pair combina-
tions were included, each on a separate page, with combinations presented
in random order. Each image included a caption with the design name and
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a hyperlink allowing respondents to re-watch the animated run-through

video. For each pair, respondents answered the following four forced-

choice questions:

* Safety: Which crossing would have less collisions between trains and
drivers/heavy vehicle drivers/motorcyclists/cyclists/pedestrians?

* Compliance: At which crossing would drivers/heavy vehicle drivers/
motorcyclists/cyclists/pedestrians be most likely to stick to the rules?

* Efficiency: Which crossing would be faster to get through for drivers/
heavy vehicle drivers/motorcyclists/cyclists/pedestrians?

* Preference: Which crossing do you think drivers/heavy vehicle drivers/
motorcyclists/cyclists/pedestrians would prefer to use?

Nearly 200 respondents completed the online surveys across all road user groups,
with participants self-selecting their version based on their geographic location
and their most frequently used mode of transport while traversing a rail level
crossing. The surveys were advertised to Australian residents online via social
media and special interest groups and were open to the public for a 1-month
period in late 2016.

10.3 DATA ANALYSIS

Paired comparison analysis was used to aggregate and analyse responses to the
forced-choice questions. This involved creating one comparison table for each of the
four comparison questions, for each road user group. An example is shown in Table 10.1.

For each pair of design concepts (e.g. Comprehensive Risk Control crossing com-
pared with Intelligent Level Crossing), the sum of responses for the preferred design
concept in each comparison question was divided by the sum of responses for the
non-preferred design concept. The resulting ratio was entered into the paired com-
parison table, annotated with a letter to indicate which of the two design concepts
was preferred. Preference ratios for each design concept were then summed to derive
an overall ranking, as shown in the two rightmost columns of Table 10.1.

TABLE 10.1
Example Paired Comparison Ranking Table (Urban Car Drivers,
Safety Criterion)

Paired Comparisons Overall Score
Design Concept B C D Total Rank
A. Standard active B 13.8 Cc4.9 Al2 1.2 3
B. Comprehensive - B 4.9 B64 25.1 1
Risk Control
C. Intelligent Level - - Cl4 6.3 2
Crossing
D. Community - - - 0 4

Courtyard
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10.4 URBAN DESIGN EVALUATIONS
10.4.1 URrsAN CAR DRIVERS

Fifty-nine respondents (24 female, 35 male) aged between 18 and 74 years com-
pleted the urban car drivers’ survey. Of these, 22% had professional experience rel-
evant to rail level crossing safety, with an average of 9.2 years’ work experience
(range: 245 years).

Most respondents were aged between 35 and 54 years (66%), held a full/open driv-
er’s licence (98%) and lived in the state of Victoria (68%). The remainder of the sample
resided in Queensland (15%), New South Wales (12%), Western Australia (3%) and
South Australia (2%). The sample comprised frequent users of rail level crossings, with
32% reporting that they crossed level crossings several times a month, 29% several times
a week, 17% every day and 3% several times a day. Respondents reported driving an
average of 248 km each week (SD = 210) with most nominating commuting (51%) as
the main purpose for most of their driving.

Paired comparison analysis indicated that car drivers rated the Comprehensive
Risk Control crossing highest for safety and compliance, whereas they rated the
Intelligent Level Crossing highest for efficiency and preference. The Community
Courtyard crossing was ranked lowest on all the four criteria.

Car drivers’ responses to the open-ended questions regarding the Comprehensive
Risk Control crossing were mixed, with most respondents noting several features that
they liked but also the aspects that they disliked. Only a small number reported that
they did not like anything about the design. In general, respondents liked the additional
warnings and controls, although no specific element of the design emerged as the most
preferred. The main criticisms were that it was ‘overkill’ with too many elements,
some of which were deemed unnecessary. Many drivers stated that the attendants at
the crossing were unnecessary, and potentially in danger, but a small number liked the
attendants and the fact that having human attendants creates job opportunities.

Responses regarding the Intelligent Level Crossing were mostly positive; how-
ever, a sizeable minority of respondents were strongly opposed to this design. Car
drivers commented positively on the fact that the system provided additional warn-
ings, provided auditory alerts and could be integrated with existing in-vehicle sys-
tems. Criticisms raised were that the system could be distracting, drivers may miss
the alerts, the system may not be compatible with all vehicles and many drivers do
not use in-vehicle navigation systems or do not use them regularly. Several expert
respondents suggested that the information about the direction of train approach was
unnecessary, and that alerts could become extremely complex (e.g. if the crossing
had multiple tracks, or if the boom gates malfunctioned).

Responses to the Community Courtyard crossing were mixed, with respondents
commenting positively on the aesthetics, open design, the inclusion of traffic lights,
lowered speed limits, delineation provided by the raised road section and the fact
that traffic was stopped far back from the rail level crossing. However, many respon-
dents expressed concerns about safety and the potential for confusion, with several
comments about the lack of boom barriers and explicit signage indicating that a rail
level crossing was ahead.
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10.4.2 URrBAN HEeAvy VEHICLE DRIVERS

Four male respondents completed the urban heavy vehicle drivers’ survey, comprising
three current professional drivers aged between 25 and 54 years, all of whom lived in
Victoria, and one retired driver from Queensland. Most reported driving approximately
1,000 km each week and encountering rail level crossings several times per day.

Paired comparison analysis found thaturbanheavy driversrated the Comprehensive
Risk Control crossing highest on all the four criteria (safety, compliance, efficiency
and preference). The standard active crossing was ranked second for most criteria,
with the Community Courtyard and Intelligent Level Crossing ranked equal third.

Consistent with the paired comparisons, open-ended comments were mostly positive
regarding the Comprehensive Risk Control crossing. Heavy vehicle drivers reported lik-
ing the additional safety features, clear warnings and separation of vehicles, cyclists and
pedestrians. One driver was concerned that the design was labour intensive (i.e. because
of the attendants and extra controls that need to be installed and maintained), and another
suggested that advanced warnings could be added to improve the design.

Most heavy vehicle drivers also commented positively on the Intelligent Level
Crossing for providing additional warnings. However, one driver expressed his con-
cern about the cost of such systems and another regarding system malfunctions.

Heavy vehicle drivers’ responses to the Community Courtyard crossing were
mixed. The positive aspects noted were that traffic was stopped well back from the
level crossing, attendants could assist in situations where signals malfunctioned and
having attendants increased employment. However, drivers also expressed concerns
regarding the lack of boom gates and warning signs, the potential for delays and the
cost and labour required.

10.4.3 URBAN MOTORCYCLISTS

Twenty-two respondents (1 female, 21 male) aged between 18 and 64 years com-
pleted the urban motorcyclists’ survey, of whom three had professional experi-
ence relevant to rail level crossing safety. Nearly half of the respondents were aged
between 35 and 44 years (45%) and all but one held a full/open motorcycle licence
(95%). Respondents lived in Queensland (41%), Victoria (23%), New South Wales
(18%), Western Australia (14%) and Tasmania (5%).

The sample comprised relatively frequent users of rail level crossings, with 27%
reporting that they crossed level crossings several times a month, 23% several times
a week, 14% every day and 5% several times a day. Respondents reported riding an
average of 194 km each week (SD = 137), with most nominating commuting (59%)
as the main purpose for most of their riding.

Paired comparison analysis indicated that motorcyclists rated the Comprehensive
Risk Control crossing highest for safety and compliance and equal first for prefer-
ence (alongside the standard active crossing). The standard active crossing was rated
highest for efficiency, whereas the Community Courtyard crossing was ranked last
or equal last on all the criteria. Motorcyclists were not asked to rate or comment on
the Intelligent Level Crossing, as the in-vehicle interface was not considered feasible
for use by motorcyclists.



200 Integrating Human Factors Methods and Systems Thinking

Motorcyclists’ responses to the Comprehensive Risk Control crossing were gen-
erally positive, although respondents also criticised some aspects of the design.
Specifically, respondents raised concerns about the safety and cost of the attendants,
and having cyclists positioned at the front of the traffic queue when the lights turned
green. The most commonly mentioned positive feature was the yellow road mark-
ings, although some noted that road paint can cause adhesion issues for motorcy-
clists, particularly in wet conditions.

Responses to the Community Courtyard crossing were generally negative, with
several respondents indicating that there was nothing that they liked about the design.
Respondents were especially concerned about the lack of boom barriers and audible
alerts, and disliked the slow train speed. Those who did like the design commented
positively on the raised approach, the traffic lights, and the large clear zone between
the stop line and the tracks.

10.4.4 UrsaN CycLIsTS

Ten respondents (2 female, 8 male) aged between 18 and 64 years completed the
urban cyclists’ survey, of whom one had professional experience relevant to rail level
crossing safety. Most of the respondents were aged between 55 and 64 years (60%)
and lived in Victoria (80%), with one respondent from Queensland and one from
South Australia. Data from one additional participant were excluded because they
reported technical difficulties with one of the videos.

Respondents cycled an average of 93 km per week (SD = 67) but crossed rail
level crossings relatively infrequently, with only 20% reporting that they encountered
level crossings several times a week, 50% several times a month and 30% less than
a month. The sample was evenly split between those whose main reason for cycling
was primarily commuting and those who cycled mainly for recreation.

Paired comparison analysis indicated that cyclists rated the Comprehensive Risk
Control crossing highest for safety and compliance. In contrast, the Community
Courtyard crossing was rated first for efficiency and preference, but last for safety
and compliance. Cyclists were not asked to rate or comment on the Intelligent Level
Crossing, as they could not use the in-vehicle interface.

Cyclists’ responses to the Comprehensive Risk Control crossing were quite con-
sistent, with most users giving similar responses in terms of what elements were liked
and disliked. They liked the clear warnings, especially the yellow box markings, and
the cycle box. However, they criticised the fact that the design required cyclists to
merge with vehicular traffic to cross the tracks, suggesting it would be preferable to
maintain a designated cycle lane throughout the crossing. Consistent with feedback
from other road users, several cyclists felt the attendants were redundant.

Responses to the Community Courtyard crossing were less positive. Some liked
specific aspects, such as the shared zone, raised platform and stopping far back from
the train tracks. However, some felt that the shared space still prioritised motorists or
that motorists would disregard the signals. Cyclists expressed concern that the road-
way through the crossing was too narrow, requiring them to merge with vehicular
traffic, and suggested again that a separate bicycle lane would be preferable. Others
commented on the lack of standard rail level crossing controls, such as barriers and
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audible warnings. One respondent suggested that, although the design might not
work in the Australian context, it could work in other jurisdictions (i.e. with different
norms and modal share).

10.4.5 URBAN PEDESTRIANS

Nineteen respondents (12 female, 7 male) aged between 18 and 64 years completed
the urban pedestrians’ survey, of whom five had professional experience relevant to
rail level crossing safety. Over two-thirds of the respondents were aged between 25
and 44 years (68%). Most participants lived in Victoria (89%) with the remainder
residing in Queensland (11%).

There was considerable variability in exposure to rail level crossings: 32% encoun-
tered them less than a month, 16% several times a month, 32% several times a week
and 22% daily or several times a day. There was also variability in modal use, rang-
ing from 5 to 70 km per week. Most respondents reported that they walked mainly
for recreation (47%) or commuting (37%).

Paired comparison analysis indicated that pedestrians rated the Comprehensive
Risk Control crossing highest for safety, compliance and preference, but last for
efficiency. Conversely, the Community Courtyard crossing was ranked first for effi-
ciency, but last for safety and compliance.

Pedestrians generally had very positive responses to the Comprehensive Risk
Control crossing, with several stating that they did not dislike anything about the
design. Features that were highlighted as being liked included the pedestrian-
specific features, namely the pedestrian shelter, ticket machine and stop/go lights on
the pedestrian gates. As with other road user groups, some pedestrians commented
that the attendants were unnecessary and expressed concern about the cost to imple-
ment the design.

For the Intelligent Level Crossing, the design feature relevant to pedestrians
was a dynamic visual display located on approach to the pedestrian gates, which
provided real-time information on approaching trains. Nearly all pedestrians com-
mented positively on the visual display, noting that the extra information was useful,
as it provided information about when their train would arrive and how long they
would have to wait at the crossing. Some respondents suggested this could reduce
violations, because users would have a better understanding of the situation. For
instance, it would deter people from running across the tracks (e.g. because they
mistakenly believe the approaching train is the one they are intending to catch) and
would also reduce the likelihood of people assuming the signals are in a ‘fail safe’
state (i.e. where the warnings are activated due to a technical fault, but no train
is approaching). However, some respondents noted that the information could also
encourage violations, if people tried to run in front of the train (e.g. knowing that it
is their train approaching), or if they became over-reliant on the system information
and did not make their own visual checks for trains. Finally, some respondents felt
that the display was too close to the road and wanted greater separation between
vehicular and pedestrian traffic.

Pedestrians’ responses to the Community Courtyard crossing were mostly negative,
with several respondents stating that there was nothing that they liked about the design.
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The primary criticism was that it felt unsafe, due to the lack of physical barriers separat-
ing pedestrians and trains. Some respondents stated that shared space areas were unsafe
for pedestrians. Respondents also felt that the crossing warnings were not sufficiently
conspicuous and that people might accidentally walk onto the tracks when a train was
approaching. As with other road users, the features that were liked related to the aes-
thetic, open nature of the space. Pedestrians also liked the fact that it gave them greater
visibility of approaching trains and that cars would be stopped farther back at the traffic
lights.

10.4.6 SUMMARY OF RespONSEs TO URBAN DESIGNS

The top-ranked urban designs for each road user group and criterion are shown
in Table 10.2. This shows some clear trends: all road user groups ranked the

TABLE 10.2
Summary of Urban Road Users’ Top-Ranked Designs by Criterion
Road User Safety Compliance Efficiency Preference
Comprehensive  Comprehensive Intelligent Intelligent Level
Risk Control Risk Control Level Crossing ~ Crossing
Comprehensive  Comprehensive  Comprehensive  Comprehensive
Risk Control Risk Control Risk Control Risk Control
) . . Standard active and
Comprehensive Comprehensive — Standard active .
) ) Comprehensive
Risk Control Risk Control Risk Control
Comprehensive  Comprehensive ~Community Community
Risk Control Risk Control Courtyard Courtyard
Comprehensive  Comprehensive ~ Community Comprehensive
Risk Control Risk Control Courtyard Risk Control

Note: Motorcyclists and cyclists were not asked to rate the Intelligent Level Crossing as this design

did not include any features intended for these road user groups.
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Comprehensive Risk Control crossing first for both safety and compliance. This aligns
with the design philosophy that inspired the Comprehensive Risk Control crossing,
which was to include multiple redundant controls to improve safety and increase com-
pliance among all road user groups. For heavy vehicle drivers, the Comprehensive Risk
Control crossing was also the top-rated design for both efficiency and preference. In
contrast, drivers rated the Intelligent Level Crossing first for preference and efficiency,
whereas cyclists ranked the Community Courtyard crossing highest on these criteria.

Notably, across all road user groups except pedestrians, preference was strongly
correlated with efficiency. This finding reinforces the need for system designers to
focus on both safety and efficiency, rather than treating them as competing priorities,
to create systems that will be acceptable to users.

10.5 RURAL DESIGN EVALUATIONS
10.5.1 RurAL CAR DRIVERS

Thirteen respondents (4 female, 9 male) aged from 18 years to more than 75 years
old years completed the rural car drivers’ survey. Of these, four had professional
experience relevant to rail level crossing safety: two had 5—-6 years’ experience and
two had 35-40 years’ experience.

Over two-thirds of respondents held a full/open driver’s licence (69%) and just over
half of the respondents were aged between 45 and 64 years (54%). Most respondents
lived in Victoria (46%) or New South Wales (38%), with one from each of Queensland
and Western Australia. There was variability in participants’ exposure to rail level
crossings, with 15% reporting that they crossed level crossings several times a day,
39% several times a week, 23% several times a month and 3% less than once a month.
Respondents reported driving an average of 368 km each week (SD = 268), with most
nominating driving at work (54%) as the primary purpose for most of their driving.

Paired comparison analysis revealed that car drivers rated the Simple But Strong
crossing first for compliance and preference, and second on the other criteria. The
GPS Average Speed interface was ranked first for efficiency, and the standard active
crossing was ranked first for safety. The standard passive crossing was ranked last on
all the criteria.

Rural drivers liked most aspects of the Simple But Strong crossing, especially the
advance warning and the coloured road markings. However, several respondents felt
that the 40 km/h speed limit through the crossing was unnecessary, especially when
no train was approaching; one driver suggested that the speed limit could be a vari-
able message sign activated by the train. Respondents also noted that the design put
the onus on drivers to monitor their speed and the environment (e.g. in comparison
with boom barriers, which would ‘force’ them to stop) and were concerned that inat-
tentive country drivers may miss the signs.

Drivers’ responses to the Ecological Interface Design crossing were mixed.
Respondents liked the coloured road markings and felt these would be effective at
alerting drivers to the rail level crossing and the need to change their behaviour.
Some liked the mirrors, but others were concerned about how they would perform
under variable weather conditions (e.g. glare, fog). The most common criticisms
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were the lack of active controls and regulatory signage to guide road user behaviour.
Some respondents also objected to having the train speed reduced to 20 km/h, with
one respondent suggesting that this could negatively impact safety by encouraging
drivers to try to ‘beat the train’.

Responses to the GPS Average Speed interface were also mixed. Most drivers
thought the idea had merit, but also expressed concerns about its implementation.
Specific concerns were: Drivers may use the speed guidance to increase their speed
and race in front of a train, GPS technology is not sufficiently reliable to implement
the system, drivers may become over-reliant on technology and auditory alerts could
be annoying or distracting.

Interestingly, among the drivers with professional experience relating to rail level
crossing safety, there appeared to be a generational divide. The respondents with
35-40 years’ experience considered the GPS Average Speed interface ‘promising’
but were strongly opposed to both other novel designs. In contrast, the respondents
with 5-6 years’ experience had a more tempered view of the GPS interface, raising
both benefits and drawbacks (e.g. drivers may try to ‘race’ the train), and were more
positive about the other novel designs, especially the Simple But Strong crossing.

10.5.2 RurAL HEAvY VEHICLE DRIVERS

Five male professional drivers completed the rural heavy vehicle drivers’ survey.
Four were aged between 25 and 54 years, reportedly drove >4,000 km per week
and encountered rail level crossings at least several times a week. The remaining
driver was aged 65-74 years, reported driving 600 km per week and encountered rail
level crossings with less-than-monthly frequency. Two were from Victoria, two from
South Australia and one from Queensland.

Paired comparison analysis revealed that heavy vehicle drivers rated the GPS
Average Speed interface highest for compliance, efficiency and preference, whereas
the Simple But Strong crossing was ranked first for safety. As with car drivers, the
standard passive crossing was ranked last on all the criteria.

All but one driver liked the Simple But Strong design, with the one objector not-
ing he would prefer road markings rather than signs. One driver suggested that,
although he liked the design, the reduced speed limits were problematic as many
drivers disregard existing 80 km/h limits on similar roads.

Similarly, all but one driver liked the Ecological Interface Design crossing; the
driver who disliked it suggested that it was not an improvement over existing designs
(the only novel design that this particular driver liked was the Simple But Strong
crossing). The other drivers liked the visual markings of the Ecological Interface
Design crossing, and two suggested that the mirrors could be particularly useful
for crossings where the road and tracks are at unusual angles. However, two of the
drivers questioned the expense of installing or maintaining the mirrors, with one
suggesting that vandalism could be a problem.

Heavy vehicle drivers were divided regarding the GPS Average Speed inter-
face, with three drivers very enthusiastic about it and two opposed to it. Drivers
expressed concerns about cost and feasibility, including those who regarded it posi-
tively. For instance, one driver noted that successful implementation would require
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coordination between rail and road transport authorities, which could be challeng-
ing. Another driver suggested the system would need (in their view, unrealistically)
detailed information such as train length, to be useful.

10.5.3 RURAL MOTORCYCLISTS

Forty-nine respondents (1 female, 48 male) aged between 18 and 74 years completed
the rural motorcyclists’ survey, of whom one had professional experience relevant
to rail level crossing safety. Over half of the respondents were aged between 45 and
64 years (55%), and most held a full/open motorcycle licence (86%). Respondents
lived in Queensland (37%), Victoria (31%), New South Wales (16%), South Australia
(8%) and Western Australia (8%).

Respondents reported riding an average of 292 km each week (SD = 194), with
most nominating recreation (61%) as the main purpose for most of their riding. The
sample were infrequent users of rail level crossings, with 55% reporting that they
encountered level crossings with less-than-monthly frequency, 31% several times a
month, 8% several times a week and only 6% daily or several times a day.

Paired comparison analysis revealed that motorcyclists rated the standard active
crossing first for safety and preference, and ranked the standard passive crossing
first for efficiency (but last on all other criteria). The Simple But Strong crossing was
ranked first for compliance. Motorcyclists were not asked to rate or comment on the
GPS Average Speed interface, as the system was not designed for two-wheelers.

Motorcyclists’ responses to the Simple But Strong crossing were mixed: most liked
at least some aspects of the design (with some liking all of it and disliking nothing),
but several stated that they did not like anything about it. Respondents generally com-
mented positively on the active warnings, advance warning signs and ‘danger zone’
markings. However, many riders disliked the speed limit reduction and expressed
concern that ‘painted’ road markings could create a hazard for two-wheelers. Some
motorcyclists also suggested that inattentive riders may fail to notice the crossing
until it is too late and more markings on the road would be useful. Several respondents
suggested that boom barriers or grade separation would be preferable.

Responses were similarly mixed for the Ecological Interface Design crossing. Most
riders liked the coloured road markings and felt that these were particularly attention
grabbing, although as with the Simple But Strong design, they noted that if the colour
was achieved through road paint, this could be hazardous for two-wheelers. They also
liked the train’s salience and reduced speed, although some expressed concern that this
could encourage road users to try and race in front of an oncoming train. A few respon-
dents liked the mirrors, but many expressed concern about the impact of sun glare.
Several respondents disliked the lack of active warnings and boom barriers, and one
suggested grade separation instead. A criticism unique to motorcyclists was the presence
of roadside poles, which some riders thought could obscure signage and create a hazard
if a motorcyclist needed to swerve in an emergency (e.g. to avoid an animal on the road).

10.5.4 RuraL CycLists

Five respondents (2 female, 3 male) aged between 18 and 54 years completed the
rural cyclists’ survey. Most were aged between 35 and 54 years (80%), and none had
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any professional experience related to rail level crossing safety. Two respondents lived
in Victoria, one in New South Wales, one in Queensland and one in Western Australia.

Respondents cycled an average of 214 km per week (SD = 156) but crossed rail
level crossings infrequently, with most reporting that they encountered level cross-
ings less than once a month. All but one rider stated that their primary reason for
cycling was recreation.

Paired comparison analysis revealed that cyclists rated the rural designs consis-
tently on all the criteria. Specifically, the Simple But Strong crossing was ranked first
on all the four criteria, the standard active crossing second, the Ecological Interface
Design third and the standard passive crossing last.

Having ranked the Simple But Strong crossing highest on all of the evaluation
criteria, comments on this design were generally positive with riders particularly
liking the active warnings and the road markings. Two respondents indicated that
there was nothing that they disliked about the design. The remainder suggested add-
ing warnings on the road surface, widening the ‘danger zone’ so it extended farther
back from the tracks and adding boom barriers.

Responses to the Ecological Interface Design crossing were more mixed. Cyclists
liked the coloured road markings, which raise awareness and give advance warn-
ing of the crossing. The warning aspect of the road markings may be more relevant
to cyclists, who travel at slower speeds than motorists. However, several cyclists
disliked the mirrors, expressing concerns about the sun glare, cost and potential for
vandalism. One cyclist disliked the lack of boom barriers.

10.5.5 SuMMARY OF REsPONSES TO RURAL DESIGNS

The top-ranked rural designs for each road user group by criterion are shown in
Table 10.3. Whereas evaluations of the urban designs revealed consistent trends
across all road users, responses to the rural designs were considerably more vari-
able. All road users ranked either Simple But Strong or the standard active cross-
ing highest for safety: both designs feature flashing lights and audible warnings
at the crossing. Consistent with this, several road users expressed dislike of the
lack of active warnings in other designs. The Simple But Strong crossing was
also the top-rated crossing for compliance by all road users except heavy vehi-
cle drivers and was the number one preference for car drivers and cyclists. This
pattern of results starkly contrasts with the findings from the driving simula-
tor studies, where Simple But Strong was clearly the least preferred design (see
Chapter 9). This suggests that further evaluation is needed to understand why
different evaluations produce conflicting results. One possible explanation is that
when physically driving the simulation, participants were more attentive to the
environment and the need to slow down, whereas in the online videos, it was easy
to miss the speed limit changes. Notably, not all respondents mentioned the speed
limit reduction, but those who did mention it provided negative criticism (i.e. they
disliked it or thought others would not comply).

Heavy vehicle drivers ranked the GPS Average Speed interface first on three of
the four criteria, which supports the original design intention for restriction of this
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TABLE 10.3
Summary of Rural Road Users’ Top-Ranked Designs by Criterion

Road User Safety ~ Compliance Efficiency  Preference

Standard Simple But ~ GPS Average Simple But
active Strong Speed Strong

Simple But GPS Average GPS Average GPS Average

Strong Speed Speed Speed
Standard Simple But  Standard Standard
active Strong Passive active

Simple But  Simple But ~ Simple But  Simple But
Strong Strong Strong Strong

5SS

Note: Motorcyclists and cyclists were not asked to rate the GPS Average Speed design
as it used an in-vehicle interface that was not designed for two-wheelers.

concept to heavy vehicles only. However, participants raised valid concerns regard-
ing the feasibility of implementing this system and its real-world reliability.

A common theme throughout the responses to the open-ended questions was that
road users were supportive of the inclusion of coloured road markings to delineate
the crossing. Indeed, several respondents (especially motorcyclists and cyclists)
suggested that road markings were more useful than roadside signs. Respondents
noted that country roads are monotonous, which can facilitate inattention, and
therefore it is necessary to provide warnings that effectively highlight the presence
of a rail level crossing. Among the designs evaluated, the Ecological Interface
Design crossing appeared to be most effective in this regard as the coloured zone
started well in advance of the crossing, minimising the chance that drivers and
riders would fail to notice it until it was too late to stop. However, respondents
disliked other aspects of the Ecological Interface Design, particularly the lack of
active warnings, and expressed concern about sun glare reflecting off the mirrors.

10.6 SUMMARY

This chapter described an online survey study that elicited evaluations of pro-
posed rail level crossing designs from different road user groups in geographically
diverse areas. To our knowledge, this form of evaluation has not been widely used
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previously. Although the format has potential as a more cost-effective alternative to
simulator studies, it also had some limitations. For the urban designs, the results for
drivers were broadly consistent with the driving simulator studies in which partici-
pants experienced the rail level crossings directly. For the rural designs, however, the
simulator and survey evaluations yielded conflicting results. Here it is worth noting
that the novel rural designs were more revolutionary than the novel urban designs, as
the urban designs largely employed controls and features that were familiar to road
users (albeit not in the level crossing context). In contrast, the novel rural designs
incorporated new road markings and signage, and many survey respondents objected
to this lack of familiarity.

Additionally, differences in both participant demographics and the participant
experience could account for discrepancies between the survey and simulator evalu-
ations of rural designs. Potentially, the lack of immersion in the environment led to
key features being missed or interpreted differently in the survey study. Conversely,
participants responding to the survey study may have taken more time to consider
each design, as they were provided with a description of the design and the opportu-
nity to pause video recordings and replay them to explore points of interest in more
detail. Unfortunately, we were unable to record the time taken to complete the survey
or the approaches taken by respondents to determine if they were using more intui-
tive or rational decision-making strategies. Further research using similar approaches
might consider using methodologies that would enable such data to be collected.

In relation to recruitment and sample sizes, this study was advertised widely
via social media, which reaches thousands of potential participants, but response
rates are typically extremely low. Although online research increases the range of
potential participants, in practice response rates are low because participants are not
invested in the research (e.g. they do not know the research team or the university
and do not perceive any tangible benefits from participating). It may be easier to
recruit participants for studies where the participant inclusion criteria are either very
broad (e.g. car drivers in urban areas) or appeal to specific interest groups (e.g. rural
motorcyclists). In this study, it appears that our survey benefitted from snowball
sampling among rural motorcyclists, resulting in motorcyclists being relatively over-
represented among rural road users. Overall, these factors mean that although the
overall sample was larger than that of our simulator studies, some of the groups had
very low response rates and biased samples.

Although the study had some limitations, it provided a relatively low-cost means
to identify which design concepts and features were more and less preferred by a
diverse group of rail level crossing users. It identified some consistent points of feed-
back across road users, which provide general community perceptions about issues
such as government investment in design features (e.g. level crossing attendants and
in-vehicle interfaces).

Importantly, the responses from road users often aligned with practical consider-
ations that had already been raised during the design refinement process involving
rail level crossing stakeholder representatives. For example, the risk to two-wheelers
of painted road surfaces had been considered, and the refined concept was to use
coloured road aggregate rather than paint to mitigate this potential hazard (a level of
detail we were unable to commute to respondents due to the brevity of the survey).
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This indicates that the stakeholders had been successful in representing the views
and requirements of diverse rail level crossing users and incorporating appropriate
modifications to designs.

Interestingly, the practical concerns raised by respondents around the imple-
mentation of designs, such as cost to governments (and therefore to tax payers),
reliability of technology and safety of staff (i.e. crossing attendants) suggest that
acceptance by end users is not limited to concerns regarding their personal interac-
tions with the crossing. This emphasises the role of users as intelligent agents, in line
with the sociotechnical systems theory perspective. That is, road users are not akin
to machines that simply receive information (i.e. warnings), interpret the information
and take subsequent action; instead, they come to the task of crossing the railway
line with different needs, requirements, experiences, knowledge and preferences. It
is important to understand these diverse views as part of the design life cycle pro-
cess to avoid recommending designs that, despite receiving promising results from
objective evaluations, fail to be implemented or accepted due to poor user or wider
community support.

Finally, the results of the survey reinforce the finding from Phases 1 and 2 of
the research programme that different road user groups have different requirements
at rail level crossings. Even our design process, which explicitly aimed to design
for individual differences, experienced difficulties balancing these needs across
diverse groups. However, it should be noted that some designs, particularly the
Comprehensive Risk Control crossing, appeared to achieve this balance quite well
and arguably more effectively than existing designs.
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’I ’l Summary and
Conclusions

11.1  INTRODUCTION

Safety at rail level crossings continues to be a longstanding issue, which has proven
resistant to existing interventions. The research programme described throughout
this book was underpinned by the notion that both safety and efficiency gains can
be made through adopting a systems thinking approach. The intention was to apply
systems thinking analysis and design methodologies to create new rail level crossing
design concepts that, when implemented, would provide a safer environment for all
users.

In this chapter, we begin by outlining some of the key strengths and contribu-
tions of the approach adopted. Following this, recommendations arising from the
research programme are discussed. We then return to the questions that we posed
at the very beginning of this journey. Firstly, we consider what we learnt about the
factors across road and rail systems that influence user behaviour at rail level cross-
ings, and contemplate whether the systems approach provided insights that would
not have occurred through applying stand-alone human factors methods. Next, we
consider whether our design process, based on the principles of sociotechnical sys-
tems theory, generated designs that jointly optimised the social and technological
aspects of rail level crossing systems. Where joint optimisation was not achieved,
we consider why the designs fell short of this goal. This leads to a general discussion
highlighting the key lessons learned from undertaking sociotechnical systems-based
design. Finally, we identify the opportunities to extend this research programme.

11.2 A WHOLE OF LIFE CYCLE HUMAN FACTORS APPROACH

An important feature of the research programme was the use of human factors
analysis and design approaches throughout the rail level crossing design life cycle.
The majority of the research focussed on the early aspects of the life cycle; that is,
methods such as Cognitive Work Analysis (CWA) and Hierarchical Task Analysis
(HTA) were used to analyse existing rail level crossing environments (Chapter 5),
to inform the design of new rail level crossing environments (Chapter 6) and to
assess and refine the resulting rail level crossing design concepts (Chapters 7 and 8).
Importantly, within these activities, issues across the system life cycle (i.e. imple-
mentation, maintenance, upgrades, decommissioning) were considered. As one
example, engagement with stakeholders during design refinement activities enabled
the information to be gathered regarding maintenance costs and concerns in relation
to new rail level crossing technologies and infrastructure.

213
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This whole of life cycle human factors approach is something that is often urged
in system design, but is not often achieved (Stanton et al. 2013b). As many issues
emerge from unexpected interactions at the boundary between people and systems,
the need to engage in an iterative design—test—redesign process is paramount. This
research programme has demonstrated how this can be achieved with approaches
such as CWA.

As discussed earlier, an increasing number of researchers are arguing for a systems
approach to be taken when attempting to improve transportation safety (Cornelissen
et al. 2015, Larsson et al. 2010, McClure et al. 2015, Salmon et al. 2012b, Salmon and
Lenné 2015). As research in the transportation domain has predominantly adopted
an engineering-based approach, it is important to clarify the contribution of human
factors and systems thinking approaches over and above the engineering approach to
facilitate further systems thinking applications.

In applying the whole of life cycle approach, the current research programme
demonstrated the benefits of applying systems thinking approaches to the analysis
and design of level crossing systems. By collecting comprehensive data regarding the
behaviour of different users and integrating these data within appropriate systems
analysis frameworks, a rich and detailed description of rail level crossing system
behaviour was produced. This considered multiple forms of users, along with vari-
ous systemic factors that influence behaviour. Notably, these factors included those
related to multiple stakeholders: from road users, rail level crossing designers, road
and rail operators, to government and the community at large. A major strength of
the approach is that it promotes consideration of not only the physical environment
of the crossing but also the wider environment within which rail level crossings are
designed, operated, maintained and upgraded. As such, recommendations arising
from the research addressed changes at higher levels of the system (e.g. risk assess-
ment processes, incident reporting systems, design standards and guidelines) in
addition to changes to the design of rail level crossing environments (e.g. warnings,
signage). The breadth of the analyses conducted throughout the research programme
is such that they could also inform other reforms designed to increase the reliability,
efficiency and usability of rail level crossings.

Another notable strength of the approach adopted is the range of human factors
concepts considered. Through applying in-depth analysis methods such as CWA,
HTA and Systematic Human Error Reduction and Prediction Approach, vari-
ous aspects of behaviour were considered, including decision-making, situation
awareness, errors and constraints. This aspect of systems analysis methods offers a
significant advantage over methodologies that focus explicitly on individual concepts
(e.g. human error) in isolation.

Finally, the formative component of the analysis and design approach is worth
mentioning. This enabled analysts to explore how activity within the system could
be undertaken given design modifications, which in turn supported the identifica-
tion of important design insights. Using standard normative or descriptive analysis
approaches would not have facilitated this.

Some pertinent weaknesses of the approach should also be noted. The anal-
ysis and design process adopted incurred a significant level of resource usage,
with the overall programme of research taking 5 years to complete. This could
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be improved through the introduction of dedicated software support for some of
the analysis methods (e.g. the strategies analysis diagram) and the use of auto-
mated data collection and analysis techniques (e.g. auto-transcription). Overall,
however, the utility of the outputs produced in this case justify the high level of
resources invested.

11.3 RECOMMENDATIONS FOR IMPROVING
RAIL LEVEL CROSSING SAFETY

The systems approach adopted ensured that various recommendations for improving
safety at rail level crossings emerged. The recommendations are summarised using
Rasmussen’s (1997) risk management framework in Figure 11.1.

The recommendations presented in Figure 11.1 can be broadly categorised as
follows:

1. Recommendations for the development of in-vehicle devices

2. Recommendations for changes to infrastructure at urban rail level crossings

3. Recommendations for changes to infrastructure at rural rail level crossings

4. Recommendations for improving safety management around rail level
crossings generally

Importantly, although a number of recommendations are focussed on changing the
physical environment of crossings, the research programme produced recommenda-
tions that span the entire system.

11.4 REFLECTIONS ON THE RESEARCH PROGRAMME

11.4.1  Factors INFLUENCING USER BEHAVIOUR

In Phase 1 of the project, described in Chapter 4, we used human factors methods
to collect a wide range of data about human behaviour at rail level crossings. This
represented a significant research effort in its own right and highlighted some impor-
tant findings. For example, we found differences in how novice versus experienced
drivers interact with rail level crossings, with novices expecting active controls at all
crossings (an expectancy violated at passive crossings) and failing to consider the
possibility of queuing at busy urban crossings. Further, the findings highlighted dif-
ferences in information use across different types of road user.

However, using these data to generate the systems descriptions of rail level cross-
ing with CWA and HTA provided insights over and above those generated from
the initial analyses. For example, the Work Domain Analysis (WDA) presented in
Chapter 5 provided an actor- and event-independent description of rail level cross-
ing environments, identifying the various physical and abstract constraints on their
functioning. This provided crucial insights into the wider systemic issues that drive
the configuration of rail level crossing environments, and thus influence road user
behaviour. The systemic factors identified via the WDA included the underlying
assumption of the system that road users must give way to trains, the competing
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pressures around safety and network efficiency and the focus on conformity with
standards in system design and redesign.

It is worth noting that, for the research team, the WDA provided an in-depth over-
view of the functioning of rail level crossing systems and a way to identify potential
conflicts and issues across the system. The WDA representation also resonated well
with stakeholders as it provided a tangible way to see the how elements in the system
were connected, in a way not previously available.

The relationship between the environment and the behaviour was then empha-
sised through application of the strategies analysis diagram, which explicitly links
behaviours to the physical features identified in the WDA. This provided insights
into how the underlying structure of the rail level crossing system ultimately influ-
ences user behaviour.

Related to this, another important outcome of the systems modelling was a
detailed understanding of how different types of road users make decisions to stop
or proceed (decision ladders) and the strategies they use to traverse crossings (strate-
gies analysis diagram). The systems analyses enabled us to clearly identify where
different road user groups adopt similar or consistent strategies, as well as where
conflicts may arise. In short, we found considerable variation in how road users inter-
act with rail level crossings and a range of ways in which adverse events can emerge.
This raised implications for both design and redesign; for example, it was vital to be
cognisant that design solutions aimed at car drivers would not have the same impact
on heavy vehicle drivers or pedestrians. This was again emphasised in the differen-
tial ratings of novel rail level crossing designs provided by different road user types
(Chapter 10). The importance of considering all road users in analysis and design is
thus emphasised, as is the need to continually monitor and assess system behaviour
and the unique challenges faced by different users.

Finally, the contextual activity template (CAT) and the Social Organisation and
Cooperation Analysis (SOCA) prompted us to take very different perspectives on the
system, compared with traditional human factors analyses that focus on tasks and
activities. The CAT revealed the situational constraints on how the system can func-
tion and highlighted a range of possibilities for improving system design through
modifications to constraints. For example, the CAT showed that information about
risk is not currently provided to road users as they approach and traverse rail level
crossings. This raised the idea of providing this information on approach to indi-
vidual crossings, rather than holding it in documents and databases not accessible
to users. The SOCA allowed us to examine the roles that human and non-human
actors currently play in rail level crossing system operation, along with the roles that
they could potentially play given design modifications. This enabled identification of
insights that supported the generation of new design ideas. For example, when exam-
ining the function ‘Alert user to presence of rail level crossing’, the SOCA identified
that actors outside of the road and rail infrastructure could potentially fulfil this
function. This included the potential for using an in-vehicle display to warn of an
upcoming rail level crossing. This potential was realised in both the Intelligent Level
Crossing and GPS Average Speed design concepts.

Overall, the argument that systems analysis provides considerable insight beyond
traditional human factors studies has implications for the design of future human
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factors research programmes. Given the acceptance within safety science that trans-
portation systems are complex sociotechnical systems, this raises the question of
how we can better support research that is integrated within a wider systems think-
ing framework. Acknowledging that many research endeavours do not have the time,
resources or buy-in from funding agencies required to undertake in-depth systems
analysis, there is a need to encourage future applications where systems models can
be shared across research teams. This can avoid reinforcing system design recom-
mendations that cater for some user types to the detriment of others, or that introduce
the components into the system that have unintended and unforeseen negative con-
sequences. For example, a comprehensive systems model of a road transport system
could be shared by research groups and used to determine the design of smaller stud-
ies with the findings ‘rolled up’ to continually refine the larger model. Such efforts
may be facilitated by the current trends towards open science and new technologies
for collaboration.

11.4.2  JoINT OPTIMISATION OF RAIL LEVEL CROSSING SYSTEMS

In addition to the need to better understand the factors influencing user behaviour,
we argued in Chapter 1 that the existing rail level crossing designs do not repre-
sent a jointly optimised system. Broadly speaking, there are three distinct design
philosophies: technology-centric designs, human-centric designs and jointly opti-
mised designs. Technology-centric designs are characterised by the introduction of
new technologies where human activities are required to adapt to the technology.
Conversely, human-centric designs are characterised by the introduction of new
working practices, for which technologies are brought into support. In contrast,
Jjointly optimised designs occur where design is used to enable successful perfor-
mance to emerge from the inferaction between human and technological aspects
of the system. Essentially, the human and technological systems are considered
together and are designed to be synergistic.

Existing rail level crossing environments are typically technology-centric. Here,
the interaction fundamentally relies upon road users becoming aware of warnings
provided to signal an upcoming level crossing (passive crossing) or an approaching
train (active crossing) and complying with legislated requirements to stop and give
way to approaching trains. This is a rigid system, based heavily in technology (both
the physical sense and the abstract sense in the form of rules), that leaves little room
for flexibility or adaptation. Indeed, even the existing process for re-designing level
crossings is technology-focussed, through the application of engineering standards.
The only existing intervention to the authors’ knowledge that could be considered a
social intervention is education and awareness campaigns, but even here the focus is
typically on educating users about the rules governing their behaviour at crossings,
not about positive social outcome for users themselves.

The Cognitive Work Analysis Design Toolkit (CWA-DT) design process changed
this focus. The process itself was socially based — a participatory group process
where stakeholders and subject-matter experts shared knowledge and expertise and
worked collaboratively to develop novel ideas. This broadened the design space
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beyond the application of engineering standards to explore new opportunities for
system functioning. In addition, several tools used within the design process were
specifically focussed on priming participants to consider the social aspects of rail
level crossing functioning. For example, scenarios and personas were intended to
better engender a sense of empathy with different types of road users. In addition, the
consideration of sociotechnical systems theory values and how they can be applied
within rail level crossing design was intended to re-focus design efforts on the needs
of humans within the system, including opportunities for designing transport sys-
tems that support the quality of life of their users.

This sociotechnical systems theory-inspired design process generated several
designs (or aspects of designs) that were more human-centric in nature. These
included the following:

¢ The removal of existing warning technologies and replacement with human
supervisors in the Community Courtyard crossing.

e The use of a shared space road design on approach to the Community
Courtyard crossing that prioritises active transport.

* Slowing of road vehicles and/or trains in the Community Courtyard, Simple
But Strong and Ecological Interface Design crossing concepts, which was
intended to provide vehicle operators, especially train drivers, with more
control in emergency situations.

e The support for social interaction and knowledge sharing intended by the
inclusion of cafes and community hubs in the Community Courtyard crossing.

¢ The scheduling of regular forums in regional areas to facilitate discussions
between truck drivers, train drivers and system stakeholders about safety
issues at level crossings and build empathy, as part of the GPS Average
Speed concept.

When considering the six novel rail level crossing concepts as whole designs, it is
possible to categorise them as either technology-centric, human-centric or jointly
optimised designs. This is represented in Figure 11.2, which shows the extent to
which the different designs produced in this research programme align with the
three design philosophies.

As shown in Figure 11.2, the Ecological Interface Design crossing is the concept
best aligned with the jointly optimised design philosophy. The Ecological Interface
Design crossing uses minimal technology and attempts to optimise the interaction
between road users and trains by clarifying or amplifying the important constraints
such as the train, drivers’ speed and the proximity of the train to the crossing. The
Comprehensive Risk Control crossing, conversely, is the most technology-centric
concept, as it uses various forms of technology to attempt to control road user behav-
iour. This includes boom gates, in-road LED lights, pedestrian gates and adaptive
bollards. By comparison, the Community Courtyard crossing, shown at the bottom
of Figure 11.2, is the most human-centric of the designs. The Community Courtyard
crossing does not use active warnings at the crossing; instead, it implements a shared
space concept whereby human interactions are relied upon for safe performance.
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Technology
Centric
Design

Jointly Optimised Desj{))

Human
Centric
Design

FIGURE11.2 Thealignment of rail level crossing design concepts with design philosophies.
CC, Community Courtyard crossing; Comp, Comprehensive Risk Control crossing; EID,
Ecological Interface Design crossing; GPS, GPS Average Speed interface; ILC, Intelligent
Level Crossing; SbS, Simple But Strong crossing.

11.4.3  SHIFTING PARADIGMS

Sociotechnical systems theory represents a very different paradigm compared with
the technology-centric safety and risk management approach currently applied in
rail level crossing design (see Chapter 6). Two fundamental issues that limit the
application of sociotechnical systems theory are the extensive resources required
such as time, cost, expertise (Clegg 2000) and stakeholder acceptance. Within the
current project, we introduced sociotechnical systems theory to stakeholders through
3 days of workshops, which was potentially insufficient time given the inherent con-
flicts between sociotechnical systems theory and existing design philosophies. Our
participatory approach involved efforts by system stakeholders to reconcile the two
approaches, by combining the protective aspects of the safety management approach
while incorporating some of the sociotechnical systems theory values and principles.
Given the sensitivity of the stakeholders to the political realities of transportation
system design, this appears to be a practical and reasonable approach. However, it
limits the promised benefits of sociotechnical systems theory in promoting flexible
and adaptable systems.

It is reasonable that genuine paradigm shifts would need to occur over a much
longer period of time. The use of the CWA-DT in this context can be viewed as
the beginning of an ongoing process to introduce the sociotechnical systems theory
approach and integrate it into rail level crossing design and evaluation processes.
The workshops provided a means to initiate conversations about systems thinking
and sociotechnical systems theory among a diverse group of stakeholders from road
and rail domains, including engineers, policy officers, human factors researchers,
consultants and safety executives. Potentially, this experience might have positive
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effects on how the participants approach safety issues in their future work, while
also strengthening professional networks across the various stakeholder groups.

The two expert-generated designs — the Community Courtyard and Ecological
Interface Design crossings — offered more radical change in the functioning of rail
level crossing systems. Both designs involved slowing the train through the crossing
and did not feature any standard regulatory signage and warnings such as flash-
ing lights. The Ecological Interface Design crossing concept demonstrated positive
features in the evaluation process; however, further research is needed to determine
whether all aspects of the design (such as mirrors) would be effective in the real
world. The Community Courtyard crossing, however, was received quite poorly in
user evaluations, with all road users considering it to be unsafe and motorists
ranking it as least efficient. Although non-motorised road users rated it higher for
efficiency, its overall acceptance by users remains questionable.

The poor response to the Community Courtyard crossing is again indicative of
key tensions between sociotechnical systems theory and the traditional safety man-
agement approach usually applied in road design. For example, the sociotechnical
systems theory value of humans as assets suggests that humans in the system should
be given control over their decisions, while the principle of flexible specification
(i.e. that design should only specify that which is necessary) advocates that humans
should be supported to exhibit flexibility and adaptability in their behaviour. In con-
trast, the safety management approach encompasses concepts such as the hierarchy
of control, which are focussed on separating humans from hazards. When applied
within transport systems, these concepts tend to focus on limiting performance vari-
ability rather than supporting adaptive variability. Therefore, designs based on socio-
technical systems theory are likely to violate road users’ expectations about what is
acceptable in road design, due to their deviation from established conventions.

Further obstacles to embracing sociotechnical systems theory-based designs
include law reform and public opinion. Although many international jurisdictions
have adopted a ‘safe system’ approach to road safety (Salmon et al. 2013b), none
have yet attempted to deal with the law reform issues that would be required to
facilitate implementation of a strategy that genuinely embraces shared responsibil-
ity. To truly support sociotechnical systems theory approaches to design in public
safety domains, many changes to the ‘protective structure’ (Dekker 2011) would
be required. For example, the operation of the legal system and the interventions
of regulators need to be considered in relation to what organisational behaviour is
rewarded and punished.

Moreover, a general trend in public opinion away from individual responsibility
for safety towards government responsibility has been noted (Leveson 2004). This
shift is evident in cases of civil proceedings against organisations and governments,
where it is contended that governments hold a duty of care towards the public. In the
rail level crossing context, it appears anecdotally that if active warnings are in place
where a collision occurs and the equipment operated as designed (i.e. provided a warning),
the public will attribute the incident to the road user as they have breached the road
rules. However, if the equipment failed to warn of a train, the railway company and/
or government are deemed responsible. This situation has stifled the implementation
of low-cost innovations at rail level crossings (Road Safety Committee 2008).
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Focussing on culpability in accident investigations also limits the data collected and,
consequently, our ability to learn from past mistakes.

Although have advocated for the sociotechnical systems theory approach in this
research programme, the question remains: can we be assured that designs based
on this approach would be more successful in preventing accidents than traditional
approaches? To answer this important question further research is required to
compare the traditional safety management approach with sociotechnical systems
theory, to determine which is most successful in preventing accidents. Potentially,
modelling approaches such as agent-based modelling and systems dynamics (see
Section 11.5.2) could provide answers.

11.4.4 REFLECTIONS ON SOCIOTECHNICAL SYSTEMS THEORY-BASED DESIGN

As emphasised throughout this research programme, the translation of analysis out-
puts and findings into design has been a longstanding challenge for CWA (Jenkins
etal. 2010, Lintern 2005, Mendoza et al. 2011, Read et al. 2015a, Stanton et al. 2013a),
and indeed for human factors more generally (Dul et al. 2012). Although there have
been successful design applications in the past, including using approaches such as
Ecological Interface Design (Mcllroy and Stanton 2015), the lack of guidance for
using CWA in design more broadly has potentially affected its usability, accessibility
and its uptake in practice. The development and application of the CWA-DT within
this research programme intended to fill an important gap in CWA practice and has
the potential to improve the translation of the systems approach in real-world design.
Although this was achieved in some respects, as the CWA-DT could generate the
novel design concepts presented in this book, it is worth discussing the extent to
which stakeholders valued the new process.

The CWA-DT process was well received by stakeholders, with positive subjective
ratings of the process gained through our evaluations (see Chapter 8). Stakeholders
and subject-matter experts found it beneficial to think creatively and to work col-
laboratively with individuals from across the system with different views and per-
spectives. In addition, the process was successful in generating four novel design
concepts, which were taken forward for evaluation and testing. However, the design
process did raise some interesting questions and implications for future applications.

Firstly, there is some debate within human factors about the role of users in design.
Eason (1991) discusses the knowledge-into-use approach, where users constitute
the sources of data for design and may be involved as participants in requirements-
gathering activities and user testing of prototypes. It has been noted that, in many
human-centred design processes, the user is spoken for by the researcher who col-
lects and synthesises their data (Sanders 2002). Eason (1991) contrasts this with the
user participation approach, adopted in sociotechnical systems theory-based design,
where the user is the client and has decision-making power in the design process.
Proponents of the former approach argue that users may not be the best judge of their
needs and require experts to make design decisions in their best interest. Supporters
of the participatory approach, conversely, argue that users should determine how
values and objectives are traded-off in design as they retain ongoing ownership of
the system, whereas designers will move on to other systems.
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In our research programme, we adopted a hybrid approach beginning with partic-
ipatory design and supplementing this with an expert design process. Further research
could investigate whether a collaborative process, involving both stakeholders and
researchers throughout the analysis and design process, would achieve superior results.

11.5 FURTHER RESEARCH OPPORTUNITIES
TO IMPROVE RAIL LEVEL CROSSING SAFETY

The research programme led to the identification of several future research areas that
could build on the work undertaken. These include field trials of proposed design
changes to rail level crossing environments, the application of computer simulation
and modelling techniques to explore the impact of design changes, and research
efforts to better integrate the findings of human factors research into economic mod-
elling for cost—benefit analysis.

11.5.1  Fietp TRiALS

Firstly, there are opportunities for additional evaluation processes to support the poten-
tial uptake of recommended design changes. One potential means could be the testing
of prototype designs in controlled field trials. For example, a prototype of the mirrors
from the Ecological Interface Design concept could be built and tested via controlled
field trials. Such trials could initially involve the use of test tracks, with participant
observers in stationary vehicles as trains traverse (to mitigate the risk of participants
being involved in collisions if there is a poor response to the mirrors), under vari-
ous environmental conditions. This could be done with a range of road user types,
including car drivers, heavy vehicle drivers, motorcyclists and cyclists, and could
enable collection of data around reaction times, situation awareness, decision-making
and the potential for emergent behaviours introduced by the new design.

Other interventions could potentially be implemented and tested in the real world
according to the notion of safe-to-fail experiments proposed by Snowden and Boone
(2007). This approach acknowledges that, when implementing changes in complex
systems, we are unable to predict the effects until they are implemented in practice.
Following the safe-to-fail approach, design concepts could be introduced in stages,
beginning with the least novel components (i.e. for the Ecological Interface Design
concept — adding guide posts to create an illusion of travelling at higher speed) and
ending with the most radical (i.e. the replacement of traditional signage with mirrors).
With careful monitoring of behaviour occurring during the transition, it would be pos-
sible to incrementally measure the impacts on behaviour, including the identification of
emergent behaviours not initially predicted. This enables a change in strategy to occur
quickly if monitoring reveals potential risks. Such an approach to evaluation requires a
flexible and ongoing commitment to evaluation and thoughtful planning to ensure its
appropriateness when conducted in high-hazard domains. Further, it requires a culture
that accepts failure and easily adapts to try new innovations, which is unusual in safety-
critical industries due to strict requirements for demonstrating the effectiveness of safety
interventions prior to implementation. This again highlights where the current protective
structure may impede the application of systems thinking in transportation design.



224 Integrating Human Factors Methods and Systems Thinking

11.5.2  SYSTEM SIMULATION AND MODELLING

Where real-world testing proves either too expensive or too risky, the use of system
simulation and modelling can provide a useful alternative. For example, methods
such as systems dynamics (Sterman 2000) and agent-based modelling have previ-
ously been used to simulate the impacts of changes within transportation systems
(e.g. Goh and Love 2012, McClure et al. 2015, Shepherd 2014).

Agent-based modelling is a computer modelling approach in which rules are
applied to direct the behaviour of individual agents who then interact, enabling the
identification of emergent properties arising from the interactions.

An agent-based model typically comprises the following three elements (Macal
and North 2010):

1. A set of agents, each with attributes and behaviours
2. A set of agent relationships and methods of interaction
3. The agents’ environment

This enables the analyst to model both, interactions between agents and interactions
between agents and their environment. The modelling therefore provides a bottom-
up analysis of system functioning and enables analysts to identify how changes to
the rules governing interactions lead to emergent behaviours and affect the system
as a whole. Agent-based modelling techniques have previously been used to model
transportation systems (Sarvi and Kuwahara 2007, Thompson et al. 2015).

Systems dynamics, another computation modelling technique, is generally used
to understand the implications of wider system change, such as policy change.
Models are usually represented in diagrammatical form such as stock and flow dia-
grams with the relationships between factors in the model underpinned by differ-
ential equations (Hettinger et al. 2015). Both agent-based modelling and systems
dynamics have limitations, and thus adaptations or hybrid approaches have been
proposed to address these issues (e.g. Hettinger et al. 2015, Thompson et al. 2015).
Importantly, it is proposed that these types of modelling techniques could be directly
informed by HTA and CWA outputs. For example, the values and priority measures
in an abstraction hierarchy could become variables in systems dynamics models,
whereas the strategies identified in the Strategies Analysis phase can help to identify
the behaviours of agents well as the rules or conditions under which those behaviours
would be more likely to occur.

Of course, the validity of any modelling approaches must be addressed, and the
outcomes will rely on the quality of the inputs and the assumptions made by analysts.
Yet, these approaches provide a promising way to evaluate and compare options, and
to identify potential issues not previously recognised.

A strength of computational modelling approaches is that they analyse system
functioning over time. The approaches taken in the current research programme
described rail level crossing systems at a point in time, but given that road and rail
networks are dynamic open systems, these models may not remain accurate for long.
The increasing uptake of new technologies in transportation systems, including
higher forms of automation in both road vehicles and trains, raises questions about
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how system functioning will change in future. Furthermore, it is unknown how the
recommended rail level crossing design changes might interact with a more highly
automated transport system. Modelling techniques may assist to test assumptions
about future systems and how interactions might change over time.

11.5.3 CosT—BENEFIT ANALYSIS

A final area for further research in rail level crossing safety relates to approaches
to cost—benefit analysis, with cost often raised as a key constraint by stakeholders.
Benefit—cost ratios for upgrading crossings to existing standards for active warnings
are low (Wullems et al. 2013), and it was clear from the Kerang accident discussed in
Chapter 1 that budgetary constraints are a key reason why rail level crossing safety
is difficult to address.

Cost—benefit information is required by stakeholders across the system to inform
decision-making, from decisions about research and development trials, to adoption
of design changes or new technologies, to changes to policy and regulation at the
government level. Approaches to cost—benefit analysis tend to allocate a cost value
to the prevention of fatalities or to other units of cost, such as disability-adjusted life
years, so that a ratio can be determined. Although human factors researchers should
not necessarily be responsible for conducting comprehensive cost—benefit analyses,
we do have a role in providing information that can be used in these calculations, or
working with economists and other professionals to ensure that evidence of benefits
is appropriately integrated into these approaches.

Importantly, the outcomes of human factors analyses need to be integrated into
safety risk models. This is a fruitful area for further research, and it is suggested
that modelling approaches, such as systems dynamics and agent-based modelling,
informed by systems analyses and human performance data, may provide the impor-
tant gains in this area.

In addition to finding better ways to integrate findings from human factors studies
into risk and economic analyses, human factors and sociotechnical systems theory
approaches may be able to provide additional benefit by promoting a systems view
on benefits beyond lives lost and disability. If there are additional outcomes expected
by implementation of a design — such as productivity, improved quality of life for
individuals or increased social capital within a community — then potentially sys-
tems models can begin to place a monetary value on these and demonstrate the wider
benefits of jointly optimising transportation systems.

11.6 SUMMARY

The culmination of the research programme provides a watershed moment within
transportation safety research as it represents the first attempt at implementing sys-
tems thinking and sociotechnical systems theory throughout the transport design life
cycle. By sharing our approach and learning, we intend to support others to conduct
similar efforts to address other complex problems in transport and beyond. Chapter 12
will outline some potential applications and initial case studies of further applications.
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’IZ Future Applications
and Opportunities

12.1 INTRODUCTION

Although the research programme described in this book was focussed on reducing
trauma at rail level crossings, the approach we adopted is generic in nature and as
such it lends itself to applications in many other domains.

In this chapter, we provide some suggested directions for future research appli-
cations that would benefit from adopting similar approaches to those described in
this book. We have demonstrated that our approach was beneficial in its applica-
tion to rail level crossings, but there are myriad opportunities to conduct similar
applications to solve other issues facing complex systems, both in transportation
and beyond. Among these new research directions, we also provide some exam-
ples where we have begun to apply these approaches, particularly Cognitive Work
Analysis (CWA) and the CWA Design Toolkit (CWA-DT), to new areas.

12.2 FURTHER APPLICATIONS IN TRANSPORTATION SYSTEMS

All transportation domains exhibit the properties of complex systems and can benefit
from the application of systems thinking approaches. These applications relate to both
the physical design of transport systems and higher level regulatory and policy design.
In relation to road transport, for example, the design of road environments would ben-
efit from the approach adopted in this book, as would the design of regulatory and
policy frameworks. Accordingly, we describe a further application of the CWA-DT
to create intersections that better support compatible situation awareness across road
user types. We also discuss potential directions for research into the human factors
challenges associated with the introduction of autonomous vehicles. Following this, we
explore opportunities for further research in the rail, maritime and aviation domains.

12.2.1 IMPROVING INTERSECTION DESIGN

Collisions at intersections represent a major road safety issue. In Australia, for exam-
ple, the majority of urban crashes and a substantial proportion of rural crashes occur
at intersections (McLean et al. 2010). As with rail level crossings, the problem is not
limited to a single road user group, with most forms of road user having elevated
crash risk at intersections. In the Australian state of Victoria, for example, during
2012 over half of all car, bicycle, motorcycle and pedestrian crashes occurred at
intersections (VicRoads 2013).

As with rail level crossings, the prevalent approach to understanding and pre-
venting collisions at intersections has tended to be component driven, focussing
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on specific road user types (e.g. drivers) and/or fixing a component of the prob-
lem (e.g. increasing the conspicuity of motorcycles; Gershon and Shinar 2013).
Previous studies of behaviour at intersections, for example, have largely been road
user centric, focussing on individual road users (e.g. drivers, cyclists, motorcyclists
or pedestrians alone) or factors such as driving errors (Gstalter and Fastenmeier
2010, Sandin 2009), pedestrian behaviours (King et al. 2009), and engineering
(e.g. Highways Agency 2012). The authors have recently completed a research
programme in which the intersection crash problem was tackled using a systems
approach (see Box 12.1).

12.2.2 ResPONDING TO THE CHALLENGE OF HIGHLY AUTOMATED VEHICLES

An important emerging challenge for human factors is the introduction of highly
autonomous vehicles into road networks. This could potentially represent a step-
change in the operation of the road transport system, with considerable anticipated
benefits for road safety such as reduced crashes due to the prevention or improved
tolerance of ‘human error’. However, the shift toward full automation is occurring
within already complex and poorly understood road systems, with fatalities on a
scale comparable to major public health issues such as cancer, and cardiovascu-
lar and respiratory diseases (Salmon and Lenné 2015, World Health Organisation
2014). The period between now and fully automated driving will see new emergent
driving behaviours, new interactions between drivers and technologies and ulti-
mately new forms of road traffic crashes. Key potential issues include poor inter-
vention by human supervisors (due to vigilance decrements and skill degradation
over time), design or software coding failures that are opaque and lie latent and the
potential for software hacking leading to widespread disruption of road networks.
Although the technology is racing ahead, our understanding of advanced auto-
mated systems and their likely impacts on behaviour is not keeping pace (Banks
et al. 2014). In addition, appropriate policy frameworks have not yet been fully
developed. This could lead to the design and implementation of systems that will
not be fit for purpose (Banks and Stanton 2016), along with policy-related issues
such as confusion around liability following crashes involving automated vehicles.

It is critical therefore that designers of automated road transport systems adopt
sophisticated approaches that have the capacity to consider emergent risks. Here, sys-
tems models can respond to the challenge by providing input into the design of vehicles,
infrastructure, policy and regulation surrounding this new way of operating. Approaches
such as CWA and the CWA-DT could play a key role in automated road system design.
In particular, the formative capacity of CWA would enable consideration of emergent
risks. For example, based on an in-depth formative analysis of different levels of auto-
mation in road transport systems, the CWA-DT could be used to inform the following
areas with the aim of achieving a jointly optimised automated driving system:

e Guidance on policy requirements for automated driving systems.

e Optimal allocation of functions between drivers and technologies (i.e.
which automation technologies should do what, which driving functions
humans should retain).
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BOX 12.1 DESIGNING NOVEL INTERSECTIONS

As part of a research programme that aimed to improve situation awareness
on the road, we applied the CWA-DT following a systems analysis of road
intersections (see Salmon et al. 2014a,b). The aim of the design process was
to generate new intersections to better support compatible situation aware-
ness among different types of road users. Initially, naturalistic data were col-
lected from drivers, cyclists, motorcyclists and pedestrians as they traversed
an urban road network, including a range of intersections, while providing
verbal protocols. These data were used to build an understanding of the sys-
tem and interactions between road users using Neisser’s (1976) perceptual
cycle model (Salmon et al. 2014a), the Event Analysis of Systemic Teamwork
(EAST) methodology (Salmon et al. 2014b) and the Work Domain Analysis
phase of CWA.

Insights from these analyses were used to develop materials for participatory
design workshops involving 11 subject-matter experts employed in academia,
industry and government. Participants’ disciplinary backgrounds included
human factors, psychology, sociology, traffic engineering, urban planning and
safety science. Here, we adapted the approach used for rail level crossings, by
integrating the research team with the other design participants to facilitate
better multidisciplinary learning and debate within the design process. Within
the participant group, there were experienced users representing a range of
road user types (e.g. drivers, pedestrians, cyclists, a motorcyclist and a heavy
vehicle driver).

Participants received a presentation providing an overview of the research
problem, key findings from the systems analyses and an introduction to the
sociotechnical systems theory values and principles. They then undertook exer-
cises from the CWA-DT to promote creativity. These included lateral thinking
exercises, assumption crushing, metaphors and use of the Design with Intent
cards (Lockton et al. 2010; see Chapter 6 for a description of these tools). In
addition, we added a new design tool — constraint crushing — where design par-
ticipants reviewed the Work Domain Analysis, identified key constraints and
discussed whether constraints could be:

* Made visible to users through design.
o Strengthened to further restrict behaviour.
* Removed to enable more flexible behaviour.

This exercise enabled the participants to become familiar with the Work
Domain Analysis output and prompted better consideration of constraints in
design. Further details about the design process are available in another publi-
cation (Read et al. 2015b).

(Continued)
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BOX 12.1 (Continued) DESIGNING NOVEL INTERSECTIONS

Participants were asked to redesign a particular intersection that was identi-
fied as poorly designed during the initial data collection phase. The process
produced three intersection concepts (see Figure 12.1):

e Turning teams: This concept bases priority on road user type and
direction of travel, with users joining ‘teams’ that move together
through the intersection on designated lanes that use colour to delineate
the path through the intersection. A filtering box for motorcyclists and
cyclists is provided at the head of the traffic queue. Pedestrian crossing
points are matched to desire lines, based on the location of buildings
and adjoining pedestrian paths. The pedestrian crossing path is also
widened to enable cyclists to have an official alternative of crossing
with pedestrians if they are uncomfortable traversing the intersection
with the motorised traffic.

o Self-regulating intersection: This intersection design is based on
the principles of a roundabout; however, it uses a large oval-shaped
median strip in the centre of the intersection. When traffic from each
intersecting road is given priority to enter the intersection (via filtering
traffic lights), they move around the median strip in the same direc-
tion and exit where they wish. Cyclists have the option to either move
with the motorised traffic or ‘cut through’ via dedicated lanes available
through the central median strip. Within the intersection, there are
no lane markings to promote connectedness between road users and
require them to negotiate their way through with other road users at
slow speeds.

e Circular concept: This concept is based on better separation between
motorised and non-motorised traffic. Pedestrian crossing zones are pro-
vided farther back from the intersection than usual, but footpaths are
linked in a circular pathway, that is, shared with cyclists turning left or
right. This circular pathway links with cycle lanes placed in the cen-
tre of the intersecting roads. Quality of life for the local community is
enhanced through converting existing unused space around the intersec-
tion to parkland with outdoor cafes, gardens, barbecue areas and seating
provided.

This application is an example where the CWA-DT process has been applied
to develop innovative designs in another domain, aimed at jointly optimising
the interactions between humans and technology. The initial designs have been
subject to a design refinement process but further testing and evaluation, using
methods such as driving simulation and field trials, are the next important
steps to fulfil the whole of life cycle CWA-DT approach.

(Continued)
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BOX 12.1 (Continued) DESIGNING NOVEL INTERSECTIONS

FIGURE 12.1 Novel intersection design concepts. (a) Turning teams intersection
design concept, (b) Self-regulating intersection design concept and (c) Circular intersec-
tion design concept.
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e Proposed interfaces for key automation system displays (visual, auditory,
haptic and multi-modal).

¢ Information requirements for drivers and technologies (i.e. who needs to
know what, how situation awareness should be distributed across drivers
and technologies).

e Standard operating procedures for use.

e Optimal integration of vehicle, automation and infrastructure-based
systems.

Further, integration of methods such as CWA with computational modelling
approaches (e.g. systems dynamics and agent-based modelling; discussed in
Chapter 11) could be used to proactively identify potential risks associated with the
introduction of automated vehicles into the existing road transport system.

12.2.3 ADDITIONAL RAIL SAFETY APPLICATIONS

Although accidents at rail level crossings are generally considered to be one of the
biggest risks to safety in the rail industry, there are a range of other safety issues that
could be addressed through these methods. For example, signals passed at danger
represent a key breakdown in rail safety systems (Naweed 2013), as they can result
in more than one train in the same section of track simultaneously, leading to a colli-
sion, or a train entering a section that is otherwise unsafe, resulting in collisions with
track workers, derailments or other adverse outcomes (ITSR 2011). CWA has been
previously applied in rail to design improved interfaces for automatic train control
systems using a user-centred design process with train driver subject-matter experts
(Jansson et al. 2006). Although a less structured participatory process than the
CWA-DT was used, it followed a similar philosophy, with the users being encour-
aged to find a solution that could best meet their needs and could be integrated into
their ways of working. It would be interesting to compare a user-centred design pro-
cess, such as that undertaken by Jansson et al. (2006), with the CWA-DT process,
to understand any differences in process (i.e. the types of issues discussed and how
decisions are made) and design outcomes (i.e. which approach is more likely to result
in jointly optimised system design system).

Beyond safety applications, systems thinking approaches could also be used to
improve the efficiency of the rail network by informing work design to network man-
agement. This could leverage from earlier CWA applications such as those design-
ing improved interfaces for air traffic controllers (Ahlstrom 2005). Reliability of
railway systems and their ability to efficiently and safely adapt to disturbances, such
as incidents (including level crossing collisions) and other delays, is an important
area for human factors research, given the role that the rail network plays in meet-
ing mass transit and freight needs (Golightly and Dadashi 2017). Here, a systems
approach can assist by identifying how system constraints hinder flexibility and
how they might be modified to provide controllers with more options. Additionally,
systems approaches could be used to improve the way information about constraints
is made available to controllers to assist them to take action, particularly during
abnormal and emergency situations.
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12.2.4 MARITIME

The approach to transport analysis and design adopted for our rail level crossing
research could also be usefully applied within the maritime domain. Perrow (1999)
describes maritime transport as an ‘error-inducing system’. A diverse industry, mari-
time operations occur in harsh environmental conditions, with strong commercial
interests leading to strong production pressures and a focus on liability.

Given the complexity of the maritime transport system, the need for systems
thinking in maritime has been recognised in previous research and systems thinking
applications. For example, Rasmussen’s AcciMap approach has been used to anal-
yse large-scale ferry disasters, including the Zeebrugge Herald of Free Enterprise
(Svedung and Rasmussen 2000) and the more recent South Korea Sewol ferry acci-
dent (Kee et al. 2017). These analyses have demonstrated how systemic factors in
the maritime industry have interacted to lead to these serious events. Interestingly,
however, to our knowledge, CWA has not previously been used to evaluate or con-
tribute to the re-design of ferry operations. It is suggested that such work could assist
in efforts to improve safety.

In military maritime operations, however, CWA has been applied to understand
the work domain of navy frigates (Burns et al. 2005) and to analyse control room
activities in the Trafalgar class submarine (Stanton 2014, Stanton and Bessell 2014;
see Box 12.2).

BOX 12.2 SYSTEMS ANALYSES OF SUBMARINE OPERATIONS

CWA has been used to describe the control room of the Trafalgar class sub-
marine. The analysis identified the system functions and explored the way in
which those functions were used in situations, decisions, strategies, role alloca-
tions and required competencies (Stanton and Bessell 2014). Insights from the
application of CWA indicated that the nature of these functional constraints
needs to be brought into question when considering the design of future sys-
tems. For example, new systems could incorporate changes to:

e The nature of the functions being performed.

* The type of decisions made and informational cues used (to make
decisions simpler and more transparent, and introduce task prompts
to reduce ambiguity and memory load).

* Function allocation (such as semi-automating or fully automating
some functions and/or changing role allocations).

e Competency requirements (to simplify training and work demands).

In addition to CWA, the EAST framework was used to describe the control
room in terms of task, social and information networks, as well as exploring
the relationships between those networks (Stanton 2014). Combined task and

(Continued)
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BOX 12.2 (Continued) SYSTEMS ANALYSES
OF SUBMARINE OPERATIONS

social networks provided insights into which roles were performing tasks
in series and in parallel. Combined information and social networks gave
insights into which roles were communicating which information concepts.
Finally, integration of the three networks then provided insight into how
information was used and communicated by people working together in the
pursuit of tasks.

The insights gained from these analyses could be used in combination with
insights from the CWA in a CWA-DT process (similar to that conducted for
intersection design in Box 12.1) to inform the design of new control room
environments. Importantly, the task, social and information networks could be
used to evaluate the impacts of proposed design changes on the existing struc-
ture of the work through a desktop evaluation process similar to that described
in Chapter 7.

12.2.5 AVIATION

The formative capacity of the approach adopted in this research programme lends
itself to the design of first-of-a-kind systems. Modelling future systems is a very
useful extension to methods in human factors and has been demonstrated through
prior CWA applications in aviation. For example, Naikar et al. (2003) used CWA to
explore possibilities for crewing on first-of-a-kind airborne early warning and con-
trol systems. This involved the use of an abstraction hierarchy and contextual activ-
ity template to evaluate potential team concepts (e.g. the number and role of team
members required to operate the system) using a desktop analysis approach based
on realistic scenarios. This process enabled the identification of design requirements
and the development of a team concept that met these requirements.

In another application of CWA to explore design configurations in future aviation
systems, Stanton et al. (2016) explored crew configurations to enable single-pilot
operations (see Box 12.3).

BOX 12.3 FUTURE FLIGHT DECKS

CWA was used to explore the design of future flight decks given the predicted
moves to single-pilot aviation operations (Stanton et al. 2016). This application
demonstrated how such an aircraft could be ready for service entry within a
decade by using a distributed air/ground sociotechnical system, rather than
focussing on equipping an aircraft with complex automation to aid the pilot.

(Continued)
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BOX 12.3 (Continued) FUTURE FLIGHT DECKS

To achieve this insight, four alternative crewing options were modelled
using CWA, with the models then analysed using social network analysis. The
study compared the following configurations:

e Single-pilot aircraft.

e Single-pilot aircraft with additional automation mirror on the ground
that cross-checks inputs and outputs independently of aircraft
automation.

e Single-pilot aircraft with an additional pilot on the ground who can
be called upon if needed.

e Single-pilot aircraft with both the additional automation mirror on
the ground and the additional pilot on the ground.

CWA, especially the Social Organisation and Cooperation Analysis phase,
which utilised the contextual activity template tool, proved useful as a
formative approach to help understand the function allocation distribution
between the various actors involved (e.g. the pilot flying, pilot monitoring,
aircraft automation) and the functional loading on them. Extending this
analysis to understand communication interactions through social network
analysis revealed that the two options comprising an additional pilot on the
ground would be the most resilient, potentially even more so than the current
dual-pilot cockpit arrangement (Stanton et al. 2016).

This application demonstrated the utility of CWA as a way to evaluate poten-
tial design configurations, similar to the evaluations described in Chapter 7.
Further, the use of social network analysis in conjunction with CWA demon-
strates another useful means for desktop evaluation of design concepts that
may be useful in future research applications.

12.3 APPLICATIONS BEYOND TRANSPORT

Naturally, beyond transportation, there are many domains and topics in which sys-
tems thinking in analysis, design and evaluation can provide the important gains in
safety and performance. We discuss current and potential applications in a sample of
diverse domains, including outdoor education, cybersecurity and sport.

12.3.1  PREVENTING INCIDENTS IN OUTDOOR EDUCATION

The systems thinking approach lends itself to the design of accident prevention strat-
egies. As part of a wider programme of research to understand the systemic contrib-
utory factors to incidents in outdoor education, and assist the industry to take action
to prevent incidents (see Salmon et al. 2017), we applied an adapted version of the
CWA-DT to design injury prevention strategies (see Box 12.4 and Goode et al. 2016).
This domain involves the delivery of high-risk activities in dynamic environments
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and has experienced multi-fatality incidents (Salmon et al. 2012a). To address the
risk in this domain, the ‘UPLOADS’ incident reporting system was developed based
on Rasmussen’s (1997) risk management framework and the AcciMap technique.

BOX 12.4 PREVENTING INCIDENTS IN THE GREAT OUTDOORS

Data reported through the UPLOADS incident reporting system covering
a 12-month period was used as the basis of the design process. AcciMap
was used to analyse the systemic contributory factors involved in over 350
injury incidents, 86 illness incidents and 74 near-miss incidents. Notably, this
included contributory factors from across all levels of the system (from envi-
ronment and activity level to regulatory bodies and government level), along
with the relationships between the factors.

A total of 30 participants attended two design workshops, held in two
Australian cities. Participants represented actors across the sector, including
those employed by secondary schools, outdoor education providers, outdoor
training organisations, outdoor sector peak bodies, work health and safety
regulators and relevant government departments.

Materials from the CWA-DT - such as the design brief and design criteria
documents — were used to plan the workshop. In addition, creativity exercises
from the CWA-DT were used during the workshops. Similar to the intersection
design process described in Box 12.1, design participants were provided with
the outputs of the analysis process (i.e. AcciMap representations displaying an
aggregate summary of the contributory factors identified from incident reports
separately for injuries, illnesses and near misses).

Participants were asked to interpret the Accimaps to identify insights, which
they would then discuss in small groups, and propose strategies to address the
network of contributory factors. These accident prevention strategies were docu-
mented by facilitators on a ‘PreventiMap’ framework (similar to the AcciMap
framework, but incorporating prevention strategies to address an identified
issue). Participants were encouraged to document a network of prevention strat-
egies, with prompts used to encourage consideration of what changes at the
higher levels of the system would be required to support prevention measures on
the ground. For example, a change in organisational policy would be required
to support the introduction of an improved risk assessment process. This pro-
cess generated PreventiMaps for various issues, including the prevention and
management of activity leader fatigue, the prevention of burns during cooking
activities and improvement of the competency of activity leaders in conduct-
ing dynamic risk assessments. Importantly, the PreventiMaps were evaluated
against Rasmussen’s tenets and were found to align well with the majority of the
tenets, such as incorporating strategies for actors across the various levels of the
outdoor education system. However, evaluation of the process suggested it could
be improved by prompting participants to identify strategies that could address
the migration of work practices and erosion of risk controls over time.
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12.3.2 ENHANCING APPROACHES TO CYBERSECURITY

Cybersecurity represents a topical ‘wicked problem’ that could be tackled
through a systems approach, such as that adopted in this research programme.
One cybersecurity issue that is currently problematic is identity theft and trad-
ing in the dark net. The dark net is a layer of the Internet not accessible through
popular search engines such as Google. Features of the dark net include web-
sites, discussion forums and marketplaces that trade in both legitimate and illicit
products and services. As such, the dark net facilitates various criminal activi-
ties, one of which is identity theft. The buying and selling of identity credentials
(e.g. passports, driving licenses, credit card details, bank details, utility bills) via
dark net forums has been identified as a significant and growing global problem
(Ablon et al. 2014) and one for which appropriate interventions have not yet been
developed.

An effective response by individuals, organisations and law enforcement agencies
depends on a holistic understanding of how dark net marketplaces operate, along
with the provision of frameworks to support implementation of appropriate interven-
tion strategies and assessment of their impact. Despite the emergence of identity theft
as a global cybersecurity issue, this knowledge and framework does not currently
exist (Lacey and Salmon 2015). Accordingly, the authors are currently engaged in a
research programme in which systems analysis approaches such as CWA and EAST are
being applied to analyse dark net trading in order to inform the design of interventions
through the CWA-DT. Further applications of these approaches to other cybersecurity
issues are encouraged.

12.3.3  OPTIMISING SPORTS SYSTEMS

A burgeoning area for human factors and systems thinking applications is that of
sport. There are considerable similarities between sporting domains and other complex
domains in which these approaches are more traditionally applied such as operating
under time pressure, system dynamism and strong reliance on teamwork for successful
performance. Salmon et al. (2010) discuss the potential utility of applying human fac-
tors and systems thinking analysis and design approaches in sports contexts.

More recently, a number of applications have been emerging, with analyses of
sports systems (Salmon, Clacy and Dallat 2017), injury issues such as concussion
identification and management (Clacy et al. 2016) and situation awareness, decision-
making and teamwork (Neville et al. 2016). Sport represents an interesting applica-
tion area as the potential applications cover a diverse set of sports and purposes.
Possible applications span team design, injury prevention, performance analysis
and enhancement, training and coaching design and regulatory framework design.
Wider systemic sports issues such as doping, corruption and sports governance could
also be tacked. In addition, increasing participation in sports and recreational activi-
ties contributes to wider benefits of such as active and socially cohesive communi-
ties, and as such, research in this area could inform wider systems analyses using
approaches such as systems dynamics.
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12.4 SUMMARY

This book described a novel research programme applied to an intractable transport
problem that combined human factors and systems thinking methods to analysis,
design and evaluation. The work led to the generation of valuable insights and rec-
ommendations aimed at improving safety and overall system performance. We pro-
pose that it provides a valuable model for future research.

In this chapter, we have discussed a selection of opportunities for future research
that draws upon the strengths of human factors and systems thinking to address the
important issues facing modern societies. We have also provided examples where
this research is underway and is beginning to demonstrate positive outcomes. There
is no doubt that there are many more domains and issues that could benefit from
these approaches than those discussed. We hope that others will continue to build
upon these ideas and to push the boundaries of human factors and systems thinking
to make further in-roads in solving these important real-world problems.



Appendix: Guidance for
Using the Key Human Factors
Methods and Approaches

This appendix provides procedural guidance for applying the human factors methods
described and used within this book. An overview of each of the methods is presented
in Chapter 2. This appendix provides step-by-step guidance on how to apply each
method. There are

We have also attached a new figure - labeled A.1):

“Four main types of methods will be discussed:

* Datacollection methods for understanding human behaviour and performance
(see Section A.2).

e Data collection methods for understanding performance of the overall system
(see Section A.3).

* System-focused analysis methods (see Section A.4).

e Human factors design methods (see Section A.4).

Figure A.1 illustrates the relationships between the methods.”

A.1  GENERAL CONSIDERATIONS

A.1.1 HuMmaN ResearcH ETHICS

In using methods that require the collection of data from human participants,
researchers should be cognisant of, and comply with, human research ethics require-
ments. In Australia, research being conducted at universities must comply with the
National Statement on Ethical Conduct in Human Research (2007/2015). Similar
requirements exist in many other countries. Compliance with ethical standards
often requires submitting a formal written application to a Human Research Ethics
Committee or Institutional Review Board. Ethics approval may also be required by
other organisations or agencies involved in research (e.g. employee unions, educa-
tional providers). Where ethics approval is not formally required, those undertaking
research should still ensure they are aware of the standards and ensure they treat
participants in an ethical manner.

Some key ethical issues that may arise from human factors research include the
following:

» Ensuring that participation in research is voluntary and not coerced (especially
where participants are employees).
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¢ Ensuring the confidentiality of data collected (especially where it is sensi-
tive or may reveal illegal activity).

* Ensuring that research does not place participants at risk of physical, psycho-
logical, social, legal or economic harm, beyond what they might experience
in their everyday lives.

The guidance provided in Section A.2 is based on the assumption that ethical approval
for the research has been granted by an appropriate research ethics committee. Further
information about research ethics can be found in the Australian National Statement
on Ethical Conduct in Human Research (2007/2015).

A.1.2 DEFINING THE AiMs AND OBJECTIVES OF THE RESEARCH

Prior to selecting and applying the methods, the research team should consider the
aims and objectives of the research as this will influence the selection of appropriate
methods and inform how the methods are applied. In particular, it is suggested that
consideration is given to:

*  What problem is being addressed by the research?

*  What research questions need to be answered?

e What human factors constructs are of interest (e.g. decision-making, situa-
tion awareness, workload)?

*  Which types of participants should be targeted (e.g. drivers, cyclists, motorcy-
clists)? Are there sub-groups of interest (e.g. novel versus experienced users)?

* Who are the other stakeholders within the system, how should their views
and expertise be captured?

* What are the key tasks undertaken in the system?

e In what environments are tasks undertaken?

e What kind of data is required for analysis?

A.2  DATA COLLECTION METHODS FOR UNDERSTANDING
HUMAN PERFORMANCE

This section provides guidance for using methods that collect data from individuals
to understand human performance.

A.2.1  OBSERVATION

A.2.1.1 Step 1: Define the Scenario(s) for Observation

Once the aims and objectives of the analysis have been defined, the scenario(s) to be
observed should be identified. For example, consideration should be given to whether
the observations should be conducted during normal operations, or if it is important
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to also gather data during abnormal or emergency conditions. Further, consideration
should be given to whether the observation will be conducted overtly or covertly. The
exact nature of the required scenario(s) should be clearly defined.

A.2.1.2 Step 2: Develop the Observation Plan

Once the aim of the analysis and the type of scenario to be observed are determined,
a detailed planning of the observation should occur. Consideration should be given
to what needs to be observed and how this can be undertaken. A walkthrough of
the system/environment/scenario under analysis can be useful for the analyst(s) to
familiarise themselves with tasks of interest in terms of time taken, location of those
undertaking tasks and the general functioning of the system of interest.

Standardised recording tools should be developed and the required length of
observations should be determined. Appropriate placement of video and audio
recording equipment should also be determined at this stage. If relying on on-site
observations with no recording undertaken, the team should consider whether a sec-
ond observer is required to simultaneously record data for a proportion of time to
establish reliability between observers.

A.2.1.3 Step 3: Pilot Observation

In any observational study, a pilot or practice observation is crucial. This allows the
analysis team to assess any problems with the data collection, such as noise inter-
ference or limitations of the recording equipment. The quality of the data collected
can also be tested and any effects of the observation upon task performance can be
assessed. In addition, reliability between observers can be assessed to ensure that
there is an appropriate level of agreement in what is being recorded. If substan-
tial problems are encountered, the observation procedure or the recording tool may
need to be re-designed. This piloting process should be repeated until the analyst(s)
are satisfied that the quality of the data collected will be sufficient for their study
requirements.

A.2.1.4 Step 4: Conduct Observation

Once the observation has been designed, the observation can proceed. Observation
length and timing are dependent upon the scope and requirements of the analysis.

A.2.1.5 Step 5: Descriptive Data Analysis

Once the observation is complete, the first task to support data analysis is to create
a transcript of the whole observation. This is a very time-consuming process but
is critical to the analysis. The transcript should be time-stamped, with the level of
detail dependent on how rapidly the variables under observation change. Depending
upon the analysis requirements, the research team should analyse the data in the
format required to answer the research questions, for example, calculating frequency
of tasks, frequency of verbal interactions, sequence of tasks and so on.
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A.2.1.6 Step 6: Further Analysis

Once the on-road initial process of transcribing and coding the observational data
is complete, further analysis of the data is undertaken. Depending upon the nature
of the research, observational data can be used to inform a number of different
analyses, such as task analysis, human error analysis, communications analysis or
Cognitive Work Analysis (CWA).

Further information about observational analysis can be found in the work of
Stanton et al. (2013).

A.2.2  VEHICLE MEASURES

A.2.2.1 Step 1: Determine the Vehicle Technology Required

Driving performance and vehicle measures can be collected during an on-road study.
Depending on what is being measured, there are a range of technologies that can
be used. In a typical on-road study of driver behaviour, participants would drive an
instrumented vehicle that is fitted with a data logging device to record vehicle speed
and global positioning system (GPS) location. The data logger should be connected
with the vehicle’s Controller Area Network to record parameters such as interactions
with the brake, accelerator and steering wheel. In addition, inward facing cameras
should be used to record the participant and the car interior and outward facing cameras
should record the forward view, as well as to the rear and sides of the vehicle. Depending
on the aims of the study, an eye tracking device may also be used (see Section A.2.3 for
further information about eye tracking).

For road users other than drivers, different technologies may be required. At
a minimum, GPS position and video recording of the forward view should be
obtained. There are a number of relatively inexpensive technologies available that
can achieve this, including head-mounted cameras for cyclists and motorcyclists and
smartwatches that collect GPS and speed information.

In an on-road driving study, participants may drive a dedicated instrumented vehi-
cle that the research team owns or leases, which has all the required technologies
pre-installed. Alternatively, participants may use their own vehicle, with the research-
ers fitting data loggers and other technologies to the vehicle at the beginning of the
session. The latter option is usually only adopted for studies that collect naturalistic
data continuously over an extended time period (e.g. 1 week to 1 year).

A.2.2.2 Step 2: Design the Route

In a quasi-experimental on-road study, all participants should complete the same route, so
that behavioural data can be aggregated and/compared when participants are interacting
in the same environments. When designing the route, consideration should be given to:

e The types of infrastructure that participants will encounter (e.g. signalised
intersections, unsignalised intersections, roundabouts).

e The length of time it will take to complete the route. This needs to be long
enough to collect data in the situations of interest but not so long as to lead
to participant fatigue.

e The road scenarios under analysis (e.g. low traffic vs. high traffic).
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e The complexity of the route, with a preference for simple routes that can be
memorised by participants.

e The proximity of start/end points to research facilities or other suitable
locations for recruiting, briefing and debriefing participants.

The route should be piloted at similar times to when data will be collected (e.g.
weekday mornings, after peak times) to ensure that participants will encounter the
types of situations of interest for the research.

It is also advisable to contact road authorities to determine if any works are
planned on the roadway during the study period.

An alternative data collection method is to have participants drive naturalisti-
cally on their usual routes, which is referred to as a naturalistic driving study. This
type of naturalistic study requires considerable resources, in terms of both time and
money, as well as specialised recording equipment (i.e. data loggers are installed in
participants’ vehicles for an extended period of time to record their daily driving
behaviour).

A.2.2.3 Step 3: Brief and Train Participants

Prior to commencing the on-road study, participants should be briefed on the aims
of the study and should be provided with a map of the route, designating the start
and end points of the route. Participants should be asked to memorise the route
and to obtain guidance from the researcher if they have any questions about the
directions.

Where the route is too complex for the participant to memorise, other strategies
for providing route guidance should be used. These could include a pre-programmed
navigation device or, for car drivers, having the researcher present in the vehicle to
provide navigation instructions during the drive.

Depending on the aims of the study and the measures being used, participants
may require training on other data collection approaches such as concurrent verbal
protocols (see Section A.2.4) or workload assessment techniques (see Section A.2.6).

A.2.2.4 Step 4: Conduct Study

The participant is asked to drive/ride/walk the route while behaving as he/she
would in his/her everyday life. The researcher may follow behind to ensure that
the participant is completing the route correctly and to assist in case of unexpected
events occurring such as taking a wrong turn, encountering road works or other
changes to the road environment affecting the route. If the participant is unaccom-
panied on the route, it is advisable to provide him/her with a mobile phone with the
researcher’s phone number pre-programmed, so that the researcher can be easily
contacted if assistance or navigational guidance is needed.

In some studies, data may be collected during the drive by researchers present
in the vehicle. For example, errors observed during the drive and actions taken to
recover from errors can be recorded on a pre-specified proforma (Young et al. 2013).

After each participant has completed the route, he/she is debriefed. It is then
advisable to download the data recordings and store them on a secure data storage
device.
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A.2.2.5 Step 5: Analyse Data

Firstly, the videos showing the context of the drive are viewed and the data files
are coded according to the types of encounters experienced by participants. For
example, participant 1 might experience intersection 1 as the lead vehicle, whereas
participant 2 might experience the same intersection as the following vehicle. This
context affects the level of decision-making control able to be exercised by the
participant. It may therefore be advisable to analyse encounters involving lead
vehicles separately to encounters involving following vehicles.

Once the data have been reviewed and coded, there are a number of ways in which
the data can be analysed, depending upon the aims of the research. Variables such
as speed and braking can be mapped over a geographical area. For example, mean
speed can be calculated at intervals on approach to an intersection and represented
graphically to provide speed profiles for different types of encounters.

The video recordings can also be coded to determine variables of interest such as
compliant versus non-compliant behaviour by participants, or to assess how participants
interact with other road users (e.g. to conduct estimates of headways when following
another vehicle).

A.2.3 Eve TRACKING

Eye tracking is a useful method for studying how individuals search their environ-
ment for visual information. Analysts can examine how observers scan a scene or
visual display and which objects within the environment capture their attention. Eye
tracking can be used to help understand behaviour in a range of tasks. Participants can
be engaged in real tasks (e.g. driving a real car, making a cup of tea), simulated tasks
(e.g. in a flight simulator) or viewing static images or videos of tasks on a computer.

A.2.3.1 Step 1: Select an Eye Tracking System

There are a range of technologies available for eye tracking. Systems can be either
head-mounted or mounted on a surface in front of the participant (such as dashboard
systems that can be used for in-vehicle studies).

The following should be considered when selecting an appropriate system:

e Will it be used indoors (i.e. in a laboratory) or outdoors (i.e. in an on-road
study). If the latter, can it record outdoors, including handling sunlight and
variations in light?

e What is the recording accuracy? Optimal accuracy is <1° error for labo-
ratory studies, whereas systems with <4°-5° errors may be acceptable in
on-road studies.

e Can it be used by participants wearing corrective spectacles?

e Is it portable? (if required to be used by a pedestrian or two-wheeled road
user, in multiple vehicles, or otherwise moved between locations)

e Does it require a computer connection?

e How long can it record for in a single day? (battery life and data storage
capabilities)

e Does it come with a specialised analysis software?



Appendix 245

A.2.3.2 Step 2: Determine the Calibration Procedure

It is vital to calibrate the system to ensure the accuracy of the data collected. This
calibration needs to occur with each participant. Calibration methods will depend
on the technology used, but it is recommended to use at least three-point calibration
and to ensure that tracking is calibrated on both the horizontal and vertical planes. In
addition, conducting validation procedures during and after each trial (i.e. checking
the calibration and/or running the calibration procedure again) can assist the analyst
to determine whether tracking has remained accurate throughout the trial.

A.2.3.3 Step 3: Pilot Test

The eye tracking system should be piloted tested with the experimental task to ensure
that accurate levels of tracking can be achieved during task performance.

A.2.3.4 Step 4: Recruit Participants

It is important to ensure that the participants recruited for the study do not have
attributes that will affect the accuracy of the eye tracking. For example, if using a
wearable system, these cannot generally be used by people who wear corrective spec-
tacles. Prospective participants should be asked if contact lenses can be worn instead.
In addition, with many systems, it is advisable to ask participants to avoid wearing
any eye make-up during participation as this may affect the accuracy of the system.

A.2.3.5 Step 5: Brief Participants

Before commencing the experiment, participants should be briefed about the eye
tracking system and how it operates. When using head-mounted systems, the sys-
tem should be securely fastened in place. With some systems, particularly those that
are heavy or cannot be tightly fastened, it may be necessary to advise participants
to avoid making unnecessary head movements following the calibration procedure
as this may change the position of the glasses in relation to the eyes and affect the
accuracy of tracking.

A.2.3.6 Step 6: Collect Data

At the commencement of each trial, the system should be calibrated. As mentioned
previously, it is advisable to then verify the calibration at the end of each trial. Given
the size of the data files produced, at the end of each experimental session it is rec-
ommended that the files be transferred onto an external, secure data storage device
to ensure that adequate space remains on the recording device or computer for sub-
sequent participant recordings.

A.2.3.7 Step 7: Analyse Data

Many eye tracking systems will have software packages that assist to analyse the data
collected. The types of events that are typically of most interest to human factors
researchers are fixations (i.e. periods where gaze position is fixed in a location,
e.g. for 50 ms or longer) and saccades (i.e. individual eye movements from one
fixation location to another). Depending on the aims and objectives of the research,
analysis might focus on items of fixation, areas of fixation (e.g. for an on-road driving
study, the scene might be divided into centre road ahead, off-road areas, mirrors and
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in-vehicle areas — see, e.g., Young et al. [2015]) and duration of fixations. Saccades can
be analysed to gain an understanding of the patterns of eye movements across a scene.

Further information about the use of eye tracking in research can be found in the
work of Holmgvist et al. (2011).

A.2.4 VErBAL PROTOCOL ANALYSIS

A.2.4.1 Step 1: Define the Scenario under Analysis

Firstly, the scenario to be analysed should be determined. The scenario should relate
to the aims and objectives of the research and generally involves the participant
interacting with the product or system of interest. In addition, a comparative analysis
can be undertaken by exploring the task undertaken with different products or sys-
tems or in different contexts. For example, in the on-road study conducted by Salmon
et al. (2014a), participants provided verbal protocols while undertaking the task of
negotiating different types of driving environments (e.g. intersections, arterial roads,
roundabouts and shopping strips).

A.2.4.2 Step 2: Instruct/Train the Participant

Once the scenario is determined, the participant should be trained used pre-prepared
materials that provide information about what is required of them during the study.
Box A.1 provides an example of text that could be used in an on-road study to under-
stand driver situation awareness.

BOX A.1 EXAMPLE PARTICIPANT TRAINING INSTRUCTIONS
FOR PROVIDING CONCURRENT VERBAL PROTOCOLS

We are going to use a technique known as concurrent verbal protocol analysis
to gather information regarding your situation awareness (i.e. understanding
of what is going on) during the drive. This involves you ‘thinking aloud’ as
you drive the vehicle around the route. It is important that you verbalise what
you are thinking/doing mentally as you drive and not what you are physically
doing. We are looking for a description of the content of your thinking and
awareness while driving the route, so we want you to verbalise when you are
thinking about the driving task, other road users (other traffic, pedestrians),
the road environment, road infrastructure, and so on, and how it all relates to
what you are doing or are about to do. It is important that verbalisations are
concerned with the content or outcomes of thinking.
So, we are looking for descriptions like the following:

e [ am trying to work out if the car to the left of me is going to move
into my lane.
e I am checking the traffic lights/speed limit sign.
e [ think that this traffic light is about to turn red so I am speeding up
a little.
(Continued)
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BOX A.1 (Continued) EXAMPLE PARTICIPANT
TRAINING INSTRUCTIONS FOR PROVIDING
CONCURRENT VERBAL PROTOCOLS

e I can see that the car ahead is indicating so I know that they are about
to slow down and turn left.

e The car in front is slowing down so I need to brake.

* I do not know what the current speed limit is, so [ am guessing based
on the road that it is 60 km/h.

e [ just noticed the pedestrian up ahead on the left so I am keeping an
eye on him/her as I think he/she is about to cross the road.

Examples of things that we do not want you to verbalise include the following:

e The steering wheel is a little hard to turn.
e [ am pressing the accelerator down here.
e [ wonder what I will have for dinner.

It is important that you verbalise or think aloud continuously as you drive the route.

A short demonstration given by researcher or using a pre-recorded video of
another person performing a concurrent verbal protocol should be used to help par-
ticipants understand what is required. However, the example should not involve an
identical scenario to the one being studied, to avoid participants simply repeating
the example verbalisations. A practice run may also be undertaken, with feedback
given by the researcher. Alternatively, a desktop driving simulator can be used for
participants to practice providing concurrent verbal protocols. The researcher should
observe and provide feedback as required.

A.2.4.3 Step 3: Begin the Scenario and Record the Data

The participant should begin to perform the scenario under analysis. The whole
scenario should be audio recorded by the researcher. Ideally, a video recording
should also be taken to understand the context under which the participant was
performing.

A.2.4.4 Step 4: Transcription

Once collected, the data should be transcribed verbatim. The transcription sheet
should be designed based on the analysis aims and requirements. A spreadsheet
or Microsoft Word is often used so that the transcript can include timestamps and
participant verbalisations, and may also include the important contextual features
relating to the interaction. This aspect of verbal protocol analysis can be time con-
suming and laborious but is important for the rigour of the process.
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A.2.4.5 Step 5: Code Verbalisations

The written transcript should then be categorised or coded. Depending upon the
requirements of the analysis, the data may be coded into one of the following five
categories: words, word senses, phrases, sentences or themes. The coding scheme
chosen should be based upon the aims of the research being undertaken. Walker
(2005) suggests that this should involve attempting to ground the coding scheme
according to some established theory or approach, such as mental workload or situ-
ation awareness. The analyst should also develop a set of written instructions for
the coding scheme. These instructions should be strictly adhered to and constantly
referred to during the coding process (Walker 2005). Various computer software
packages are available to aid the analyst with this process, such as NVivo, General
Inquirer, TextQuest and Wordstation. In addition, automated software packages such
as Leximancer can be used, which use algorithms to sort the data and represent the
relationships between the concepts arising within the transcripts.

A.2.4.6 Step 6: Devise Other Data Columns

Once the coding is complete, the analyst should devise any ‘other’ data columns.
This allows the analyst to note any mitigating circumstances that may have affected
the verbal transcript.

A.2.4.7 Step 7: Establish Inter- and Intra-Rater Reliability

Reliability of the coding scheme needs to be established (Walker 2005) through
testing its reproducibility. That is, do independent raters achieve the same results
given the same data being analysed? If reasonable levels of reliability (e.g. at least
85%-90% agreement between raters) are not achieved, the scheme may need to be
modified to ensure that categories are well defined and are mutually exclusive, or the
training of raters may need to be improved.

A.2.4.8 Step 8: Perform Pilot Analysis

The protocol analysis procedure should now be tested within the context of a small
pilot study. This will demonstrate whether the verbal data collected is useful, whether
the coding system works and whether inter- and intra-rater reliability are satisfac-
tory. Any problems highlighted through the pilot study should be refined before the
analyst applies the scheme to a full dataset.

A.2.4.9 Step 9: Analyse Structure of Verbal Protocol Data

The results from verbal protocol analysis are usually presented as frequencies of
occurrence for each category of the coding scheme. For a more sophisticated anal-
ysis, the data can be analysed contingent upon events that have been noted in the
‘Other data’ column(s) of the worksheet, or in the light of other data that have been
simultaneously collected (Walker 2005).

For further information about verbal protocol analysis, see Stanton et al. (2013).
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A.2.5 CoGNITIVE TASK ANALYSIS INTERVIEWS WITH THE CRITICAL
DecisioN METHOD

A.2.5.1 Step 1: Prepare for Interview

When conducting a Critical Decision Method (CDM) interview, it is recommended
that two researchers be present to ensure that all relevant information can be cap-
tured (Klein and Armstrong 2005). The interview should be recorded using a video
recording device or an audio recording device enabling the content to be transcribed
for analysis.

A.2.5.2 Step 2: Select Participants

CDM involves interviewing participants about the cognitive processes they used to
make a decision during an incident or situation of relevance to the research ques-
tions. It normally focusses on non-routine incidents, such as emergency scenarios, or
highly challenging incidents. However, it can also be used for routine situations; in
these cases, it is recommended that the interviews be conducted immediately after the
routine event, to ensure that participants are genuinely recalling the event in question
and not describing an idealised or stereotypical event. The types of participants to be
recruited should be identified based upon the likelihood of their experience with mak-
ing decisions related to the topic of interest. Considerations should also be given to
recruiting different samples of participants, to enable comparisons such as between
experts and novices.

A.2.5.3 Step 3: Select the Incident to Be Analysed

If the type of situation is not already pre-defined (as it might be where CDM is
used in combination with an on-road study), the interview begins with asking
the interviewee to think of recent high-risk or challenging situations. These are
discussed briefly to enable the researcher to determine which is likely to be of
most benefit in relation to the research question(s). This situation is then selected
for further discussion. The interviewee involved in the CDM analysis should be
the primary decision-maker in the chosen situation, and it should have occurred
recently enough for the interviewee to remember the details of their decision-
making process.

A.2.5.4 Step 4: Gather and Record Account of the Situation

Next the interviewee should be asked to provide a more detailed description of the
situation in question, from the beginning (i.e. hearing an alarm sounding) to the end
(i.e. when the incident was classed as ‘under control’).

A.2.5.5 Step 5: Construct Timeline

The next step in the CDM process is to construct an accurate timeline of the situation
under analysis. The aim of this is to give the researcher a clear picture of the incident
and its associated events, including when each event occurred and the duration of events.
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According to Klein et al. (1989), the events included in the timeline should encompass
any physical events, such as alarms sounding, and also ‘mental’ events, such as the
thoughts and perceptions of the interviewee during the situation. The construction of the
timeline serves to increase the researcher’s knowledge and awareness of the situation
while simultaneously focussing the interviewee’s attention on each event that occurred.

For instances where the researcher is present for the event in question (e.g. if the
CDM is being conducted as part of an on-road study), this aim is less crucial but can
still be useful to establish the interviewee’s recollection of the event.

A.2.5.6 Step 6: Identify Decision Points

While constructing the timeline, the researcher should select specific decisions of
interest for further analysis. Each selected decision is then probed or analysed in
detail. In particular, decision points where other courses of action were available
should be probed further (Klein et al. 1989).

A.2.5.7 Step 7: Probe the Selected Decision Points

Each decision point selected in step 6 is analysed further using a set of specific
probes. The probes used are dependent upon the aims of the analysis and the domain
in which the incident is embedded. Klein et al. (1989) summarise the probes that
were used in early applications of CDM. A set of revised CDM probes was developed
by O’Hare et al. (2000). These include probes relating to goal specification, cue iden-
tification, expectancy, conceptual models, the influence of uncertainty, information
integration, situation awareness, situation assessment, options, decision blocking,
basis of choice and analogy/generalisation.

A.2.5.8 Step 8: Analyse CDM Data

Transcriptions of the interview recordings can be subject to content analysis to iden-
tify emergent themes relating to decision-making for the situations of interest (Wong
2004). Data can also be coded according to theoretically consistent frameworks,
such as Klein’s (1993) recognition-primed decision model. Alternatively, data can be
subject to automated analysis using software such as Leximancer. Importantly, the
data can be used to populate systems analysis models such as situation awareness
networks or decision ladders from CWA.

For further information about CDM, see Klein et al. (1989) and Stanton et al. (2013).

A.2.6  AssesSING WORKLOAD wiTH THE NASA Task LoaDp INDEx (NASA-TLX)

A.2.6.1 Step 1: Define the Tasks to Be Assessed

The selection of tasks for the workload assessment will depend upon the overall aims
and objectives of the research. It will often be too time consuming to assess all pos-
sible tasks relating to a system; therefore, a selection should be made that is either
most representative or most important to consider.

Conducting a Hierarchical Task Analysis (HTA see Section A.4.2) may assist to
identify those tasks that are most important to assess. For example, if considering
the potential effect of a novel in-vehicle assistive device on driving, an HTA of the
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driving task may assist to identify high-risk tasks that should be assessed. These
tasks might include specific components of a typical driving route such as negotiat-
ing different types of intersections (signalised, unsignalised, roundabouts, rail level
crossings), lane keeping and lane changing.

A.2.6.2 Step 2: Select and Recruit Participants

Next, it is necessary to determine if particular types of participants are required to
conduct the analysis, based on the aims and objectives of the research. For example,
the research may be focussed on differences in the level of workload experienced by
novice and experienced drivers or young and elderly drivers. If so, the type of par-
ticipants and appropriate parameters (i.e. age or licensing status) should be defined.
Recruitment should then focus on only participants who match the criteria.

A.2.6.3 Step 3: Brief Participants
Before performing the task under analysis, participants should be briefed on the task
to be undertaken and on the NASA-TLX procedure.

The NASA-TLX scale is composed of six sub-scales: Mental Demands,
Physical Demands, Temporal Demands, Performance, Effort and Frustration.
Participants rate each item on a scale from ‘very low’ to ‘very high’, or ‘good’
to ‘poor’ for the performance sub-scale (see Figure A.1 for an example proforma
for the NASA-TLX).”

Data collection
methods for
understanding
human performance

Systems-focussed
analysis methods

Observation
Vehicle measures
Eyetracking
Verbal protocol ~
analysis .
e Cognitive task

Network analysis
for understanding
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Systematic human
error reduction &

Scenarios & stories

e Workload awareness
- . . Personas
e Usability Hierarchical task o
; Inspiration cards
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Metaphors &

prediction X
methods for — analogies
understanding Cognitive work
system performance analysis

FIGURE A.1

Document review
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Input from
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Example proforma for the NASA-TLX.
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A.2.6.4 Step 4: Performance of the Task

Participants perform the task(s) of interest. The NASA-TLX can be administered during
task performance (e.g. during low workload periods of the task) or once the task is com-
plete. It is generally recommended to administer the scale post-trial to avoid affecting
the primary task performance. However, this should occur immediately post-trial so that
intervening activities do not affect participants’ memory of task performance.

A.2.6.5 Step 5: Administration of the Scale

Participants are presented with the scale and are asked to provide a rating between 1
and 20 for each sub-scale. Administration can be done using a pencil and paper form
or using a computerised version of the scale.

A.2.6.6 Step 6: Weighting Procedure

A weighting procedure is available as part of NASA-TLX administration but is not
always used. Here, participants are presented with 15 pairwise comparisons of the
six sub-scale factors (Mental Demands, Physical Demands, Temporal Demands,
Performance, Effort and Frustration) and are asked to select the factor from each
pair that contributed most to the workload for the task. The experimenter then tal-
lies the number of times each factor was selected by the participant in the pairwise
comparisons, and this becomes the weighting for each.

A.2.6.7 Step 7: Score Calculation
If the weighting procedure is not used, the scores for the sub-scales can be used as a
raw task load index for each sub-scale for further analysis.

If the weighting procedure is used, the sub-scale scores are each multiplied by
the weightings calculated from the pairwise comparisons. The sum of the weighted
ratings for each task is then divided by 15 to obtain the overall weighted workload
score for that participant.

A.2.7 UsaBILITY ASSESSMENT USING THE SYSTEM USABILITY SCALE

A.2.7.1 Step 1: Define the Tasks to Be Assessed
The first step in using the System Usability Scale (SUS, Brooke 1996) is to determine
the key tasks that will be assessed for usability, given that it is generally not feasible
to assess all tasks. As with the NASA-TLX, an HTA can assist to identify the tasks
most relevant to the aims and objectives of the study.

A.2.7.2 Step 2: Select and Recruit Participants

Next, it is necessary to determine if particular types of participants are required to
conduct the analysis. For example, the research may be focussed on differences in
the level of usability perceived by different end users. If so, the type of participants
and appropriate parameters should be defined. Recruitment should then focus on
only participants who match the criteria.

A.2.7.3 Step 3: Brief Participants

Before performing the task under analysis, participants should be briefed on the task
to be undertaken and on the SUS procedure.
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A.2.7.4 Step 4: Performance of the Task

Participants use the product or device, or experience the environment of interest,
ensuring they complete all of the tasks defined in step 21.

A.2.7.5 Step 5: Administration of the Scale

Following task performance, participants complete the SUS questionnaire, which
consists of 10 usability statements that are rated on a scale from 1 (strongly agree) to
5 (strongly disagree). The statements are as follows (Brooke 1996):

. I think that I would like to use this system frequently.

. I found the system unnecessarily complex.

. I thought the system was easy to use.

. I think that I would need the support of a technical person to be able to use
this system.

. I found the various functions in the system were well integrated.

. I thought there was too much inconsistency in this system.

. I'would image that most people would learn to use this system very quickly.

. I found the system very cumbersome to use.

. I felt very confident using the system.

. I needed to learn a lot of things before I could get going with this system.
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A.2.7.6 Step 6: Score Calculation

The SUS is scored by first calculating the score for each scale item. For positive
items (1, 3, 5, 7 and 9), the score contribution is the scale position minus 1. For nega-
tive items (2, 4, 6, 8 and 10), the contribution is 5 minus the scale position. The sum
of the scores is then multiplied by 2.5 to obtain an overall usability value between
0 and 100, with higher scores indicating greater usability.

A.3 DATA COLLECTION METHODS FOR UNDERSTANDING
SYSTEM PERFORMANCE

This section provides guidance for collecting data about system functioning that can
be used to input to system-focussed analysis methods.

A.3.1 DoOCUMENT REVIEW AND ANALYSIS

A.3.1.1 Step 1: Identify the Types of Documentation

Taking into account the aims and scope of the analysis, determine the types of docu-
mentation that will be of use to review. For example, when conducting a CWA of a
system, the types of documents that are often used include the following:

* Engineering specifications.

e Training materials.

e Standard operating procedures.
e Government policy documents.
e Incident and/or accident reports.
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Speaking to domain experts may also assist in identifying the relevant documents
that can inform the analysis.

A.3.1.2 Step 2: Source Documents

Documents may be publicly available and thus sourced through Internet searches.
However, other documents may only be available through domain experts, and thus,
cooperation with relevant stakeholder organisations is important to gain access to
such information.

A.3.1.3 Step 3: Analyse Documents

Documents should be analysed in a manner relevant to the broader research pro-
gramme. For example, if using document analysis to build an abstraction hierarchy
for CWA, the documents can be reviewed and key information coded (using a soft-
ware program such as NVivo), based on the level of the hierarchy to which they relate.

A.3.2 INPUT FROM SUBJECT-MATTER EXPERTS

A.3.2.1 Step 1: Identify the Relevant Subject-Matter Experts

The aims and scope of the research will assist to define which subject-matter experts
(SMES) should be included. Using a tool such as Rasmussen’s ActorMap (1997) can
assist to ensure that all necessary roles and organisations are represented. Although
it may not be possible to speak to SMEs from all stakeholder organisations, it is
recommended to recruit SMEs representing each level of the system.

A.3.2.2 Step 2: Recruit SMEs

Access to domain experts or SMEs can be difficult, especially when they hold opera-
tional roles (such as pilots or train drivers) where their time is scheduled according
to service delivery requirements. Therefore, the development of relationships with
stakeholder organisations is important to ensure the support of the research and access
to such resources.

A.3.2.3 Step 3: Develop Data Collection Plan

Data collection with SMEs could involve semi-structured interviews as well as other
methods such as CDM interviews or focus groups. Protocols should be developed
to ensure that questions asked are relevant to the overall research questions and the
wider analyses being conducted (e.g. HTA, CWA). Questions should be piloted prior
to use with SMEs to ensure that they are logical and will be easily understood by the
target participants.

Walkthroughs of a system can also be a valuable way of gaining familiarisation
with the system, with the SME providing information about how tasks are conducted
or how the overall system operates.

A.3.2.4 Step 4: Conduct Data Collection

Interviews can be conducted in person or by telephone/Skype if required. Interviews
should be audio recorded to enable later transcription and analysis.
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For activities such as walkthroughs, it is beneficial for multiple research team
members to attend to ensure that all relevant information can be captured through
note taking and to ensure that analysts gain familiarisation with the system.

A.3.2.5 Step 5: Data Analysis

As with document review, the data should be analysed based on the wider research
programme to which the SME data relates. Any recorded data should be transcribed
and should be coded according to the needs of the wider analysis.

A.4 SYSTEMS-FOCUSSED ANALYSIS METHODS

This section provides guidance for conducting systems-based analysis methods.

A.4.1 NETWORK ANALYSIS FOR UNDERSTANDING SITUATION AWARENESS

A.4.1.1 Step 1: Define the Scenario under Analysis

The first step in conducting network analysis to understand situation awareness is
to define the scenarios of interest, based on the overall aims of the research. These
scenarios will define the type of data that are collected through methods such as
verbal protocol analysis (see Section A.2.4) or cognitive task analysis interviews
(see Section A.2.5).

A.4.1.2 Step 2: Data Collection

Data to inform situation awareness networks can be gained from verbal protocol
analysis or CDM methods.

A.4.1.3 Step 3: Data Preparation

Participant recordings should be fully transcribed. Timestamps should be used when
transcribing verbal protocol data, and the transcript should be coded accorded to key
scenarios of interest and any other comparisons that the analyst intends to explore
(e.g. novice—expert participants).

A.4.1.4 Step 4: Network Construction

There are two methods for constructing the situation awareness networks: manual
network construction and automated network construction.

The manual network construction process involves a content analysis proce-
dure where the transcripts are reviewed to identify and code situation awareness
concepts (e.g. road sign, vehicle, speed, other road users, roadworks) and the
relationships between them (e.g. vehicle ‘has’ speed, worksite ‘has’ workers). For
example, from the sentence ‘I am checking the worksite for workers’, the concepts
‘worksite’, ‘workers’ and ‘checking” would be coded. In addition, relationships
between ‘checking’ and ‘worksite’, and ‘workers’, as well as a relationship between
‘worksite’ and ‘workers’, would be coded.

Although the manual situation awareness network construction process has
more rigour and can be more sensitive to differences across participants, it is highly
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resource intensive. A useful alternative when there are time and resource constraints
is the use of automated network construction tools such as Leximancer.

Leximancer uses text representations of natural language to interrogate verbal
transcripts and identify themes, concepts and the relationships between them. The
software does this by using algorithms linked to an in-built thesaurus and by focus-
sing on features within the verbal transcripts, such as word proximity, quantity and
salience. Initially, Leximancer looks for words that frequently appear in the text
and then uses a weighting procedure to classify frequently appearing words as con-
cepts. Once a list of concepts is identified, Leximancer determines how concepts
are related to one another by measuring the co-occurrence of concepts within the
text. Leximancer thus automates the content analysis procedure by processing ver-
bal transcript data through five stages: conversion of raw text data, concept iden-
tification, thesaurus learning, concept location and mapping of relationships. The
output is a network representing concepts derived from the verbal transcript and
the relationships between them reflected within the verbalisations. Although manual
construction of situation awareness networks is more sensitive to differences across
participants, the Leximancer tool is especially important to analyses of this kind
because it provides a less resource intensive, reliable and repeatable process for con-
structing situation awareness networks and removes analyst subjectivity during net-
work creation.

A.4.1.5 Step 5: Network Analysis

Once networks are generated for the situations of interest, they can be analysed to
understand their structure. Typically, a range of metrics are used to analyse situation
awareness networks. These can include network density, sociometric status, cohe-
sion, centrality and network diameter.

Analysis of data using network analysis metrics is normally supported through
network analysis software tools such as Agna. This involves importing the network
data into Agna in the form of a matrix of the concepts (e.g. ‘car’, ‘traffic lights’,
‘pedestrian’, ‘speed’) and the relationships between them (e.g. ‘car’ was mentioned
with ‘speed’ seven times in the transcript, ‘car’ was mentioned with ‘pedestrian’
once). The network metrics are then calculated automatically by the software tool by
selecting the appropriate metrics.

Metrics that may have particular relevance include the following:

e Network density: This metric represents the level of interconnectivity of
the network in terms of relations between nodes. Density is expressed as a
value between 0 and 1, with O representing a network with no connections
between nodes and 1 representing a network in which every node is con-
nected to every other concept (Kakimoto et al. 2000).

e Sociometric status: This metric provides a measure of how ‘busy’ a node
is relative to the total number of nodes within the network under analysis
(Houghton et al. 2006). Nodes with sociometric status values greater than
the mean sociometric status value plus one standard deviation may be des-
ignated as ‘key’ (i.e. most connected) nodes.
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e Centrality: This metric is a metric of the standing of a node within a net-
work in terms of its distance from other nodes in the network (Houghton
et al. 2006). A central node is one that is relatively close to all other nodes in
the network in terms of connections; that is, an interaction with other nodes
in the network is achieved through the smallest number of connections.

A.4.2 HierARCHICAL TASK ANALYSIS

A.4.2.1 Step 1: Define the Task under Analysis

The first step in applying HTA (Annett and Stanton 1998, Kirwan and Ainsworth
1992, Shepherd 1989) is to clearly define the task(s) under analysis and the boundar-
ies surrounding the analysis.

A.4.2.2 Step 2: Data Collection

Once the task under analysis is clearly defined, specific data regarding the task should
be collected to inform the development of the HTA. Data should be collected regard-
ing the task steps involved, the technology used, interaction between humans, tech-
nology and team members. There are a number of ways to collect this data, including
observations, concurrent verbal protocols, structured or semi-structured interviews
(e.g. CDM) and questionnaires. The data collection approaches selected are depen-
dent upon the various constraints imposed, such as time and access constraints.

A.4.2.3 Step 3: Determine the Overall Goal of the Task

The overall task goal of the task under analysis should first be specified at the top
of the hierarchy (e.g. ‘Land Boeing 737 at New Orleans Airport using the auto-land
system’ or ‘make a cup of tea’).

A.4.2.4 Step 4: Determine Task Sub-Goals

The next step of the HTA is to break the overall goal down into four or five mean-
ingful sub-goals, which together make up the overall goal. For example, in an HTA
analysis of bus driving (Salmon et al. 2011), the overall goal of ‘operate bus’ was
broken down into the following sub-goals:

e Make pre-departure checks and adjustments.

¢ Drive bus.

e Deal with passengers.

e Maintain communications with TOC.

¢ Personal entertainment/communications/comfort tasks.

A.4.2.5 Step 5: Sub-Goal Decomposition

The sub-goals identified in step 4 should then be broken down into further sub-goals
and operations, according to the task. This process continues until an appropriate
sub-goal is reached. The bottom level of any branch in an HTA should always be an
operation. Whereas everything above an operation specifies goals, operations actu-
ally state what needs to be done. Thus, operations are the actions to be made by the
operator (whether human or technology).
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A.4.2.6 Step 6: Plans Analysis

Once all of the sub-goals have been fully described, the plans need to be deter-
mined. Plans describe the order in which sub-goals and operations are undertaken to
achieve the goals. A simple plan would say ‘Do 1, then 2, and then 3’. Once the plan
is completed, the operator returns to the super-ordinate level. Plans do not need to
be linear and can come in any form such as ‘Do 1, or 2 and 3’. Once the goals, sub-
goals, operations and plans are exhausted, a complete diagram made up of these four
aspects of the task makes up an HTA. If required, this can also be tabulated.
Further information about HTA can be found in the work of Stanton et al. (2013).

A.4.3  SysteMAaTiIC HUMAN ERROR REDUCTION AND PREDICTION APPROACH

A.4.3.1 Step 1: Conduct an HTA

The first step in applying the Systematic Human Error Reduction and Prediction
Approach (SHERPA; Embrey 1986) involves analysing the activity using HTA. As
described in Section A.4.2, HTA is based upon the notion that task performance can
be expressed in terms of a hierarchy of goals (what the operator or system is seek-
ing to achieve), operations (the activities executed to achieve the goals) and plans
(the sequence in which the operations are executed). The hierarchical structure of
the analysis enables the analyst to progressively re-describe the activity in greater
degrees of detail.

A.4.3.2 Step 2: Task Classification

Each operation from the bottom level of the HTA is taken in turn and is classified,
using the SHERPA behaviour taxonomy, into one of the following:

e Action (e.g. pressing a button, engaging a piece of equipment, opening a door).

¢ Retrieval (e.g. retrieving information from a display or manual).

e Checking (e.g. conducting a check for signage).

e Selection (e.g. choosing one alternative over another).

¢ Information communication (e.g. exchanging information through verbal or
non-verbal means).

A.4.3.3 Step 3: Human Error Identification

Once the task is classified, the analyst considers credible error modes associated
with that activity, using the error taxonomy provided in Table A.1. For example,
for tasks classified as actions, the action error modes A1-A10 are considered.
Here the analyst asks whether each of the error modes could conceivably occur
during the task in question. For each credible error, a description of the form
that the error would take is provided (e.g. driver fails to see rail level crossing
flashing lights).

A.4.3.4 Step 4: Consequence Analysis

Considering the consequence of each error on a system is an essential next step as
the consequence has implications for the criticality of the error. The analyst should
describe fully the consequences associated with the identified error. For example, the
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TABLE A.1

SHERPA Error Taxonomy (Embrey, 1986)
Activity Type Description
Action ¢ Operation too long/too short (A1)

¢ Operation mistimed (A2)

¢ Operation in wrong direction (A3)

¢ Operation too little/too much (A4)

¢ Misalign (AS)

¢ Right operation on wrong object (A6)

¢ Wrong operation on right object (A7)

¢ Operation omitted (AS8)

¢ Operation incomplete (A9)

* Wrong operation on wrong object (A10)
Checking ¢ Check omitted (C1)

¢ Check incomplete (C2)

¢ Right check on wrong object (C3)

¢ Wrong check on right object (C4)

¢ Check mistimed (C5)

¢ Wrong check on wrong object (C6)
Retrieval ¢ Information not obtained (R1)

¢ Wrong information obtained (R2)

¢ Information retrieval incomplete (R3)
Communication ¢ Information not communicated (I1)

¢ Wrong information communicated (I12)

¢ Information communication incomplete (I3)
Selection ¢ Selection omitted (S1)

¢ Wrong selection made (S2)

consequence of a driver not seeing the rail level crossing flashing lights is that the
driver may not understand that a train is approaching the rail level crossing.

A.4.3.5 Step 5: Recovery Analysis

Next, the analyst should determine the recovery potential of the identified error. If
the person making the error will realise immediately, then ‘immediate’ is entered.
If the recovery is not immediate, but there is a later task step at which the error could
be recovered, the task step number from the HTA is entered. If there is no recovery
step, then ‘None’ is entered.

A.4.3.6 Step 6: Ordinal Probability Analysis

Once the consequence and recovery potential have been identified, the analyst
rates the probability of the error occurring. An ordinal probability value is entered
as low, medium or high. If the error has never been known to occur, then a low (L)
probability is assigned. If the error has occurred on previous occasions, the
medium (M) probability is assigned. Finally, if the error occurs frequently,
a high (H) probability is assigned. This analysis often relies upon historical data
and/or input from SMEs.
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A.4.3.7 Step 7: Criticality Analysis

Criticality is assigned in a binary manner. If the error would lead to a serious inci-
dent, then it is classified as critical. Typically, a critical consequence would be one
that would lead to substantial human costs (e.g. injuries, fatalities), economic costs
(e.g. property damage, loss of operating capacity) or environmental damage (e.g.
irreversible environmental impacts).

A.4.3.8 Step 8: Identification of Remedial Measures

The final stage in the process is to propose error reduction strategies. These are
presented in the form of suggested changes to the work system that could have
prevented the error from occurring or reduced the consequences of the error. This
typically occurs through a structured brainstorming exercise where the analyst(s)
propose ways of improving system design through: reducing the likelihood of
the error occurring, enabling operators to identify when they have made an error,
enabling recovery from error, or mitigating the consequences of the error. Such
strategies might include changes to equipment, training, standard operating proce-
dures, organisational policy or culture.

Some remedies may be very costly to implement. Therefore, they need to be
assessed with regard to the consequences, criticality and probability of the error.

Further information about using SHERPA can be found in the work of Stanton
et al. (2013).

A.4.4 CocNITIVE WORK ANALYSIS

A.4.41 Step 1: Determine the Boundaries of the Analysis

The first step in a CWA is to clearly define the aims of the analysis and the boundaries
of the system under consideration to allow for an appropriate description of the system.

A.4.4.2 Step 2: Select Appropriate CWA Phases and Methods

Once the nature and desired outputs of the analysis are clearly defined, the anal-
ysis team carefully selects the most appropriate CWA phases and methods to be
employed during the analysis. For example, when using the framework for the design
of a novel interface, it may be that only the Work Domain Analysis (WDA) compo-
nent is required. In general, it is recommended that WDA be applied as a starting
point as it provides a holistic view of the system. Based on the selection of phases and
methods, steps 3—8 are conducted as appropriate.

It should be noted that it is beyond the scope of this book to fully describe the
CWA procedure. The following guidance is intended to act as a broad set of guide-
lines for each of the phases defined by the CWA framework. A more complete
description can be found in the work of Jenkins et al. (2009) or Vicente (1999).

A.4.4.3 Step 3: Conduct Work Domain Analysis

The initial phase within the CWA framework, WDA, provides a description of the
constraints that govern the purpose and the function of the systems under analy-
sis. The abstraction hierarchy (Rasmussen 1986, Vicente 1999) is used to provide a
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description of the domain that is independent of context and independent of actors.
The analysis, and the resultant set of diagrams, is not specific to any particular
technology; rather, they represent the entire domain. The top three levels of the
abstraction hierarchy identify the overall objectives of the domain, and what it can
achieve, whereas the bottom two levels concentrate on the physical components and
their affordances. Through a series of functional ‘means-ends’ links, it is possible
to analyse how individual components can have an impact on the overall domain
purpose. The abstraction hierarchy is constructed by considering the work system’s
objectives (top-down) and the work system’s capabilities (bottom-up). The diagram
is constructed based upon a range of data collection opportunities. The exact data
collection procedure is dependent on the domain in question and the availability of
data. In most cases, document analysis is used as a starting point. Document analy-
sis allows the analyst to gain a basic domain understanding, forming the basis for
semi-structured interviews with domain experts. Wherever possible, observation of
the activity in context is highly recommended.

The abstraction hierarchy consists of five levels of abstraction, ranging from the
most abstract level of purposes to the most concrete level of form (Vicente 1999).
The labels used for each of the levels of the hierarchy tend to differ, depending on
the aims of the analysis. The following are the generic labels for the hierarchical
levels.

e Functional purpose: The domain purpose(s), displayed at the very top of
the diagram, represents the reason why the work system exists. This pur-
pose is independent of any specific situation and is also independent of
time; the system purpose exists as long as the system does.

* Values and priority measures: This level captures the key values that can be
used to assess how well the work system is achieving its domain purpose(s).

e Generalised functions: The middle layer of the hierarchy identifies the
functions that are performed within the system for it to meet its purposes.

e Physical processes: This level identifies the physical process or ‘affor-
dances’ that each physical object provides. These are listed generically and
are independent of the domain purpose.

e Physical objects: The physical objects within the system are identified at
the base of the hierarchy. These objects represent the relevant objects from
all of the component technologies. This level of the diagram is independent
of purpose; however, analyst judgement is required to limit the object list
to a manageable size.

The structure of the abstraction hierarchy framework acts as a guide to acquiring the
knowledge necessary to understand the domain. The framework helps to direct the
search for deep knowledge about the system, providing structure to the document
analysis process, particularly for the domain novice. Although the output may ini-
tially appear overbearing, its value to the analysis cannot be overstated. The abstrac-
tion hierarchy defines the systemic constraints at the highest level.

The WDA can also be described using an abstraction decomposition space (ADS).
This is represented as a matrix which represents the levels of abstraction on the
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vertical dimension and the levels of decomposition across the horizontal dimension.
The decomposition hierarchy typically decomposes the system according to five
levels of resolution, ranging from the coarsest level of the overall system to the
finest level of component (Vicente 1999). According to Vicente (1999), each of
the five levels represents a different level of granularity with respect to the system in
question. Moving from left to right across the decomposition hierarchy is the equiv-
alent of zooming into the system, as each level across represents a more detailed
representation. The ADS also employs structural means-ends relationships in order
to link the different elements of the system within the ADS. This means that every
node in the ADS should be the end that is achieved by all of the nodes below it, and
also the means that can be used to achieve all of the nodes above it.

A.4.4.4 Step 4: Conduct Control Task
Analysis — Contextual Activity Template

To this point, the analysis does not deliberately consider the constraints that are
imposed by specific situations. A tool for considering such constraints is the contex-
tual activity template (Naikar et al. 2006). This tool plots the functions identified in
the abstraction hierarchy against a number of specific ‘situations’. At this stage, the
analysis remains independent of the actor. That is, the focus is on functions specified
generally, not on tasks performed by any individual actor (i.e. person or technologi-
cal actor). The first stage of the process is to define the situations. Situations can be
characterised by either time or location, or a combination of the two. In many cases,
it is appropriate to explore more than one set of situations using multiple contextual
activity template representations to meet a range of analytic goals.

Generally, the contextual activity template takes the generalised functions from
the abstraction hierarchy and adds information by describing the situational con-
straints on the achievement of these functions. Thus, the products provide a more
context-specific description of the domain.

A.4.4.5 Step 5: Conduct Control Task Analysis — Decision Ladders

Continuing with the theme of describing additional constraints, key function—
situation cells within the contextual activity template can be explored in terms
of decision-making. The decision ladder (Rasmussen et al. 1994) is the tool most
commonly used within CWA to describe the decision-making activity. Its focus is
on the entire decision-making activity rather than the moment of selection between
options. It is not specific to any single actor; instead, it represents the decision-
making process of the combined work system. In many cases, the decision-making
process may be collaborative, distributed between a range of human and technical
decision-makers.

The ladder contains two different types of nodes: rectangular boxes that represent
data-processing activities and circles that represent resultant states of knowledge.
The left side of the decision ladder represents the observation of the current system
state, whereas the right side represents the planning and execution of tasks and pro-
cedures to achieve a target system state. Novice users (to the situation) are expected
to follow the decision ladder in a linear fashion, whereas expert users are expected to
take ‘shortcuts’ through the ladder.
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Decision ladders can be populated based on CDM interviews or other semi-
structured interviews with SMEs. Decision ladder models can be used to identify
the information requirements for making a decision triggered by a number of
presupposed events. However, at this stage of the analysis, the relative importance
of these information elements is not considered.

A.4.4.6 Step 6: Conduct Strategies Analysis

Strategies Analysis addresses the constraints influencing the way in which an activity
can be conducted. In keeping with the remainder of the framework, it introduces an
additional level of detail to the analyses in the previous phases. The aim of a Strategies
Analysis is to describe the constraints that dictate how a system can be (rather than
how it should be or currently is) moved from one state to another. This phase of the
analysis can be particularly useful for exploring flexibility within a system (Jenkins
et al. 2009). Although information flow maps are typically used for the Strategies
Analysis component of CWA, other tools, such as the strategies analysis diagram
(Cornelissen et al. 2013), can also be applied. The strategies analysis diagram builds
on the abstraction hierarchy developed in the WDA phase and involves the addition
of two levels to the diagram: verbs and criteria. The verbs are used to specify how the
physical objects can be used. The criteria are then used to specify the circumstances
under which different strategies might be chosen.

A.4.4.7 Step 7: Conduct Social Organisation and Cooperation Analysis

The Social Organisation and Cooperation Analysis phase of CWA involves identi-
fying how activities and strategies can be distributed between actors (human and
technological) within the system. This phase of CWA reuses the outputs such as the
ADS, decision ladders and information flow maps developed during the preceding
phases. It involves mapping onto these previous phases which actors are currently
involved in contributing to functions, decisions or strategies, and it can be used to
explore how task allocation could be changed.

A.4.4.8 Step 8: Conduct Worker Competencies Analysis

The final stage of a CWA involves identifying the cognitive skills required for
task performance. Worker Competencies Analysis uses Rasmussen’s (1983) skills,
rules and knowledge framework to classify the cognitive activities employed by
agents during control task performance. The skills, rules and knowledge taxonomy
(Rasmussen 1983) enables the analyst to map, for each critical strategy, how the
system supports each level of information processing.

In the skills, rules and knowledge model, skill-based behaviour is associated with
sensory motor performance that occurs in skilled activity without conscious control
being required. Rule-based behaviour refers to the application of stored rules, based
on the past experience, to determine behaviour. Finally, knowledge-based behaviour
is engaged in unfamiliar situations where it is not possible to draw upon the past
experience and the actor must engage in reasoning to understand the situation and
select an appropriate course of action.

Further guidance for using the CWA framework can be found in the works of
Vicente (1999), Naikar (2013) and Jenkins et al. (2009).
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A.5 HUMAN FACTORS DESIGN METHODS

This section provides guidance for using a selection of key human factors design
methods. These methods can be used following the application of systems-based
analysis methods, such as CWA, as recommended by the CWA Design Toolkit
(CWA-DT) process (see Chapter 6 for more information about the CWA-DT).

A.5.1 SCENARIOS AND STORIES

A.5.1.1 Step 1: Identify the Key Themes for Communication

Following the analysis process, key themes or insights should be identified that are
important to communicate to design participants (e.g. users or stakeholders partici-
pating in a design process or other members of a design team). These insights can
be communicated using use scenarios (fictional descriptions of user interaction with
a system) or stories (documented real-life interactions with the system). Key themes
may relate to particular issues faced by participants (described in CWA-DT as ‘pain
points’), or they could reflect a series of typical system encounters. These design
tools can also provide a way for design participants to gain empathy with system
users.

A.5.1.2 Step 2: Develop Scenarios and/or Stories

Once the themes have been identified, the narratives should be developed. They may
range from short descriptions (e.g. one paragraph) to longer (e.g. one page). The
length will depend on the level of detail needed to communicate the key points and
issues, and to develop a sense of empathy with the user(s) involved in the scenario.

The content of scenarios can draw directly from the CWA outputs. For example, the
user goals represented in scenarios could be drawn from decision ladders, the artefacts
from the WDA, and contextual information from the situations in the contextual activ-
ity template. Further, if using the CWA-DT, insights documented regarding scenario
features should be incorporated where possible to ensure a strong link between the
analysis and the scenarios.

To promote the development of empathy with actors, it is recommended that
scenarios be only partially specified. For example, the scenario may describe the
situation of a user, including their personal attributes, the goal they are working
towards and how they interact with objects in the system. However, there may be
gaps left in the narrative prompting the participant to consider and describe how the
user feels at different points in the scenario (e.g. frustrated, pressured, delighted) and
what they have learned about the system through their interaction.

Stories, on the other hand, can be derived directly from data collection activ-
ities. For example, stories may be used to convey the details of an interaction
gathered during a CDM interview or other SME interaction. If using stories, it is
important to ensure that the case is de-identified to avoid breaching participant
confidentiality.

As an alternative to written narrative form, scenarios and stories could be docu-
mented in video form, or as storyboards. If using a narrative, consider whether pho-
tographs or other images could be used to enhance the realism of the description.
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A.5.1.3 Step 3: Present Scenarios/Stories to Design Participants

If using scenarios or stories in a workshop context, the following process is recom-
mended. Firstly, the scenario/story should be briefly introduced to participants, and
they should be given time to review the narrative. If the narratives are not fully
specified, participants are also asked to complete the gaps.

Then, participants can be asked to discuss the following types of topics in small
groups:

*  What values were represented in the scenario?

*  What goals were represented in the scenario?

*  What issues or problems were apparent in the scenario?
*  What opportunities were apparent in the scenario?

The process is repeated with subsequent narratives as required, based on the number
of key themes to be communicated.

A.5.1.4 Step 4: Document Design Ideas and Insights

At the conclusion of the exercise, groups should be asked to share design insights
that emerged from their discussions. These should be documented and may be used
in further design activities.

A.5.1.5 Step 5: Evaluate and Refine Design Ideas

Scenarios and stories can also be used to evaluate early design concepts to determine
how changes to a system might affect the user experience. This can identify potential
issues or refinements needed to ensure that changes do not introduce unintended
negative effects for users.

Further information about the use of scenarios and stories in design can be found
in the works of Carroll (2002) and Erickson (1995), respectively.

A.5.2 PERSONAS

A.5.2.1 Step 1: Identify Characters

Like scenarios and stories, personas can help design participants to gain a better under-
standing of system users and develop empathy for different types of users. The first
step in using personas is to identify which ‘characters’ will be used. It is advisable to
use some personas that represent typical system users and some that represent more
extreme users (as suggested by Djajadiningrat et al. 2000). In addition, characters may
not only represent system users but also other stakeholders such as maintainers or man-
agers. This assists to create designs that meet the needs of both users and businesses,
and ensures that considerations across the life cycle are incorporated into designs.

A.5.2.2 Step 2: Develop Personas

Once the type of characters has been determined, the personas can be developed.
These can be provided in written form or by other means such as video. The per-
sonas should provide personal information about the character and information
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relevant to their interactions with the system. For example, personas about drivers
might incorporate the following:

e Demographic characteristics such as age, gender and years of driving
experience.

* Main reason for travel such as commuting and recreation.

* Personal details such as employment type, area of residence (urban, rural)
and family commitments.

Personas might then provide information about the character’s perceptions of driv-
ing, such as what concerns or challenges them about driving or what they enjoy about
driving. An alternative method is to pose these as questions, for design participants
to complete based on the general information provided. Asking participants to com-
plete this information requires them to put themselves into the character’s shoes.
Alternatively, design participants might be asked to perform a role play as a charac-
ter who is undertaking a task relating to the design process. This provides another
means for participants to develop empathy with users and system stakeholders.

A.5.2.3 Step 3: Present Personas to Design Participants

If using personas in a workshop context, the following process is recommended.
Firstly, provide each persona to participants and enable them to review the narrative.
If questions are posed, provide time for participants to complete these individually.
Then participants should share their answers in small groups and discuss how their
perceptions of the characters might influence design.

Repeat with subsequent personas as required, based on the number of key themes
to be communicated.

A.5.2.4 Step 4: Document Design Ideas and Insights

At the conclusion of the exercise, groups should be asked to share design insights
that emerged from their discussions. These should be documented and may be used
in further design activities.

A.5.3 INsPIRATION CARDS

A.5.3.1 Step 1: Identify the Insights or Themes to Use with Cards

The first step in using inspiration cards in design is to assess the insights gained
from conducting systems-based analysis and identify leverage points, pain points
and other types of design opportunities. Select six to eight of these insights based on
their importance to address, or to explore, for improving system design.

A.5.3.2 Step 2: Prepare Inspiration Cards

Once the leverage points, pain points and other design opportunities have been iden-
tified, cards should be created to represent the selected insights. Cards should be
approximately palm sized to enable easy handling and sorting.

Next, sets of design inspiration cards should be reviewed and a range of cards
relevant to the design question should be selected for use. Design toolkits could
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include the Design with Intent Toolkit (Lockton et al. 2010), new technology cards
(Halskov and Dalsgard 2006) or sign cards (Brandt and Messerter 2004).

In the selection process, it is advisable to choose cards that align with the overall
design philosophy underpinning the research. For example, the Design with Intent Toolkit
includes design patterns under the ‘Machiavellian lens’, which focusses on meeting the
needs of system designers regardless of the needs of users. This lens includes ideas such
as functional obsolescence, whereby the card asks ‘Can you design things to become
technologically superseded (or even wear out) quickly, so people replace them?” These
types of design interventions may be contrary to sociotechnical systems theory philoso-
phies and so may not be appropriate for design processes applying this philosophy.

A.5.3.3 Step 3: Use of Cards

In a workshop setting, provide the insight cards and the design inspiration cards to
participants working in small groups. Ask participants to work by sorting through the
cards and exploring whether any of the insight cards can be matched with a design
card and, if so, to brainstorm potential design ideas based on the combination.

A.5.3.4 Step 4: Document Design Ideas and Insights

At the conclusion of the exercise, groups should be asked to share design insights
that emerged from their discussions. These should be documented and may be used
in further design activities.

A.5.4 Assumption Crushing

A.5.4.1 Step 1: Identify Assumptions

Assumptions include theories, beliefs or hypotheses underpinning the structure of the
system and the way things are currently done. They may not be consciously realised
but can unconsciously restrict the type of design ideas that are considered. Crushing
assumptions means to identify an alternative or opposite theory, belief or hypothesis
and brainstorm design ideas in line with this (Imber 2012). Assumptions uncovered
during the analysis process should be reviewed, or the CWA-DT prompt questions
(Read et al. 2016) can be used to review the analyses and identify assumptions. Once
assumptions are identified, two to three should be selected. Those selected should
generally be those that are most core to the underlying design of the current system.

A.5.4.2 Step 2: Crush Assumptions

Once the set of assumptions to be crushed has been identified, these are presented
to participants for consideration. Participants are asked to ‘crush’ the assumption by
individually brainstorming an alternative statement for the assumption. These alter-
native statements should be shared with the wider group, and then one alternative
statement should be selected for each assumption and participants asked to work in
small groups and brainstorm design ideas in line with that alternative statement.

A.5.4.3 Step 3: Document Design Ideas and Insights

At the conclusion of the exercise, groups should be asked to share design insights
that emerged from their discussions. These should be documented and may be used
in further design activities.
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A.5.5 METAPHORS AND ANALOGIES

A.5.5.1 Step 1: Identify Metaphors and/or Analogies

Metaphors and analogies provide a means of seeing things in a new way that can
prompt new ideas and innovation. The use of metaphors can also assist the translation
of conventions from one area to another, providing end users with a familiar model
to understand a new system. Metaphors or analogies uncovered during the analysis
process should be reviewed, or the CWA-DT prompt questions (Read et al. 2016) can
be used to review the analyses and identify potential metaphors for use in prompting
design ideas. Where a number of metaphors have been uncovered, it is advisable to
select a small number (e.g. two to three) based on those the analyst thinks will be most
fruitful in generating novel ideas (i.e. have a strong connection to the initial system,
yet are different enough to provoke new connections between the two subjects).

A.5.5.2 Step 2: Use of Metaphors

The selected metaphors and/or analogies are presented to participants who are asked
to discuss these and then to consider how the existing system could be changed to
be similar to the metaphor or analogy. One type of metaphor involves viewing the
domain of interest from the perspective of a different domain. For example, in work
on public transport ticketing systems (Read et al. 2015a), we identified the analogy of
airline ticketing and asked how features in that domain could be transferred across.
For example, frequent flyer points and online check-in options were considered to
determine if they might be useful in the public transport domain.

It is advisable to have participants consider the metaphors individually first, then
to work in small groups to share their ideas and build upon them.

A.5.5.3 Step 3: Document Design ldeas and Insights

At the conclusion of the exercise, groups should be asked to share design insights
that emerged from their discussions. These should be documented and may be used
in further design activities.

Further information about the use of metaphors and analogies in design can be
found in the work of Madsen (1994).
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