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Preface

this book provides a concise introduction to the economic theory of 
environmental policy and natural resource management. if you have used 
this book before, you may be asking yourself what is new in the second 
edition. in the 8 years since the publication of the first edition, although 
little has changed in economic theory with respect to environmental 
quality and environmental policy, readers urged us to revise the book for 
several reasons. First, faculty members using the book to teach undergrad-
uate environmental and resource economics encouraged us to strengthen 
the links between the material in the book and that covered in a typical 
introductory microeconomics course, mostly via changes in the language 
we used in discussing economic concepts. We’ve done this throughout the 
book. also at the recommendation of users, the descriptions of cost and 
benefit estimation in Chapter 2 have been revised and expanded, and the 
discussion of environmental taxation in Chapter 8 has been restructured.

research in the field of environmental economics moves quickly, and 
we’ve incorporated a good deal of important new knowledge created 
since the first edition. throughout the book, we have updated old ex-
amples and added many new examples of market-based environmental 
policy in action, primarily in the boxes that accompany the text but also 
in the text itself. in this vein, major updates were made to the cover-
age of deforestation in Chapter 7, the discussion of market-based instru-
ments and nonuniformly mixed pollutants in Chapter 9, and all sections 
in Chapter 10.

Finally, we were shocked at how quickly some of the popular culture 
references in the first edition (those to compact discs and napster, for 
example) became dated, so we’ve done our best to sound current, al-
though we admit that our children are now better sources for this kind 
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xvi preface

of information than we are. despite these many changes, this edition pre-
serves the basic structure of the original, with some small exceptions; for 
example, we have dropped the mathematical appendix on the economics 
of fishing from Chapter 7.

as in the first edition, our goal is to illuminate the role economic the-
ory—and more broadly economic thinking—can play in informing and 
improving environmental policy. to our minds, noneconomists tend to 
perceive economics rather narrowly, as being concerned only with money 
or with national indicators such as exchange rates and trade balances. in 
fact, economics has a much wider reach. it sheds light on individuals’ con-
sumption choices in the face of scarce resources, the interaction between 
firms and consumers in a market, the extent to which individuals are 
likely to contribute toward the common good or ignore it in the pursuit 
of their own self-interest, and the ways government policies and other 
institutions shape incentives for action (or lack thereof ). as we explain 
in the first chapter of the book, economics is central to understanding 
why environmental problems arise and how and why to address them. as 
concerned citizens as well as economists, we think it is vital for anyone 
interested in environmental policy to be conversant in the language of 
economics.

the approach we have taken here draws on our own experience teach-
ing environmental and natural resource economics to master’s students 
and undergraduates. it also draws on our experiences in the real world of 
environmental policy, in the public and nonprofit sectors. the emphasis 
is on intuition rather than algebra; we seek to convey the underlying 
concepts through words and graphs, presenting mathematical results only 
when necessary. We have also included a wealth of real-world examples, 
from the conservation of the California condor, to mitigation of global 
climate change, to using markets to manage fisheries in new Zealand 
and elsewhere.

the book was written with university students in mind, but its infor-
mal style and the importance of the subject make it suitable for a wide 
range of professionals or other concerned readers seeking an introduction 
to environmental economics. We have tried to make the language acces-
sible to someone without any prior knowledge of economics. at the same 
time, the treatment is comprehensive enough that even an economics 
major with little experience in environmental policy could learn a great 
deal from the book. the lack of mathematical notation does not reduce 
the rigor of the underlying analysis.
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in our teaching, we have noticed a gap between short articles on how 
economists think about the environment and textbooks filled with alge-
bra and detailed information on the history of U.s. federal environmental 
legislation. in addition, most textbooks on the subject of markets and the 
environment treat either the economics of pollution control or the eco-
nomics of natural resource management. at an introductory level there 
is little integration of these two “halves” of the discipline of environ-
mental and resource economics. this book aims to fill these gaps. it can 
be used as a primer for a core course in environmental studies, at either 
the undergraduate or master’s level. in that context, this book would be 
the sole economics text, used alongside several other books representing 
different perspectives on environmental studies from the social, natural, 
and physical sciences. the book is also well suited to a semester-long 
course in environmental or natural resource economics, either as a main 
text (supplemented with more mathematical lecture notes and problem 
sets) or as a complement to another, more detailed (but perhaps less in-
tuitive) textbook. Finally, the book could be used (as we ourselves have 
used the notes from which it grew) as an introduction to environmental 
economics in a course with a different focus. For example, a course on 
business strategy can use this book to explain the basic logic and prac-
tice of market-based policies to regulate pollution. similarly, a principles 
of microeconomics course could use this book to show how economic 
theory can be applied to real-world problems and illuminate the market 
failures aspect of the course.

at the end of the volume, readers will find a list of references, includ-
ing works cited in the text and other recommended readings of possible 
interest. We have also provided a set of study questions for each chapter, 
designed to be thought provoking and open-ended rather than simply 
reiterating the material.

We thank karen Fisher-vanden for providing thoughtful comments 
on the first edition and robert stavins, elizabeth Walker, and Louise 
Marshall for their extensive input on what to fix in the second. We are also 
grateful to the book’s many other users who have e-mailed us comments, 
suggestions, and corrections over the years. Please keep that information 
coming. our editors at island Press for both editions, todd Baldwin and 
emily davis, patiently moved us through the process of writing and revis-
ing the book. We thank our spouses, todd olmstead and Georgia Leven-
son keohane, for their support and encouragement. Finally, we both owe 
a great deal to robert stavins, whose passion for teaching environmental 
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economics and communicating its principles to policymakers—and un-
rivaled ability to do so—continues to inspire us.

nathaniel o. keohane  sheila M. olmstead
new York, new York  austin, texas



1
introduction

this book is a primer on the economics of the environment and natural 
resources. the title, Markets and the Environment, suggests one of our cen-
tral themes. an understanding of markets—why they work, when they 
fail, and what lessons they offer for the design of environmental policies 
and the management of natural resources—is central to an understanding 
of environmental issues. But even before we start thinking about how 
markets work, it is useful to begin with a more basic question: What is 
environmental economics?

Economics and the Environment

“environmental economics” may seem like a contradiction in terms. 
some people think that economics is just about money, that it is preoc-
cupied with profits and economic growth and has nothing to do with the 
effects of human activity on the planet. others view environmentalists as 
being naive about economic realities or “more concerned about animals 
than jobs.”

of course neither stereotype is true. indeed, not only is “the environ-
ment” not separate from “the economy,” but environmental problems can-
not be fully understood without understanding basic economic concepts. 
economics helps explain why firms and individuals make the decisions 
they do—why coal (despite generating significant local air pollution and 
carbon dioxide emissions) still generates almost 40 percent of electricity 
in the United states, or why some people drive large sport utility vehicles 
instead of Priuses. economics also helps predict how those same firms and 
individuals will respond to a new set of incentives—for example, what 
investments electric utilities will make in a carbon-constrained world and 

1Nathaniel O. Keohane and Sheila M. Olmstead, Markets and the Environment,
DOI 10.5822/ 978-1-61091-608-0_1, © 2016 Nathaniel O. Keohane and Sheila M. Olmstead.



2 markets and the environment

how high gas prices would have to rise before people stopped buying 
enormous cars.

at its core, economics is the study of the allocation of scarce resources. 
this central focus, as much as anything else, makes it eminently suited 
to analyzing environmental problems. Let’s take a concrete example. the 
Columbia and the snake rivers drain much of the U.s. Pacific north-
west, providing water for drinking, irrigation, transportation, and electric-
ity generation and supporting endangered salmon populations. all these 
activities—including salmon preservation—provide economic benefits to 
the extent that people value them.

if there is not enough water to meet all those needs, then we must 
trade off one good thing for another (less irrigation for more fish habitat, 
for example). how should we as a society balance these competing claims 
against each other? to what lengths should we go to protect the salmon? 
What other valued uses should we give up? We might reduce withdraw-
als of water for agricultural irrigation, remove one or more hydroelectric 
dams, or implement water conservation programs in urban areas. how do 
we assess these various options?

economics provides a framework for answering these questions. the 
basic approach is simple enough: Measure the costs and benefits of each 
possible policy, including a policy of doing nothing at all, and then choose 
the policy that generates the maximum net benefit to society as a whole 
(that is, benefits minus costs). this is easier to say than to do, but econom-
ics also provides tools for measuring costs and benefits. Finally, economic 
theory suggests how to design policies that harness market forces to work 
for rather than against environmental protection.

to illustrate how economic reasoning can help us understand and ad-
dress environmental problems, let’s take a look at perhaps the most press-
ing environmental issue today: global climate change.

Global Climate Change

there is overwhelming scientific consensus that human activity—pri-
marily the burning of fossil fuels and deforestation caused by agriculture 
and urbanization—is responsible for a sharp and continuing rise in the 
concentration of carbon dioxide (Co

2
) and other heat-trapping gases in 

the earth’s atmosphere. the most direct consequence is a rise in average 
global surface temperatures, which is why the phenomenon is known 
widely as global warming. (Globally averaged surface temperatures have 
already increased by 0.85°C, or about 1.5 degrees Fahrenheit, since the 
late nineteenth century.)1 But the consequences are much broader than 
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warming, which is why the broader term climate change is more apt. ex-
pected impacts (many of which are already measurable) include sea level 
rise from the melting of polar ice caps; regional changes in precipitation; 
the disappearance of glaciers from high mountain ranges; the deteriora-
tion of coastal reefs; increased frequency of extreme weather events such 
as droughts, floods, and major storms; species migration and extinction; 
and spatial shifts in the prevalence of disease. the worst-case scenarios 
include a reversal of the north atlantic thermohaline circulation, better 
known as the Gulf stream, which brings warm water northward from 
the tropics and makes england and the rest of northern europe habitable. 
although there has been much international discussion about the poten-
tial costs and benefits of taking steps to slow or reverse this process, little 
progress has been achieved.

What are the causes of climate change? a natural scientist might point 
to the complex dynamics of the earth’s atmosphere—how Co

2
 accumu-

lating in the atmosphere traps heat (the famous greenhouse effect) or how 
Co

2
 gets absorbed by ocean and forest sinks. From an economic point of 

view, the roots lie in the incentives facing individuals, firms, and govern-
ments. each time we drive a car, turn on a light, or use a computer, we 
are indirectly increasing carbon emissions and thereby contributing to 
global climate change. in doing so, we impose a small cost on the earth’s 
population. however, these costs are invisible to the people responsible. 
You do not pay for the carbon you emit. nor, indeed, does the company 
that provides your electricity (at least if you live in most of the United 
states) or the company that made your car. the result is that we all put 
Co

2
 into the atmosphere, because we have no reason not to. it costs us 

nothing, and we receive significant individual benefits from the energy 
services that generate carbon emissions.

economics stresses the importance of incentives in shaping people’s 
behavior. Without incentives to pay for the true costs of their actions, few 
people (or firms) will voluntarily do so. You might think at first that this is 
because the “free market” has prevailed. in fact, that gets it almost exactly 
backward. very often, as we shall see in this book, the problem is not that 
markets are so pervasive but that they are not pervasive enough—that is, 
they are incomplete. there is simply no market for clean air or a stable 
global climate. if there were, then firms and individuals who contributed 
to climate stabilization (by reducing their own carbon emissions or off-
setting them) would be rewarded for doing so, just as firms that produce 
automobiles earn revenue from selling cars. this is a key insight from 
economics: Many environmental problems would be alleviated if proper 
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markets existed. Because those markets usually don’t arise by themselves 
(for reasons we shall discuss later on in the book), governments have a 
crucial role in setting them up—or in creating price signals that mimic 
the incentives a market would provide.

if this is such a problem, you may have asked yourself, why haven’t the 
world’s countries come together and designed a policy to solve it? after 
all, the consequences of significant climate change may be dire, especially 
for low-lying coastal areas and countries in which predicted changes in 
temperature and precipitation will marginalize much existing agricultural 
land. if you have been following the development of this issue in the 
global media, and you know of the difficulty experienced by the interna-
tional community in coming to agreement over the appropriate measures 
to take in combating climate change, it will not be terribly surprising 
that economics predicts that this is a difficult problem to solve. Carbon 
emission abatement is what economists would call a global public good: ev-
eryone benefits from its provision, whether they have contributed or not. 
if a coalition of countries bands together to achieve a carbon emission 
abatement goal, all countries (including nonmembers of the coalition) 
will benefit from their efforts. so how can countries be induced to pay 
for it if they will receive the benefit either way? this is a thorny problem 
to which we will return in later chapters.

as a starting point, we must understand just what the benefits of car-
bon emission abatement are. they may be obvious to you. Put simply, 
slowing climate change can help us avert damages. For example, rising 
seas may inundate many coastal areas. if it is possible to slow or reverse 
this process, we might avoid damages including the depletion of coastal 
wetlands, the destruction of cultural artifacts, and the displacement of hu-
man populations. Warming in arctic regions may lead to the extinction 
of the polar bear and other species; the benefits from slowing or reversing 
climate change would include the prevention of this loss. Climate change 
may exacerbate local pollution (such as ground-level ozone) and boost 
the spread of disease (such as malaria in the tropics and West nile virus 
in north america); we would want to measure the benefits from avoid-
ing those damages as well. Policies to mitigate climate change may also 
bring “co-benefits,” as when a shift away from burning fossil fuels results 
in lower levels of local and regional air pollution from sulfur dioxide or 
particulate matter.

all these benefits (even the intangible ones such as species preserva-
tion) have economic value. in economic terms, their value corresponds 
to what people would be willing to pay to secure them. Measuring this 
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value is easy when the losses are reflected in market prices, such as dam-
ages to commercial property or changes in agricultural production. But 
economists also have developed ways to measure the benefits of natural 
resources and environmental amenities that are not traded in markets, 
such as the improvements in human health and quality of life from cleaner 
air, the ecosystem services provided by wetlands, or the existence value 
of wilderness.

the economic cost of combating global climate change, meanwhile, is 
the sum of what must be sacrificed to achieve these benefits. economic  
costs include not just out-of-pocket costs but also (and more importantly) 
the forgone benefits from using resources to slow or reverse climate change 
rather than for other objectives. Costs are incurred by burning cleaner 
but more expensive fuels or investing in pollution abatement equipment; 
by changing individual behavior, say by turning down the heat or air 
conditioning; by sequestering carbon in forests, oceans, depleted oil res-
ervoirs, and other sinks; and by adapting to changing climatic conditions, 
for example by switching crops or constructing seawalls. Costs arise from 
directing government funds for research and development into climate-
related projects rather than other pursuits. and of course the implemen-
tation, administration, monitoring, and enforcement of climate policy 
incurs some costs, as with almost any public policy.

sound public policy decisions require an awareness of these costs and 
benefits and some ability to compare them in a coherent and consistent 
fashion. economics provides a framework for doing so. in practice, as you 
will see through the theory and examples in this book, implementing the 
framework requires taking account of a number of other wrinkles. For 
example, we must worry about how to weigh near-term costs against 
benefits that accrue much later.

rigorous consideration of economic benefits and costs can help answer 
the questions, “how much should we reduce greenhouse gas emissions 
in order to limit future climate change? how stringent should policies to 
address climate change be?” economics can also shed light on a distinct 
but equally important question: “How should those policies be designed?”

For example, under the Copenhagen accord, signed in 2009, the 
United states committed to reduce greenhouse gas emissions by 17 per-
cent below 2005 levels. although a large number of economic analyses 
informed the debate about this target, it was ultimately the result of politi-
cal decisions rather than any explicit calculation of economic efficiency. 
even so, economics can help inform the design of policies to meet the 
target. emissions can be reduced in myriad ways: by requiring polluters 
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to install and operate specific abatement technologies or to meet specific 
standards of performance at their facilities, by mandating tough energy 
efficiency standards for consumer appliances and tightening fuel economy 
requirements for vehicles, by levying a tax on greenhouse gas emissions, or 
by capping emissions and allowing emitters to trade allowances under that 
cap. (and that is hardly an exhaustive list!) as we will discuss at length in 
this book, especially in Chapters 8 through 10, both economic theory and 
experience provide compelling arguments for market-based policies, such 
as emission taxes and cap-and-trade policies, that harness market forces 
to achieve regulatory goals at less overall cost than traditional approaches.

in sum, economics offers quite a different approach than other disci-
plines to the problem of global climate change—and to a range of other 
environmental issues we will explore in this book. You will find that the 
economic approach sometimes arrives at answers that are compatible 
with other approaches and sometimes at answers that conflict with those 
approaches. regardless of such agreement or disagreement, economics 
provides a set of tools and a way of thinking that anyone with a serious 
interest in understanding and addressing environmental problems should 
be familiar with.

Organization and Content of This Book

this book provides an introduction to the application of economic rea-
soning to environmental issues and policies. in each chapter, we draw 
heavily on a range of real-world examples to illustrate our points.

Chapter 2 begins by asking, “Why compare benefits and costs?” here 
we introduce the central concept of economic efficiency, meaning the 
maximization of the net benefits of a policy to society. We illustrate the 
key points by discussing the abatement of sulfur dioxide at U.s. power 
plants, and many other examples. We introduce the key concepts of mar-
ginal costs and benefits, showing how they relate to total costs and ben-
efits and how they inform the analysis of efficiency. We also extend the 
concept of efficiency to the dynamic context, in which policies are de-
fined by streams of benefits and costs occurring over time. in doing so, we 
introduce the concept of discounting, the process by which economists 
convert values in the future to values today, and explain its usefulness in 
a dynamic setting.

Chapter 3 follows up on the same themes. We discuss at length how 
economists define and measure the costs and benefits of environmental 
protection. We then consider how benefit–cost analysis has been used to 
evaluate policies in the real world. Finally, we explore the philosophical 
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justification for benefit–cost analysis and consider some of the most fre-
quent criticisms lodged against its use. in particular, benefit–cost analysis 
focuses on the net benefits from a policy rather than its distributional 
consequences. Partly for this reason, economists do not advocate using 
a simple cost–benefit test as the sole criterion for policy decisions. al-
though it is a valuable source of information, benefit–cost analysis is just 
one of a number of tools to use in assessing policies or setting goals.

We then turn our attention more explicitly to markets: how they func-
tion, what they do well and what they do poorly, and how they can be 
designed to achieve desirable outcomes. We begin Chapter 4 with a key 
insight from economics: Under certain conditions, competitive markets 
achieve efficient outcomes. that is, they maximize the net benefits to 
society from the production and allocation of goods and services. this is 
a powerful result, and it helps explain the wide appeal of markets. it also 
aids understanding of the root causes of environmental problems: to an 
economist, they stem from well-defined failures in how unregulated mar-
kets incorporate environmental amenities. Moreover, it lays the ground-
work for designing policies that rely on market principles to promote 
environmental protection.

the notion of “market failure” is the focus of Chapter 5. We discuss 
three ways of framing the types of market failure most common in the 
environmental realm: externalities, public goods, and the tragedy of the 
commons. in each case we offer a range of motivating examples. We then 
unify the discussion by showing how each of the three descriptions of 
market failure captures the same underlying divergence between indi-
vidual self-interest and the common good.

in Chapter 6, we apply the concept of dynamic efficiency to the prob-
lem of the optimal rate of extraction of a nonrenewable natural resource, 
such as petroleum. We define scarcity in economic terms, which leads 
naturally to the concept of rent, the extra economic value imparted by 
scarcity. We illustrate the underlying similarities between nonrenewable 
resources and other capital assets and emphasize the powerful market in-
centives that encourage private owners of nonrenewable resources to ac-
count for scarcity in their extraction decisions.

Chapter 7 applies the same reasoning to two renewable resources, for-
ests and fish. We develop bioeconomic models to demonstrate the efficient 
level of fishing effort and the efficient rotation period for a forest stand, 
both graphically and conceptually. in both cases, we include noncom-
mercial benefits in an economic approach to efficient use of the resource.

Chapter 8 discusses the design of policies to overcome market failures 
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in the provision of environmental amenities and the management of nat-
ural resources. We start by considering a central debate in economics: 
should the government intervene to solve market failures? after satisfy-
ing ourselves that the answer is yes, at least in many cases of real-world 
concern, we go on to review the various tools a government regulator has 
at her disposal, ranging from conventional command-and-control policies 
such as technology standards to market-based instruments such as taxes on 
pollution or resource use and tradable allowances. We discuss the intuition 
behind how these latter approaches can restore the efficient workings of 
the market. We close by contrasting the two market-based instruments, 
asking when prices or quantities are the preferable tool for governments 
to wield.

Chapter 9 continues our discussion of policy design but focuses more 
broadly on cases where efficiency may not be the objective. even so,  
market-based instruments have two strong advantages: they can (in the-
ory) achieve a desired level of environmental protection at the lowest total 
cost while spurring the development and diffusion of new technologies 
over the long run. We briefly consider a range of other factors relevant 
to the design of policy. Market-based instruments are not the solution to 
every problem, and we show when conventional command-and-control 
approaches are preferable even on strictly economic grounds. But the 
main conclusion is that market-based instruments are a crucial compo-
nent of the regulatory toolkit.

Chapter 10 reviews the real-world performance of market-based in-
struments in regulating pollution and managing natural resources. We 
consider three cases in careful detail: the market for sulfur dioxide (so

2
) 

emissions from power plants in the United states, the tradable individual 
fishing quota (iFQ) system for new Zealand’s fisheries, and municipal 
drought pricing of water resources in the United states. in each of these 
cases, we discuss the performance of the market-based approach, consider 
the implications for distributional equity, and assess the ease of monitor-
ing and enforcement. We go on to review a longer catalog of examples, 
each in less detail than the initial case studies. our aim is to equip readers 
to think broadly and creatively about the ways in which prices and mar-
kets can be injected into the regulatory process, aligning the incentives 
of firms and consumers with those of society in achieving environmental 
and resource management goals.

Chapter 11 addresses the links between economic growth and the 
natural environment—topics grouped under the heading of macroeconom-
ics, in contrast to the microeconomic reasoning (based on the behavior of 
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individuals and firms) that characterizes most of the book. We begin by 
reviewing the debate over the limits imposed on economic growth by 
natural resource scarcity, focusing on the critical importance of two often 
overlooked factors: substitutability and technological change. the same 
key issues arise in our discussion of sustainability in economic terms. We 
highlight the insights of economic definitions of sustainability for current 
natural resource management and environmental protection. We end with 
a discussion of green accounting, emphasizing the need to incorporate 
natural resource depletion and changes in environmental quality into tra-
ditional measures of economic growth.

in the concluding chapter, we reflect on the relative roles of firms, con-
sumers, and governments in the creation and mitigation of environmental 
and resource management problems. We then offer some final thoughts 
about the role of economic analysis as one of many important tools at the 
disposal of decision makers in environmental policy.

What We Hope Readers Will Take Away from  
This Book

if this is your first and last exposure to economics, and your interests lie 
in other areas of environmental studies, we offer three good reasons to 
use this text. First, many of the causes and consequences of environmental 
degradation and poor natural resource management are economic. that is, 
they arise from the failure of an unregulated market to give firms and in-
dividuals adequate incentives to promote environmental quality. second, 
so-called market-based approaches to environmental regulation and natu-
ral resource management are increasingly common at local, national, and 
global levels. Prominent examples include the cap-and-trade policies used 
to limit sulfur dioxide pollution from U.s. power plants between 1995 
and 2010, and Co

2
 emissions in europe, California, and elsewhere, and 

tradable fishing quotas to manage commercial fisheries. third, economic 
arguments play an important role in some environmental policy debates, 
such as management of public lands and the structure of international ap-
proaches to counter global climate change. Without an understanding of 
basic economic principles, it is difficult to formulate an economic argu-
ment—or to refute one.

thinking systematically about benefits, costs, and tradeoffs can improve 
your ability to tackle real-world environmental problems, even when it 
is not possible to estimate benefits and costs explicitly. the theory we in-
troduce and the applications we discuss are meant to demonstrate this. of 
course, our treatment of individual topics in this text is necessarily brief; 
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our intention is to give you just a basic grounding in the field. But we 
hope the information we do present will pique your interest and prompt 
you to explore environmental and resource economics in greater depth.

reading this book will not make you an economist. nonetheless, we 
hope to convince you that despite its reputation as a “dismal science,” 
economics can make vital contributions to the analysis of environmental 
problems and the design of possible solutions.



2
economic efficiency and 
environmental Protection

imagine that you are planning a spring break trip to the Bahamas, and you 
are choosing from among four vacation packages you have found on the 
web. the “Bahamas on a budget” trip, a 3-day affair staying in tent cabins, 
costs $200. suppose you would be willing to pay up to $550 for that trip 
but no more. in other words, you wouldn’t care if you paid $550 for the 
trip or spent the money on something else. the next step up is a trip that 
costs $500. this trip includes 4 days’ lodging in beachfront cabanas, and 
the setting is so beautiful that you would be willing to pay up to $900 
for it. an even pricier 5-day trip, with a few extras thrown in, would cost 
$850 and be worth $1,100 to you. Finally, a deluxe week-long package 
is available for $1,250, which on your student’s budget is just about the 
maximum you would be willing to pay for any vacation, although this 
package is so breathtaking, you might just be willing to pay that much 
for it.

Faced with these possibilities, which trip should you choose? at first 
glance, you might think that the deluxe trip is the best one to take; after 
all, you value it the most and are willing to pay the cost (even if only just 
barely). But in that scenario, you end up with zero net benefits. indeed, be-
cause we have defined your “willingness to pay” as the amount for which 
you would be indifferent between paying for the trip and staying home, 
going on (and paying for) the week-long trip would make you no better 
off than if you didn’t take a vacation at all. Choosing the deluxe trip on 
the grounds that you would be willing to pay the most for it amounts to 
ignoring the costs of the vacation completely.

instead of choosing the trip with the highest gross value to you, 

11Nathaniel O. Keohane and Sheila M. Olmstead, Markets and the Environment,
DOI 10.5822/ 978-1-61091-608-0_2, © 2016 Nathaniel O. Keohane and Sheila M. Olmstead.
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regardless of cost, you would be better off choosing the trip that gives 
you the greatest net benefit—that is, the difference between the benefit of 
taking the trip (measured by your willingness to pay) and the cost (mea-
sured by its price). on these grounds, the best option turns out to be the 
4-day $500 trip, which you value at $900, for a net benefit of $400. this 
is greater than the net benefit from the more expensive $850 trip: the 
added cost (+$350) outweighs the increase in value (+$200), so that net 
benefits decline to $250. the $500 trip is also better (from a net-benefit 
perspective) than the “budget” trip. although that trip is cheaper, it is also 
worth less to you, and the drop in value is greater than the cost savings.

so how does this resemble an environmental problem? Well, imagine 
that, instead of taking a trip to the Bahamas, you are evaluating the pos-
sibilities for reducing pollution in your community, and there are a num-
ber of different options and price tags. as in the case of the vacation, a 
reasonable criterion for making decisions is maximizing net benefits. the 
net benefits of controlling air pollution, for example, are the difference 
between the total benefits of cleaner air and the total costs of reducing 
emissions. Maximizing the net benefits of a policy corresponds to the 
notion of economic efficiency. and as we’ll see in Chapter 3, willingness 
to pay is indeed at the heart of how economists conceive of and measure 
the value of environmental protection and natural resources.

You may be surprised to learn that if we accept economic efficiency 
as a reasonable goal for society, then the optimal level of pollution will in 
general be greater than zero. the reason for this will become clear as we 
proceed, but it can be summed up as follows: although there would cer-
tainly be benefits from eliminating pollution completely, the costs would 
(in most cases) be much higher. We could get nearly the same benefit, at 
much lower cost, by tolerating some pollution.

Economic Efficiency

to an economist, answering the question “how much environmental 
protection should society choose?” is much like answering the question 
“Which vacation package is best?” in the simple example above (albeit 
on a much larger scale): it depends on comparing benefits and costs and 
finding where their difference is greatest.

this comparison between benefits and costs leads to a central con-
cept in economics: that of economic efficiency. to an economist, an efficient 
policy or outcome is one that achieves the greatest possible net benefits. 
You should note that efficiency has a precise meaning here, which differs 
somewhat from common usage. in other contexts, efficiency connotes a 
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minimum of wasted effort or energy. For example, the energy efficiency 
of a home appliance is the amount of electricity the appliance uses per 
unit of output—for example, the amount of electricity used by an air con-
ditioner to cool a room of a certain size. the less energy an appliance uses 
to produce a given outcome, the more energy-efficient it is. similarly, the 
efficiency of a generator in an electric power plant measures how much 
useful energy a turbine generates, relative to the energy content of the 
fuel burned to drive the turbine. in both of these examples, efficiency is a 
function only of inputs and processes. the goal (cooling a room of a given 
size or generating a certain amount of electricity) is taken as given, and 
efficiency measures how little energy is used to achieve it. in other words, 
energy efficiency does not relate benefits and costs—the comparison at 
the heart of the concept of economic efficiency.

to illustrate this contrast, suppose you are choosing between a top-
of-the-line air conditioner that costs $500 and a model that uses more 
electricity but costs only $150. the more expensive air conditioner is cer-
tainly more energy efficient. however, whether it is more efficient from an 
economic point of view—that is, whether the net benefits are greater—
depends on how often you will use the air conditioner, how much more 
electricity the lower-end model uses, and the price of electricity.

to understand what economic efficiency means for environmental 
policy, let’s start by considering a real-world environmental issue: sulfur 
dioxide (so

2
) emissions from fossil-fueled electric power plants. Burn-

ing oil or coal to generate electricity creates so
2
 as a byproduct, because 

those fuels contain sulfur. in downwind areas, so
2
 emissions contribute to 

urban smog, particulate matter, and acid rain. For these reasons, the con-
trol of so

2
 emissions from power plants has been a focus of air pollution 

legislation in the United states and many other countries.
From an economic perspective, we can frame this issue in terms of the 

efficient level of so
2
 emissions abatement. (it is often easier to think in 

terms of abatement, or pollution control, which is a “good,” rather than 
pollution, which is a “bad.”) suppose we observe the amount a firm or 
industry would pollute in the absence of any regulatory controls. abate-
ment is measured relative to that benchmark. if a firm would emit a 
thousand tons of pollution in the absence of regulation but cuts that to 
six hundred tons of pollution (for example, by installing pollution control 
equipment), it has achieved four hundred tons of abatement.

What level of sulfur dioxide abatement will maximize net benefits to 
society? to answer this question, of course, requires thinking systemati-
cally about the costs and benefits of pollution control.
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The Costs of Sulfur Dioxide Abatement

typically, a minor amount of abatement can be achieved at very little 
cost simply by improving how well a power plant burns coal, because a 
cleaner-burning plant will emit less pollution for any given amount of 
electricity generated. (one reason the resulting abatement is cheap is that 
a cleaner-burning plant will also use less fuel to produce the same amount 
of electricity, saving money for its managers.) at a somewhat higher cost, 
power plants can increase their abatement by burning coal with slightly 
less sulfur than they would otherwise use. the abatement cost increases 
further as the power plant burns coal containing less and less sulfur that 
is more and more expensive. For example, a power plant in illinois can 
burn cheap high-sulfur coal from mines in the southern part of the state. 
to reduce so

2
 pollution, such a plant might switch to coal from eastern 

kentucky with half the sulfur content but a slightly higher transporta-
tion cost. still greater reductions could be achieved, at still greater cost, 
by switching to very low-sulfur coal from Wyoming. Finally, achieving 
reductions of 90 percent or more from baseline levels typically requires 
investment in large end-of-pipe pollution control equipment, such as flue 
gas desulfurization devices (better known as scrubbers) that remove so

2
 

from the flue gases. such equipment is often very expensive, making high 
levels of abatement much more costly than low levels. Moreover, the cost 
is typically driven by the percentage reduction achieved, so that removing 
the first 90 percent of pollution costs about the same as going from 90 to 
99 percent removal.

the costs we just described trace out a particular pattern. Costs rise 
slowly at first, as abatement increases from zero. as abatement contin-
ues to increase, however, costs rise more and more rapidly. this pattern 

is reinforced when we consider the 
costs of abatement at the level of the 
industry rather than the individual 
power plant. some power plants 
(those located close to low-sulfur 

coal deposits, for example) can abate large amounts of pollution at low 
cost, whereas others may find even small reductions very expensive. as 
we increase pollution control at the industry level, we must call on plants 
where abatement is more and more expensive.

Figure 2.1 depicts a stylized abatement cost function that corresponds to 
this pattern of rising cost. By abatement cost function we mean the total cost 
of pollution control as a function of the amount of control achieved. in 

To an economist, being efficient 

means maximizing net benefits.



The Energy Efficiency Gap

The difference between what economists mean by efficiency and what engi-
neers and others often mean is illuminated if we think about the concept of 
energy efficiency. Many studies have estimated significant private net benefits 
to technical energy efficiency investments by households and firms, including 
things such as switching from incandescent lightbulbs to compact fluorescent 
lamps (CFLs), installing more effective insulation, and buying more efficient 
appliances. Outside economics, analysts often wonder why these investments 
don’t happen on a larger scale, identifying an energy efficiency “gap” between 
what would appear to be cost-minimizing and actual energy efficiency invest-
ments. The solution, according to these analyses, is a broad effort by the pub-
lic sector to reduce barriers to the adoption of energy efficient technologies, 
through education or information provision, subsidies, and other polices.

 In response, economists point to several problems with this perspective. 
We’ll discuss a few here.1 First, analyses that identify this gap usually rely on 
engineering estimates of the potential energy cost savings associated with 
efficiency investments, and real-world savings often differ from potential 
savings. As we will explore in greater detail in Chapter 3, economic costs are 
opportunity costs, which would include perceived risks from new technologies 
(for example, if your usual plumber is not willing or able to install a tankless 
hot water heater), changes in the quality of the produced service (as with the 
change from incandescents to CFLs), and other costs—not simply the dollars 
spent on your energy bill. These costs, though hard to quantify, are real eco-
nomic costs not accounted for in technical efficiency studies. Second, energy 
use behavior changes when households and firms purchase more efficient 
technologies; a rebound effect of increased usage due to lower operating cost 
has been observed for many energy technologies. Thus, both energy savings 
and cost savings in the real world will differ from engineering estimates of 
potential savings. Third, the rate at which energy consumers are willing and 
able to trade the future benefits of reduced energy costs for current invest-
ment costs is poorly understood; in particular, low-income households may 
face significant credit constraints and steeper consequences for this tradeoff 
than others. In addition, to the extent that energy and cost savings from ef-
ficient technologies have been estimated from households and firms that have  
adopted these technologies, the results of these studies may not be generalized 
to nonadopters. The inherent bias could go either way: Those who adopt en-
ergy efficient technologies may be “conservation-oriented,” or they may be 
energy “hogs” who purchase efficient technologies to support increased use 
(at lower cost).
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the figure we have used X to represent the amount of pollution control 
and C(X ) to denote the total cost (in dollars) as a function of X. a func-
tion with this bowed-in shape is called a convex function.

The Benefits of Sulfur Dioxide Abatement

recall that in Chapter 1 we described the benefits from reducing green-
house gas emissions as corresponding to the avoided damages from global 
climate change. in the same way, the benefits of so

2
 abatement are simply 

the avoided damages from pollution.
how do these damages vary with pollution? as the air gets dirtier, pol-

lution damages tend to increase more and more rapidly. at low concen-
trations, so

2
 corrodes buildings and monuments. higher concentrations 

lead to acid rain, with the attendant damages to forest ecosystems from the 
acidification of lakes and soils. in urban areas, the adverse effects of so

2
 

increase from eye and throat irritation, to difficulty breathing, and ulti-
mately to heart and respiratory ailments. these effects are felt first by the 
most vulnerable members of society: infants, older adults, and asthmatics. 
But as concentrations rise, the affected population grows.

this pattern of damages corresponds to total benefits from pollution 
control that increase rapidly when abatement is low (and pollution is 
high) and increase more slowly when abatement is high (and pollu-
tion is low). this is illustrated by the curve in figure 2.2, where we have 
used B(X ) to represent the abatement benefit function. a function with the 
bowed-out shape of B(X ) is called a concave function.

The Energy Efficiency Gap    continued

 The point is not that households and firms in the real world always make 
economically efficient decisions about energy technology investments. Con-
sumers may lack the information necessary to understand how energy effi-
ciency varies between different appliances or how that translates into potential 
savings; other characteristics of those appliances may seem more salient at 
the time of purchase. Incentives may not be properly aligned: For example, 
renters will lack sufficient incentive to install energy-efficient technologies, 
knowing that some of the benefits will accrue to landlords and future occu-
pants. But it is difficult to tell from data on the technical efficiency of these 
investments—both how much energy they would save if operating according 
to engineering specifications and how much these savings would reduce the 
total cost of energy consumption—how large the economic energy efficiency 
gap might be.



Figure 2.1  total costs of pollution abatement, as a function of the level of abatement.

Figure 2.2  total benefits of pollution abatement, as a function of the level of abate-
ment.
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Putting Costs and Benefits Together: Economic Efficiency

We are now ready to answer the question we posed earlier: What is the 
efficient level of sulfur dioxide abatement? to answer this question, we 
must compare benefits to costs and find where the difference between 
them—net benefits—is greatest.

Figure 2.3 places the cost and benefit curves in figures 2.1 and 2.2 on 
a single pair of axes. as in the previous figures, abatement increases as we 
move along the horizontal axis from left to right; pollution increases as we 
move from right to left. We have denoted maximum abatement—equivalent 
to zero pollution—by X MaX.

recall that net benefits are simply benefits minus costs. thus on the 
figure, the net benefit from a given level of pollution control is measured 
by the vertical distance from the benefit curve down to the cost curve. 
at low levels of pollution control, net benefits are small. as abatement 
increases from a low level, the benefits increase more rapidly at first than 
do the costs, so that net benefits increase. as more and more abatement is 
done, however, the benefits rise less rapidly, while the costs of abatement 
increase. eventually, the benefits increase more slowly than costs, and net 
benefits fall as more and more abatement is done.

in between those two extremes, of course, the difference between 
benefits and costs must reach a maximum. on our graph, this happens 
at level X*. By definition, this is the efficient level of pollution control. 
You can see from the figure that X* is greater than zero but less than the 
maximum possible abatement. accordingly, the efficient level of pollution 
must also be less than its maximum (unregulated) level but greater than 
zero. We come right away to the point that we mentioned at the outset 
of the chapter:

• In general, the economically efficient level of pollution is not zero.

Zero pollution is not efficient (in general), because the gains from 
achieving it are not worth the extra cost required. Consider increasing 
abatement from the level X* to the level X MaX. in our real-world ex-
ample, this might correspond to installing expensive scrubbers on every 
power plant. this much abatement would certainly bring benefits, such 
as reductions in acid rain and improvements in urban air quality. on the 
graph, the increase in benefits is shown by the fact that curve B(X ) in-
creases as we move to the right, so that B(X MaX) > B(X*).



economic efficiency and environmental protection 19

however, those extra benefits from maximizing abatement are out-
weighed by the extra costs of achieving them. While benefits increase, 
costs rise even faster. as a result, the gap between benefits and costs shrinks 
dramatically as we increase abatement from X* to X MaX. in the real world, 
requiring scrubbers on all power plants would raise costs by an order of 
magnitude, and the boost in benefits would be much smaller.

therefore, zero pollution is generally not desirable—at least not if we 
measure the success of our policy by the magnitude of its net benefits. 
of course, it is equally true (although perhaps less surprising) that zero 
abatement is also not efficient. abating less than X* would reduce costs, 
but the cost savings would be less than the forgone benefits. on balance, 
net benefits would fall.

if you find these results surprising or counterintuitive, it may help 
to recall the distinction between economic and technical notions of ef-
ficiency. Pollution is sometimes described as “inefficient” when the pol-
lution represents a form of wasted inputs. For example, a key component 
of water pollution from paper mills or textile factories is excess chemicals 
used in the production process—bleach in the case of paper mills, dye in 

Figure 2.3  the efficient level of pollution abatement, denoted X*, achieves the 
greatest possible net benefit.
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the case of textile factories. although such pollution may be “inefficient” 
in a technical sense, it is a mistake (albeit a common one) to conclude that 
it is also necessarily inefficient in an economic sense. economic efficiency 
depends on the costs as well as the benefits of controlling pollution. if 
it is extremely costly to clean up pollution completely, zero pollution is 
unlikely to be a reasonable goal if we aim to maximize net benefits.

Efficiency and Environmental Policy

in our example of so
2
 pollution from power plants, the benefits from 

abatement rise rapidly at first and then tail off, while costs rise much more 
slowly at first before becoming steep. Put them together, and we find that 
net benefits are greatest somewhere in the middle. Because the shapes of 
the cost and benefit curves are critical in driving the results, it is worth 
discussing them in a bit more detail.

the pattern of “increasing costs at an increasing rate” is common. the 
costs of producing most goods—for example, steel or shoes—typically 
increases with production at an increasing rate (at least in the short run 
and over some range of quantities). in the case of pollution control, you 
can think of “clean air” as the good that is being produced: Clean air is 
costly, and the costs rise more and more steeply as the air gets cleaner and 
cleaner. removing the last few ounces of pollution from a waste stream 
is likely to be prohibitively expensive.

on the benefit side, meanwhile, assuming a concave benefit function 
corresponds to the simple idea that although we would usually like more 
of a good thing, the amount we are willing to pay for something is likely 
to decline as we get more of it. You would probably pay more for one pair 
of designer shoes or one pair of tickets to a rock concert than you would 
pay for the second, third, or tenth pair of the same item.

these characteristics of costs and benefits apply in a wide range of cases 
in the environmental realm—not just other forms of air pollution but also 
water pollution, biodiversity preservation, endangered species protection, 
the management of natural resources such as fisheries, and so on. For ex-
ample, consider the protection of habitat for an endangered species such 
as the red-cockaded woodpecker, which lives in old-growth stands of 
longleaf pine forest in the southeastern United states. habitat protection 
requires managing forests to maintain suitable old-growth conditions. the 
cost of such management varies widely between different parcels of land, 
depending on ownership, suitability for intensive timber production, soil 
conditions, and so on. if we arrange lands from least to greatest expense, 
we can construct an increasing cost-of-protection function similar to the 
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one in figure 2.1. similarly, on the benefits side, an increase in the wood-
pecker population from one hundred birds to two hundred birds is likely 
to yield much greater benefits than from one thousand birds to eleven 
hundred birds, leading to a benefit-of-protection function much like the 
curve in figure 2.2.

accordingly, although we will continue to discuss our model in terms 
of pollution control or abatement, you should keep in mind that it is 
much more general than that. For convenience, we will continue to refer 
to X as pollution control or abatement, but you could substitute any other 
dimension of environmental quality, such as habitat protection, and the 
arguments that follow would still apply. the crucial assumptions underly-
ing our model are that costs increase at an increasing rate and that benefits 
increase at a decreasing rate—in other words, that the total cost function 
C(X ) is convex and the total benefit function B(X ) is concave, like those 
drawn in figures 2.1 through 2.3.

in some cases, these assumptions do not hold. For example, think of 
litter along a hiking path in a wilderness area. one piece of trash may ruin 
an otherwise pristine area nearly as much as ten or twenty pieces would. 
in this case, the marginal benefit of environmental quality does not fall as 
the amount of trash gets smaller (until the trash goes away completely). 
hence the efficient level of litter might well be zero.

a particularly important exception to the conventional rule “equate 
marginal benefit and cost” arises when the marginal cost of cleanup falls 
(instead of rising) as more cleanup is done. Cost functions with this char-
acteristic are said to exhibit economies of scale. For example, cleaning up 
hazardous waste sites typically requires digging up the soil and incin-
erating it to remove the pollution. the cost of such a cleanup depends 
mostly on the area of the site rather than how contaminated it is or how 
much pollution is removed. in such a case, pollution control may be an 
all-or-nothing exercise: if it makes sense to clean up a site at all, then it 
makes sense to clean it up completely. over time, this policy would look 
very different from that of the standard case of increasing marginal cost. 
rather than seeking to maintain environmental quality at the level where 
marginal cost and benefit are equal, the optimal policy would let quality 
decline over time and then periodically clean things up to a very high 
level of quality.2

even if the cost and benefit functions have their typical shapes, of 
course, one can draw particular examples in which the maximum level of 
abatement is reached before net benefits start declining—or, conversely, 
in which net benefits are highest when abatement is zero. (imagine taking 
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the curves drawn in figure 2.3 and 
shifting them rightward or leftward 
while holding the axes and the loca-
tion of maximum abatement fixed.) 
however, there are good reasons to 
view these instances as special cases, 
as we have already seen. the model 

of convex costs and concave benefits presented here is widely accepted 
as the conventional general model of the costs and benefits of pollution 
control (and of environmental protection more generally).

Equating Benefits and Costs on the Margin

so far, we have discussed the total costs and benefits of pollution control. 
an alternative and very useful way to describe the costs and benefits of 
pollution control is in terms of marginal costs and benefits. By marginal 
cost we simply mean the cost of an incremental unit of abatement. if we 
have abated one hundred tons, the marginal cost is the cost of the one-
hundredth ton. (note the contrast with average cost, which takes into 
account all of the abatement done rather than only the last unit.) Like-
wise, marginal benefit refers to the benefit from the last unit of abatement. 
recall that efficiency corresponds to maximizing the difference between 
total benefits and costs. it turns out that this difference is greatest when 
marginal benefit and marginal cost are equal.

Marginal Costs and Marginal Benefits

Let’s start by considering the relationship between total cost and marginal 
cost. Because marginal cost measures the cost of one more unit of abate-
ment, it corresponds to the slope of the total cost function. to see why 
this makes sense, consider the cost function depicted in figure 2.1. at low 
levels of abatement, where the total cost function is nearly flat, the height 
of the curve changes little as pollution control increases. therefore, each 
additional unit of pollution control adds a small amount to the total cost. 
in other words, the marginal cost of pollution control is small. at higher 
levels of abatement, the total cost function is steep, so that the cost rises 
rapidly as abatement increases. this means that the incremental cost of 
pollution control—the marginal cost—is high.3

Figure 2.4 plots the marginal cost function corresponding to a total cost 
function like that in figure 2.1. as before, abatement is on the horizontal 
axis, but now the vertical axis measures marginal rather than total cost. 
thus the height of the curve MC(X ) at any given point represents the 

A very useful way to describe the  

costs and benefits of pollution 

control is in terms of marginal—that 

is, incremental—costs and benefits.



Thinking on the Margin: Pollution Abatement at Aracruz Celulose, 
S.A.4

One of the mainstays of economic reasoning is learning to think in terms of 
marginal changes when making decisions. To find the level of production that 
maximizes its profits, for example, a firm needs to compare the revenue from 
selling one more unit of the good with the cost of making it. Similarly, to find 
the amount of abatement that maximizes net social benefits, we must compare 
the marginal benefit from controlling another ton of pollution with the marginal 
cost.

 To make the concept of marginal cost (in particular) more concrete, con-
sider the case of pollution abatement at pulp mills owned by Aracruz Celulose, 
S.A., a leading Brazilian pulp producer and exporter. Among the major pol-
lutants in effluent from pulp mills are chlorinated organic compounds, known 
as adsorbable organic halides (AOX). These compounds—dioxin is among the 
most infamous—are produced when chlorine-containing chemicals used in 
bleaching react with wood fiber.

 In the early 1990s, Aracruz was considering whether to upgrade its envi-
ronmental controls in order to market its pulp to environmentally conscious 
customers in Europe. The company had three primary options: continuing to 
produce standard pulp using chlorine, switching to “elemental chlorine free” 
(ECF) methods using chlorine dioxide, and eliminating chlorine entirely (“to-
tally chlorine free” [TCF] ) by using peroxide as a bleaching agent. These were 
cumulative efforts: The investments needed to produce ECF pulp were a nec-
essary prerequisite to TCF bleaching. The following table shows the pollution 
level associated with each option, the corresponding abatement, the total cost, 
and the marginal cost—that is, the cost per additional unit of abatement. As 
the table shows, switching to ECF pulp cuts pollution by 80 percent at a fairly 
low cost. Converting to TCF could cut pollution by an additional 95 percent, but 
the cost per ton increases significantly.

 

Alternative

Pollution 

(AOX, in  

kg/year)

Incremental 

abatement 

(kg/year)

Total 

annual 

cost

Increase  

in total 

annual  

cost

Marginal 

cost (per kg 

additional 

abatement)

1. Standard pulp  

 (baseline) 2,000,000

No  

reduction $0 $0 $0

2. ECF pulp 400,000 1,600,000 $575,000 $575,000 $0.36

3. TCF pulp 20,000 380,000

$5.325 

million

$4.75  

million $12.50
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cost of each additional unit of abatement. saying that abatement cost 
increases at an increasing rate is the same thing as saying that abatement 
has increasing marginal costs: each ton of pollution abatement costs slightly 
more than the one that preceded it. as a result, the marginal cost function 
in figure 2.4 slopes upward.

in a similar fashion, we can derive a marginal benefit function that cor-
responds to the incremental benefits of additional abatement. Marginal 
benefit corresponds to the slope of the total benefit function. if the ben-
efit function is concave, as in figure 2.2, then the marginal benefit func-
tion will be downward sloping: each additional ton of abatement brings 
smaller additional benefits. We have drawn a representative function, la-
beled MB(X ), in figure 2.6.

Efficiency and the Equimarginal Rule

Let’s take another look at figure 2.3, where we plotted the benefit and cost 
functions and found the efficient level of abatement X*. notice that as 
abatement increases up to X*, the benefits of pollution control rise faster 
than the costs. that is, the B(X ) curve is steeper than the C(X ) curve. as 
a result, net benefits increase with each additional ton of pollution control 
over this range. on the other hand, beyond the efficient point, the costs 
rise faster than the benefits, so that net benefits diminish. Putting these 

Figure 2.4  representative marginal abatement cost function.



The Costs of Protecting the California Condor

With a wingspan of nine-and-a-half feet, the California condor (Gymnogyps 
californianus) is the largest bird in North America.5 Until the mid-nineteenth 
century the condor’s range extended as far north as the Columbia River Gorge 
and south into Baja California. Indeed, the diaries of Meriwether Lewis and 
William Clark report several sightings of the “Buzzard of the Columbia” in 1805 
and 1806. Throughout the twentieth century the wild population declined pre-
cipitously, falling from approximately one hundred birds in the 1940s to only 
nine by 1985. The decline appears to have been caused by reduced reproduc-
tion (perhaps a result of DDT) and human-created mortality, including lead poi-
soning from bullets in game carcasses, shooting of the condors themselves, 
and hazards from human-made structures such as power lines.

 In the late 1980s, the U.S. Fish and Wildlife Service captured the remain-
ing wild birds and embarked on a captive breeding program, with the hopes 
of eventually reintroducing the species into the wild. In 1992, the first two 
captive-bred juveniles were released into the Sespe Condor Sanctuary in Los 
Padres National Forest. By October 2003, the wild population had climbed to 
eighty-three birds, including one chick hatched in the wild.

 With the condors back in the wild, measures must be taken to protect the 
condor populations from threats. From an economic point of view, we can think 
of these protective measures as “abatement”—in this case, abatement of the 
causes of condor mortality. Abatement measures include the protection of suit-
able habitat, provision of food carcasses such as stillborn calves (to prevent 
lead exposure), promotion of alternatives to lead ammunition, prohibitions on 
shooting the condors, and modification of power lines and other human struc-
tures to reduce injuries to condors.

 One study has estimated the costs of abatement using information con-
tained in the Recovery Plan written by the U.S. Fish and Wildlife Service. For 
each abatement action, the number of condors saved per year was estimated 
taking into account historical rates of decline in the condor population and the 
priority accorded that action by the U.S. Fish and Wildlife Service. Unit cost (per 
condor per year) was then calculated by dividing the cost by number of condors 
saved. Arranging the unit costs in increasing order produces a marginal cost 
function, as illustrated by figure 2.5.

 The figure illustrates two key points. First, note the wide range in the mar-
ginal costs of various techniques: from as little as $7 per condor saved per 
year to protect habitat in low-lying areas to more than $200 per condor per 
year to modify power lines and step up law enforcement. Second, note that it is 
the marginal cost, rather than the total cost, that determines which measures 
should be pursued first. Thus, although the annual cost of heightened law 
enforcement is only a quarter of the cost of removing contaminants ($5,000 
versus $20,000), contaminant removal would save more than thirty times as 
many condors and hence is a much more cost-effective means of protecting the 
species.
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observations together, we conclude that at the efficient level of abatement, 
the benefit and cost curves must have the same slope.

this suggests a way to find the efficient level of pollution control by 
looking at the marginal benefits and costs. in particular, we can state the 
equimarginal rule:

• The efficient level of abatement X* occurs where marginal benefit 
equals marginal cost, that is, MB(X*) = MC(X*).

in plain english, this says that the efficient level of pollution control is 
where the extra benefit of the last unit of abatement done equals its extra 
cost. Beyond that point, the incremental costs of any further abatement 
will outweigh the incremental benefits. this result is illustrated by figure 
2.7. the top panel is the same as figure 2.3. the bottom panel draws the 
corresponding marginal benefit and cost curves. the efficient point X* is 
easily identified: it is where the MB and MC curves cross.

Figure 2.5  Marginal cost graph for condor example. each “step” on the dashed line 
corresponds to a specific protection measure, arranged from lowest to highest unit cost. 
the boxes highlight four specific actions among over two dozen considered. the 
solid line represents a smooth approximation to the “staircase” function.



Figure 2.6  representative marginal abatement benefit function.

this equimarginal condition will show up again and again in our anal-
yses of markets and policy design, so it is worth going over the intuition 
behind the result. suppose we pick a low level of abatement, where MB 
is greater than MC—say the point X

L
 on figure 2.7. now let’s imagine 

increasing abatement by 1 ton. What happens to net benefits? Because 
the resulting increase in benefits (equal to the marginal benefit) is greater 
than the increase in cost (= marginal cost), net benefits would increase. 
thus at X

L
 efficiency increases with more abatement, as indicated by the 

arrow on the figure.
now suppose that we increase abatement all the way to some high 

level, such as X
H
 on the figure, where MB lies below MC. here, one more 

ton of abatement increases costs by more than it increases benefits; there-
fore, the incremental net benefit is negative. indeed, at such a point we 
could increase net benefits by reducing abatement by one unit, because 
costs would fall by MC, but benefits would decline by only MB. thus, at 
X

H
 we have overshot the efficient level of abatement.
of course, we could repeat these arguments for any values of abate-

ment above or below the point where the marginal curves cross. only 
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The Benefits of Mitigating Stratospheric Ozone Depletion

Whereas tropospheric or ground-level ozone is a local air pollutant that causes 
human health damages including respiratory and cardiovascular ailments, 
stratospheric ozone (the “ozone layer” in the atmosphere, from 6 to 30 miles 
above the earth’s surface) protects the earth from some of the sun’s harm-
ful ultraviolet radiation. In 1974, two chemists published research suggesting 
that the ozone layer could be destroyed by the release of chlorofluorocarbons 
(CFCs), ubiquitous chemicals used (at the time) in applications as diverse as 
air conditioning, asthma inhalers, hairspray, and styrofoam coffee cups. Dam-
aging effects of this phenomenon included increased incidence of skin cancer 
and cataracts and reductions in the productivity of farms and fisheries. Some 
countries restricted consumption and production of CFCs in the late 1970s and 
early 1980s, but a 1985 report by the British Antarctic Survey that observed 
40 percent thinning of the ozone layer over Antarctica between 1977 and 1985 
stunned the world and led to the 1987 Montreal Protocol on Substances That 
Deplete the Ozone Layer.6

 Countries including the United States and Canada performed their own 
analyses of the domestic benefits and costs of compliance with the Montreal 
Protocol, as well as other CFC abatement choices. Independent U.S. analyses 
were performed by the Environmental Protection Agency (EPA) and the Council 
of Economic Advisors under President Ronald Reagan, with similar results. The 
EPA study considered the benefits and costs to the United States of a global 
freeze on CFC production and consumption, as well as global reductions of 20 
percent, 50 percent, and 80 percent.7 The EPA study monetized the value of 
avoided cases of cataracts and fatal and nonfatal skin cancers, avoided crop 
damage, avoided reductions in commercial fish harvests, and other anticipated 
impacts, although about 98 percent of the monetized benefits were associated 
with avoided skin cancer mortality. In Chapter 3, we’ll describe the methods 
used for monetizing these types of benefits in detail. But an examination of 
the benefits EPA estimated at varying levels of CFC reduction, described in the 
following table, provides a helpful illustration of the relationship between total 
and marginal benefits.

Policy Alternative

Total U.S.  

benefits (billions 

of $1985)

Incremental 

abatement 

(percentage change)

Marginal benefit  

(billions of  

$1985)

1. Global CFC freeze 5,995 — —

2. Global CFC 20% reduction 6,132 20 6.85

3. Global CFC 50% reduction 6,299 30 5.57

4. Global CFC 80% reduction 6,400 30 3.37



The Benefits of Mitigating Stratospheric Ozone Depletion    continued

 Notice that the total benefits of CFC abatement increase monotonically as 
we move from zero to 80 percent. It is also clear that these benefits increase 
at a decreasing rate; as we reduce emissions more and more, the incremental 
benefit of further reductions shrinks. This is seen more clearly in the marginal 
benefit column, which simply divides the change in total benefit by the percent 
change in abatement for each alternative. Like the representative function in 
figure 2.6, the marginal benefit of CFC reductions decreases with abatement.

Figure 2.7 the efficient level of abatement, represented in terms of total costs and 
benefits (top panel) and marginal costs and benefits (bottom panel).
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at the efficient point X*, where MB = MC, is the difference between 
benefits and costs at its maximum.

Relating Marginal Benefits and Costs to Total Benefits  
and Costs

We have just seen how marginal benefits and costs correspond to the 
slopes of the total benefit and cost functions. Conversely, total benefits and 
costs can be represented as the areas under the marginal benefit and cost curves. 
recall that the height of the marginal benefit curve (for example) at a 
given level of abatement represents the additional benefit derived from 
that unit of abatement. imagine drawing a rectangle with a width equal 
to one unit of abatement and height equal to the height of the MB curve. 
the area of that rectangle would be equal to the marginal benefit of the 
corresponding unit of abatement.

now imagine drawing a series of such rectangles, one for each unit 
of abatement, starting from zero and going up to X

L
. Because the area 

of each rectangle represents the additional benefit from a certain unit 
of abatement, their areas must sum to the total benefit from X

L
 units of 

abatement. But the sum of the areas of the rectangles is also equal to the 
area under the curve.8 thus the area under the marginal benefit curve 
from zero to any point equals the total benefit from that amount of abate-
ment. similarly, the area under the marginal cost curve from zero to any 
point is the corresponding total abatement cost.

this relationship between marginals and totals can give us another 
perspective on the equimarginal condition for efficiency. Let’s return to 
the bottom panel of figure 2.7. at the efficient level of abatement (the 
point X*), total benefits equal the area under the MB curve, and total costs 
are the area under the MC curve. subtracting costs from benefits leaves 
total net benefits (the shaded triangle to the left of the intersection of the 
two curves). You can see right away that no other level of abatement pro-
vides as much net benefit as X*. Less abatement leaves some net benefits 
unrealized. at X

L
, for example, net benefits are smaller than at X* by the 

area of the triangle labeled abc on the figure. Beyond X*, the extra costs 
outweigh the extra benefits. at X

H
, net benefits are smaller than they are 

at X* by the triangle cde.

Dynamic Efficiency and Environmental Policy

so far, we have discussed the efficiency rule—set marginal costs equal to 
marginal benefits—in terms of maximizing the net benefits of a resource 
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(such as clean air or water) at a particular point in time. But projects and 
policies often have streams of benefits and costs occurring at many dif-
ferent points in time. For example, if we choose to set aside a large tract 
of land, such as the arctic national Wildlife refuge in alaska, disallowing 
commercial uses in favor of wilderness and recreation, society will receive 
benefits and incur costs from this designation over many years, or even 
in perpetuity.

When benefits and costs vary over time, economic analysis must apply 
the rules of dynamic efficiency.9 For example, so-called stock pollutants that 
accumulate in the environment—such as carbon dioxide in the earth’s 
atmosphere or polychlorinated biphenyls (PCBs) in a riverbed—involve 
streams of benefits and costs over a very long period of time. dynamic 
efficiency plays a particularly important role in the management of natu-
ral resources. some resources, such as petroleum, do not regenerate at all 
(at least over time scales relevant to human activity); for others (such as 
fisheries), natural regeneration must be balanced against extraction and 
consumption. in both cases, the limited availability of the resources means 
that the amount available tomorrow depends on what we consume today. 
in order to apply the concept of efficiency in a dynamic setting, we must 
introduce the concept of discounting.

Discounting and Present Value

the introduction of a time dimension requires an additional step in 
thinking about efficiency. in the static analysis earlier in this chapter, we 
maximized net benefits. in a dynamic setting, an efficient policy maxi-
mizes the present value of net benefits to society. that is, we must convert 
all the benefits and costs of a potential environmental policy, no matter 
when they occur, into their dollar value today before summing them up. 
in this way, we use a common yardstick to measure benefits and costs oc-
curring at different points in time.

to see why the value of a dollar today is not the same as the value of 
a dollar received next year, consider the following thought experiment. 
suppose we offered you the choice of being paid $100 today or the 
same amount a year from now. Which option would you choose? What if 
the choice were between $100 today 
and $105 a year from now? $110? if 
you are like most of our students, you 
would take $100 today over the same 
amount a year from now. You would 

When benefits and costs vary over  

time, economic analysis must  

apply the rules of dynamic efficiency.
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probably also prefer $100 today to $105 in a year, although as the future 
amount increased, you would find it more attractive to wait.

now ask yourself: Why do you prefer money today to the same or even 
a slightly larger amount in the future? You can probably come up with 
several reasons. First, you might prefer money today because you can get 
the immediate benefit of spending it on something you value (a ticket to 
a concert or the theater, a piece of clothing, a meal at a good restaurant). 
second, you might prefer money today because you anticipate having 
more money in the future, making an extra dollar today worth more. 
(although that might not be a factor in our simple thought experiment 
of getting paid now or in a year, it probably is relevant to how much you 
would value money now rather than in 10 or 20 years.) third, you might 
prefer money today because you could invest it today and earn a rate 
of return, whether from a savings account or by investing in the stock 
market. each of these reasons illustrates a different facet of the time value 
of money.10

the time value of money is the reason that we discount costs and 
benefits expected to occur in the future. You are probably familiar with 
the power of compound interest. discounting entails thinking in reverse. 
to see how this works, consider a simple example. suppose you invested 
$100 at an annual interest rate of 5 percent; how much would that invest-
ment be worth in 50 years? We can calculate the future value (FV ) as fol-
lows, where PV is the present value, r is the interest rate, and t is the year.

FV = PV(1+r)t = 100(1+.05)50 = $1,146.74.

this equation simply says that $100, growing at an annual rate of 5 
percent, will yield $1,146.74 in 50 years. applying that logic in reverse, 
if we asked how much we needed to invest today at a 5 percent interest 
rate to have $1,146.74 in 50 years, the answer would be $100. that sug-
gests that $1,146.74 in 50 years, given a discount rate of 5 percent, has a 
present value of $100.

You have probably already realized that the choice of discount rate is 
crucial. the discount rate reflects how much weight we put on future 
costs and benefits relative to those that occur today: the higher the dis-
count rate, the less weight is put on the future. there is a rich literature in 
economics, with a wide range of views, on the correct discount rate to 
use in assessing public policies, especially those with long time horizons 
(such as policies to reduce greenhouse gas emissions to mitigate future 
climate change).11



The Incredible Shrinking PV: The Influence of the Discount Rate

The choice of discount rate can have a surprisingly large effect on the present 
value (PV) of future costs or benefits, especially when those costs or benefits 
come many years in the future. The following table illustrates this point. For 
example, the PV of $1,000 received 100 years from now is $138 using a dis-
count rate of 2 percent but barely more than a dollar using a discount rate of 
7 percent.

Present value of $1,000

    T years from now

Discount rate T = 10 T = 50 T = 100 T = 200

1% $905 $608 $370 $137
2% $820 $372 $138 $19
3% $744 $228 $52 $2.7
5% $614 $87 $7.6 $0.06
7% $508 $34 $1.2 $0.001
10% $386 $8.5 $0.07 $0.00001
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Broadly speaking, one school of thought holds that in evaluating pub-
lic policies, analysts should use discount rates based on the returns to 
alternative investments that could, in principle, be made instead. in this 
view, discounting effectively asks whether the returns to a project, policy, 
or other investment, such as a greenhouse gas emission regulation, the 
establishment of a new national park, or the decision to pump ground-
water from a nonrenewable aquifer, are greater or less than the returns 
to investing in education, building a new hospital, or simply placing an 
equivalent amount of funds in an interest-bearing asset such as treasury 
bills. if the answer to this question is “no,” we can do better by choosing 
that alternative investment today and letting future generations decide 
how to invest the returns.

another school of thought views the discount rate as a normative de-
cision that should take into account deliberative judgments about ap-
propriate rates of time preference, equity between present and future 
generations, and so on. We do not take a position here, except to note 
that good practice in policy analysis is to apply a range of discount rates 
rather than to choose a single one.



The Equimarginal Rule in a Dynamic Setting

the equimarginal rule we discussed previously still applies in the dynamic 
setting, although we must convert marginal benefits and marginal costs 
into present value terms in order to compare the magnitude of streams of 
benefits and costs over time. in a dynamic context, efficient environmen-
tal policy equates the present value of marginal benefits with the present value 
of marginal costs. We will explore real-world applications of the dynamic 
equimarginal rule in Chapter 6, when we approach the problem of non-
renewable resource extraction, and in Chapter 7, when we discuss the 
economics of forests and fisheries.

Conclusion

this chapter has laid the groundwork for everything that follows. When 
economists talk of efficiency, they have something very specific in mind: 
maximizing net benefits. as we have seen, in a static setting net benefits 
are largest (in general) when the benefits and costs of environmental pro-
tection are equal on the margin. in a dynamic setting, net benefits are largest 
when we equate marginal benefits and marginal costs in present value. 
this equimarginal condition is a powerful tool for making decisions. in 
many instances, the benefits of taking some action (controlling pollution, 
say, or providing habitat for endangered species) are increasing at a de-
creasing rate, while the costs rise more and more rapidly. if so, the proper 
response—at least if we want to maximize net benefits—is to act until the 
benefit of one more unit of environmental quality just equals the incre-
mental cost. in many cases, moreover, the benefits from pursuing “perfect” 
policies—such as zero pollution—often do not outweigh the costs. as a 
result, zero pollution is typically not an efficient outcome (although the 
same can also be said for zero pollution control).

the discussion in this chapter has abstracted from many of the chal-
lenges in using efficiency as a guide to policy. in particular, we have as-
sumed that the costs and benefits of environmental protection are known, 
and we have taken for granted that maximizing net benefits is a reasonable 
goal to pursue. the next chapter tackles these challenges head-on.
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3
the Benefits and Costs of 
environmental Protection

the previous chapter proposed a destination—economic efficiency—for 
our journey, but it didn’t give us a road map or even a compass. imagine 
you are a policymaker deciding whether to approve construction of a hy-
droelectric dam on a wild river. even if you embrace the idea of maximiz-
ing net benefits to society, how can you measure the costs and benefits of 
the project? how can you weigh a cheap, clean source of electricity against 
the damage to fish populations and the loss of rapids for rafting? how  
should you decide whether to build the dam or let the river run wild?

a first step is to define the costs and benefits of each option. to com-
pare these costs and benefits, you need to measure them on a common 
yardstick. then you can decide which option offers the greatest net ben-
efit, although you may still want to ask why maximizing net benefits is 
what you should care about in the first place.

this chapter tackles these issues. We start by considering how econo-
mists think about the costs and benefits of environmental protection and 
how those might be measured. although determining costs is relatively 
straightforward, measuring benefits takes extra effort, as we shall see. We 
then consider how efficiency is implemented in practice, through benefit– 
cost analysis. that discussion culminates in an investigation into why ef-
ficiency might (or might not) be a desirable goal for policy.

Measuring Costs

how are costs defined and measured? in economic terms, the true costs of 
any activity are the opportunity costs—what you give up by doing one thing 
instead of another. For example, the true cost of going to graduate school 
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is not simply the tuition plus the cost of room and board but also (and 
crucially) the forgone income from 2 or more years out of work. More 
broadly, the prices of inputs such as capital, labor, and materials reflect their 
values in alternative uses. to produce electricity requires capital to pay for 
the construction of the generating unit (money that could have gone into 
alternative investments), labor to operate the plant (workers who could 
earn wages in other jobs), and fuel to produce steam (fuel that could 
have been used by other companies and that required expending other 
resources in extraction and transportation). the same principle applies to 
reducing pollution: scrubbing sulfur dioxide out of flue gases requires 
capital to build the scrubber and labor and materials to operate it. devot-
ing these resources to pollution control leaves less to spend on other op- 
portunities, such as improving the plant’s operation or increasing output.

economics offers another valuable insight into the costs of environ-
mental protection: they are ultimately borne by individuals, whether 
taxpayers, shareholders, or consumers. it is tempting to think that the 
benefits of clean air are enjoyed by society as a whole, whereas the costs 
of pollution control are paid out of corporate profits. in reality, of course, 
the costs of pollution control—even when they are “paid for” by corpo-
rations or electric utilities—end up being borne largely by consumers of 
the goods and services that cause the pollution. For example, electric utili-
ties typically recover much of the cost of pollution control by charging 
higher rates for electricity. even if abatement costs also reduce the utili-
ties’ profits, much of that loss is felt by shareholders, who include retired 
pensioners as well as wealthy investors.

several categories of costs are important in assessing environmental 
regulations: private compliance costs, government sector costs, social wel-
fare costs, and transitional effects. What do these terms mean? Private 
compliance costs include most of the costs we have mentioned thus far 
in the book: capital costs for pollution control equipment and other in-
frastructure required to comply with a new regulation, changes in inputs 
(such as a power plant’s increased costs of switching from high-sulfur 
to low-sulfur coal to reduce sulfur dioxide emissions or from coal to 

natural gas to reduce carbon dioxide 
emissions), and the costs of capturing 
regulated waste products for treat-
ment and disposal.1 estimating com-
pliance costs can be a challenge in 
a market economy, because most of 
this information is private, and firms 

In economic terms, the true costs of  

any activity are the opportunity 

costs—what you give up by doing 

one thing instead of another.



are reluctant to share it because it directly affects competitiveness. in a 
pinch, analysts can use published estimates of costs for standard technolo-
gies and processes—the “engineering cost” approach.2

outside of pollution control, the “compliance costs” analogous to 
abatement costs are often less obvious but no less important to consider. 
For example, let’s think about endangered species protection. the costs of 
protecting an endangered species might include money spent on preserv-
ing habitat, enforcing prohibitions on hunting or poaching, and educating 
landowners and the public at large. as we saw in the example of the Cali-
fornia condor in Chapter 2, some of these costs involve public expendi-
tures—such as increased law enforcement—not just private expenditures, 
as for the pollution abatement compliance costs described earlier. these 
kinds of government expenditures make up the second category of regu-
latory costs that must be included in weighing the costs of a regulation 
against its benefits. relevant government costs include those for training, 
monitoring and reporting, permitting, and litigation.

the third category—social welfare costs—is more complicated. these 
costs are incurred when regulations increase the prices of goods and ser-
vices in the regulated sector and beyond. if you have taken an introduc-
tory microeconomics course, you will be used to thinking about these 
costs as changes in consumer and producer surplus. if not, just think about 
the ways in which regulating emissions from power plants might affect 
prices. When firms face higher production costs from switching fuels or 
removing constituents from their waste stream, they may raise electricity 
prices in response.3 this price increase hurts consumers; they must now 
pay more for each kilowatt of electricity they purchase than they paid be-
fore the regulation, and this negative effect can be an important regulatory 
cost. in reaction to an electricity price increase, some consumers will pur-
chase less electricity: they may change their behavior (turning down their 
thermostat in the winter, for example, and wearing a sweater indoors) 
or invest in energy efficiency measures that cut their electricity use. this 
substitution effect—spending less on electricity and more on sweaters or 
insulation—cushions consumers from the impact of the price change and 
thus dampens the social welfare costs of the regulation. that is, if we cal-
culated the reduction in consumer surplus from the new power plant pol-
lution regulation but failed to take into account how consumers would 
react to the increased price of electricity, we would overestimate the costs 
of the regulation.4 thus, the first step in estimating a regulation’s social 
welfare costs is to consider the impacts of any expected price increase for 
the regulated good or service on consumers, accounting for consumers’ 

the benefits and costs of environmental protection 37



Estimating the Costs of Mitigating Greenhouse Gas Emissions

In the mid-2000s, as global interest in climate change was increasing, the 
prominent consulting firm McKinsey & Company carried out analyses of the 
costs of reducing greenhouse gas emissions, both at a global level and in 
specific countries. In preparing their studies, teams of consultants identified 
hundreds of potential abatement options across virtually every sector of the 
economy. For example, McKinsey’s analysis for the United States considered 
more than 250 options, including energy-efficient lighting and heating systems 
in residential and in commercial buildings, fuel economy standards for vari-
ous classes of vehicles, changes in industrial processes, no-till agriculture, ac-
tive forest management, solar and wind power, coal-to-gas switching at power 
plants, and carbon capture and sequestration at fossil-fired power plants.

 The consultants estimated the number of tons of emissions that could be 
reduced by each option, relative to an assumed “reference case” of what emis-
sions would otherwise be in the year 2030. Drawing on assessments of current 
technology, assumptions about cost reductions and technological change, and 
projections of energy prices and other key parameters, McKinsey then esti-
mated the cost of each option per ton of greenhouse gases abated in 2030. 
Finally, the options were arrayed from least to most cost to produce a marginal 
abatement cost curve (figure 3.1).5

 The right-hand part of the McKinsey cost curve looks much like the mar-
ginal cost curves we discussed in Chapter 2: a range of options with increasing 
abatement costs. The left-hand part of the curve, on the other hand, lies below 
the horizontal axis, implying that the costs of abatement are negative.

 A number of observers pointed to this feature of the McKinsey curve as 
evidence that firms and consumers could save money by reducing emissions. 
Many economists were skeptical. They argued that firms and consumers would 
not systematically be “leaving money on the table.” Instead, they argued that 
McKinsey’s analysis failed to account for all the costs. For example, consumers 
might not install energy-efficient fluorescent lightbulbs, even though doing so 
would (according to McKinsey’s calculations) save them money, because they 
preferred the light from conventional incandescent ones. McKinsey, for its part, 
explained the “negative costs” by alluding to “market barriers.” (Recall our 
discussion of the “energy efficiency paradox” in Chapter 2.)

 McKinsey’s analysis is perhaps the best-known example of what econo-
mists call a bottom-up cost model: To estimate the aggregate cost of reduc-
ing emissions, they identified a range of concrete options and the cost and 
abatement potential of each one and added them up. Top-down models take 
the opposite approach. Rather than specify particular abatement options, they 
attempt to project how the economy would respond to a policy change. Instead 



Estimating the Costs of Mitigating Greenhouse Gas Emissions      
continued

of relying on estimates about costs and abatement potential of different tech-
nologies, such models rely on estimates about key economic relationships. For 
example, data on energy prices and household energy use can be used to es-
timate the elasticity of energy demand, which captures how sensitive changes 
in energy consumption are to changes in price. A top-down model uses the 
elasticity of energy demand to project how changes in energy prices resulting 
from a policy such as a carbon tax or cap-and-trade system would translate into 
lower energy use and therefore lower emissions.6

 In both types of models, the role of assumptions—about “business-as-
usual” emissions in the absence of policy, future energy prices, technological 
change, and so on—is critical. Different models (whether top-down or bottom-
up) can produce widely divergent cost estimates. For that reason, a good rule is 
to look at a range of estimates of the costs of greenhouse gas mitigation rather 
than relying on a single model.

Figure 3.1 U.s. marginal abatement cost curve for greenhouse gases, developed 
by Mckinsey & Company.
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propensity to substitute away from the affected good or service. When 
we restrict the estimation of these social welfare costs to the market or 
markets directly affected by a regulation—the electricity market, in our 
example—we are conducting a partial equilibrium analysis.

however, social welfare costs, and some social welfare benefits, may ac-
crue outside the market targeted by the regulation. a general equilibrium 
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analysis is needed to elucidate the potential spillover effects of the regula-
tion in other sectors of the economy. Consider, again, what might hap-
pen if a new air quality regulation increases production costs at a power 
plant. earlier we discussed the fact that the plant may raise electricity 
prices in response, causing changes in consumer behavior (and consumer 
and producer surplus) in the market for electricity. But higher electric-
ity prices may also cause the owners of commercial office space to raise 
rents, universities to increase room and board fees for dormitories, and the 
manufacturers of energy-intensive consumer products (such as iPhones) 
to raise prices for those products. Firms that sell pollution control equip-
ment may benefit from the regulation, because more power plants will 
purchase their products. a general equilibrium model captures these in-
teractions between markets and measures a regulation’s aggregate effects 
on consumer and producer surplus in the economy. these extra costs and 
benefits may be very small, not even worth estimating, for regulations 
with minimal effects outside the regulated sector. in other cases, such as 
the regulation of carbon dioxide emissions, the effects of which would 
ripple strongly through all kinds of product and service markets, general 
equilibrium models may be absolutely necessary to understanding a regu-
lation’s costs.

in our discussion about regulatory costs, you may have noticed an 
omission: as yet, we have said nothing about jobs. Political debates about 
environmental regulation are often dominated by competing views about 
the impact of such regulation on employment. opponents of regulation 
talk of “job-killing regulation.” supporters point to “green jobs.” how 
much of an impact do environmental regulations actually have on jobs?

economic analysis suggests that the answer is “not much.” as a starting 
point, it is useful to note a few general reasons why we might not expect 
environmental regulations to have significant effects on jobs at a national 
level. in general, overall employment in the economy is determined by 
macroeconomic factors such as investment, labor supply, and technologi-
cal progress. Under normal conditions, a job “lost” in one part of the 
national labor market is “gained” elsewhere. Moreover, the local and re-
gional impacts of many government interventions—from environmental 
regulation to highway construction—are temporary. a burst in highway 
construction may create jobs only for a short period of time. Jobs lost 
when a factory closes may be made up when another moves to town. 
Quite apart from the impacts of government policies, the economy as a 
whole is remarkably dynamic. indeed, as much as one-fifth of jobs in the 
U.s. manufacturing sector are gained or lost each year.7



Valuing the Damages from Climate Change:  
The Social Cost of Carbon

Climate change is a global phenomenon caused by emissions of tens of billions 
of tons of carbon dioxide and other greenhouse gases each year. The potential 
future damages from unchecked climate change are several percentage points 
of global economic output, amounting to trillions of dollars annually. Although 
these aggregate figures offer a compelling argument for taking action on cli-
mate change, they provide little guidance in estimating or comparing the ben-
efits achieved by particular regulations or in assessing the benefits and costs 
of more stringent policies.

 For those questions, we need a measure of the damages from much smaller 
changes in emissions. Consider the impacts of 1 metric ton of carbon dioxide. 
(For perspective, 1 ton of CO

2
 is roughly the same as the emissions per passen-

ger on a full roundtrip flight from Washington, D.C., to Paris, or the emissions 
from a typical passenger vehicle in the United States over a 10-week period.) 
That ton will remain in the atmosphere for hundreds of years, on average, 
contributing ever so slightly to increased greenhouse gas concentrations and 
thus climate change. Consider the extra damages attributable to that ton over 
time: the cost of rising seas, extreme weather, drought, and wildfires; the dam-
ages to public health from heat waves, exacerbated local air pollution, and the 
spread of malaria; the impacts on food production; the welfare change from 
hotter summers and warmer winters; the value of extinct species; and so on. 
Finally, discount that stream of damages back to the present.

 The result of that thought exercise is the social cost of carbon (SCC). In 
short, the SCC represents the present value of the marginal social damages 
from carbon dioxide emissions, equivalent to the marginal social benefit from 
emissions abatement.

 As you might imagine, coming up with an estimate of the SCC is a chal-
lenge.8 You won’t be surprised to learn that the choice of discount rate is cru-
cial. As we saw in Chapter 2, seemingly small differences in discount rates can 
cause the present value of distant costs and benefits to vary by two or three 
orders of magnitude.

 Other challenges lurk in the models used to estimate damages (called 
integrated assessment models [IAMs] because they integrate models of the 
climate system with models of the economy to assess the potential damages 
from climate change under various emission scenarios). A key issue is specify-
ing the “damage function” that relates the rise in global average temperatures 
to aggregate damages. For small temperature increases, on the order of 1°C to 
3°C, researchers may be able to come up with reasonable estimates (based on 
observations of how actual variation in temperatures affects crop yields, say, or 
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human health). Because unchecked climate change could raise temperatures 
well beyond that point, climate modelers must make strong assumptions 
about the damages from even higher temperatures. Similarly, it is difficult to 
incorporate the impact of unlikely but potentially catastrophic events, such 
as the melting of the Greenland ice sheet or the reversal of the North Atlan-
tic ocean currents that keep northern Europe habitable. Nonetheless, despite 
their flaws, the comprehensive approach taken by IAMs makes them a valuable 
tool to inform our thinking about the economic impacts of climate change.

 In 2009, the Obama administration set out to establish a common value 
for the SCC to use in analyzing the impact of proposed regulations. (Up to that 
point, different agencies used different values for the SCC or didn’t use one at 
all; indeed, no U.S. government agency included the SCC in regulatory impact 
analysis before 2008.) Meeting over the course of several months, a group 
of analysts from various White House offices, the Environmental Protection 
Agency, the Department of Energy, and other government agencies agreed on 
a set of assumptions (such as future emissions and economic growth scenar-
ios, values of key parameters relating emissions to temperature increases, and 
discount rates). These assumptions were used as inputs into the three most 
commonly cited IAMs, which were run hundreds of thousands of times, result-
ing in different distributions of SCC estimates. The results were published in 
2010 and then updated (using the same assumptions but revised versions of 
the three IAMs) in 2013.9

 Figure 3.2 illustrates the results for the year 2020. (The SCC rises over 
time in real terms, because future emissions will impose greater costs on the 
margin; recall from our discussion in Chapter 2 that the damages from pollu-
tion typically rise more and more rapidly as pollution increases.) Results are 
shown separately for each of the three discount rates considered: 2.5, 3, and 
5 percent. The results are shown as distributions of the SCC, because different 
model runs rely on different assumptions about parameters. (For example, a 
model run that assumed rapid emission growth and a high climate sensitivity 
would yield greater future damages and thus a higher SCC than a model run 
with slow emission growth and lower climate sensitivity.) The height of each 
bar is the fraction of model runs that yielded a particular value for the SCC. For 
example, using a 3 percent discount rate, the estimated SCC was around $20 
per ton in just over 10 percent of the model runs. The figure also highlights the 
average estimates across all model runs, for each discount rate.

 These distributions, especially at the lower discount rates, have a distinc-
tive feature: They have a long right-hand “tail.” Intuitively, there is a small but 
nonzero probability that damages from CO

2
 emissions are much higher than
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the average value. Given a 3 percent discount rate, for example, the average 
SCC estimate was $43 in 2007 dollars, but roughly 10 percent of the model runs 
yielded an SCC of $60 or greater (corresponding to the sum of the areas of the 
bars at or above $60). One way of capturing this “tail effect” is to calculate the 
95th percentile value of a distribution, the value that is greater than 95 percent 
of the model runs for a given discount rate. As the figure shows, the 95th per-
centile SCC for a 3 percent discount rate is $129/ton.

 For the purposes of regulatory analysis, the working group recommended 
using the four estimates highlighted in the figure, corresponding to the three 
average values plus the 95th percentile under a 3 percent discount rate. These 
values are now used by agencies across the U.S. government in assessing the 
benefits and costs of policies that are expected to reduce CO

2
 emissions, in-

cluding fuel economy standards for cars and trucks, energy efficiency stan-
dards for appliances, and emission standards for power plants.

Figure 3.2 distributions of the U.s. government’s estimated “social cost of 
carbon” — the monetized damages from a ton of Co

2
 emitted in 2020 — 

under three different discount rates.

 Source: United states Government interagency Working Group on the social Cost of Carbon, “techni-

cal support document: technical Update of the social Cost of Carbon for regulatory impact analysis 

Under executive order 12866” (May 2013).

if job impacts at the level of the economy as a whole are small, what 
about those in regulated industries? From a theoretical point of view, 
the effect of environmental regulation on employment in the regulated 
industry could be either positive or negative, because competing effects 
push in different ways. some of the money firms spend to comply on 
regulation will be spent on labor (a positive effect on jobs); some of the 
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cost of compliance will be passed on to the firm’s consumers in the form 
of higher prices, reducing demand for output (a negative effect); and regu-
lation may lead firms to use more or less labor relative to other inputs such 
as energy and capital (an ambiguous effect).

Meanwhile, empirical studies have generally failed to find a significant 
effect. For example, pollution expenditures in four U.s. manufacturing in-
dustries are not associated with significant long-run employment changes, 
and there is no evidence of long-run adverse effects of environmental 
regulation on employment in the United kingdom. similarly, environ-
mental regulations do not appear to be a major driver of decisions about 
where to locate manufacturing plants; we discuss this issue further in 
Chapter 11, when we discuss interactions between trade and environ-
mental regulation.10

of course, even job impacts that are transitory and limited from a 
national perspective can be keenly felt by affected workers. one analysis 
estimated that workers in manufacturing plants newly regulated under 
the 1990 Clean air act amendments experienced more than $5 billion 
in forgone earnings in subsequent years, because of temporary unemploy-
ment and lower wages in later jobs.11 these costs were temporary and 
very small relative to the human health and other benefits of the amend-
ments. But such transitional employment impacts can play an outsized 
role in national debates over environmental regulation.

this example suggests a broader conclusion. the impacts of environ-
mental regulation on employment (whether positive or negative) should 
indeed be considered in economic analyses of environmental regulations. 
But on the basis of the available evidence, those impacts are likely to be 
transitory and small relative to the other costs and benefits of regulation.12

Evaluating the Benefits

Before we think about how to measure benefits, we must first think about 
how to define them. Let’s start with an example. suppose a parcel of open 
space near where you live—a wetland or a woodland or a beachfront 
site—is up for sale and likely to be converted into a housing develop-
ment. how would you think about your own value for preserving the 
open space? it might seem self-evident that the value from open space is 
higher than the value from development. But of course that might not be 
so obvious to the developer, or the people who would like to buy houses 
in the new development, or other residents of the town who care less 
about the open space than the influx of new residents and the addition 
to the tax base. indeed, your own house might once have been part of 
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a new development on what used to be open space. in order to balance 
the views of people who favor preserving the open space against those in 
favor of development, we need to have some way of thinking about the 
benefits from preservation.

how, then, should we think about benefits? From an economic point 
of view, a person’s value for a particular good can be determined by what 
he or she would willingly give up in exchange. economists call this mea-
sure of benefits willingness to pay. it captures the basic truth that in a world 
of limited resources, we always have to give up a good thing in order to 
get another good thing. (We’ll come back to this point again when we 
discuss the rationale behind benefit–cost analysis.) Put differently, if you 
are not willing to give up anything to preserve the open space, then we 
might reasonably conclude that your value for it is zero.

although this is a straightforward way of defining value, several impor-
tant points should be made. First, by someone’s “willingness to pay” we 
mean the amount that the person would just barely be willing to pay. if 
my willingness to pay to preserve a parcel of open space is $100, it means i 
would be just as happy if i paid $100 and the open space was preserved as 
if i paid nothing and the open space was developed. in this sense, willing-
ness to pay really measures the maximum a person would be willing to pay.

second, nothing in this concept requires that any payment actually be 
made. My willingness to pay exists as a measure of value, independently of 
whether i actually write a check for $100 or not. We are concerned here 
with willingness to pay “in one’s heart of hearts,” so to speak.

third, this concept of value is unabashedly anthropocentric, or human 
centered. to economists, the value of anything depends on the satisfac-
tion (or “happiness” or “utility”) that humans derive from it. note that 
this is not the same thing as saying that only “useful” things have value. 
on the contrary, the economic notion of willingness to pay is as expan-
sive as people’s imaginations. a value for open space or biodiversity or 
endangered species is perfectly consistent with it, because humans have 
shown (through their actions) that they are willing to sacrifice much to 
preserve them.

Fourth, in addition to being hu-
man centered, the economic notion 
of value centers on the preferences 
of the individual rather than of the 
group. economic analysis emphasizes 
the values and preferences of individ-
uals as they perceive them. one might 

A person’s value for a particular good 

can be determined by what he or she 

would willingly give up in exchange. 

Economists call this measure of 

benefits willingness to pay.
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say that value is in the eye of the beholder. economic theory is rigorously 
neutral with respect to what people decide is valuable to them. Most 
people tend to think of one set of preferences as “right” or “superior” 
because it seems obvious to them. For example, it might be tempting to 
think that everyone ought to conserve water or gasoline as much as pos-
sible. But from the viewpoint of economics, we must consider the prefer-
ences of those who would rather keep an enormous lawn green or drive a 
gas guzzler. this does not mean that people who prefer to drive hummers 
rather than Priuses should not bear the consequences of the extra carbon 
dioxide, nitrous oxide, and particulate matter they emit. to the contrary, 
as we shall see in Chapter 5, economics prescribes that people and firms 
pay the full costs to society for their actions. however, the individualistic 
perspective of economics does hold that people should ultimately be al-
lowed to make their own decisions about what they value and what they  
do not.

a drawback of this approach is that it does not necessarily take account 
of how well informed people are about the environment. For example, if 
people do not understand the ecosystem services that wetlands provide 
(e.g., flood control, habitat, and water quality), they may place less value 
on those resources than they would if they knew more. a natural solu-
tion is to educate people about the benefits of environmental protection. 
For example, when economists conducted surveys in the aftermath of 
the 1989 Exxon Valdez oil spill in Prince William sound, they took care 
to provide some background information on the spill and its likely envi-
ronmental effects before asking people to estimate the damages from the 
spill (we’ll discuss this particular valuation exercise later in the chapter).

Fifth, a subtle but potentially crucial distinction arises between willing-
ness to pay (WtP) and willingness to accept (Wta). the difference between 
the two hinges on the implicit assignment of property rights. if i ask you 
what you are willing to pay to preserve open space from development, i 
implicitly assign a property right to the developer. if, instead, i ask what 
you are willing to accept from the developer in compensation for develop-
ing the very same parcel of land, i have given you the implicit property 
right. in practice, these implicit property rights are often determined by 
the status quo. For example, if we contemplate a prospective action that 
has not yet taken place (“should we as a society allow oil drilling in the 
arctic national Wildlife refuge?”), then we might naturally consider 
society’s willingness to accept compensation for loss of the wilderness 
area. on the other hand, in the aftermath of the 1989 Exxon Valdez ac-
cident or the 2010 deepwater horizon oil spill in the Gulf of Mexico, 
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the relevant issue for valuation was society’s willingness to pay to clean up 
the spill. a related way of stating the distinction is that Wta is a natural  
measure for your losses, whereas WtP corresponds more readily to gains.

in many cases, WtP and Wta should coincide, at least if we can mea-
sure them accurately (i.e., if we can set aside reasons why people might 
intentionally understate their WtP or overstate their Wta). For example, 
suppose you head to Fenway Park in Boston to see the red sox play a 
baseball game. Let’s assume you would be willing to pay up to (but no 
more than) $50 for a grandstand ticket. if you show up on the day of the 
game without a ticket and find someone willing to sell you one for $50 
or less, you will buy it. on the other hand, if you already have a ticket, 
and someone offers you $50 or more for it, you will sell. if you were not 
willing to pay $80 to buy a ticket, you will not be willing to forgo $80 if 
you can sell it for that much.

as the stakes get larger and larger, however, a gap may open up be-
tween what you would be willing to pay and what you would be willing 
to accept. this is simply because willingness to pay depends in part on 
ability to pay. to see this, consider the Great Barrier reef in australia, 
which is threatened by the rising ocean temperatures associated with 
global climate change. how much you would be willing to pay to prevent 
the reef from being destroyed? although the amount might be large, it 
is constrained by your need to have money to buy other goods and ulti-
mately by your wealth. now consider how much you would be willing 
to accept to allow the reef to be destroyed. Your answer now might well 
be “infinity,” or equivalently “no amount of money.” in that case Wta far 
exceeds WtP. But it helps illustrate an important point. Wta will always 
be at least as large as WtP. the two measures may diverge considerably, 
however, when large income effects are involved. keeping this relation-
ship between WtP and Wta in mind, we will refer to WtP rather than 
Wta when we consider the benefits of environmental protection.

Finally, the use of WtP as a measure of value is not confined to environ-
mental goods: on the contrary, the concept is fundamental to economic 
theory. the same principle applies to shoes or coffee or automobiles as 
to open space: the benefits you derive from a particular good can be 
measured by what you would be willing to give up for it. of course, in a 
market setting what you would be willing to give up for something can 
be inferred from your purchase decisions. if you pass up a pair of shoes 
when they cost $100 but buy them on sale for $80, then i can infer that 
the value you place on the shoes is between $80 and $100. in contrast, 
no such observable data exist for most environmental amenities. indeed, 
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as we shall see later, the main practical hurdle to valuing environmental 
goods is that clean air, endangered species, open space preservation, and 
other environmental amenities are not traded in markets.

A Taxonomy of Values

defining the benefits of environmental quality in terms of willingness to 
pay still leaves us with a range of kinds of values—that is, reasons people 
might be willing to pay. Let’s return to the example of open space pres-
ervation. some people would be willing to pay for open space because 
they are eager to visit it—to take walks in the woods or look for birds 
in a wetland. other people without current plans to visit the area might 
nonetheless be willing to pay something to preserve it now, in order to 
have the option to use it in the future. still others might not plan on using 
it themselves but would want to preserve it to pass on to their children 
or grandchildren. Finally, some people might be willing to pay something 
to preserve a parcel of open space simply because they take pleasure in 
knowing that it exists.

as the example makes clear, we can identify several distinct types of 
value. today’s visitors value open space because they will use it for recre-
ation, and prospective visitors want to preserve the option of using it in 
the future. Both of those values fall under the heading of use value. Use 
values involve direct enjoyment or consumption of an environmental 
good. For another example, consider the gains from reducing smog in Los 
angeles. the benefits range from attenuated adverse health effects (eye 
irritation, asthma, difficulties breathing) to aesthetic values (better views 
from homes high in the canyons or hiking trails in the mountains nearby). 
Both the health effects and the aesthetic values constitute use values, be-
cause they represent direct consumption or enjoyment of the cleaner air. 
Use values also arise from recreation—as for water quality in trout streams 
or at the beach or water volume in river rapids enjoyed by rafters.

the other two types of value mentioned earlier—the desire to pre-
serve a resource for future generations and the pleasure taken from the 
knowledge that something exists—are, naturally enough, called nonuse 
values. they involve benefits derived from the existence of an environ-
mental amenity but not from its direct use. existence value is of particular 
importance for endangered species preservation in the real world: how 
many donors to wildlife conservation societies actually believe they will 
see a Bengal tiger or a polar bear? rather, much of the value of endan-
gered species or habitats is simply knowing that they are there.
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Measuring Benefits

to apply these concepts, of course—and to carry out benefit–cost analy-
sis—we must be able to measure how much people are actually willing to 
pay for a given environmental amenity. an in-depth discussion of valua-
tion methods is beyond the scope of this book. however, we can sketch 
out the basic intuition behind the major approaches.

For most consumer goods, measuring benefits is straightforward. to 
determine how much consumers are willing to pay for dress shirts, or 
iPhones, or home appliances, analysts can gather market data on the prices 
of goods and the quantities purchased. in the environmental realm, this is 
possible for some goods and services. For example, the impacts of water 
pollution abatement on the local commercial fish catch can be valued us-
ing market prices and quantities, as can the impacts of reducing acid rain 
on commercial timber harvests. this conceptually simple approach does 
not work for most aspects of environmental quality, however, because 
most environmental goods and services are not traded in markets.

economists have developed two basic strategies to circumvent this lack 
of price and quantity data in order to estimate the value of environmental 
amenities. the first approach is to observe behavior indirectly, in related 
markets, and use that information to infer willingness to pay for environ-
mental quality. economists call this the revealed preference approach, be-
cause it treats actual behavior as revealing the true underlying preferences 
of individuals. the second basic approach to estimating value is simply to 
ask people how much they would be willing to pay to protect a given en-
vironmental resource (e.g., an area of habitat, a population of endangered 
species). this is the stated preference approach. We describe several revealed 
preference methods, and one stated preference method, in the next two 
sections. For reasons we describe later, economists tend to favor revealed 
preference methods, although for some values stated preference methods 
are the only alternative.

Revealed Preference Methods for Estimating the Value of  
Environmental Quality

one revealed preference method, the travel cost method, infers individual 
marginal willingness to pay for environmental quality from decisions 
about where to travel for recreation.13 although many national parks 
and other major natural resource recreation sites have an entrance fee, 
that fee is often a very small component of the total cost of a visit; you 
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would spend much more on an airline ticket or a road trip to Yellow-
stone national Park than you would to gain entry to the park itself. the 
travel cost method statistically exploits the relationship between travel 
cost and visitation rates, permitting the estimation of a demand function 
for recreation. if the economic value of recreation at a site depends on 
site characteristics, then multiple-site models can be used to value those 
characteristics. For example, if we observe an angler traveling to a remote 
fishing lake, we can infer that he values the experience of fishing there at 
least as much as the trip’s cost (in time as well as money). By comparing 
the frequency and duration of anglers’ visits to pristine lakes with those to 
more polluted ones, one can estimate the marginal benefits of clean water 
to recreational fishers. travel cost models are among the most widely ap-
plied valuation methods and have become a very useful tool for estimat-
ing recreational demand.

another revealed preference method uses observed market prices to 
infer the implicit prices for environmental amenities that are bundled with 
other (private) goods. a common application is to housing markets. Con-
sider the following thought experiment: imagine two houses located in 
the same metropolitan area that are identical in every respect, except that 
one of the houses is in a neighborhood with poorer air quality. the house 
with cleaner air will command a higher price, with the size of the pre-
mium being determined by the difference in air quality and by people’s 
marginal willingness to pay for clean air. in effect, the housing market 
does set a price on, or capitalize the value of, clean air.

of course, in the real world houses are never identical on every dimen-
sion except for air quality: one is located on a bigger lot and in a better 
school system, and the other house has a shorter commute and is close to a 
city park. instead of being directly observable, the price of clean air in the 
housing market must be teased out from other attributes. dealing with 
these other factors, however, is a methodological rather than a conceptual 
challenge, and sophisticated statistical techniques have been developed 
to isolate the effect of air quality from other (potentially correlated) fac-
tors. thus the hedonic property method, as it is called, has been used widely 
to estimate marginal willingness to pay for reductions in a variety of air 
pollutants and for other local environmental amenities and disamenities, 
such as toxic waste sites. For example, a recent study demonstrates that 
proximity to natural gas wells in Pennsylvania’s Marcellus shale region 
increases home values, perhaps because of actual or expected benefits 
from mineral royalty payments. But homes that obtain their drinking 
water from their own private groundwater wells, rather than municipal 
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piped water, experience decreases in property values of 10 to 22 percent 
when near shale gas wells, suggesting that local housing markets capitalize 
the potential risks to groundwater associated with energy development.14

a similar method can be applied to labor markets. observed wages 
vary with the amount of education, training, and expertise needed to per-
form a job well, the cost of living and desirability of the job location, and 
other factors. one of those other factors is a job’s embodied risks to life 
and health. economists apply the hedonic wage method to estimate the wage 
premium workers receive for accepting a high-risk job. the estimated 
values of these small changes in risks to life and health in job settings are 
used frequently in benefit–cost analysis of environmental regulations to 
monetize the value of avoided premature deaths and avoided illness from 
exposure to pollution. For example, one might observe that workers ap-
pear to be willing to give up $14 in annual wages to reduce the risk of 
dying on the job from 1 in 400,000 to 1 in 500,000 (a reduction in the 
probability of death of 0.000002). these marginal valuations can be used 
directly to estimate the benefits of an air pollution reduction resulting in 
similarly small changes in risk for the exposed population as a whole. in 
many cases, regulatory agencies go one step further, linearly extrapolating 
from these values the value of a single (statistically) avoided premature 
death from pollution exposure. this value has come to be known as the 
value of a statistical life (vsL). For example, if we make the following 
calculation from the change in occupational risk discussed earlier, the 
marginal willingness to pay for risk reduction divided by the marginal 
change in risk is $14/0.000002. if we set this fraction equal to the mar-
ginal willingness to pay for a change in the risk of dying from 1 to 0, then 
$14/0.000002 = $X/1.0. the vsL is the numerator of the right-side frac-
tion ($X), $14/0.000002, or $7 million.

this ($7 million) is, in fact, approximately the vsL currently used by 
the environmental Protection agency (ePa) in benefit–cost analyses of 
pollution control regulations that reduce the risk of premature death from 
pollution exposure; it is the average value obtained from twenty-one dif-
ferent hedonic wage studies and five stated preference studies (more on 
these later) that estimate the value of risk reductions. a vsL of $7 million 
does not imply that an individual would be willing to pay $7 million to 
avoid certain death this year. it does imply that those exposed to a 1 in 
400,000 risk of dying would pay about $14 to reduce that risk to 1 in 
500,000, or for that matter, that those exposed to a 1 in 10,000 risk of 
death would pay about $700 to eliminate that risk (because $700/0.0001 
= $7 million). it is not the “value of a life” in either economic or ethical 
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terms, although it is often a lightning rod for controversy among those 
who misunderstand the concept or simply oppose its use in the design of 
environmental policy.

assigning monetary value to avoided death and illness makes some 
people uncomfortable. a key thing to take away from this discussion, 
however, is that spending public and private funds on pollution control 
regulation, and risk mitigation more broadly, involves tradeoffs. and these 
tradeoffs are either made implicitly, and can then be quantified ex post, or 
made explicitly ex ante using benefit–cost analysis. avoiding monetiza-
tion of risks to life and health does not erase the tradeoffs that are made 
when standards are set.

the travel cost method and hedonic property and wage methods of 
environmental benefit valuation are all revealed preference methods in 
that they estimate willingness to pay from actual market transactions. even 
though there are not markets for clean air, peoples’ willingness to pay 
for clean air leaves footprints in housing markets and labor markets; we 
can exploit this information to estimate the implicit value of nonmarket 
environmental goods. similarly, even though park entrance fees do not 
capture visitors’ willingness to pay for outdoor recreation, visitors’ travel 
expenditures give us some information to estimate these values. however, 
some of the values discussed in the introduction to this section—the value 
of simply knowing that the arctic national Wildlife refuge remains pris-
tine or knowing that the giant panda and the polar bear exist—leave no 
footprints in markets. to estimate these kinds of values, stated preference 
methods are needed.

Stated Preference Methods for Estimating the Value of Environmental Quality

the stated preference approach consists of several methods, although the 
most common method is contingent valuation (Cv). Cv is conceptually 
straightforward: Carefully structured surveys are administered to a group 
of people to obtain information on their willingness to pay. the great 
advantage of this approach is its broad applicability. revealed preference 
methods, by their very nature, can be applied only to estimate use values. 
existence value is purely internal rather than behavioral: it leaves behind 
no “paper trail” of observed behavior that can be used to infer someone’s 
value for a resource. in contrast, Cv can in principle be used to measure 
willingness to pay for any good, simply by asking people.

of course, this broad applicability does not come cheap. the disadvan-
tage of Cv methods is that the respondents lack strong incentives to tell 
the truth. if they feel they have little stake in the outcome—thinking, for 
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example, “this is just a survey”—then they may have little reason to think 
carefully about their choice and provide a thoughtful response. things 
may be even worse if respondents believe that their answers to the survey 
will affect policy, because in that case they may have strategic incentives to 
misrepresent their true valuations. For example, suppose i have a moder-
ate willingness to pay for clean air, and i live in an area with a large popu-
lation. if i think that i will be asked to pay a tax on gasoline or electricity 
(to finance pollution control) based on how i respond to a Cv survey, i 
will have an incentive to understate my true valuation, in the hopes of 
“free riding” off of the contributions of others. after all, i might reason, 
my own tax payment is likely to have very little effect on air pollution, but 
i would be much better off personally if that tax payment were as small as 
possible. on the other hand, if i believe that my preferences for clean air 
will help secure strong regulation but that i will not be asked to pay on the 
basis of my response, then i may well overstate my willingness to pay, in 
the knowledge that the cost of clean air will be borne largely by others.15

economists who specialize in Cv have devised a number of approaches 
to mitigate these and other potential sources of bias.  as a result, a range of 
meta-analyses that have compiled results from multiple studies have con-
cluded that Cv methods and revealed preference approaches yield similar 
estimates of willingness to pay for environmental amenities whose value 
can be assessed using either method. this is taken as evidence in support 
of these methods. of course, because revealed preference methods can-
not be used to estimate nonuse or existence value, Cv estimates of these 
values cannot be similarly calibrated. in addition, estimates produced by 
Cv are generally much more variable across studies. economists tend to 
put greater trust in the revealed preference approaches, just as you might 
wisely attach more weight to what another person actually does rather 
than what he or she says. nonetheless, Cv remains invaluable for its abil-
ity to provide estimates of existence value. the method has been used in 
high-profile cases of natural resource damage assessment, to estimate lost 
passive use (or nonuse) values from oil spills and other environmental 
harms.

Both the revealed preference and stated preference approaches to es-
timating the value of environmental amenities tend to focus on marginal 
willingness to pay. studies that infer value from behavior (such as the 
hedonic property studies) necessarily focus on marginal willingness to 
pay, because that is what can be observed directly. the price of clean air is 
essentially a measure of what people are willing to pay for an incremental 
improvement in air quality, just as the price of an iPhone is the price of 



Contingent Valuation and Natural Resource Damage Assessment

In March 1989, the oil tanker Exxon Valdez ran aground on Bligh Reef in Prince 
William Sound off the coast of Alaska with 50 million gallons of crude oil in the 
hold. To that date, it was the largest tanker spill in U.S. history; 11 million gal-
lons spilled in less than 5 hours. By August, the oil slick from the spill covered 
10,000 square miles in Prince William Sound and the Gulf of Alaska. Known en-
vironmental impacts included the deaths of hundreds of thousands of seabirds, 
thousands of sea otters, hundreds of bald eagles, and many orcas. Following a 
1989 U.S. federal court opinion allowing compensation for lost “passive use” 
(or nonuse) values under U.S. environmental statutes, the Oil Pollution Act of 
1990 stated that these values could be included in natural resource damage as-
sessment, the practice used to support litigation on behalf of entities seeking 
compensation from those found responsible for environmental harms.

 When the State of Alaska took Exxon to court over the incident, it hired 
a team of economists to estimate the nonuse damages from the spill using 
contingent valuation. Nonuse value was potentially important, because many 
Americans may have experienced damages from the spill, knowing that a pris-
tine area that was home to many charismatic species had been harmed. Exxon 
hired its own team of economists to highlight the weaknesses of CV methods 
and thus cast doubt on Alaska’s damage estimates.16 The team working on be-
half of Alaska estimated total nonuse damages (to all U.S. citizens) from the 
spill of about $2.8 billion. This estimate was over and above any losses in use 
value, such as damages to commercial and recreational fishing and tourism 
(and was, in fact, many times larger than these estimated losses). After lengthy 
litigation, Exxon agreed to pay about $1 billion in damages; it also spent $2 
billion of its own funds on response and restoration. Some have pointed out 
that the magnitude of estimated damages is approximately equal to the sum 
of Exxon’s settlement and restoration expenditures.

 Although court cases since the Exxon incident have continued to reinforce 
the validity of CV in litigation over natural resource damages under the Oil Pol-
lution Act, CERCLA (or Superfund), and the Clean Water Act, it has been used 
infrequently in this context. One additional application of CV supported claims 
by the federal government of long-term damages to birds and fish caused by 
exposure to polychlorinated biphenyls and DDT, deposited off the southern 
California coast for many decades by seven firms. After the Deepwater Hori-
zon accident in the Gulf of Mexico in 2010, the largest marine oil spill in U.S. 
history (involving almost twenty times the amount of oil spilled by the Exxon 
Valdez), no comprehensive CV analysis was done to estimate nonuse damages. 
The incident did prompt renewed debate about the validity of CV, however.17 In 
the 21 years between the Exxon and Deepwater Horizon spills, thousands of  
academic articles and books were published on this method of estimating non-
use values, but the role of CV in litigation and public policy decisions remains 
controversial.
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a single iPhone. Cv studies also tend to focus on marginal willingness to 
pay, in large part because policy decisions tend to be made on the margin. 
that is, the relevant question for pollution control policy is not “should 
we reduce air pollution?” but rather “should we reduce pollution by 8 
million tons a year or by 10 million tons?” similarly, debates over endan-
gered species laws focus on the level of protection that should be provided 
rather than on whether endangered species should be protected at all.

Benefit–Cost Analysis

thus far, we have discussed efficiency as a “best” or “maximal” outcome—
for example, a particular level of pollution control that maximizes net 
benefits. the concept of efficiency is also useful in comparing alternatives, 
neither of which necessarily maximizes net benefits relative to all other 
possible policies. the basic principle is straightforward: Policy a is more 
efficient than policy B if the net benefits are greater under policy a. For 
example, Congress may consider whether to require electric power plants 
to install pollution control devices to reduce mercury emissions into the 
atmosphere, comparing a proposed regulation with the status quo. a re-
gional development agency may decide whether to spend transportation 
funds on highway expansion or on construction of a light-rail network. 
in cases such as these, a systematic comparison of benefits and costs can 
be a useful aid to government policy.

in the United states, the major environmental statutes differ in their 
relative emphasis on benefit–cost analysis as a policymaking tool. as econ-
omist and former ePa official richard Morgenstern has noted, the stat-
utes alternately “forbid, inhibit, tolerate, allow, invite, or require the use of 
economic analysis in decisionmaking.”18 since 1996, the safe drinking 
Water act has contained the most significant requirement for benefit–cost 
analysis of any environmental statute; it is required for all new maximum 
contaminant level (MCL) standards, and revisions to any existing MCLs, 
for treated drinking water. at the other end of the spectrum, the Clean air 
act forbids the consideration of cost in setting the national ambient air 
quality standards that govern local and regional air pollutants. But some 
of the most significant benefit–cost analyses that have been performed 
for U.s. environmental policy have focused on Clean air act regulations; 
we discuss some of them in this chapter and others later in the book. 
if the Clean air act forbids consideration of costs in standard setting, 
why has the ePa performed these economic analyses? the answer is that 
benefit–cost analysis of all environmental, health, and safety regulations 
expected to have significant costs to the U.s. economy has been required 
by executive orders signed by every U.s. president (from both political 



What Is the Value of Global Ecosystem Services? A Cautionary Tale

In a well-known article published in Nature magazine, Robert Costanza and 
a group of colleagues set about estimating the total worldwide value of re-
newable ecosystem services.19 They focused on seventeen types of ecosystem 
services, including pollination, nutrient cycling, and regulation of the composi-
tion of gases in the atmosphere, as well as more mundane goods and services 
produced by nature, such as food production, raw materials (e.g., timber), and 
recreational opportunities. Their goal was to demonstrate the economic sig-
nificance of such natural capital, most of which is not traded in the economy.

 Their conclusion? The study estimated the annual value of such ecosystem 
services worldwide to be $33 trillion. That might sound like a lot of money. Af-
ter all, as the authors point out, it is just shy of twice the global gross national 
product at the time of the study. On reflection, however, this amount starts to 
look fairly small. After all, the world economy grew at about 2 percent per year 
in 1995. At that rate, the world economy would surpass the value of ecosystem 
services by the year 2025 or so. The elimination of major global ecosystem 
services would obviously have devastating effects on human welfare. Indeed, 
as one analyst quipped, $33 trillion is “a serious underestimate of infinity.”20 
Where did the analysis go wrong?

 An important part of the answer is that they use estimates of marginal will-
ingness to pay in computing the total values of ecosystem services. Of course, 
these concepts are closely related, as we saw in Chapter 2. But we also saw 
that marginal willingness to pay often depends on the level of environmental 
quality. For example, to answer the question “What is the value of pollination 
services?” Costanza and his colleagues figured out the value of pollination for 
the marginal hectare and then multiplied it by the total land area that is pol-
linated. This is akin to the difference between asking “What is the value of a 
particular bee colony?” and asking “What is the value of all of the bees in the 
world?” We can’t answer the latter question by scaling up the value of a single 
beehive. As beehives became scarcer, they would become more valuable.

 A related point is that the complete elimination of vital ecosystem services 
would affect society in fundamental and interconnected ways. When econo-
mists measure marginal benefits, they evaluate small changes. The loss of all 
wild pollinators worldwide—or even more dramatically the shutdown of pro-
cesses that regulate Earth’s atmosphere—would cause drastic shifts in the 
demand and supply of all kinds of goods and services (including the very ame-
nities and services being measured).

 Does this mean that the benefit techniques we have discussed are not use-
ful? On the contrary, they are eminently suited to assessing the effect of spe-
cific policies, such as reducing concentrations of air pollution or setting aside 
a wilderness area for habitat protection. They are simply inadequate measures 
of the value of global ecosystem services in their entirety.
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parties) since richard nixon. since the reagan administration, the level 
of expected cost that has triggered this requirement (for what has become 
known as regulatory impact analysis) is $100 million per year. neither 
the benefit–cost analysis requirement under the safe drinking Water act 
nor the executive order requirement covering all environmental policy 
involves strict benefit–cost tests. that is, ePa and other agencies may 
still propose and enact rules for which the monetized costs exceed the 
monetized benefits. an important and controversial example of this was 
a revision to the rule governing allowable concentrations of arsenic in 
U.s. drinking water, proposed by ePa in 2000 and enforced beginning 
in 2006. nonetheless, the benefit–cost analyses of U.s. environmental 
regulations produced because of these requirements have provided very 
important information to the environmental policy process.21

Critiques of Benefit–Cost Analysis

although it is simple to describe, benefit–cost analysis has attracted con-
siderable controversy, especially in the environmental arena. Critics of 
benefit–cost analysis typically advance four main arguments against it.22 
First, basing decisions simply on whether benefits outweigh costs omits 
important political and moral considerations, such as fundamental rights 
or duties. second, discounting benefits that will occur in the distant fu-
ture privileges current generations at the expense of future ones. third, 
goods such as clean air or clean water are devalued and cheapened when 
their worth is expressed in monetary terms. Finally, focusing on the net 
benefits to society as a whole ignores the identities of the winners and 
the losers—that is, an emphasis on efficiency obscures a consideration of 
distributional equity. We consider each of these criticisms in turn. doing 
so allows us to probe more deeply the usefulness of economic efficiency 
and the limitations of economic analysis.

“Benefit–Cost Analysis Should Not Be the Only Criterion for  
Decision Making”

Critics of benefit–cost analysis often contend that economic theory pre-
scribes the use of benefit–cost analysis to the exclusion of other consid-
erations. the emphasis that economists place on the concept of efficiency 
may initially leave the mistaken impression that they view net benefits as 
the only criterion needed for public policy. in fact, most economists reject 
such a narrow view. the consensus among economists is that benefit–cost 
analysis should be viewed as a means of improving the information avail-
able to decision makers, not as the sole guide to decision making. in the 



Benefit–Cost Analysis in the Real World: EPA’s Study of Lead in Gasoline

In the fall of 1983, the U.S. Environmental Protection Agency initiated an in-
ternal study into the benefits and costs of reducing lead in gasoline.23 The use 
of lead as a fuel additive to increase octane levels had been restricted since 
the early 1970s, but high levels of lead persisted in the environment in the 
early 1980s, partly because older leaded-fueled cars remained on the road 
and partly because some owners of newer cars “misfueled” their cars by using 
leaded gasoline.

 The agency’s Regulatory Impact Analysis (RIA), published in 1985, identi-
fied four main benefits of phasing out lead. Two were linked to reductions in 
the main adverse human health effects from lead: damages to cognitive and 
physiological development in children and exacerbation of high blood pres-
sure in men. A third benefit was a reduction in emissions of other pollutants 
from cars, because burning leaded gasoline destroyed the effectiveness of cat-
alytic converters. The final benefit was lower costs of engine maintenance and 
related increases in fuel economy. Meanwhile, the primary costs of phasing out 
leaded gasoline were the costs of installing new equipment at refineries and 
producing alternative additives to boost octane levels.

 The study found that the benefits of reducing lead would substantially out-
weigh the costs. For a tenfold reduction in lead content (from 1.1 to 0.1 grams 
per gallon of gasoline), the net benefits were a little over $7 billion dollars an-
nually (in 1983 dollars): $7.8 billion in benefits minus $600 million in increased 
refining costs. These findings helped support the EPA’s decision to accelerate 
the required removal of lead from gasoline. That reversed the trend set a few 
years earlier, when the agency, citing costs to refineries, had settled on a much 
weaker rule than preferred by environmental and public health advocates.

 That the benefit–cost analysis succeeded in bolstering the case for tighter 
regulations was all the more notable because of the gaps in the analysis, gaps 
readily acknowledged by the study’s authors. EPA staff were able to include 
only the avoided costs of medical care and remedial education for children with 
blood lead levels above a certain threshold, leaving out the lion’s share of bene-
fits, such as the willingness to pay to avoid lasting health and cognitive impacts.

 The leaded gasoline example illustrates the usefulness of computing ben-
efits in dollar terms to make them commensurable with other benefits and with 
costs. Indeed, the case for removing lead from gasoline would have been even 
stronger had the analysts been able to estimate the dollar value of improving 
children’s health and cognitive abilities. Quantifying benefits (as well as costs) 
can focus regulatory efforts on the areas likely to yield the greatest net ben-
efits to society. As one of the study’s authors has pointed out, there was little 
political pressure on EPA at the time to tighten lead standards. Indeed, much 
more attention was being devoted to issues such as hazardous air pollutants 
and uranium mill tailings, even though the damages from such problems (and 
thus the benefits from cleanup) were orders of magnitude smaller than those 
at stake with leaded gasoline.
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words of a blue-ribbon panel of economists led by nobel laureate ken-
neth arrow,

although formal benefit–cost analysis should not be viewed as either 
necessary or sufficient for designing sensible public policy, it can pro-
vide an exceptionally useful framework for consistently organizing dis-
parate information, and in this way, it can greatly improve the process 
and, hence, the outcome of policy analysis.24

“Discounting Is Unfair to Future Generations”

a second criticism concerns the use of discounting to compare costs and 
benefits over time. it may seem grossly unfair to weigh costs to people 
living today more heavily than benefits to future generations. indeed, 
economists recognize full well the thorny issues of intergenerational eq-
uity raised by discounting. William nordhaus has illustrated the dilemma 
with a particularly striking example. suppose we discover that Florida 
will be entirely destroyed 200 years from now by an asteroid impact. 
suppose that we could prevent this catastrophe by launching a missile 
today to intercept the asteroid. how much should we be willing to pay 
for the missile? Using the value of land and capital in Florida and the 7 
percent discount rate mandated by the U.s. office of Management and 
Budget for use in government benefit–cost analyses, nordhaus calcu-
lates that preventing Florida’s annihilation two centuries hence would 
be worth only about $3 million. if launching the missile cost more than 
that, a strict benefit–cost test (using the government discount rate) would 
advise against its launch.25

this thought experiment highlights the importance of the choice of 
discount rate. after all, if nordhaus applied a 2 percent discount rate—
putting more weight on the future—the present value of preventing the 
destruction of Florida would be around $43 billion—still small, perhaps, 
but several orders of magnitude more than $3 million.

at a deeper level, however, this thought experiment illustrates the 
limitations of using efficiency as the only criterion for decision making. 
sometimes, benefit–cost analysis may suggest a course of action that we 
might still choose to reject on the basis of ethical considerations—for 
example, concerns about intergenerational equity. But that does not mean 
that we should not do the analysis in the first place. in making decisions 
about how to trade off current costs and future benefits, we as a society 
are surely better off when we have more information about the choices 
we face. Carrying out a benefit–cost analysis does not commit us to any 
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particular course of action; it simply helps us clarify the stakes. this argu-
ment echoes the one made by the blue-ribbon panel cited earlier.

“Putting Benefits in Dollar Terms Cheapens the Worth of the Environment”

a third common criticism of benefit–cost analysis is that it relies on mon-
etary measures of the benefits of environmental amenities such as clean 
air or endangered species preservation. Critics ask how we can attach 
monetary values to such “priceless” resources without devaluing them. 
the problem with this critique is that we need a common yardstick for 
comparing costs and benefits. expressing them in dollar terms is often 
convenient, simply because the costs of implementing a government pol-
icy are often naturally expressed in monetary terms, such as the increase in 
electricity bills that would result from more stringent pollution controls 
on power plants.

of course, a critic might respond that any attempt to make benefits 
and costs commensurate is problematic, regardless of the metric used. in 
a world of limited resources, however, tradeoffs must be made between 
competing demands. Weighing costs and benefits is simply a way of assess-
ing those tradeoffs. as nobel laureate robert solow has argued,

Cost–benefit analysis is needed only when society must give up some 
of one good thing in order to get more of another good thing. . . . the 
underlying rationale of cost–benefit analysis is that the cost of the good 
thing to be obtained is precisely the good thing that must or will be 
given up to obtain it.26

a related critique holds that there is a moral imperative to protect the 
environment, making the monetary value of no consequence. a problem 
with such arguments is that they overlook other conflicting but equally 
valid appeals to morality. if saving the endangered spotted owl in the U.s. 
Pacific northwest is the morally right thing to do, what about saving 
the jobs of loggers whose livelihoods depend on cutting down trees? if 
protecting the amazonian rainforest from slash-and-burn agriculture is a 
moral imperative, what about making sure that people clearing that land 
to farm it have enough to eat? at the very least, expressing benefits and 
costs in monetary terms can help inform these tradeoffs.

to make this concrete, let’s consider the control of mercury emis-
sions from electric power plants. some might argue that the health risks 
from mercury pollution are so great that mercury should be controlled at 
all costs. if this argument sounds appealing, ask yourself how much you 
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would be willing to pay in higher electricity bills each month in order 
to help pay for the costs of installing and operating mercury controls. 
Would you be willing to pay $5 a month? $10? $100? $1,000? how 
would your answer depend on the benefits to you and your family (and 
society at large) from controlling mercury pollution? Presumably, if the 
benefits were small enough and the costs were high enough, you might 
conclude that the emission controls would not be worthwhile. spending 
more money on higher electricity bills to pay for pollution control neces-
sarily entails spending less money on something else that you value. it is 
in this sense that money is a useful measure of benefits—not because we 
think there ought to be an intrinsic dollar value put on everything but 
because tradeoffs must be made.

Finally, it is worth pointing out that whether we realize it or not, 
we end up putting implicit values on environmental quality through the 
decisions we make every day. if you buy conventionally grown fruit and 
vegetables rather than the more expensive organic alternatives, you are 
putting a value on the environment. the same is true if you drive rather 
than bike to work or to school. the question is not whether we put a 
value on the environment. rather, the question is whether or not we 
make that value explicit.

“Benefit–Cost Analysis Ignores the Losers from a Policy”

a fourth major criticism of benefit–cost analysis is directed more broadly 
at the notion of using economic efficiency as a criterion for social welfare. 
as we have seen, efficiency is concerned with the overall net benefits to 
society from a policy, not with who gains and who loses. For example, 
the allowance trading program of the 1990 Clean air act amendments 
reduced sulfur dioxide emissions from electric power plants by roughly 50 
percent in the latter half of the 1990s, at much lower cost than had been 
expected. (We’ll learn more about the trading program in Chapter 10, 
when we discuss market-based environmental policies.) Careful analysis 
has found that the benefits from that program—principally reduced mor-
tality and morbidity from air pollution in cities of major power plants—
far outweighed the costs of reducing so

2
 emissions.27

one contributing factor was the availability of very low-sulfur coal 
from the Powder river Basin in Wyoming. in the congressional debates 
during the run-up to the passage of the amendments, senator robert 
Byrd of West virginia led the opposition to the new law, largely out of a 
concern that it would threaten the jobs of miners of high-sulfur coal in 
his home state. although the benefits were much larger than the costs in 



62 markets and the environment

aggregate, West virginia coal miners may well have ended up worse off 
as Wyoming coal displaced some West virginia coal. the costs of sulfur 
dioxide control also fell heavily on electric utilities in the Midwest, which 
passed the costs on to their ratepayers in the form of higher electric bills. 
the benefits from clean air, meanwhile, accrued to residents of downwind 
cities and to anglers and hikers who gained from the reduction in acid rain 
in the adirondacks and elsewhere.

What Happens When Costs and Benefits  
Are Not Considered Systematically?

A compelling argument for benefit–cost analysis is that when such analysis is 
not performed, actual policy may reflect implicit biases rather than reasoned 
considerations.28 A study of endangered species management by the U.S. Fish 
and Wildlife Service (USFWS) illustrates this point. Andrew Metrick and Mar-
tin Weitzman gathered data on the amount of money spent on endangered 
species protection, along with data on a variety of species characteristics, in-
cluding “scientific” attributes such as genetic uniqueness and degree of en-
dangerment, along with “visceral” attributes such as the size of the animal. 
They found that the USFWS tends to lavish money on protecting animals that 
are physically appealing, even though they have reasonably large breeding 
populations and close genetic relatives in no danger of extinction. At the same 
time, little money is spent on species that face far greater risk of extinction 
(such as the monitor gecko or the Choctawahatchee beach mouse) or that are 
genetically unique (such as the Red Hills salamander or the Alabama cave fish). 
Indeed, the amount of money spent to protect listed species was strongly and 
positively correlated with size but negatively correlated with an objective mea-
sure of endangerment.

 In short, spending by the USFWS on endangered species is biased toward 
“charismatic megafauna” such as grizzly bears rather than adhering to the sci-
entific principles and priority setting that ostensibly guide decisions. We are 
not arguing that society should elevate scientific standards over other reasons 
people might value endangered species. Rather, the point is that the USFWS 
is not meeting the criteria it sets for itself as its goals, in part because of an 
absence of a calculation of the benefits and costs of protecting different spe-
cies. As the authors conclude in another article on the topic, good stewardship 
requires “confronting honestly the core problem of economic tradeoffs—be-
cause good stewardship of natural habitats, like almost everything else we 
want in this world, is subject to budget constraints. The evidence suggests that 
our actual behavior may not reflect a reasoned cost–benefit calculation.”
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a program can be economically efficient, therefore, and still not make 
everyone better off. in simple terms, efficiency is about “maximizing the 
size of the pie,” whereas distributional equity is about who gets what share 
of the pie. this potential conflict between efficiency and distributional 
equity is fundamental, and it is an issue that merits careful consideration in 
each instance. if efficiency ignores something as critical as distributional 
equity, you may ask, why should we use it as a benchmark for policy? 
the answer is twofold: efficiency provides a welfare criterion that is both 
fundamentally sound and implementable in practice.

the philosophical foundations of efficiency date back to the work of 
italian economist vilfredo Pareto at the end of the nineteenth century. 
Pareto proposed that one policy is superior to another if at least one 
person is strictly better off under the first policy and nobody is worse off. 
a policy is Pareto efficient if—and only if—no member of society could 
be made better off by an alternative policy without making at least one 
person worse off.

as a criterion for comparing a proposed policy with the status quo, 
Pareto efficiency has a certain appeal. if policy a makes at least one person 
better off than policy B, without harming anyone, would we not always 
want to adopt policy a?29 When we try to apply this criterion in the real 
world, however, a drawback becomes clear: it is much too strict. Using 
it as a guide to making policy would almost always favor the status quo. 
think of nearly any medical or technological breakthrough that was un-
doubtedly beneficial to society as a whole, and you can come up with at 
least one group of people who were hurt by the change. the rapid expan-
sion of the railroad in the second half of the nineteenth century spurred 
the development of the western United states, brought fresh meat and 
produce to urban populations, and led to the rise of Chicago as a great 
city, but it also put bargemen out of business on now-obsolete canals 
and contributed to the overexploitation of natural resources such as the 
american bison. the development of the personal computer, for all its 
undeniable benefits, also devalued the skills of professional typists and 
shuttered countless old typewriter 
stores.

how to reconcile the obvi-
ous benefits to society from such 
changes with their smaller but very 
real costs? a way out of this conun-
drum was proposed separately by 
nicholas kaldor and John hicks in 
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the 1930s. Under the kaldor–hicks or “potential Pareto” criterion, policy 
a is chosen over policy B if policy a would make at least one person 
better off without making anyone worse off, provided that suitable transfers 
were made from the winners to the losers. Crucially, the kaldor–hicks crite-
rion does not require that those transfers are actually carried out. in other 
words, the modified criterion can be thought of as satisfying the strict 
Pareto criterion in principle, given appropriate (but possibly unfulfilled) 
transfers. of course, compensating the losers from a given policy is much 
easier to describe than to carry out. nonetheless, it remains crucial that 
such transfers be possible, even if only in theory, because the possibility of 
such compensation ensures that there is a net surplus from the policy.  the  
winners from a policy can only compensate the losers (even in principle) 
if the benefits from the policy are greater than the losses. thus, a policy 
satisfies the modified criterion if and only if it produces greater net ben-
efits than the alternative. satisfying the kaldor–hicks criterion is equiva-
lent to maximizing net benefits.30

the kaldor–hicks approach also helps clarify the relationship between 
efficiency and distributional equity. Because the compensating transfers 
need not actually take place, an efficient policy may lead to one group 
gaining much at the expense of another. if we are interested in distribu-
tional equity, this indifference to whether the transfers occur is a crucial flaw.

three main responses are possible to such a critique. First, one can 
simply point out that efficiency and distributional equity are competing 
goals that both deserve consideration when we are shaping environmental 
policy, or policy in any other sphere. second, we might argue that over 
time and across a broad range of policies, the gains and losses enjoyed 
by any particular group of people in any particular case tend to cancel 
each other out—so that in the long run, pursuing efficient policies will 
improve everyone’s lot. if today’s winners are tomorrow’s losers, then we 
need not concern ourselves too much with the distributional implications 
of particular policies. however, such a sanguine view of affairs is clearly 

naive when it comes to the impacts 
of much public policy in market 
economies such as the United states, 
where in the absence of redistribu-
tive programs the pursuit of eco-
nomic efficiency is likely to further 
concentrate wealth in the hands of 
a few.

a third response to the critique 
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is to find creative ways to spread the gains from efficient policies. a real-
world example of just such a compensation program is the northwest 
Forest Plan, enacted in 1993 by the Clinton administration. the forest 
plan grew out of concern over declining populations of northern spotted 
owls and the old-growth habitat they depended on. to protect the owl 
and its habitat, the plan sharply reduced the allowable timber harvest on 
24.5 million acres of federally owned lands in Washington, oregon, and 
northern California. Loggers in the local timber industry were among the 
most vocal opponents of such conservation measures; pickups and log-
ging trucks sported bumper stickers reading “save a Logger: eat a spot-
ted owl” and “spotted owl tastes Like Chicken.” in response to such 
concerns, the Clinton administration proposed a northwest economic 
adjustment initiative. that program provided $1.2 billion over 6 years in 
additional funding to cushion the blow to logging communities, through 
job retraining, rural development assistance, and direct payments.

Benefit–Cost Analysis Under Uncertainty

in many cases, the benefits and costs of a policy may depend on key pa-
rameters that are uncertain. For example, the benefits of fuel economy 
standards will depend in part on the future price of gasoline. or the 
source of uncertainty may be the challenges inherent in estimating the 
health effects of pollution; in estimating the benefits from reducing con-
centrations of soot and other fine particles, ePa uses two empirical esti-
mates of the effect of particulate matter on mortality, derived from two 
different peer-reviewed epidemiological studies.

if the uncertainty is limited to one or two key parameters, as in those 
examples, then it can be dealt with by performing a sensitivity analy-
sis. Benefits and costs are calculated under a range of values for a given 
parameter (e.g., high or low gasoline prices) and displayed along with 
those from the base case, allowing the analyst to determine how sensitive 
the main results are to alternative assumptions. this is similar to estimat-
ing benefits and costs under a range of discount rates, another common 
practice.

in more complex situations, with multiple sources of uncertainty, ana-
lysts may use a more sophisticated method called a Monte Carlo analysis. 
in this approach, the analyst specifies the likelihood of various parameter 
values (for example, an oil price of $80 per barrel in the year 2020 may 
be deemed more likely than prices of $150 per barrel or $20 per barrel). 
Benefits and costs are then calculated hundreds or even thousands of 
times, each with a different set (or “draw”) of parameter values. the result 



Analyzing Uncertain Benefits and Costs of Regulation:  
EPA’s Carbon Pollution Standards for New Power Plants*

In early 2012, the U.S. Environmental Protection Agency was preparing a pro-
posal for the first-ever performance standards for carbon dioxide emissions 
from new coal and natural-gas-fired electric power plants. (Power plants that 
already existed at the time the rule was proposed would be covered by a sub-
sequent regulation.) The agency intended to tie the standard to the emissions 
rate from a state-of-the-art, natural-gas-fired plant. Because natural gas emits 
roughly half as much CO

2
 as coal per megawatt-hour of electricity generation, 

the proposed standards would effectively prohibit the construction of “conven-
tional” coal-fired power plants (those without equipment to capture and store 
carbon emissions).

 EPA planned to argue that the regulation would have zero costs and zero 
benefits. This was because under a business-as-usual scenario without the 
new standards, no conventional coal-fired power plants were expected to be 
built. That expectation was partly due to the cost of complying with regula-
tions on other pollutants such as mercury. But the main reason that no new 
coal plants were planned was historically low natural gas prices, the result of 
the vast supplies of natural gas that could be tapped by the newly perfected 
technologies of horizontal drilling and hydraulic fracturing, or fracking. If the 
current low price of natural gas continued into the future, conventional coal-
fired power plants would remain uneconomical regardless of the new carbon 
standards.

 EPA’s argument of zero costs and zero benefits raised eyebrows at the Of-
fice of Information and Regulatory Affairs, part of the White House Office of 
Management and Budget, which has responsibility for reviewing regulations. 
How could such a significant and even historic regulation—one that would ef-
fectively end the construction of conventional coal-fired power plants in the 
United States—have zero costs? Others asked, “If the regulation genuinely 
had zero benefits, why bother pursuing it when there was sure to be fierce op-
position to the regulation on Capitol Hill?”

 These questions pointed to the need for a more sophisticated approach. 
The key was to realize that whether coal-fired plants would be built in the ab-
sence of the regulation depended critically on the price of natural gas, which 
was uncertain. To correctly assess the expected benefits and costs of the regu-
lation, the analysis needed to at least account for the possibility that future 
natural gas prices would be high enough to make coal plants economically 
attractive again.

*The analysis presented in this discussion is taken from U.S. Environmental Protection Agency, 

Regulatory Impact Analysis for the Proposed Standards of Performance for Greenhouse Gas Emis-

sions for New Stationary Sources: Electric Utility Generating Units, EPA-452/R-12-001 (March 2012), 

pp. 5-31–5-35. Figure 3.3 is based on numbers in table 5-7 and footnote 51 of the RIA.
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 EPA’s resulting calculation for a representative new coal-fired plant, re-
ported in the Regulatory Impact Analysis (RIA) for the proposed rule, is illus-
trated in figure 3.3. For natural gas prices below $9.60 per mmBtu, coal would 
be uneconomical, and the costs and benefits of the standard would be zero. 
That was the business-as-usual case that EPA had assumed at first. For natural 
gas prices above that level, however, a utility would prefer to build a coal-fired 
plant. Note that immediately above this price threshold, the cost savings from 
coal would be essentially zero, but the social damages from increased pollu-
tion would be significant. Therefore, for prices in some range above the thresh-
old, the proposed standards would yield positive net benefits, because the 
extra cost of having to burn natural gas instead of coal would be outweighed 
by the benefits from lower emissions. As the natural gas price rose higher, the 
extra costs of natural gas would increase, while the benefits from lower pollu-
tion remained constant. Above some price point ($12.70 per mmBtu in the fig-
ure; EPA’s analysis identified a range of $12 to $14 per mmBtu for this second 
threshold), the extra costs would outweigh the benefits, and a prohibition on 
conventional coal plants would begin to impose net social costs.
 The final step in EPA’s analysis was to consider the likelihood that the price 
would fall into each of those three ranges. Historical data showed that natural 
gas prices had never reached the $9.60 per mmBtu threshold on an annual 
average basis and had exceeded it even temporarily in only 8 of the previous 
120 months. And the advent of fracking meant that natural gas prices were 
expected to be much lower than historical levels (more on this in Chapter 6). 
Even the most pessimistic natural gas forecasts available projected prices re-
maining below $9.60 per mmBtu through 2035. These facts suggested that 
the probability of the proposed standard yielding net benefits was positive but 
small, and the probability that it would impose net costs was essentially zero. 
As a result, expected net benefits were greater than zero (although small in 
magnitude).

Figure 3.3 illustrative estimated net benefits of ePa’s proposed carbon pollution 
standards for new power plants.
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is a distribution of benefits and costs rather than a single estimate. rather 
than simply comparing the outcomes under a discrete set of parameter 
values, as in a sensitivity analysis, the Monte Carlo approach allows ana-
lysts to explore a much broader range of possible benefits and costs and 
to see which outcomes are more or less likely (given the specified distri-
butions of the parameter values). For example, two policies with similar 
average net benefits may have different probabilities that net benefits will 
be much higher or lower than expected, a finding that could be of interest 
to policymakers interested in minimizing the risk of bad outcomes (such 
as a policy imposing net costs).

Conclusion

this chapter has fleshed out the concept of economic efficiency that 
we developed in Chapter 2. in order to put the efficiency criterion into 
practice, we need to be able to measure costs and benefits. Costs are more 
straightforward to define and to measure. even so, economics raises two 
key insights: the costs of doing one thing depend on the opportunities 
forgone, and the burden is often shared by many groups in society. the 
benefits from environmental amenities—as from any other good—ulti-
mately derive from what people are willing to pay to secure them. econo-
mists have devised a range of clever approaches to infer such willingness 
to pay from how people behave when they go on vacation, buy a house, 
or accept a job. nonetheless, in some cases—for example, the existence 
of an endangered species—there is no alternative but to ask people how 
much they value a good.

even if we can measure costs and benefits, it is important to have a 
firm grasp on why economic efficiency is a desirable goal for society. as 
a criterion for policymaking, efficiency has two important strengths: it is 
grounded in a strong welfare justification (recall the Pareto criterion it 
is based on), but at the same time it is readily implemented in practice. 
nonetheless, there are powerful critiques of efficiency and of the related 
practice of benefit–cost analysis. in particular, a single-minded focus on 
efficiency can mask deeply unfair outcomes, if the positive net benefits 
reflect large gains to one group of people at the expense of another. keep-
ing this blind spot in mind, however, we shall use efficiency throughout 
the remainder of the book as our basic benchmark for evaluating envi-
ronmental policy and the management of natural resources.



4
the efficiency of Markets

how well do market economies deal with environmental problems? one 
school of thought holds that government regulation is costly and intru-
sive, hindering innovation and economic growth. Conservative talk radio 
host rush Limbaugh captured this sentiment when he wrote, “the key 
to cleaning up the environment is unfettered free enterprise. . . . Capital-
ism is good for people and for other living things.”1 on the opposite 
side of the political spectrum, observers such as amory Lovins and former 
vice president al Gore agree that firms can cut costs and boost profits by 
“being green”—for example, by reducing pollution or increasing energy 
efficiency.2 if such a connection between corporate profits and environ-
mental protection were to hold in general, it would suggest that govern-
ment regulation is unnecessary, because firms will find it in their own 
interest to protect the environment.

so how well would the free market perform on its own? in this chap-
ter, we discuss the advantages of well-functioning markets. Under certain 
conditions, market outcomes are Pareto efficient. in other words, markets 
allocate the production and consumption of goods in a way that maxi-
mizes the net benefits to society.  this result is evoked by adam smith’s fa-
mous image of the “invisible hand” (one inspiration for this book’s cover). 
Without any explicit coordination, the interactions of individual consum-
ers and producers, each motivated by self-interest, nonetheless combine 
to advance the common good. in general, therefore, free markets are a 
socially desirable means of allocating goods and services. But not always: 
in some important cases, markets can fail. in the next chapter, we shall dis-
cuss several closely related notions of market failure that are ubiquitous in 
the environmental realm. as we shall see, competitive markets—although 
typically effective institutions for allocating resources—are unlikely to 
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provide adequate levels of environmental quality without some govern-
ment intervention.

Before diving into our discussion of markets and market failure, one 
point must be emphasized. although market economies may give rise to 
environmental problems, the capitalist system should not be construed 
as the sole cause of those problems. the scale of environmental problems 
in capitalist economies such as the United states often pales next to the 
devastation wrought in socialist economies such as the former soviet 
Union. We focus here on how environmental problems arise in market 
economies, not because such problems arise only in market economies 
but because markets are the dominant form of economic organization in 
the world today.

Competitive Market Equilibrium

Let’s start by defining what markets are and describing how they work.

Defining Markets

in everyday activity we take part in a range of different kinds of mar-
kets: retail stores such as supermarkets or clothing shops, farmers’ mar-
kets where local farms sell produce from individual stands, open-air flea 
markets, or capital markets such as the new York stock exchange. More 
broadly, the United states and other Western countries have decentralized 
market economies in which the price and quantity of goods are deter-
mined by the interaction of supply and demand rather than by a central 
state government.

Markets are not the only way to allocate goods or services. an obvious 
counterexample is a planned economy, such as that of the soviet Union 
during most of the twentieth century. China’s economy combines cen-
tral planning and state-owned enterprises (which are typically insulated 
from market forces by subsidies and regulatory control) with some free 
enterprise. state-owned enterprises are also common in europe, though 
to a smaller degree. But much more broadly, even in a market economy a 
range of other allocation mechanisms exist: You might purchase antique 
furniture at an auction, bid for collectibles on eBay, win a prize in a raffle 
or lottery, receive food stamps from government agencies, gain admission 
to a competitive college or university through the admissions process, 
or secure a prestigious medical residency through the medical matching 
system.

these are all ways to exchange goods and services. What, then, are the 
key characteristics of a market?
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a market is a decentralized collection of buyers and sellers whose 
interactions determine the allocation of a good or set of goods 
through exchange.

note several points from the definition. First, a market is an institution 
for allocating goods from those who produce or own them to those who 
want to buy them. of course, markets are not the only means of allocating 
goods, as the examples in the preceding paragraph demonstrate. second, 
markets are based on the exchange of payment for goods or services rather 
than one-way allocation of scarce resources (as in the cases of food stamps, 
a lottery, or the medical match system). Finally, and perhaps most im-
portantly, markets are decentralized. this crucial characteristic distinguishes 
them from auctions (where buyers and sellers are brought together but 
exchange is arranged by the auctioneer) and from centralized economies 
(where a government planner orders producers to make specified quanti-
ties for sale or distribution to consumers).

Demand and Supply

even if you have never studied economics, you probably know the bed-
rock of microeconomics: supply and demand. to understand market out- 
comes, we need to describe the behavior of sellers and buyers. First, con-
sider buyers, who make up the demand side of a market. as the price of 
a good falls, some people who were already buying the good decide to 
consume more, while some people who chose not to buy the good at 
higher prices start to purchase it. in other words, as the price falls, the 
quantity demanded by consumers rises. this relationship between price 
and quantity, sometimes called the “law of demand,” holds for almost all  
goods.

We can describe consumers’ behavior by a demand curve. a demand 
curve summarizes how much buyers in the aggregate will buy at a given 
market price, with all other factors (such as the prices of other goods) held 
constant. the underlying relationship between price and quantity can also 
be stated another way. at each quantity, the demand curve summarizes 
what buyers are willing to pay for one more unit of a good, given how 
much they have consumed already—their marginal willingness to pay.

Figure 4.1 depicts a hypothetical demand curve for coffee. note that 
quantity is on the horizontal axis and price on the vertical axis. the de-
mand curve slopes downward, because lower prices lead to larger quanti-
ties demanded. For the sake of discussion, let’s imagine that this represents 
the demand for gourmet coffee in a college town.
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now consider the sellers of a good—the supply side of the gourmet 
coffee market. a supply curve summarizes the relationship between price 
and quantity on the supply side (see figure 4.1). the supply curve represents 
how much the coffee shops in your town (collectively) are willing to sell 
or produce at a given price. equivalently, for any given quantity, the supply 
curve represents the amount the coffee shops are willing to accept in order 
to produce one more unit of a good—one more cup of coffee. note that 
the supply curve slopes upward. as the price of a good increases, so does 
the quantity firms are willing to supply. at higher prices, existing producers 
can expand their output in a range of ways: hiring more workers (perhaps 
increasing wages to do so); paying higher prices to secure larger quantities 
of needed inputs, say coffee beans; running their shops more intensively, in-

curring higher costs; or perhaps even 
opening new shops. Moreover, higher 
prices allow new firms with higher 
costs of production to enter the mar-
ket, expanding output further.

Market Equilibrium

What happens when supply and de-
mand interact? the answer is that the 
market will eventually settle where 

Figure 4.1 demand and supply curves, and market equilibrium.

A demand curve summarizes how 

much buyers in the aggregate will 

buy at a given market price, with all 

other factors held constant. A supply 

curve summarizes the relationship 

between price and quantity produced 

by the sellers of a good.
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demand equals supply. this combi-
nation of quantity and price is called 
the market equilibrium, where the 
forces of demand and the opposing 
forces of supply just counterbalance 
each other. in fact, this market equi-
librium is almost always a stable equilibrium; the market will “automati-
cally” tend to establish this equilibrium price and quantity and to maintain 
them as long as the underlying factors that drive demand and supply (such 
as income, people’s tastes, and production costs) remain unchanged.

Market equilibrium is illustrated in figure 4.1. at a price of $1.50, the 
demand curve shows us the amount consumers will want to buy (1,200 
cups per day), which is exactly equal to the amount sellers will want to 
produce at a price of $1.50, as shown on the supply curve. this point—
and only this point—is a market equilibrium. to see why, suppose that 
instead of selling coffee at $1.50 per cup, producers raise the price to 
$2.00 per cup. Why can’t this be an equilibrium? at a price of $2.00 per 
cup, some consumers will cut back on their purchases (switching to tea or 
another substitute, or reducing consumption of hot beverages altogether); 
they will buy only 800 cups per day at that price. however, sellers will 
want to sell even more than before because of the higher price. at $2.00 
per cup, it may be profitable to hire more workers and perhaps stay open 
later; figure 4.1 shows that sellers are willing to produce more than 1,800 
cups at that price. With supply greater than demand, this situation would 
create a coffee surplus and hence market pressure to move back toward 
the equilibrium we identified earlier. how would this happen? Given the 
surplus, sellers would have a hard time finding buyers for all the coffee 
they produced. a smart coffee vendor would soon lower the price to at-
tract more buyers, and other sellers would follow in order to compete for 
buyers’ business. the market price would continue to fall, until it reached 
the equilibrium price of $1.50 per cup (and the quantity sold would rise 
in response, until it reached the equilibrium quantity of 1,200 cups).

now consider a price lower than $1.50, such as $1.20. such a price 
cannot be an equilibrium price either. once again, there is a gap be-
tween the amount producers would be willing to sell and what consumers 
would be willing to buy. at a price of $1.20, coffee vendors will want to 
sell only about 800 cups, and at this bargain price, consumers will want 
to purchase more than 1,400 cups. this time, the gap creates a shortage 
of coffee (demand greater than supply) and attendant market pressure to 
return to equilibrium. seeing that demand is strong enough to sustain 

The market equilibrium is the 

combination of quantity and price for 

which demand equals supply.
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a higher price, coffee vendors would increase prices (decreasing buyers’ 
demand) until the equilibrium was reached again.

only when the amount producers want to sell equals the amount 
consumers want to buy—in this case, 1,200 cups per week, at a price 
of $1.50—is there an equilibrium, with no tendency for sellers to lower 
their prices or buyers to offer to pay more. in other words, the mar-
ket “clears”—all buyers are able to find sellers and all sellers are able to 
find buyers—leading us to refer to the equilibrium price ($1.50) as the 
market-clearing price.

The Efficiency of Competitive Markets

so far, we have described the workings of the market mechanistically—
that is, we have predicted what will happen in a particular market, given 
the behavior of buyers and sellers (as represented by the demand and 
supply curves). But we’ve also told you that under certain conditions, the 
market outcome maximizes net benefits to society. that is, as a general 
matter, markets are Pareto efficient. how does this happen?

Demand and the Benefits to Consumers

suppose you would be willing to pay up to $1,200 for a laptop com-
puter—in other words, you would be indifferent between paying $1,200 
and getting the laptop or not having the laptop at all. if a laptop computer 
actually sells for $1,000 and you buy it, you have in effect received a sur-
plus of $200—the difference between what you would have been willing 
to pay (the benefit you get from using it) and what you actually paid.

the same principle is at work in markets in general. remember that a 
demand curve traces out consumers’ marginal willingness to pay, which is 
the measure of their benefit from consuming a good. Because the market 
price is determined at the margin, and demand curves slope downward, it 
will generally be the case that almost all consumers who make purchases 
in a market pay less for the good than they would be willing to pay. For 
example, in figure 4.1 the price of coffee is $1.50 per cup, but some con-
sumers would be willing to pay as much as $3 a cup. economists call the 
resulting net benefits consumer surplus: the benefit consumers get from 
purchasing a good over and above what they actually pay for it. in figure 
4.1 we can see this amount for each cup of coffee by reading from the de-
mand curve to find the benefit from consuming that cup and subtracting 
the price paid to obtain that cup (the vertical distance between the de-
mand curve and the price at each quantity). When we combine these ver-
tical distances for all the cups of coffee purchased in a market, consumer 
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surplus covers the whole area below 
the demand curve and above the 
price. this area is shaded and labeled 
in figure 4.2, for a market in which 
the equilibrium quantity is Q* and 
the equilibrium price is P*.

note that we are in effect using the demand curve as a measure of 
the marginal benefits to consumers. that should make sense. after all, we 
defined benefits in Chapter 3 as measured by willingness to pay. although 
the discussion of that chapter was focused on environmental amenities, 
the same principle applies to all economic goods. From an economic 
perspective, the marginal benefit an individual receives from consuming 
a particular good or service can be measured by her marginal willingness 
to pay for that good or service.3

Supply and the Costs to Producers

next, consider the supply curve. recall that we defined it as representing 
the relationship between the quantity of a good produced and the price 
producers are willing to accept to produce one more unit.

it turns out that the supply curve traces the marginal cost curve of the 
industry. Marginal cost is the cost of producing one more unit of a good.4 

Figure 4.2 demand, supply, market equilibrium, and welfare measures.

The difference between what 

consumers would be willing to pay 

for a good and what they actually pay 

is called consumer surplus.
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suppose you are in charge of a firm that produces widgets and sells them 
for $5 each. if the cost of producing an additional widget is less than $5, 
you can make money by increasing production. For example, if the mar-
ginal cost of making a widget is $2, you will earn a net return of $3 ($5 
minus $2) from making another widget. on the other hand, if the mar-
ginal cost is greater than the price, then you should not produce any more.

now suppose that your marginal cost increases with the number of 
widgets you make. (that will usually be the case, at least in the short run 
when the size of the factory is fixed: as output rises, it becomes more 
and more costly to increase production as firms near the limit of their 
available capacity.) how many widgets do you want to make? the answer 
is: Produce widgets up to the point where the marginal cost equals the 
price. as long as marginal cost is less than the price, increasing output 
will raise revenues by more than cost; the opposite occurs once marginal 
cost exceeds the price. the same reasoning can be applied at the level of 
an industry made up of many firms. Firms in the aggregate will produce 
output at the level where price equals marginal cost. therefore, the supply 
curve runs along the marginal cost curve.

in figure 4.2, we have shaded the area below the price and above the 
supply curve. this area is analogous to the measure of consumer surplus 
and—not surprisingly—is called producer surplus. What does producer 
surplus represent in economic terms? recall from the discussion in Chap-
ter 2 that the area under a marginal cost curve corresponds to total costs. 
the same principle applies here. as a result, the area under the supply 
curve corresponds to the costs of production. Meanwhile, the entire area 
under the price line equals price times quantity, or total revenues. thus 
producer surplus equals the difference between the revenues to suppliers 
and their cost of production—that is, net revenue to producers.

Market Efficiency

the sum of producer and consumer surplus is a measure of the net ben-
efits produced by market interactions. a careful look at figure 4.2 should 
convince you that this measure of net benefits is maximized at the point 
where supply equals demand. thus the market equilibrium achieves the 
maximum possible net surplus from the market.

indeed, we can see this efficiency result as a direct application of the 
equimarginal rule we discussed in Chapter 2. We have already seen that 
the market equilibrium is given by the intersection of the demand and 
supply curves. We just argued that those curves can be thought of as, 
respectively, marginal benefit and marginal cost curves. this suggests that 
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market outcomes equate marginal benefit with marginal cost and hence 
must be efficient.

this is an extremely powerful result, but the efficiency of markets is 
not guaranteed in all cases.5 in particular, it depends on three necessary 
conditions. First, markets must be competitive, in the sense that all firms 
and consumers must take prices as given. that is, individual firms and 
consumers must be unable to manipulate the market price in their favor. 
this is a reasonable assumption in settings where there are many firms or 
producers competing with each other to sell a good to a large number of 
potential buyers. When this assumption fails, however, market efficiency 
fails with it. For example, a single firm with a monopoly over a product 
will have the power to set its own prices rather than allow them to be 
dictated by the market. rather than set a price that just covers the in-
cremental cost of production, therefore, the monopolist will set a higher 
price that maximizes its own profit. this higher price means that less is 
sold than in a competitive market, with correspondingly lower surplus to 
consumers. For example, at the turn of the twentieth century, standard 
oil (owned by John d. rockefeller) had a near monopoly on U.s. oil 
production and sales. More recently, governments in the United states, 
europe, and elsewhere have sought to reduce monopoly power in the 
markets for personal computer operating systems (Microsoft), diamonds 
(de Beers), and eyeglasses (Luxottica).6

the second condition that must be met for markets to be efficient 
concerns the information available to firms and consumers about the 
quality of the good or service being traded. this information must be 
symmetric, understood equally by buyers and sellers. a classic example of 
asymmetric information is the used car market, in which the seller of a car 
typically knows much more about its quality than any prospective buyer. 
in such cases, sellers have an incentive to take advantage of their private 
information; knowing this, wary buyers are likely to be less willing to 
pay for goods or services whose quality is uncertain. similarly, a buyer of 
health insurance knows more about her personal health conditions (and 
how likely she is to need that insurance) than does the seller of a health 
insurance policy. When information is asymmetric, markets may fail to 
allocate goods and services efficiently.

Finally, for markets to be efficient, they must be complete, that is, they 
must capture all the good and ill effects resulting from a market transac-
tion. in particular, the costs of a good or service must be fully paid for by 
those who produce it, and the consumer who buys that good or service 
must enjoy the entire benefit from it. When this condition fails, demand 
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and supply no longer reflect marginal benefit and cost, because part of the 
benefits or costs accrues to other consumers or firms.

our market efficiency result can be formally stated as follows:

• A market equilibrium is efficient if the following conditions are met:
1. the market is competitive, meaning that firms and consumers 

take prices as given.
2. Firms and consumers both have good information about the 

quality of the good or service being traded.
3. the market is complete, in the sense that all relevant costs and 

benefits are borne by the market participants (the firms and con-
sumers involved in transactions).

in many real-world markets these three conditions are likely to hold, 
at least approximately. although market power certainly arises in the real 
world, many markets are reasonably competitive. For example, retailers 
such as supermarkets, bookstores, and clothing stores operate in fairly 
competitive industries. if your local supermarket raised the price of ba-
nanas or cereal too far above prevailing prices, consumers would simply 
buy those items elsewhere. if Barnes & noble charges more for books at 
its online site, consumers will switch to amazon. similarly, consumers and 
firms typically have adequate (or at least symmetric) information about 
the quality of goods and services, and when information asymmetries 
do crop up, market solutions often arise as well, as when car dealerships 
certify used cars. in general, therefore, free markets are a socially desirable 
means of allocating goods and services.

When any of these three conditions are not met, however, markets are 
no longer efficient. in the language of economics, they are said to fail. 
Failures of the first two conditions are the focus of extensive literatures in 
economics and much debate in the real world. When it comes to the envi-
ronmental realm, the problem most often is with the third condition, that 

is, the complete market assumption. 
the resulting market failures are the 
subject of the next chapter.

Conclusion

this chapter has explained how sup-
ply and demand interact in a market. 
the key result that emerges from 
our discussion is that competitive 

In general, free markets are a socially 

desirable means of allocating 

goods and services. When the key 

conditions for market efficiency are 

not met, however, a market failure is 

said to occur.
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markets are efficient, at least in many cases. When buyers and sellers take 
prices as given and have good information about the quality of goods 
and services, and when all costs and benefits are borne or enjoyed by 
consumers and producers, the decentralized interaction of self-interested 
individuals leads to socially desirable outcomes. this is a powerful result, 
and demonstrating it stands as one of the crowning achievements of eco-
nomics. nonetheless, although it is quite general, it does not apply in 
every case. in particular, as we shall see in the next chapter, market failure 
is prevalent in the environmental realm, because the costs and benefits of 
environmental protection and sound resource management are often left 
out of the calculations of individuals and firms.



5
Market Failures in the 
environmental realm

We’ve seen that competitive markets are often efficient. if that were the 
end of the story, this would be a much shorter book (and we, as envi-
ronmental economists, would have much less to think about). of course, 
when it comes to the environment, the assumptions underlying the ef-
ficiency of markets commonly fail to hold. economic activity often gives 
rise to unwanted byproducts, such as water and air pollution, that impose 
indirect costs on consumers or firms downstream or downwind. and 
these costs are not usually captured in markets. For example, car exhaust 
is a major contributor to smog. But although drivers pay for gasoline, tires, 
maintenance, and so on, they do not pay for the pollutants they send into 
the atmosphere.

economists call this sort of thing a negative externality. By driving their 
cars, people impose a cost on others in the form of poor air quality. that 
cost is invisible to the drivers themselves, however; in the parlance of 
economics it is external to their decision making. note the asymmetry 
between benefits and costs. if you drive to work, you gain the entire 
benefit from driving—in terms of convenience, comfort, and so on—but 
you share the costs of greater pollution with everyone else around you.

the problem of incomplete markets can also arise in other ways. some 
environmental amenities, such as biodiversity, are enjoyed by lots of peo-
ple, whether or not those people help pay for them. economists call such 
goods public goods. a market failure arises because some individuals will 
end up being free riders: rather than helping to provide the public good 
themselves, they merely enjoy what others provide for them.

a third class of environmental problems is known as the tragedy of 
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the commons. When a natural resource—such as a fishery or an under-
ground aquifer—is made available to all, individuals will tend to exploit 
the resource far beyond the optimal level. this problem arises because 
the incentives of individuals diverge from the common good.1 We call it 
a tragedy because everyone would be better off if they could all commit 
themselves to act less selfishly. thus, individually rational actions add up 
to a socially undesirable outcome.

in this chapter, we examine each of these three problems in turn. We 
demonstrate why markets fail to be efficient in each case. We also show 
how these seemingly distinct categories of environmental problems are 
linked at a fundamental level. You may already see the deep similarities 
between them. For example, air quality can be described in terms of a 
negative externality (your automobile exhaust makes my air worse), as a 
public good (clean air is enjoyed by all, so individuals have too little in-
centive to provide it), or as a commons problem (each driver overuses the 
shared atmospheric commons). similarly, overfishing problems, though 
typically couched in the language of the tragedy of the commons, can also 
be described as a negative externality or as a free rider problem.

Externalities

We gave an intuitive definition of a negative externality earlier, in the 
example of automobile emissions. More generally, we can define an ex-
ternality as follows:2

an externality results when the actions of one individual (or firm) have 
a direct, unintentional, and uncompensated effect on the well-being of 
other individuals or the profits of other firms.

note three keywords in the definition: direct, unintentional, and uncom-
pensated. For example, because your health and happiness depend in part 
on how clean the air is, automobile drivers have a direct effect on your 
well-being. Unintentional is included in the definition to rule out acts of 
spite or malice. (it is the effect rather than the action that is unintentional. 
i may decide deliberately to use a gasoline-powered lawnmower, without 
the intent of my action being to pollute the air or disturb the neighbors.) 
Finally, uncompensated implies that the responsible actor does not compen-
sate the damaged parties (or is not fined) for his actions. this rules out 
market transactions or bargaining between individuals.

second-hand cigarette smoke is a common example of an externality: 
a smoker in a bar ignores the effects of her smoking on nearby patrons 
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(except for her companions, which is why smokers turn away from their 
friends and blow smoke over their shoulders). at a larger scale, air pollu-
tion from factories or power plants represents an externality for downwind 
populations. externalities can also impose costs on other firms as well as 
individuals. in the Pacific northwest, logging in forested headwaters de-
grades spawning habitat for salmon, and hydroelectric dams hinder the fish 
on their way upstream. Both activities adversely affect commercial fishers.

although environmental problems are typically framed as negative 
(harmful) externalities, positive (beneficial) externalities are also com-
mon. For example, a firm that carries out research and development often 
produces knowledge that its rivals can use—a positive externality, because 
some of the benefits from the research are captured by firms that do not 
contribute to its expense. if my neighbors keep their houses and flower 
gardens well maintained, the value of my house is likely to rise; thus i 
benefit from their actions, but they do not reap that additional gain. (We 
will return to the topic of such positive externalities when we consider 
public goods in the next section.)

How Do Externalities Cause Market Failure?

to see why the efficiency of markets breaks down in the presence of an 
externality, consider an oversimplified version of the steel industry. steel 
furnaces typically burn coal, emitting sulfur dioxide, nitrous oxides, and 
particulate matter. suppose for simplicity that there is a fixed relationship 
between the amount of steel produced and the amount of pollution emit-
ted: For example, for every thousand tons of steel, 1 ton of sulfur dioxide is 
emitted. (this would be true if steel mills were unable to install pollution 
control devices or switch to cleaner fuels and thus could reduce pollution 
only by reducing output. We will relax this assumption when we consider 
policy instruments in Chapter 8, but for now it proves useful.)

now consider the marginal damages of pollution as a function of the 
amount of steel produced. (We will continue to assume, just as we did in 
Chapter 2, that the marginal damages of a ton of pollution rise with the 
amount of pollution; as a result, marginal damages also increase with the 
amount of steel produced.) in figure 5.1, we have drawn such a function 
(labeled MD for marginal damages), along with the familiar supply and de-
mand curves. in the absence of regulation, each steel producer will (quite 
rationally) ignore the damages caused by its pollution when deciding how 
much to produce and consider only its own costs. indeed, this explains 
the term externality: the damages from pollution are external to the firm. 
the supply curve therefore corresponds to the private marginal costs of 
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steel production: the costs of the labor, fuel, materials, and so on needed 
to make one more unit of steel. (We have labeled the curve PMC on the 
graph, for private marginal costs.) this is exactly the same kind of supply 
curve we saw in Chapter 4. But now there is another cost of production, 
which the steel producers do not pay: the damages from pollution. What 
is the efficient level of steel production, given this externality? as always, 
efficiency means maximizing net benefits to society as whole, and it in-
volves equating marginal benefit and marginal cost. Just as in the previous 
chapter, marginal benefit corresponds to the demand curve. however, the 
externality means that the social marginal cost is no longer equal to the 
supply curve, which reflects only the private marginal cost. instead, social 
marginal cost (labeled SMC in the figure) equals the private marginal cost 
(paid by the steel industry) plus the marginal damage from pollution. the 
efficient quantity, where D = SMC, is labeled Q* on the graph.

now, let’s compare that efficient outcome with the one that would 
result in a free market. Because the supply curve is unaffected by the pol-
lution damages, so too is the market outcome. the unregulated market 
equilibrium occurs where supply equals demand: the quantity labeled Q

M
 

on the figure. note that Q* < Q
M
: the unregulated market equilibrium 

results in too much output (and thus too much pollution). in the absence 
of regulation, the market yields too much of a bad thing.

Figure 5.1 a market with a negative externality. 
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in the previous chapter, we saw that the competitive market outcome is 
efficient when there are no externalities. in the presence of an externality, 
that result no longer holds. the divergence between the market equilibrium 
and the efficient outcome arises precisely because the steel producers do 
not bear the full costs of production. if they paid the marginal damages from 
each unit of pollution, then their private costs would coincide with social 
costs, and the supply curve would trace out the SMC curve rather than 
the PMC curve in figure 5.1. in that case, the pollution damages would be 
internalized, and the market outcome would once again be efficient.

to understand the consequences of the market failure, consider what 
happens when we correct it. suppose we move from the unregulated 
market outcome (Q

M
) to the efficient outcome (Q*). the amount of 

steel produced falls, while the price paid by consumers rises. therefore, 
reducing output lowers the sum of consumer and producer surplus. (this 
must be the case, because it remains true that the market equilibrium 
maximizes their sum.) the value of this lost surplus is illustrated by the 
lower shaded triangle in figure 5.1.

how, then, can moving to Q* raise welfare, as measured by the total 
surplus to society? the answer is that social surplus now has an additional 
component: it equals the sum of consumer and producer surplus, minus 
the damages from pollution. in a sense, there is another segment of society 
that must now be accounted for: people who suffer from pollution caused 
by steel mills. although curtailing output hurts consumers and producers 
of steel, it benefits people who are harmed by pollution. starting at Q

M
, 

the gain from reducing pollution damages outweighs the lost consumer 
and producer surplus, on the margin. that remains true until output falls to 
the efficient point, Q*, where marginal social cost equals marginal benefit.

the upper shaded triangle in figure 5.1 equals the difference between 
the avoided pollution damages and the lost consumer and producer sur-
plus. thus it represents the net gain from reducing output from the un-
regulated level, Q

M
, to the efficient level, Q*. equivalently, we can think 

of the same triangle as the net loss to society that results from the unregu-
lated market, relative to the efficient outcome. economists call this kind 
of vanished social welfare deadweight loss; the name underscores the notion 
that such losses are not transfers from one group to another but rather 
losses to society as a whole. the deadweight loss, in this case, represents 
the lost social surplus due to the overproduction of steel (and pollu-
tion) in the unregulated market. its size depends on the slopes of demand 
and supply and on the magnitude of pollution damages. Like consumer 
and producer surplus, the deadweight loss can be expressed in monetary 
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terms: With knowledge of the slopes 
of the curves in figure 5.1, we could 
attach a dollar value to the size of the 
inefficiency represented by the dead-
weight loss triangle.

Public Goods

a second type of market failure in the environmental realm arises with 
public goods—goods that are shared by all and owned by no one. na-
tional defense is a classic example of a public good. a country’s armed 
forces offer protection from invasion to the citizens living within the 
country’s borders. importantly, all citizens within the same country are 
afforded the same level of protection; furthermore, the security enjoyed or 
“consumed” by one citizen does not diminish that of her neighbor. Bio-
diversity is a leading example of an environmental public good. Greater 
genetic diversity makes the food supply more resistant to threats from 
parasites and disease and offers the potential for new medicines or indus-
trially useful chemicals. Many people value the existence of rare or exotic 
species of animals and plants or of uninhabited wild places, even if they 
will never walk in those wild places or glimpse those animals and plants. 
as with national defense, everyone enjoys these benefits of biodiversity, 
and no one person’s enjoyment reduces the amount available to others.

these public goods have two fundamental characteristics in common. 
First, public goods are nonrival: the amount of any individual’s consump-
tion does not diminish the amount available for others. second, they are 
nonexcludable: individuals cannot be prevented from enjoying a public 
good. in particular, even individuals who did not help to provide the 
public good can still benefit from it. (You breathe the same air whether 
you drive a Ford expedition to work and a John deere lawnmower on 
the weekends or ride a bicycle and cut the grass with a push-mower.) 
any good that is nonrival and nonexcludable is by definition a public 
good. of course, a particular good might be relevant only to a given re-
gion: Cleaner air in denver is not a public good in dallas. similarly, some 
goods are “public” only for a limited 
and well-defined population: For 
example, a city park may be open to 
all city residents free of charge but 
not to outsiders.

We can represent these two char-
acteristics in a box diagram (figure 

The deadweight loss from a policy 

refers to lost social surplus, not 

transfers from one group to another 

but rather a loss to society as a whole.

A type of market failure in the 

environmental realm arises with 

public goods, goods that are shared 

by all and owned by no one.
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5.2). the vertical axis measures nonexcludability; the horizontal axis, 
nonrivalry. Pure public goods (like the examples mentioned earlier) are 
located in the upper right corner of the box: they are both nonexclud-
able and nonrival. on the other hand, pure private goods—those that are 
fully rival and excludable—are in the opposite corner. a candy bar is a 
simple but illustrative example: if i have a candy bar, i can completely 
exclude you from enjoying it, and whatever i eat leaves less for everyone 
else. Most goods commonly traded in markets—shoes, clothes, furniture, 
and so on—are purely (or nearly so) private goods.

in between these extremes of pure public or private goods, we can 
think of goods as having varying degrees of “public-goodedness.” some 
goods exhibit one characteristic but not the other. For example, cable tv 
is highly nonrival: Under most circumstances, the quality of the signal does 
not diminish appreciably with the number of users. however, cable tv is 
perfectly excludable. in contrast to broadcast tv, the cable company can 
shut off the signal to a consumer who fails to pay. thus cable tv occupies 
the lower right-hand corner of figure 5.2. (Because congestion is possible, 
even if infrequent, cable tv is not all the way at the far right-hand side 
of the box.) Goods such as this one that are nonrival but excludable are 
known as club goods.

at the other corner of our diagram we might put an open-access re-
source, such as a fishery or forest that is open to all. in this case, the good 
is fully rival: if i harvest a tree, it reduces the timber left for you. But by 
definition an open-access resource is nonexcludable. note that in this 
case (as in others) the nonexcludability is not an inherent characteristic 
of the good but rather is a product of institutions. For example, contrast 
a freeway (such as an interstate highway) with a toll road: By institutional 
design, the freeway—but not the toll road—is nonexcludable. or com-
pare a major artery leading into a city at 8 a.m. to the same highway a few 
hours later. at rush hour, the highway is a rival good: My presence on the 
road lengthens your commute. But in late morning, when traffic is light, 
the highway is effectively nonrival: additional drivers do not affect those 
already on the road.

Why Do Markets Fail to Provide Public Goods?

these characteristics imply that private individuals and firms, left to their 
own devices, will undersupply public goods. in other words, the market 
outcome will fail to be efficient. to see how this happens, let’s start with 
a simple example. adam and Beth live on either side of a flower garden 
that they own in common. as far as they are concerned, the garden is 
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essentially a public good, because they both have access to the garden, 
and one neighbor’s enjoyment does not diminish the other’s. (Most public 
goods involve many more than two people, of course; we’re keeping the 
example simple for the sake of illustration.) Figure 5.3 depicts the mar-
ginal cost of tending the garden, along with the two neighbors’ marginal 
benefit curves. the horizontal axis measures the quantity of this public 
good, which is to say the aesthetic appearance of the garden (e.g., its 
lushness, lack of weeds, plant health). note that although both neighbors 
enjoy the garden, adam values it more highly than does Beth.

as we did in the cases of the market and of externalities, we start by 
asking what private provision would yield on its own. in the real world, 
we might think of this as the “free market” outcome for public goods, in 
the sense of an unregulated market without government intervention. in 
our simple example, this corresponds to a lack of cooperation between 
the neighbors. Left to her own devices, Beth would tend the garden up 
to the level at which her private marginal benefits equal the marginal cost 
of provision (denoted Q

B
 on the graph). at that point, however, adam’s 

marginal benefit exceeds the marginal cost: he prefers more of the public 

Figure 5.2  Characteristics of public goods, and real-world examples of various 
categories: pure public goods, pure private goods, open-access resources, and club 
goods.
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good, even if he has to bear the entire cost himself. indeed, adam will 
willingly provide the higher amount denoted Q

A
. in this case, Beth pro-

vides Q
B
 and adam supplies the difference QA – QB. of course, once 

Beth recognizes that adam enjoys greater benefits from the garden, Beth 
will have an incentive not to supply any of the good. instead, she may 
choose to free ride on adam, who would willingly supply the entire 
amount Q

A
 on his own. (note that even when Beth contributes, adam 

will not provide more than Q
A
, because beyond that point the incremen-

tal benefits to him are less than the incremental costs.) as a result, under 
the free market outcome Q

A
 units of the good are produced.

But this presents us with a seeming paradox: Both adam and Beth 
would be better off if more of the good were provided! to see why, recall 
that at Q

A
, the marginal cost of increasing the public good, just equals 

the marginal benefit to adam alone. thus the combined marginal benefit 
from tending the garden a bit more, to the two neighbors together, must 
be greater than the marginal cost. Yet as long as adam and Beth act only 
in their own selfish interests, without cooperating, neither will make the 
extra effort to go beyond Q

A
. the benefit to either individual is too small 

to make the extra cost worthwhile.

Figure 5.3 Private provision of a public good.
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this parable illustrates an important result: Private provision of public 
goods is inefficiently low. We have already seen that efficiency requires 
that marginal benefit equals marginal cost. in the case of the flower garden 
(or any other public good) the relevant measure of marginal benefit is the 
social marginal benefit (sMB)—in this case, the sum of adam’s and Beth’s 
private marginal benefits. Figure 5.4 compares the efficient outcome with 
the private provision we found earlier. in the figure, the curve marked 
SMB equals MB

A
 + MB

B
. note that it intersects marginal cost at Q*, a 

level greater than what adam provides on his own. indeed, if adam and 
Beth could find an equitable way to share the costs (perhaps if each one 
knew exactly how much the other valued the garden) and managed the 
garden jointly, they would tend it up to the efficient level Q*.

the crux of the problem is that the quality of the flower garden is ex-
actly the same for adam as it is for Beth, regardless of how they divide up 
the total time spent tending it. the same principle holds for public goods 
in general. For example, new haven, Connecticut, has a city park with 
a new playground and a renovated carousel. the most frequent users, of 
course, are families with young children, but all city residents enjoy the 
same free access and hence the same potential consumption. or consider 

Figure 5.4 efficient provision of a public good, and the underprovision by the 
market.
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the example of clean air. the clean air you consume is not measured 
by the volume of air that passes through your lungs but rather by the 
amounts of particulate matter, sulfur dioxide, and so on that are present 
in the air—concentrations that are the same for all individuals in a given 
city or region.

Because all individuals experience the same level of the public good, 
we must sum their marginal benefits when we consider the efficient 
amount of the good to provide. this stands in sharp contrast to a market 
for private goods. Because the benefit from consuming one more unit of a 
private good will be enjoyed solely by one person, we need only consider 
that individual’s marginal benefit from the good. Moreover, each person 
consumes the good until her marginal willingness to pay just equals the 
price of the good. as a result, every individual in a market for a private 
good ends up with the same marginal benefit for that good (because all 
face the same price). in turn, this means that the marginal social benefit 
of a private good must equal its price, ensuring an efficient outcome.3

as a final point, note that public goods problems in the real world are 
much more complex than our simple two-person example. neighbors 
like adam and Beth might well cooperate; even if not, the difference 
between the efficient level of the public good and the free market out-
come (what adam provides on his own) may not be all that large. as the 
number of individuals grows, however, cooperation becomes more and 
more difficult. Moreover, the marginal benefits of individuals shrink rela-
tive to the marginal benefits to society. as a result, the free-riding problem 
becomes more acute as the size of the relevant public increases, with the 
gap between the efficient level of a public good and what is privately 
supplied growing apace.

Public Goods Provision as a Positive Externality

at first glance, public goods may seem to be a fundamentally different 
problem than externalities. after all, public goods are defined by a pair 

of specific characteristics, and our 
discussion to this point has said little 
about production or cost, which was 
central to the pollution externality 
of the previous subsection.

this apparent difference masks a 
deep underlying connection. in the 
two-person example, Beth enjoys 
the flower garden that adam alone 

The free-riding problem—in which 

some individuals don’t contribute at 

all to a public good, instead relying 

only on the contributions of others—

becomes more acute as the size of 

the relevant public increases.
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tends. adam is not compensated for those benefits, however; that’s why we 
call Beth a free rider, after all. By caring for the garden, therefore, adam 
provides a positive externality for Beth.

the externality involved in public goods provision plays out on the 
demand side, whereas the pollution externality considered before involves 
the supply side. the market failure from a negative externality such as 
pollution results from a divergence between private and social marginal 
costs: Private marginal costs exclude external damages and thus lie below 
true social marginal costs. the market failure that arises in public goods 
provision, on the other hand, comes from the divergence between private 
and social marginal benefits. When the public goods provider (adam, in 
our example) considers how much of the public good to supply, he does 
not take into account the benefits enjoyed by the free rider (Beth) and 
thus understates the true marginal benefits to society. as a result, too little 
of the public good is provided. Just as the unregulated market tends to 
produce too much of a bad thing, so private provision of a public good 
yields too little of a good thing.

The Tragedy of the Commons

our third category of environmental market failures is known as the trag-
edy of the commons, made famous by a well-known article of that name 
written in 1968 by Garrett hardin.4 a number of people sharing com-
mon access to a natural resource will tend to overexploit it, unless they can 
develop effective government institutions (or social norms) to regulate its 
use. hardin used the metaphor of an english pasture, or commons. the 
more sheep graze the commons, the less food is available for each of them. 
each shepherd bears only a portion of the cost to the commons from 
the grazing of an additional animal (because that cost, in the form of less 
fodder, is spread over the herd as a whole), but he receives the entire gain 
from increasing his private flock. the result is that each shepherd puts too 
many sheep to pasture, from the point of view of the commons as a whole.

the tragedy is that the resulting overgrazing reduces the pasture’s pro-
ductivity. as a result, every shepherd would be better off if all could agree 
to restrict their flocks, but none has an incentive to do so on her own. 
if one shepherd pares down her flock, another may respond by adding a 
sheep to his own.

We can delve more deeply into the tragedy of the commons in the 
context of a very different resource (but one more familiar to modern 
minds): commuter roads. Consider the commute from a suburb to a hy-
pothetical city. We’ll suppose that drivers can reach this city by any one of 
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a number of smaller back roads; this route always takes 40 minutes (we’ll 
assume that there are enough of these back roads that they never fill up 
with traffic).

on the other hand, it takes 30 minutes to reach the city on the high-
way—at least if there’s no traffic. as more and more drivers use the high-
way, traffic slows the commuting time. For the sake of this simple example, 
let’s say that each additional driver after the first one slows the commuting 
time (for every driver) by 1 second. if 121 drivers use the highway, for 
example, the commuting time becomes 32 minutes (thirty minutes plus 
1 second for each of the 120 additional drivers). We’ll use this extra com-
muting time as our measure of the marginal cost of additional drivers. 
Meanwhile, the marginal benefit from an additional driver is her own 
time savings from taking the highway rather than the back roads. the net 
benefit from the highway is just the total commuting time saved by all 
drivers, relative to what would happen if they all drove the slower route. 
(to focus on the problems of congestion and open access, let’s set aside the 
well-known negative externalities associated with automobile emissions.)

What is the efficient number of cars on the highway? suppose we start 
with no drivers taking the highway at all. the first driver saves 10 min-
utes in commuting time; that is the marginal benefit. Because there are 
no other drivers on the road, the marginal cost of the first driver is zero. 
now suppose there are already N commuters taking the highway. What 
happens if we add one more? the marginal cost of the additional driver 
is 1 second for everyone else, or N seconds. the highway commute now 
takes 30 + N/60 minutes, so the marginal benefit to the N + 1 driver (the 
time saved relative to the back roads) is 10 – N/60.

a little algebra will show you that marginal cost equals marginal ben-
efit when there are 301 drivers. that is, N* = 301 (the asterisk denotes 
the efficient outcome). at that point, the commute takes 35 minutes by 
highway. the time savings to the 301st driver is 5 minutes, which is pre-
cisely the slowdown she imposes on all the other drivers.

now what happens if access to the highway is unrestricted? Will the 
number of cars be efficient? the answer, as you have probably guessed, is 
“no.” to see why, consider what happens in the efficient scenario. When 
there are already 301 drivers on the highway, every driver taking the back 
roads thinks to herself: “if i take the highway instead, i will save almost 
five minutes (actually, four minutes and 59 seconds). even though i will 
slow down everyone else, therefore, from my perspective i will be better 
off by taking the highway.”

What happens if everyone reasons this way? the number of drivers on 
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the highway will continue to increase until there is enough traffic that 
the highway commute takes exactly as long as the back roads—that is, 40 
minutes! When each driver rationally makes her decision based only on 
her own costs and benefits, the aggregate outcome is far from rational for 
the group as a whole: the net benefit from the highway (the total time 
saved) ends up being reduced to zero.

The Tragedy of the Commons as a General Model

hardin’s metaphor of the commons applies to many natural resources but 
only under two important conditions. First, access to the resource must 
be unrestricted. economists describe such resources as open-access resources. 
in terms of our discussion of public goods, an open-access resource can 
be thought of as a resource that is nonexcludable (like pure public goods) 
but not nonrival. the lack of exclusion usually stems from a combination 
of institutional and physical factors. a classic example is a deep-sea fishery, 
such as the cod fishery in Georges Bank in the northern atlantic, where 
the distance from shore and the lack of national jurisdiction—along with 
political obstacles—make restricting access difficult. similarly, forest re-
serves are typically open to harvesting by surrounding populations—es-
pecially in the developing world, where the funds necessary to patrol 
boundaries and prevent poachers are often lacking. Large underground 
aquifers such as the ogalalla, which underlies the Great Plains from north 
texas to nebraska, provide a common water source for the farmers and 
ranchers who live over them. the same can be said of wireless internet 
routers. it is easy enough to install security measures, such as requiring 
a password, but as you no doubt know from experience, open-access 
networks are common. this is usually not a problem for the owner of 
the router, unless the residents in an apartment building across the street 
discover the free internet access.

a second important condition is diminishing marginal returns. in plain 
english, as the number of people using the resource grows, the benefits 
from the resource must increase at a slower rate. in our commuting ex-
ample, the total benefits from the highway increase as more and more 
drivers use the resource, because they each save time. however, the in-
cremental time savings for each additional driver diminish, because traffic 
slows down as more and more drivers use the highway.

as in the case of public goods provision, there is a deep connection 
between the tragedy of the commons and the notion of externalities. in 
particular, diminishing marginal returns imply that each user of a resource 
imposes a negative externality on the other users. in the highway example, 
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the negative externality comes in the form of extra commuting time for 
the other drivers. this “open access externality” implies that unrestricted 
use will result in the overexploitation of a resource, because individuals 
will ignore the negative externality their effort imposes on others.

The Tragedy as a Collective Action Problem

the tragedy of the commons represents a particularly stark example of 
an externality, because when access to a resource is open, overuse tends 
to drive net benefits to zero. in contrast, of course, net benefits would be 
positive in the efficient scenario.

in the commuting example, the net benefits at the efficient number 
of drivers is 301 ⋅ 5 minutes = 1,505 minutes of commuting time. in the 
terms of our discussion in Chapter 3, a move from open access to the ef-
ficient outcome would be a Pareto improvement: drivers permitted to 
use the highway would enjoy net benefits from doing so, whereas those 
excluded from it would be no worse off than they would be in the open-
access case (because the time savings from using the highway are zero 
when access is unrestricted).

if people vary in their costs and benefits of using a resource, of course, 
restricting access to it will produce losers as well as winners. this helps 
explain why governments in the real world have found it so hard to im-
pose restrictions on previously unregulated fisheries, such as the atlantic 
cod fishery that once supported thriving new england towns. even so, 
with appropriate transfers the increase in net benefits under the efficient 
scenario means that everyone could be made better off by imposing re-
strictions on access to the resource. (recall our discussion of the modified 
Pareto criterion in Chapter 3.)

For this reason, economists (and political scientists) often describe the 
tragedy of the commons as a collective action problem. a collection of in-
dividuals—people, or firms, or even nation-states—may find itself in a 
situation where the group as a whole is better off if all contribute to the 
common good, but each individual member of the group has incentives 
to free ride.

the logic of collective action can also shed light on the difficulties 
of securing international coopera-
tion on global environmental issues 
such as climate change. every coun-
try would benefit from limiting the 
concentration of greenhouse gases 
in the atmosphere in order to reduce 

Economists (and political scientists) 

often describe the tragedy of the 

commons as a collective action problem.
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the probability of dangerous climate change, but because one country’s 
efforts to reduce emissions benefit the rest of the world, each individual 
country faces an incentive to free ride on the efforts of others.

to make this more concrete, consider the following simplified example 
of countries considering whether to cooperate in reducing greenhouse gas 
emissions. to make things tractable, we’ll imagine that there are only two 
countries in the world and only two options (reducing emissions or not), 
but the logic, and the lessons, apply more generally. to think about the in-
centives facing the two countries, we need to specify the costs and benefits 
to each country from cooperation. For the purposes of this example, we will 
draw on the most recent report by the intergovernmental Panel on Climate 
Change (iPCC), an international body charged with producing compre-
hensive reports summarizing the scientific literature on climate change.

to keep things simple, let’s assume that the two countries are consid-
ering whether to reduce emissions enough to limit greenhouse gas con-
centrations in the atmosphere to around 550 parts per million at the end 
of this century.5 as a starting point, drawing on estimates by the iPCC, 
we assume that if neither country acts, abatement costs are zero, but high 
concentrations of greenhouse gases raise average global temperatures by 
4.5°C (8°F) above preindustrial levels. drawing on economic models, 
we’ll assume that this rise in temperature would result in damages equal 
to 6 percent of gross domestic product (GdP).

What if both countries take action sufficient to achieve the 550 ppm 
target? again according to estimates reported in the iPCC, that concen-
tration of greenhouse gases would raise the average global temperature 
at the end of the century by a little over 2°C (3.6°F) above preindustrial 
levels. such a temperature change would entail estimated damages of 1 
percent of GdP (relative to no warming at all). as a result, the benefits of 
limiting concentrations to 550 ppm—corresponding to the avoided dam-
ages from climate change—amount to 5 percent of global GdP. Model-
ing estimates reviewed by the iPCC suggest that achieving a 550 ppm 
target could cost 3.8 percent of GdP. Finally, for the sake of this example 
we assume that if only one of the two countries takes action, it still in-
curs abatement costs of 3.8 percent of its GdP, but it achieves only half 
the benefits that joint action would yield (i.e., resulting damages are 3.5 
percent of global GdP). importantly, these benefits are enjoyed by both 
countries equally, regardless of which one (or both) takes action.

Because each country chooses either to act or not, there are four possi-
ble outcomes: both countries cooperate, neither does, or one or the other 
acts alone. to help think through the incentives facing the two countries, 
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figure 5.5 summarizes the costs and benefits under all four scenarios in a 
single two-by-two matrix.

the rows correspond to actions that country a can take: “contribute” 
(i.e., take action to reduce emissions) or “shirk” (do nothing). similarly, 
the columns represent the actions taken by country B. the numbers in 
the cells represent the net payoffs—damages plus abatement costs—to the 
two countries, with country a’s payoff in the upper left-hand corner of 
each cell. note that all the payoffs in the matrix are negative, reflecting the 
fact that some amount of climate change is unavoidable and will leave the 
world worse off even if we take action to mitigate it. For example, if both 
countries agree to contribute, each incurs climate damages of 1 percent and 
abatement costs of 3.8 percent, for a payoff of –4.8 percent (depicted in 
the upper left-hand corner of the figure). if only country a contributes 
(upper right-hand corner), then it incurs costs of 3.8 percent while coun-
try B pays nothing. Because the damages from climate change in that case 
are 3.5 percent for both countries, the payoffs are –7.3 percent and –3.5 
percent, respectively.

notice that cooperation is economically efficient, in the sense that it 
yields the highest net benefits (lowest combined damages). if both coun-
tries contribute, the sum of damages and abatement costs is 4.8 percent of 
GdP; if neither does, the total payoff is –6 percent. (You can also see this 
by noting that joint action yields positive net benefits relative to doing 
nothing: a cost of 3.8 percent of GdP yields benefits of 5 percent.) But 
even though joint action is optimal, if each country considers only its own 
payoffs it has a strong incentive not to contribute.

to see why, we need to compare the payoffs to each country under 
each of the four possible outcomes. suppose you are country a, choosing 
between contributing and shirking. suppose that you expect country B 
to contribute. in that case, you would get a payoff of –4.8 percent from 
contributing and would receive –3.5 percent from shirking; thus shirking 
yields a higher payoff and is individually rational. What if you expect B 
to shirk? in that case, contributing yields –7.3 percent, whereas shirk-
ing yields –6 percent, so shirking is again preferable to contributing. the 
identical logic holds for country B. thus, regardless of what action the 
other country takes, each country does better by shirking. in the language 
of game theory, the field of economics that studies strategic interaction, 
shirking is a dominant strategy.

the “game” we have just described is an example of a Prisoner’s di-
lemma, commonly used to describe collective action problems—not just 
in the environmental arena, but in a broad range of social and economic 
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situations. (the name evokes a district attorney who induces two crimi-
nals in separate cells to rat out each other by promising each that he will 
get off easy if he confesses to the crime while the other stays silent.) indi-
vidually rational decisions produce a collectively suboptimal outcome. in 
the case of climate change, each country has an incentive not to limit its 
own emissions, instead free riding on the efforts of others. But if all coun-
tries follow this logic, all end up worse off than if they cooperated. similar 
logic applies in the case of an open-access resource. in such cases, each 
actor has an incentive to exploit a resource—whether a fishery, a freeway, 
a pasture, or the global atmosphere—as long as her private gains from do-
ing so outweigh the costs. But when all actors follow this reasoning, they 
all end up worse off than if they had cooperated to limit their use of the 
resource. this is the dilemma at the heart of the collective action problem. 
solving it requires institutions of some sort—whether they take the form 
of government policies, treaties or other international agreements that 
promote cooperation, or more informal systems of social norms.6

Conclusion

if Chapter 4 extolled the potential virtues of markets, our extensive dis-
cussion of market failures in this chapter is an important reminder that 

Figure 5.5 Payoff matrix for the climate change collective action problem.
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laissez-faire markets are a prescription for environmental problems. When 
markets are incomplete, individuals face the wrong incentives to change 
their behavior—to reduce the pollution they produce, contribute to the 
provision of public goods, or refrain from exploiting a common resource.

although we have discussed negative externalities, public goods, and 
the tragedy of the commons in turn, these are not distinct problems but 
rather different ways of framing the same underlying market failure. the 
key to all three is the notion of nonexcludability. an externality arises when 
the good or ill effects of one person’s actions, or a firm’s operations, are 
not borne exclusively by that person or firm. People who cannot be ex-
cluded from enjoying a public good may prefer to free ride on what oth-
ers provide rather than contributing to the good themselves. and those 
with open access to a common resource have little incentive to moderate 
their use of the resource, knowing that others will take what they do not.

viewed in this way, economics provides a morally neutral explana-
tion for environmental problems. Pollution and overfishing do not arise 
because polluters or fishers are bad people. rather, the managers of pol-
luting firms, like fishers, are simply trying to maximize their profits. (in-
deed, the managers of private firms have legal responsibilities to their 
shareholders to maximize the firm’s profits.) We might see this as selfish 
behavior, as indeed it is, but we have seen that selfish behavior by itself 
is not the problem, because in well-functioning markets it is the engine 
of efficiency. to an economist, the root cause of environmental problems 
concerns the incentives people face. the driving factor is not that individu-
als pursue their own interests but rather that in an unregulated market 
nothing aligns self-interest with the broader interests of society.

Framing the problem as a problem of incentives—rather than as a 
problem of morality or of markets per se—also points the way toward 
possible solutions. as we will see in Chapter 7, economic theory suggests 
that the way to deal with market failures in the environmental realm is 
not to avoid the use of markets but rather to fill in the incomplete na-
ture of the market, whether by providing artificial price signals, assigning 
property rights, or even creating a market in environmental goods such 
as clean air.



6
Managing stocks: natural 
resources as Capital assets

Many people assume that natural resources have infinite value. But eco-
nomics does not assume this, as we discussed in Chapter 2. as a general 
matter, economists treat natural resources as a subset of society’s capital 
assets, no more or no less important than other types of capital. this 
human-centered approach is fundamentally different from other perspec-
tives, such as deep ecology and intrinsic rights. You may or may not find 
it difficult to reconcile this approach with your own values with respect 
to natural capital. nonetheless, we will approach natural resource man-
agement problems from the perspective of economic efficiency. this ap-
proach highlights the tradeoffs that must be made between competing 
uses of scarce natural resources, such as recreation, species habitat, and 
resource extraction.

in this chapter, we discuss the economics of nonrenewable natural re-
sources such as oil and minerals. We begin with a discussion of scarcity as 
an economic concept, which incorporates more than simply the limited 
availability of physical resource stocks. We then present a simple two-
period model of nonrenewable resource extraction, using it to understand 
the economic notion of scarcity and how resource owners will take it into 
account as they decide how much to extract. We develop the concept of 
marginal user cost, an extra cost of extracting nonrenewable resources 
that represents the opportunity cost of forgone future consumption. the 
discussion then considers the role of market power in natural resource 
markets. Finally, we stress the critical role of property rights in determin-
ing whether nonrenewable resource extraction in real-world markets will 
be efficient.
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Economic Scarcity

natural resource scarcity has economic and geologic dimensions. the 
critical point in the economic analysis of resource management is this: 
the stock of a natural resource, such as oil, depends not only on the physi-
cal availability of that resource within the earth’s crust but also on its mar-
ginal extraction cost and the prices people are willing to pay to purchase 
it. For example, some parts of the oil sands of alberta, Canada, where oil 
is produced by sucking sticky tar out of sandy soil, are viable commercial 
sources of oil only when the market price of crude oil is above about $35 
per barrel. Most north american tight oil resources (those that must be 
extracted from deep, impermeable rock formations such as shales) have a 
higher breakeven price—a price at which the net return to extraction is 
positive—of $50 to $70 per barrel. Below these prices, wells tapping these 
resources may lie idle (and new wells are unlikely to be drilled) because 
they cannot be operated profitably.1 effective stocks of natural resources 
continually expand and contract in response to technological change and 
resource prices, with high prices increasing the quantity of resources that 
are worth extracting and low prices reducing it.

a useful way of representing both the economic and the physical di-
mensions of resource stocks, known as a Mckelvey diagram, is presented 
in figure 6.1. the original Mckelvey diagram was developed by the U.s. 
Geological survey to classify the stock of nonrenewable resources along 
its physical (horizontal) and economic (vertical) dimensions. earth’s total 
resource endowment is, of course, both unknown and fixed; it has only 
physical dimensions. But the portion of this endowment that is poten-
tially useful to humans depends on both geological availability and eco-
nomic value. in addition, technological progress continually affects both 
the costs of resource extraction (generally driving down these costs) and 
the value of specific resources to society. For example, mechanization and 
large-scale surface mining have lowered the cost of coal extraction over 
time. But the advent of gasoline-powered engines made coal obsolete in 
certain uses.

in thinking about natural resources from an economic perspective, we 
must be careful in interpreting some common indicators of physical scar-
city, such as the reserve-to-use ratio or static reserve index. these ratios 
divide current known reserves of a resource by current annual consump-
tion, thus measuring the number of years until the resource is exhausted. 
the problem is that such measures ignore the economic dimensions of 
scarcity and so offer an inaccurate picture of resource limits. For example, 
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despite substantial increases in annual consumption, static reserve indices 
for iron, copper, aluminum, and zinc all increased over the period be-
tween 1950 and 2000. these increases may reflect exploration for and dis-
covery of new reserves; technological change, which can lower extraction 
costs, making known reserves exploitable where previously they were not; 
and increasing commodity prices. More recently, global oil and natural gas 
reserve-to-use ratios have increased because of the boom in production 
from deep shale formations, made possible in part by hydraulic fracturing.

Failing to take the economic dimensions of scarcity into account is a 
common mistake—so common that even some prominent economists 
throughout history have made it. stanley Jevons, a renowned nineteenth-
century British economist, predicted in a book called The Coal Question 
that as Britain depleted its coal reserves, its economic power would de-
cline precipitously. Jevons failed to account for the fact that an increase in 
the price of coal would spur the development of alternative sources, new 
extraction technologies, and greater efficiency in coal use, and he failed to 
anticipate the rise of oil and natural gas as alternative fuels.2

although physical scarcity is only one dimension of economic scarcity, 
the limited physical availability of nonrenewable natural resources does 
affect their optimal rate of use. in particular, faced with limited stocks, 
maximizing the net benefits of a resource to society will gradually require 

Figure 6.1 Mckelvey diagram.



Nonrenewable Resources Can Become Less (Economically) Scarce

In 2000, natural gas and oil extracted from deep shale rock formations repre-
sented a very small fraction of total U.S. production. Since then, production 
from shales has boomed, and U.S. “proved reserves” of oil and gas (as well 
as the reserves-to-use ratios for these resources) have grown in recent years 
(figure 6.2).

Figure 6.2  trends in U.s. proved reserves of oil and natural gas, 1973-2013, 
showing recent increases in both due to exploitation of newly economic 
resources. 
 Source: U.s. energy information administration. “U.s. Crude oil and natural Gas Proved reserves” 

(december 2014), Figure 1. data from Form eia-23L, “annual survey of domestic oil and Gas re-

serves, 1977–2013,” american Petroleum institute, 1973–1976.

 Shale formations have existed since well before society began exploiting 
oil and gas resources. What has caused this sudden surge in exploitation? 
These changes have been made possible by innovations in technologies in-
cluding hydraulic fracturing (“fracking”), directional drilling, and seismic imag-
ing. Entrepreneurs in the early 2000s combined these technologies to unlock 
vast reserves of oil and gas from shale formations previously considered “sub-
economic,” to borrow a term from the McKelvey diagram in figure 6.1. Fossil 
fuel prices and growing global energy demand were key driving forces in this 
process; they made it worthwhile for firms to take risks and invest in the re-
search and development necessary to make these technologies profitable.3 

The so-called shale revolution is but one recent example of the importance of 
incorporating economic factors, and not just current physical availability, when 
defining resource scarcity.
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using less of it today and keeping more in the ground to use in the fu-
ture than if the resource were in infinite supply. in addition, the market 
prices of nonrenewable resources will be higher than they would be if 
stocks were not limited, reflecting the impact of scarcity. Let’s use a simple 
example of an oil well to look at the use of a resource over time and to 
demonstrate these dual effects of scarcity on the efficiency problem.

Efficient Extraction in Two Periods

suppose we own an oil well, and we plan to pump oil from the well in 
two time periods, “today” and “tomorrow.”4 (the labels “today” and “to-
morrow” are just for convenience; the goal of the model is to explore the 
balance between current and future use of a scare resource.) the demand 
for oil in each period is MB = 10 – .5q, where q is the quantity extracted; 
the marginal cost of extracting a barrel of oil (which might include labor 
and electricity, for example) is constant at MC = $3.

First, let us assume that our oil supply is not limited but infinite. What 
would be the efficient quantity of oil to extract today? in order to figure 
this out, we would set the marginal benefits of extracting oil today equal 
to the marginal costs.

Using this static efficiency rule as developed in Chapter 2, we would 
extract 14 barrels of oil today.

now, let’s introduce a limited stock; only 20 barrels are available. if we 
extract 14 barrels today, as we would like to, what would that leave for to-
morrow? We would be left with only 6 barrels of oil in the ground. Given 
no change in demand and marginal cost between today and tomorrow, if 
we apply the static efficiency rule again tomorrow, we will want to pump 
another 14 barrels. But our remaining 6 barrels will fall well short of this 
goal (see figure 6.3).

has the efficiency rule failed us? the problem we have just solved 
twice sequentially is myopic. We have intentionally ignored the limited oil 
supply and acted as though extraction of oil today is independent of the 
quantity left to extract tomorrow. in doing so, we have not identified a 
loophole in the efficiency rule. We have simply left out a very important 
cost from our scenario.

        MB = MC
10 – 0.5q = $3
          q* = 14 barrels
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When a resource is finite, like our oil well with a mere 20 barrels, one 
cost of extracting a unit of that resource is the lost opportunity to extract 
that unit in the future. in addition to the marginal cost of extracting a 
barrel of oil, we must account for the marginal cost of using up a bar-
rel of oil, which leaves one fewer to use in the future. this extra cost is 
called marginal user cost, or scarcity rent. accounting for the marginal user 
cost associated with oil extraction, like any cost increase, will reduce the 
amount of oil that we can efficiently extract today, leaving more in the 
ground for tomorrow.

Let us solve this problem again, this time taking the limited stock di-
rectly into account. the dynamic two-period problem we now solve dif-
fers from the static efficiency problem presented earlier in three important 
respects. First, because we are interested, today, in the value of extracting 
oil both today and tomorrow, we will need to discount the returns to oil 
extraction tomorrow to reflect the time value of money. this will help us 
to account for the fact that any oil left in the ground until tomorrow can-
not be sold on the market today, and the proceeds from its sale cannot be 
invested to increase in value between the two periods. thus the marginal 
benefits and marginal costs of oil extraction will be expressed in terms of 
present value—their value in today’s dollars.

second, we will introduce the stock constraint directly into our effi-
ciency problem. to do this, we will define the quantity of oil available to 
extract tomorrow, q

2
, as the difference between the total stock (20 barrels) 

and the amount extracted today, q
1
.

third, rather than setting the marginal benefits and marginal costs of 

Figure 6.3 the problem with (myopic) static efficiency in the case of scarce 
resources. static efficiency would imply extracting fourteen barrels in each period—
more than the total stock of twenty barrels.
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extraction in a single period equal to each other, we will equate the net 
marginal benefits (benefits, less costs) of oil extraction in each period. 
that is, we will start from the presumption that, in order to maximize 
the net benefits of this oil well, we must ensure that the net benefit of 
the last barrel pumped today is equal to the net benefit of the last barrel 
pumped tomorrow. if this were not the case, we could increase the overall 
net benefit of the oil well by redistributing our pumping plans over time. 
We will explore this assumption in detail later in the discussion. here, we 
solve for the efficient quantities of oil to extract today and tomorrow, as-
suming a discount rate of 10 percent.

We suggested earlier that the efficiency rule in the presence of resource 
scarcity would cause us to use less of a resource today than we would if 
the resource were infinite. that is certainly the case in our oil well ex-
ample. When we solved this problem myopically, thinking only about the 
net benefits of extracting this oil today, heedless of dwindling stocks, we 
planned to extract 14 barrels of oil. now that we have incorporated the 
limited stock into our problem, the rules of efficiency tell us to extract just 
over 10 barrels of oil today, leaving the rest in the ground for tomorrow.5

A Closer Look at the Efficient Extraction Path

Why not split the well’s contents exactly in half, extracting 10 barrels 
today and 10 tomorrow? the time value of money is the reason we ex-
tract just over half today and just under half tomorrow. Because the value 
of the oil we extract today can earn interest in an alternative investment 
between today and tomorrow, it is efficient to extract a bit extra today. 
in fact, if you experiment with interest rates other than the 10 percent 

, 2, 
the amount extracted today, q1.

Third, rather than setting the marginal benefits and marginal costs of ex-
traction in a single period equal to each other, we will equate the net mar-
ginal benefits (benefits, less costs) of oil extraction in each period. That is,
we will start from the presumption that, in order to maximize the net ben-
efits of this oil well, we must ensure that the net benefit of the last barrel
pumped today is equal to the net benefit of the last barrel pumped tomor-
row. If this were not the case, we could increase the overall net benefit of
the oil well by redistributing our pumping plans over time. We will explore
this assumption in detail later in the discussion. Below, we solve for the ef-
ficient quantities of oil to extract today and tomorrow, assuming a discount
rate of 10 percent.

PV(MB1 – MC1) = PV(MB2–MC2)

10–0.5q1 –3 = 10–0.5q2–3
1+.10

7–0.5q1 = 7–0.5(20–q1)
1.10

7–0.5q1 = 0.5q1–3
1.10

q1* = 10.19 barrels
q2* = 20–q1* = 9.81 barrels

We suggested earlier that the efficiency rule in the presence of resource
scarcity would cause us to use less of a resource today than we would if the
resource were infinite. That is certainly the case in our oil well example.
When we solved this problem myopically, thinking only about the net ben-
efits of extracting this oil today, heedless of dwindling stocks, we planned to
extract fourteen barrels of oil. Now that we have incorporated the limited
stock into our problem, the rules of efficiency tell us to extract just over ten
barrels of oil today, leaving the rest in the ground for tomorrow.3

 PV (MB
2
 – MC

2
)

10 – 0.5q
2
 – 3

       1.10
7 – 0.5q

1

7 – 0.5q
1

7 – 0.5 (20 – q
1
)

0.5 q
1
 – 3

    1.10

20 – q
1
 

10 – 0.5q
1
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assumed here, you will notice that the higher the interest rate, the greater 
the difference between the amount of oil we will extract today in an ef-
ficient scenario and the amount we will leave for tomorrow. in seeking 
to maximize the net benefits of this oil well to society, these two different 
types of capital—oil and money—are fungible.

in fact, there are an infinite number of extraction quantities, today and 
tomorrow, that sum to our 20-barrel limit. Why is the specific extraction 
path we arrived at—10.19 today and 9.81 tomorrow—the efficient one? 
a diagram may help illustrate the intuition behind these numbers. Figure 
6.4 plots the marginal net benefits, in present value terms, of oil extraction 
in each period. oil extraction today increases along the horizontal axis 
from left to right, and extraction tomorrow increases from right to left. 
the two marginal net benefit curves intersect at the efficient allocation 
of extraction over time, the pair of extraction quantities for which we 
have just solved algebraically. Because the curves on this graph represent 
marginal net benefits, the total net benefits of this resource to society are 
measured by the area under these curves. and we simply cannot generate 
greater total net benefits by choosing any extraction path other than the 
efficient path we have identified. if we move to the right of the efficient 
allocation, extracting more today and leaving less for tomorrow, the value 
of net benefits lost tomorrow would exceed today’s gains. and if we move 
to the left of the efficient allocation, extracting less today and leaving 
more for tomorrow, the value of net benefits lost today would exceed 
those gained tomorrow.

Figure 6.4 nonrenewable resource extraction: the two-period model.
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Marginal User Cost, a Special Externality

earlier, we mentioned that extraction of scarce resources, such as oil in 
a finite well, imposes a cost above and beyond the marginal cost of ex-
traction—a marginal user cost. is it possible to identify this extra cost, 
either in our algebra problem or in the diagram? the marginal user cost 
of a barrel of oil from our well becomes apparent when we solve for the 
prices we can expect to collect for a barrel of oil in each period, today 
and tomorrow:

the market price of a barrel of oil is approximately $4.91 today and 
$5.10 tomorrow, yet the marginal extraction cost is only $3. if you have 
taken an introductory microeconomics course (or carefully read Chapter 
4 of this book), it may appear as though we have just violated one of the 
fundamental tenets of a competitive market: the price received for a good 
or service should be exactly equal to the cost of producing the last unit, 
or price equals marginal cost. this difference between price and marginal 
cost in the case of scarce resources like oil is, in fact, the user cost we 
discussed earlier.

When resources are limited, current consumption comes at the cost of 
forgone potential future consumption. the present value (at the margin) 
of these forgone future consumption opportunities is marginal user cost, 
or scarcity rent.

We can also think of marginal user cost as a negative externality to 
current oil consumption. extracting today, we impose an extra cost on 
tomorrow: diminished supplies. this is not true only of oil, of course. 
if residents in Las vegas, nevada, an extremely arid city in the western 
United states, use large quantities of water to grow lush, green lawns, 
this may involve no scarcity rent if 
the water is from a large, quickly re-
plenishable supply. however, if lawn 
watering draws down nonrenewable 
groundwater supplies, then this ex-
tra cost of diminished future supplies 
(lower aquifer levels) should be in-
corporated into water prices.

Water prices are rarely determined 
in a market. But oil prices usually are. 

When resources are limited, 

current consumption comes at the 

cost of forgone potential future 

consumption. The present value 

(at the margin) of these forgone 

future consumption opportunities is 

marginal user cost, or scarcity rent.

p
1
* = 10 – 0.5( q

1
*) ≈ $4.905

p
1
* = 10 – 0.5( q

2
*) ≈ $5.095
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in our example, the marginal extraction cost does not change between 
today and tomorrow, but the market price of a barrel of oil rises. thus it 
appears that user cost (the difference between price and marginal cost) 
rises over time. this fact helps us to understand the alternative name for 
user cost: scarcity rent. as our stock of oil dwindles, oil becomes scarcer, 
thus scarcity rent—the extra cost of using up a barrel of oil today, which 
the owner collects in the form of a higher price—increases.

earlier, we used a Mckelvey diagram to demonstrate the physical and 
economic dimensions of scarcity. Marginal user cost is an economic in-
dicator of scarcity that takes into account both the known physical limits 
of a resource and what we are willing to pay for that resource. if marginal 
user cost is an economic indicator of scarcity, how can we be sure that it 
will really be incorporated into market prices? after all, we have discussed 
many examples of externalities in this text, and in most of those examples, 
markets fail to account for environmental and resource damages, leading 
to inefficient outcomes and often requiring government intervention.

the answer to this question depends critically on the structure of 
property rights with respect to a scarce resource. note that if we own the 
oil well we have been discussing, by extracting oil we impose a marginal 
user cost on ourselves, diminishing our own future supplies. thus we have 
a strong incentive to account for that cost as we decide how much oil 
to extract. if we do not, we will not maximize the profits from our oil 
resource over time, and in a competitive market we will soon be out of 
business. this is a strong contrast to the examples we discussed in Chapter 
5, in which environmental costs were borne by parties other than the 
externality-generating firms.

so when nonrenewable resources are privately owned and extracted 
in a competitive market, resource owners will account for scarcity in de-
termining the optimal timing and quantity of extraction (the extraction 
path). they will treat oil resources, and other nonrenewable resources, like 
any other capital asset in their portfolio—as stocks that generate returns 
by the very nature of their scarcity.

The Hotelling Rule

in fact, when we consider nonrenewable resources as capital assets, it is 
clear that they must generate these returns at a very specific rate. nonre-
newable resource stocks should increase in value at a rate equal to that of 
other types of assets in the market. a useful benchmark here is the prevail-
ing rate of interest, which represents the risk-free return an investor can 
earn in the market. if oil stocks in the ground were gaining in value at a 
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rate faster than the rate of interest, resource owners would extract nothing 
in the near term, leaving stocks in the ground to increase in value relative 
to money in the bank. if oil stocks in the ground were gaining in value at 
a rate slower than the rate of interest, resource owners would do better to 
extract all of the oil, sell it, and invest the proceeds.

Let us test this theory with our oil well example. We can calculate the 
rate of change in marginal user cost between the two periods as follows:

this interesting theoretical result, that marginal user cost rises at the 
rate of interest, is called the hotelling rule, named for statistician and 
economist harold hotelling. the key to understanding the hotelling 
rule lies in realizing that in a competitive market the limited availability 
of nonrenewable resources such as oil strongly affects resource prices and 
extraction paths. oil in the ground generates returns for its owner over 
time. it is a capital asset that can be spent today (through extraction) or 
saved for tomorrow. the price of spending it today is the lost scarcity rent 
it would generate by remaining in the ground. Likewise, the return to 
saving it for tomorrow is the rate of increase in scarcity rent.

if a market is in dynamic equilibrium, private owners of capital cannot 
increase their profits by reallocating their portfolios; if they could make 
more money by holding less capital in oil and more in some other asset, 
or vice versa, private owners would take advantage of that opportunity. 
the intuition here is like a no-arbitrage condition. the competitive pres-
sures of the market for privately owned nonrenewable natural resources 
are extremely powerful, and thus one particular negative externality to 
depleting these resources—the fact 
that they will not be around to con-
sume tomorrow—will be reflected 
in market prices and extraction 
rates.6 in this sense, at least, the mar-
kets for nonrenewable resources are 
complete.
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of course, there are other externalities generated through the extrac-
tion and consumption of petroleum; this should be clear from our ear-
lier discussion of the economics of pollution control. and we have not 
reached the bottom line in our discussion of the impact of scarcity on 
markets; we will return to the potential impact of dwindling resource 
stocks on human welfare when we discuss the economics of sustainabil-
ity in Chapter 11. But the hotelling rule helps us to understand why 
economists tend not to worry about the extraction decisions of private 
owners of nonrenewable resources in competitive markets.

What about Market Power?

one thing that may have contributed to global worries about running out 
of nonrenewable resources is the role of market power in markets for fos-
sil fuels and other mineral resources. For example, one of the key players 
in the global oil market is the organization of the Petroleum exporting 
Countries (oPeC), a cartel that, similar to the monopolies discussed in 
Chapter 4, restricts the output of petroleum to raise market prices. oPeC 
does this by assigning individual production quotas to member countries. 
When this strategy succeeds, oil extraction is slower than the dynamically 
efficient extraction rate identified by the hotelling rule, and prices are 
higher. thus, nobel laureate robert solow has dubbed the monopolist 
the “conservationist’s friend,” if a conservationist is one who supports the 
use of natural resources at slower-than-efficient rates. as is typically the 
case when one of the major assumptions required for market efficiency 
fails to hold, the net benefits to society of an oil resource in the presence 
of market power are not maximized.

Perhaps more importantly from the perspective of non-oPeC coun-
tries, the periods in which the cartel succeeds in manipulating world 
oil prices, as it did during the “oil shocks” of the 1970s, leave us with 
memories of lining up for gasoline and a sense that our supply is scarce 
and vulnerable. But in fact oPeC has rarely succeeded in manipulating 
market prices in this way.7 high prices encourage production outside of 
the cartel (by non-oPeC members). and within the cartel, the incentive 
to “cheat,” producing more than a country’s production quota, often wins 
out, increasing production and driving down prices.

recent concerns about China’s exercise of market power in the mar-
ket for rare earths, a group of seventeen rare elements that play impor-
tant roles in the production of high-tech devices such as phones and 
hybrid vehicles, and in gasoline refining, had a similar outcome. China 
produced almost all of the world’s rare earths by the early 2000s, and 
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political conflict between China and Japan in 2010 led to a Chinese ex-
port embargo, raising global concerns about access to these nonrenewable 
resources. Prices of these resources rose dramatically, drawing attention 
to their limited availability. high prices, in turn, encouraged the users of 
these elements (e.g., high-tech firms) to change their production pro-
cesses, decreasing demand, and spurred new production in the United 
states, Japan, australia, and other countries, increasing supply. these shifts 
in demand and supply stabilized rare earth prices.8 thus, even when some 
firms or countries are able to exercise market power over nonrenewables, 
when prices communicate information about resulting resource scarcity, 
history suggests that markets themselves can often mitigate the impacts.

The Critical Role of Property Rights

We have expressed confidence that the individual decisions of private, 
competitive owners of nonrenewable resources will maximize the pres-
ent value of nonrenewable resource stocks to society. however, part of 
the reason for this lies in the structure of property rights with respect to 
this class of resources. With few exceptions, nonrenewable resources such 
as oil and other minerals tend to be privately owned and traded in rea-
sonably competitive markets (with exceptions noted earlier). recall that 
marginal user cost is basically an externality that is really not external to 
the transactions between buyers and sellers of oil—sellers incur this con-
sumption externality (reduced future supplies) themselves and thus will 
take it into account in determining how much oil to extract.

Were we to have used groundwater aquifers, rather than oil wells, as 
our example in the preceding discussion of nonrenewable resources, we 
would not have arrived so cleanly at the hotelling result. We can make 
this general statement because, in contrast to mineral resources, ground-
water supplies tend not to be privately owned and traded in competitive 
markets. When a farmer pumps water from a nonrenewable groundwater 
aquifer, the marginal user cost associated with pumping a unit of water is 
not incurred by that farmer; instead, the cost of diminished future supplies 
is spread among all of those who benefit from the aquifer. thus, individual 
users of the resource have no incentive to take scarcity into account when 
deciding how much water to pump.

What would happen if a forward-thinking farmer did try to save a 
cubic meter of water in the aquifer for tomorrow rather than pump it 
today? Unlike the owner of the oil well, the farmer cannot assume that 
this unit of water will remain in the ground for his own benefit tomor-
row; it is much more likely that another user of the resource (perhaps one 
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of his competitors down the road) will pump that unit of water, spoiling 
our farmer’s good intentions. it is easy to see how we might arrive at a 
race to pump, quickly draining the resource, rather than extracting it in 
a dynamically efficient manner. economists refer to this type of good—
one from which potential consumers cannot be excluded and one that 
consumers compete to capture—as an open-access resource, as discussed in  
Chapter 5.

although a nonrenewable groundwater aquifer would seem to be di-
rectly comparable to a nonrenewable oil well, the difference in property 
rights regimes between the two cases leads to very different outcomes. 
in the case of oil, we expect markets to do a reasonable job of ensuring 

An Open-Access Resource: The Ogallala Aquifer

A good example of an open-access resource is the Ogallala Aquifer, which un-
derlies approximately 174,000 square miles in the U.S. Great Plains, includ-
ing portions of the states of Texas, New Mexico, Kansas, Nebraska, Colorado, 
Oklahoma, South Dakota, and Wyoming. The aquifer contains approximately 
3.8 billion acre-feet of water and provides about 30 percent of all groundwa-
ter used for irrigated agriculture in the United States. One economic analysis, 
based on the variation in land values between irrigated and dryland farms in 
the region, estimated that the water’s value ranges from 30 to 60 percent of the 
irrigated farmland sale price in the region.9

 In most states that sit on top of the aquifer, groundwater is an open access 
resource. Unlimited quantities of water can be extracted by individual farmers, 
who incur only the costs of extraction (the water itself is free). Use of the aqui-
fer for irrigation has proceeded at a rate conservatively estimated to be about 
ten times the rate of recharge (which in many parts of the aquifer is negligible). 
Since the resource was first exploited on a large scale in the 1940s, ground-
water levels have dropped precipitously in some areas, particularly northern 
Texas, Oklahoma, and southwestern Kansas.

 Because the Ogallala is an open-access resource, the marginal user cost 
associated with pumping water from the aquifer is truly an externality—no 
party incurs the full cost of pumping, thus the resource is depleted at a rate 
faster than the dynamically efficient rate. Collectively, society would be bet-
ter off if irrigators did take into account marginal user cost, the marginal cost 
of aquifer depletion. But individual irrigators have no incentive to internalize 
this cost when making their water use decisions. Thus, without a change in 
property rights structures in the overlying states, the Ogallala aquifer will be 
depleted inefficiently soon.
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dynamically efficient extraction; in the case of groundwater, we expect 
markets in their current structure to fail at this task.

Conclusion

in this chapter, we have introduced the first application of dynamic effi-
ciency in the determination of optimal extraction rates for nonrenewable 
natural resources such as oil and coal. although such resources are avail-
able in limited quantities on the earth, the economic concept of scarcity 
that we developed in this chapter takes many things other than physical 
limits into account, most importantly the effects of rising prices on de-
mand for scarce resources.

We showed how private, competitive owners treat nonrenewable re-
source stocks as capital assets. in doing so, they extract resources at a rate 
that takes into account the limited physical stocks. the hotelling rule 
told us that this optimal extraction rate of nonrenewable resources main-
tains an asset market equilibrium, in which the rate of return to stocks in 
the ground equals the rate of return to alternative investments.

in this first natural resource management application, we encountered 
a situation in which real-world market outcomes do a pretty good job 
at approximating efficient outcomes, in large part because nonrenewable 
resources tend to be privately owned and traded in reasonably competi-
tive markets. even in situations of market power, market pressures tend to 
mitigate the influence of noncompetitive actors on prices and scarcity. We 
ended with a reminder that, where property rights are not well defined, 
extraction rates of nonrenewable resources can be expected to exceed 
efficient extraction rates. the situation of poorly defined property rights 
will be even more relevant to the discussion of renewable resources in 
Chapter 7.
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Many renewable resources are more like an aquifer than an oil field. that 
is, they often are open-access or common property resources, and we 
do not expect them to be used in a dynamically efficient manner when 
markets are left to their own devices. this absence of property rights com-
plicates economic analysis. a second complication is that the stock of a 
renewable resource, though limited, is not fixed. For example, the stock of 
fish in a fishery might be a certain number at any particular moment, but 
over time it depends on factors such as reproduction rates and predation, 
including human fishing effort.

in the case of nonrenewable resources such as petroleum, we were 
concerned with calculating the dynamically efficient rate of depletion of 
the resource. in contrast, with renewable resources we hope to calculate 
the size or timing of the efficient harvest, in many cases maintaining a 
sustainable flow of the resource in perpetuity. Because renewable resource 
stocks are functions of both natural systems and human behavior, the 
models we use to analyze them combine biology and economics—they 
are bioeconomic models. the first such model we will discuss is a bioeco-
nomic model of a forest.

Economics of Forest Resources

When we were considering how fast to pump oil in the preceding chap-
ter, we concluded that efficient management of an oil well (or any nonre-
newable resource) requires extraction at a rate that maximizes net benefits. 
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similar logic applies to forests. in economic terms, standing trees are capi-
tal assets that increase in value as they increase in volume over time. But 
allowing the trees to stand is also costly; we must consider the opportu-
nity cost of alternative investments. thus, we seek to identify the length 
of time to wait between timber harvests that maximizes the difference 
between total benefits and total costs (in present value).

the economic analysis of forest management raises two issues that 
were largely absent from our discussion of nonrenewable resources. First, 
oil and coal have value primarily as inputs to the production and con-
sumption of other goods, such as energy. in contrast, the value of a forest 
is more complex. in addition to their value as timber for potential harvest, 
standing trees offer other benefits, providing species habitat and carbon 
sinks. to keep things simple, we will start with the problem of commercial 
timber extraction, and we will add other types of values later.

second, forested lands exhibit a wide variety of property rights re-
gimes, ranging from private ownership to open access. We start by consid-
ering a private landowner who makes rent-maximizing decisions about 
harvesting her trees. Later in the chapter, we will consider other property 
rights arrangements.

Forest Growth and the Biological Rotation

We begin with a simple model of forest growth. We can model the vol-
ume of timber in a stand of homogeneous trees as a function of time. here 
we use the following volume function, pictured in figure 7.1, to describe 
this process:

at first, the rate of growth is very fast. over time the trees continue to 
grow, but the rate of growth begins to decline (in our model, after about 
33 years). at some point, depending on the species, climate, and a variety 
of other factors, the trees stop growing and begin to decay, resulting in 
declining volume (in our model, after about 71 years).

one candidate for the best interval at which to cut and replant these 
trees is the age that maximizes the mean annual increment (Mai), the aver-
age volume of the stand, V (t )/t. if we divide volume by time, we obtain 
the Mai curve depicted in figure 7.2, which reaches its maximum after 
50 years of stand growth. this decision criterion makes some intuitive 
sense, because no other rotation yields a greater average volume of wood. 
For this reason, the maximum Mai is often called the biological rotation.

  
 V ( t)=10 t+ t 2 – 0.01t3 
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the biological rotation maximizes timber volume, but does it maxi-
mize the net benefits of the stand to society? We haven’t yet introduced 
any economic information into our discussion, so you should guess that 
the answer to that question is “probably not.” Figuring out the efficient 
rotation requires that we think about tradeoffs, as we did in the case of 
petroleum. For example, if we were to cut the trees after 40 years instead 
of 50, we would obtain fewer board feet of timber, but we would obtain 
the smaller cut 10 years sooner. Given the time value of money, this might 
make sense. now we introduce some economic information in the sim-
plest possible case: a single harvest.

Optimal Aging Problem: The Wicksell Rotation

say that we are interested in the returns to harvesting this stand of trees 
once, with no concern for what will happen to this currently forested land 
after we extract our timber. this single rotation problem is essentially an 
“optimal aging” problem. the question “how long should i age a stand of 
trees?” is quite similar to the same question involving a bottle of wine or 
a fine cheese. to answer it, we must think about the returns to alternative 
investments, again represented by the rate of interest.

to solve this problem, think of the situation a private landowner would 
face each year. she would compare the net returns to cutting her trees 
this year to the net returns to waiting for 1 more year. as long as the net 

Figure 7.1 timber volume in a forest as a function of time.
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returns to cutting now are less than the net returns to waiting, she would 
prefer to keep her assets in standing trees. the net benefit–maximizing 
year in which to cut the trees would occur just as the net returns to 
waiting equaled the net returns to cutting. We can represent this point 
in a simple equality, in which the net returns to cutting now are on the 
left-hand side, and the net returns to waiting (in present value) are on the 
right:

if we rearrange some terms, we obtain the following:

thus, it is efficient to harvest the stand when the rate of growth in timber 
volume, the rate of return to our capital asset (standing trees), is equal to 
the interest rate.

Figure 7.2 Mean annual increment (V(t)/t) in a forest, as a function of time.To solve this problem, think of the situation a private lando
face each year. She would compare the net returns to cutting 
year to the net returns to waiting for one more year. As long as 
turns to cutting now were less than the net returns to waiting, 
prefer to keep her assets in standing trees. The net 
in which to cut the trees would occur just as the net returns t
equaled the net returns to cutting. We can represent this point 
equality, in which the net returns to cutting now are on the 
and the net returns to waiting (in present value) are on the r

of 

(p–c)V(T0) = (p–c)V(T1)
(1+r )

where:
p = timber price
c = unit harvesting cost

V(T0) = stand volume this year
V(T1) = stand volume next year

r = discount rate

If we rearrange some terms, we obtain the following:

Thus, it is efficient to harvest the stand when the rate of gro
ber volume, the rate of return to our capital asset (standing tr
to the interest rate.

This is called the Wicksell Rule, and it can be applied to a

102 markets and the environment

r = V(T1)–V(T0), or r = V
V(T0)             V(T0)

fromCK.ip-keohane_Layout 1  9/4/15  11:38 AM  Page 102

V(T
1
) –

 
V(T

0
)  ∆ V

where:

(p – c)
(p – c)



118 markets and the environment

this is called the Wicksell rule, and it can be applied to any optimal 
aging problem. if we harvest the stand before this point, the lost value 
of the incremental growth we would expect between this year and next 
would exceed the value of the incremental gains we would earn by de-
positing our net harvest proceeds in the bank to earn interest for 1 year. 
if we wait to harvest the stand beyond this point, the opposite would be 
true. the Wicksell rule, like the hotelling rule, is a no-arbitrage condi-
tion. Just as in the case of oil extraction, if forest owners could make more 
money by holding less capital in trees and more in some other asset, or 
vice versa, they would take advantage of that opportunity.

there is an inverse relationship between the Wicksell rotation and the 
rate of interest. if the expected returns to alternative investments are very 
low, the Wicksell rotation is very long; a high interest rate implies a shorter 
rotation. For interest rates above 2 percent, the Wicksell rotation for a 
stand of trees described by the volume function in figure 7.1 is shorter 
than the biological (Mai-maximizing) rotation. note that incorporating 
the time value of money into our model had the predicted result. as we 
guessed at the end of the previous section, under reasonable assumptions 
about the interest rate, we would prefer to accept a smaller total volume 
than that afforded by the biological rotation in exchange for cashing in 
our trees at an earlier date.

Efficient Forest Management over Time:  
The Faustmann Rotation

the time value of money is not the final wrinkle in the problem of 
optimal forest rotation. We have one more concern we did not worry 
about when discussing oil extraction: the value of the land on which 
our trees are growing. the problem of optimal rotation is really one of 
optimal land use. a landowner deciding when to harvest a stand of trees 
is concerned not only with the growth rate in the value of alternative 

assets—that is, how much she might 
earn by cashing in her trees once and 
putting the money in the bank—but 
also with the value of her property 
as a whole. the problem requires an 
understanding of ongoing returns to 
forestry on a tract of land over time 
and a comparison of these returns to 
those from other potential land uses.

the landowner who is mindful of 

The Wicksell Rule for the optimal 

single rotation tells us that it is 

efficient to harvest a stand of trees 

when the rate of growth in timber 

volume, the rate of return to our 

capital asset (standing trees), is 

equal to the interest rate.
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the value of her resource as a whole faces a variety of choices each year. 
she could cut her timber and replant; she could wait 1 more year, then 
cut and replant; she could cut this year and convert the land to a new use, 
such as planting watermelons or building suburban tract housing; or she 
could cut this year and sell the land to a new owner, who might choose 
one of these land uses or something else entirely.

to solve the optimal rotation problem, which takes all these options 
into account, we introduce the concept of site value. site value is the value 
of a forested piece of land, assuming that the landowner will implement 
efficient forest rotation in perpetuity; or—if forestry is not the most prof-
itable use of that land at any point in the future—convert the land to its 
most profitable use. site value allows us to compare the present value 
of expected future rents (benefits less costs) from forestry to those from 
other potential land uses, such as farming or residential development. in 
economic analyses of land use and land use change, this is how land prices 
are determined. Land prices are equal to the present value of expected 
future rents from land in its most profitable use. thus, site value, which we 
will represent here using the letter S, captures all the competing land use 
options we mentioned earlier.

When the landowner considers site value, as well as the annual return 
from cutting and selling her timber, her yearly problem looks a bit dif-
ferent than the one we defined earlier. as before, she will seek to cut 
her timber and replant in the year in which the marginal net benefits of 
cutting are equal to the marginal net benefits of waiting 1 more year. We 
can represent this point in a simple equality, in which the net returns to 
cutting now are on the left-hand side, and the net returns to waiting one 
more period (in present value) are on the right. everything is as before, 
but we have added two additional terms, site value (S) and the cost of 
replanting trees after the timber harvest (D).1

the easiest way to understand the intuition behind including site value 
on both sides of this equation is to think of S simply as the sale price of the 
land. the net returns to cutting in each period include not only the per-
unit returns from timber less the cost of replanting but also the amount 
of money the landowner would make if she sold her land immediately 
after replanting. even if the landowner has no plans to sell this land, S still 
must be included in each year’s potential returns, because it represents the 

The easiest way to understand the intuition behind including site v
on both sides of this equation is to think of S simply as the sale pric
the land. The net returns to cutting in each period include not only the 
unit returns from timber less the cost of replanting, but the amoun
money the landowner would make if she sold her land immediately a
replanting. Even if the landowner has no plans to sell this land, S still 
be included in each year’s potential returns, because it represents the op
tunity cost, to her, of holding this land in forest, rather than doing so
thing else with it.
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opportunity cost, to her, of holding this land in forest rather than doing 
something else with it.

to simplify things, let us now consider V(T ) to represent not simply 
the volume of timber in the forest at time T but the net value of that 
volume, or (p – c)V(T ). in this case, we can reduce the equality above to

the left side of the equation is the marginal benefit of harvesting now. 
the right side is the marginal cost of harvesting now (the extra timber 
volume that would accrue between this year and next, which the land-
owner forgoes through her impatience). Figure 7.3 illustrates efficient 
timber rotation. in early years, timber volume in the forest is growing 
quickly, so the increase in value is large; as growth slows, the benefits of 
cutting the forest approach the costs. at T * the marginal benefits and 
costs of cutting are exactly equal. if the landowner rotates this stand at T * 
in perpetuity, she will maximize the net benefits of the forest resource.

to continue with our discussion of efficient natural resource manage-
ment guidelines as no-arbitrage conditions, we can rearrange terms to 
obtain

the landowner should time her harvests so that the rate of return to 
her forest assets is equal to the prevailing rate of interest. notice that, in 
contrast to the Wicksell rule, here the landowner is interested in the rate 
of return to the value of her forested land, not just the timber volume. 
thus we include S in the denominator. this rule for efficient forest rota-
tion, taking into account both the time value of money and the opportu-
nity cost of land, is called the Faustmann rule.

We noted earlier that the biological rotation will, in general, be longer 
than the Wicksell rotation. how do these compare with the Faustmann 
rotation? in general, the Faustmann rotation will be the shortest of the 
three. Why is this the case? this should be obvious from a comparison 
of the Wicksell and Faustmann rules, given that the Faustmann rule has 
a larger denominator on the right-hand side. adding site value to the 
problem shrinks the rate of growth in the value of standing trees as capital 
assets in comparison to the Wicksell case.

But there is an intuitive explanation also. if the landowner solves the 
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optimal rotation problem once, she has solved it forever, given no change 
in the basic parameters. that is, T * will remain the same in year 100 as it is 
in year 1. so in addition to delaying the net returns from the current har-
vest by 1 year, if she waits 1 extra year before cutting the trees she also de-
lays the net returns from each future harvest by 1 year. and each of those 
delayed harvests has an associated cost: the forgone growth in the value of 
money in the bank from the harvest over the period of 1 year. the Faust-
mann model captures the present value of this change in the timing of all 
future harvests in S. the perpetually delayed harvests decrease the present 
value of expected future returns to 
the land (which before T * is out-
weighed by the marginal increase 
in the present value of expected fu-
ture returns that results from greater 
timber volume). and taking into ac-
count this future loss from delaying 
the harvest shortens the optimal in-
finite rotation, in comparison to the 
single rotation. although this char-
acteristic of the efficient rotation is 
extremely important, it is also quite 
a subtle point. it is so subtle, in fact, 

The Faustmann Rule identifies the 

dynamically efficient forest rotation, 

maximizing the present value of 

future net benefits. It takes into 

account the time value of money 

and also site value, the opportunity 

cost of keeping the land in forest 

rather than converting it to another 

use, such as farming or residential 

development.

Figure 7.3 efficient (Faustmann) forest rotation. the efficient rotation length,T*, 
equates the marginal benefit of harvesting and the marginal cost.
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that even though German forester Martin Faustmann described the rule 
in an article published in 1849, the substance of his point went unnoticed 
by forest economists for more than a century.

Efficient Rotation with Nontimber Forest Benefits

Forests offer many benefits aside from the commercial value of their tim-
ber. nontimber forest products and benefits include species habitat, wa-
tershed protection, carbon sequestration, and recreation. how do these 
nontimber forest values affect the efficient rotation?

When a forest provides multiple nontimber benefits, it can be hard to 
sort out their effects on the optimal rotation. imagine, for example, that 
our landowner’s forest stand provides habitat for both the red-cockaded 
woodpecker (a threatened U.s. species that prefers mature southern for-
ests where trees reach 60 to 180 years of age) and the white-tailed deer 
(which prefers tender new growth and lots of understory on which to 
graze). these two uses pull in opposite directions: Benefits accrue to one 
species with a longer rotation, but this imposes costs on another species. 
to understand the general impact of nontimber forest benefits on effi-
cient forest management, we will consider an example with benefits from 
old-growth standing trees. keep in mind, however, that the problem is 
often multidimensional and therefore more complicated.

in figure 7.4 we introduce species habitat value—assumed to accrue 
only after the stand is sufficiently old—into our forest management prob-
lem.2 We do this by incorporating the forgone benefits of woodpecker 
habitat as an additional cost of harvesting timber (because the benefits of 
harvesting are captured in the commercial value of the timber). thus, the 
social marginal cost of harvesting timber includes both the forgone po-
tential growth in timber volume from waiting 1 more year (V ) and the 
forgone benefits of bird habitat (H ).

the effect is to increase the optimal rotation period. if the landowner 
is managing her forest efficiently, she will now let the trees stand longer in 
each rotation than she would have in the absence of bird habitat. in figure 
7.4, we represent this as an increase in the optimal rotation from T * to 
T *

bird
. in fact, if the value of woodpecker habitat in old-growth forests is 

large enough, the social marginal cost of harvest curve may never intersect 
the curve that describes the marginal benefits of harvest. in other words, 
the optimal rotation may be infinite, meaning that it would be efficient 
to never harvest certain stands.

Later in this chapter, we describe an economic benefit valuation study 
of northern spotted owl preservation that used contingent valuation, one 



the economics of renewable resource management 123

of the benefit valuation techniques described in Chapter 3. Benefit valu-
ation techniques can also be used to determine the effect of nontimber  
forest benefits on optimal forest rotation. For example, in the coastal forests 
of British Columbia and boreal forest of northern alberta, Canada, the 
Faustmann rotation increases by approximately 20 percent, on average, 
when carbon sequestration benefits of standing trees are considered.3 an-
other analysis of a forested watershed in victoria, australia, makes a similar 
type of calculation.4 they account for the value of both watershed pro-
tection and carbon sequestration, finding that under some reasonable as-
sumptions with respect to the value of water, carbon, and other factors, the 
particular forest studied by these researchers should never be harvested.

Public Goods, Property Rights, and Deforestation

the Food and agriculture organization (Fao) of the United nations es-
timates that 13 million hectares of forest was lost each year between 2000 
and 2010, a rate of loss offset only partially by new plantings, natural forest 
expansion, and establishment of forest plantations. the greatest net losses 
occurred (and continue to occur) in tropical regions. Given the richness 
in biodiversity of tropical forests, deforestation, particularly in the global 
south, has been an ongoing issue of concern to environmental advocates 
and policymakers. as northern countries have increasingly regulated the 

Figure 7.4 the effect of non-timber benefits on the Faustmann rotation. the 
value of bird habitat provided by old-growth forest represents an additional cost of 
harvesting timber. as a result, the efficient rotation length increases in this case, from 
T* to T*

bird
.
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extraction of timber, especially from old-growth forests, partially because 
of greater recognition of nontimber forest values, the resulting restric-
tions in global timber supply and increases in global timber prices have 
increased the incentives for deforestation in tropical regions (which are 
less heavily regulated).

to the extent that the world’s forested lands are in private hands and 
markets are complete, some of this observed deforestation is actually ef-
ficient use of a scarce resource: land. in previous chapters, we argued that 
private owners of nonrenewable natural resources in competitive markets 
faced powerful incentives to maximize the present value of net benefits 
from their resources, such as oil wells and coal mines. in the same way, pri-
vate landowners face powerful incentives to maximize the present value 

Nontimber Forest Benefits: The Spotted Owl Controversy

In response to new biological information on the habitat needs of the northern 
spotted owl, the U.S. Forest Service was directed in the mid-1980s to issue 
a revised management plan for the Pacific Northwest Region. The “preferred 
management alternative” presented in this plan generated a large amount 
of media coverage and controversy. There were lengthy arguments for and 
against measures to set aside old-growth forests for owl habitat. By the late 
1980s, there was open disagreement between federal agencies about the man-
agement plan, and environmental advocates were attempting to block timber 
sales from old-growth areas. Court rulings alternately halted and permitted 
timber sales, and most decisions were appealed by either the logging industry, 
environmental groups, or both. By March 1989, twenty-five timber mills in the 
region had shut down, causing many workers to lose their jobs. In 1990, the owl 
was listed as a threatened species under the Endangered Species Act.

 These are difficult tradeoffs: jobs, threatened species dependent on old-
growth forest, recreation, and cheap timber for construction and other pur-
poses. A number of researchers strove to make these tradeoffs transparent in 
the form of benefit–cost analysis. One group of economists estimated the ben-
efits to U.S. residents of preserving old-growth forests in the Pacific Northwest 
as habitat for the spotted owl.5 Their benefit estimate, determined through 
contingent valuation to be in the neighborhood of $1.5 billion, exceeded the 
U.S. Forest Service’s estimate of owl preservation costs (including forgone tim-
ber harvests), which ranged from $500 million to $1.3 billion. Another study 
also showed total benefits of owl habitat protection greatly exceeding total 
costs (their most conservative estimated ratio of total benefits to total costs 
was 3:1, and the estimated ratio most favorable to preservation was 43:1).6



the economics of renewable resource management 125

of the net benefits they receive from their land. so, for example, farmers 
think carefully about the profit-maximizing mix of crops to grow in a 
given year, within certain constraints. in the long term, they also think 
carefully about whether farming itself is the most profitable use of their 
land or whether they should instead consider selling their land for other 
purposes. Farmers in developing countries, likewise, make similar deci-
sions about converting forested land to agriculture, although the context 
is different in important ways.

Whereas nonrenewable resources lie, in large part, in private hands, 
forests exhibit a wide variety of ownership regimes. For example, in 2008 
federal, state, and local governments owned approximately 44 percent 
of U.s. forested land, and 56 percent was privately owned (21 percent 
by the forest industry, conservation organizations, and native american 
tribes and 35 percent by families and individuals).7 in developing coun-
tries, public ownership is more prevalent; about 83 percent, on average, 
in africa, and 92 percent in south and southeast asia, for example.8 in 
addition, many nontimber forest benefits are public goods, so we would 
expect private landowners to rotate their trees at a rate that provides less 
than the efficient quantity of some of these services, such as species habi-
tat, watershed protection, and carbon sequestration. these two factors—
the nature of property rights and the prevalence of public goods among 
forest services—frame the discussion of deforestation from an economic 
perspective.

Well-defined property rights are particularly important for the effi-
cient management of forest resources, because optimal rotation periods 
for some species can be very long. imagine trying to ensure that a valuable 
hardwood left standing today will be there for the efficient forester in 50 
years, in a country where the revenue from cutting the hardwood can 
feed a hungry family for months. even where well-intentioned govern-
ments intervene in markets to establish property rights to forested lands, 
the incentive to poach trees in such countries is very high. efficient forest 
management hinges critically on the ability to regulate the capture of 
forest resources.

economists have provided empirical evidence about the influence of 
property rights on deforestation rates, and these studies provide mixed 
evidence about the influence of secure property rights on deforestation. 
studies of the amazon basin in Brazil have shown that possession of land 
title leads to longer rotation periods and increased efforts at reforestation 
and conservation by small landholders.9 Land title holders in Brazil are 
also less likely to participate in timber markets altogether; they are less 
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likely to sell trees for a living than to use forested lands for other purposes. 
in developing countries, there is a strong relationship between deforesta-
tion rates and factors (such as political instability) that indicate uncertainty 
over property rights.10

economists have also shown the importance of protection and en-
forcement of property rights, in addition to their establishment.11 in Bra-
zil, although possession of land title reduces the incentive to deforest one’s 
land, the positive effect of land title is eroded where title holders face a 
continued risk of fire contagion from neighbors clearing land for agricul-
ture. social institutions can mitigate this effect. For example, if landown-
ers are aware of the timing of neighbors’ fires, they can take preventive 
measures. Where such coordination occurs, title holders maintain longer 
rotations and better conservation and reforestation practices.12

note, however, that increasing the security of property rights may also 
increase returns to land uses that compete with forests. For example, land 
titling reforms in nicaragua increased deforestation, because the reforms 
provided an incentive to increase investments in agriculture, increasing re-
turns to deforestation.13 thus, policymakers and activists concerned with 
deforestation cannot rely on property rights approaches alone. internal-
izing negative externalities from deforestation (or positive externalities 
from preservation or afforestation) through payments-for-ecosystem-ser-
vices policies can be another efficient approach.

one common mechanism for preserving forest is public ownership 
and management of protected areas, which impose strong limits on ex-
tractive activities. (it may surprise you to learn that resource extraction, 
including timber harvest, is common in most publicly owned forestland 
worldwide, including in the United states.) economists have raised four 
main issues regarding the effectiveness of protected areas.

First, when a protected area is established, private incentives to exploit 
the resources within its boundaries are not eliminated. Government pro-
tection may raise the cost of activities such as tree poaching, but effective 
enforcement is essential if protected areas are to do their job. second, in 
order for protected areas to truly be “additional,” they must set aside land 
that would otherwise be at risk for deforestation. Unfortunately, these 
at-risk lands are often most costly—politically and economically—for 
societies to set aside. therefore, it is not surprising that assessments at the 
global and country levels suggest that many protected areas have been 
chosen specifically because they were unlikely to be suitable for exploita-
tion, at least in the near term.14 these low-cost protected areas may also 
provide little benefit in terms of avoided deforestation. third, economists 
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have pointed out the potential for spillover effects of protected areas. if a 
government protects one patch of forest and through this action pushes 
land conversion into neighboring areas, with a net result that is the same 
as, or worse than, the counterfactual—what would have happened with-
out the protected area—then these forest preservation policies may not 
have net benefits.17

Fourth, and finally, there are questions as to the economic impacts 
of protected areas on local populations, who may lose access to land, 
fuelwood, hunting or foraging areas, and other resources. on the other 
hand, locals may benefit from markets for ecosystem services, protection 
of water, fish, and other resources used locally outside a preserve, or even 
ecotourism revenues. the net local effect can be expected to vary with 
circumstances. the hypothesis that protected areas either increase or de-
crease poverty can be difficult to test empirically. Protected areas tend to 
be distant from cities, on difficult terrain, or in other ways negatively cor-
related with economic development. so it is necessary to control carefully 

Paying Landowners to Preserve Tropical Forests

Starting in 2003, Mexico’s national government began paying landowners to 
maintain forest cover, enrolling participants through 5-year contracts in a pro-
gram originally called Federal Payments for Hydrological Services (and even-
tually called PROARBOL, then PRONAFOR). The primary goals are preserving 
forest for watershed protection and aquifer recharge, improving water quality 
and quantity for downstream communities, and reducing flood risk.15 The pro-
gram has important rural poverty alleviation goals also and is one component 
of Mexico’s national strategy for reducing carbon emissions (given the carbon 
sequestration benefits of avoided deforestation).

 Water users pay federal fees that fund the program, which enrolled more 
than 2.6 million hectares between 2003 and 2011. The program uses a point 
system for selecting participants, based on risk of deforestation, local surface 
water scarcity, and location in an area of either high poverty or high indigenous 
population. Annual per-hectare payments are scaled according to the ecologi-
cal value of the particular parcel; cloud forest (the preservation of which has 
a stronger impact on water quality and availability) receives a higher payment 
than other forest types. Satellite imagery and field inspections are used to 
monitor compliance. The Payments for Hydrological Services program reduced 
Mexico’s forest cover loss by 40–51 percent between 2003 and 2012, compared 
with what would have taken place without the program, and also provided 
small poverty alleviation benefits during this period.16
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for these confounding factors. recent work in thailand and Costa rica 
suggests that forest protected areas have decreased local poverty rates.18

Fisheries

Forests exhibit a range of property rights regimes, from private owner-
ship to open access. Unless we include aquaculture in our analysis, the 
same cannot be said of fisheries. in fact, most fisheries are not owned by 
any party, and many are open access; thus, completeness of markets will 
be an integral part of our fish story. as in the case of forests, we will first 
take a look at a simplified version of fishery biology, and then add the 
economic dimension to determine the efficient quantity of effort to exert 
in harvesting fish.

Logistic Growth

to represent the biological side of our bioeconomic model of a fishery, 
we use a common model—the schaefer logistic model for growth of a 
species population—that describes incremental growth in a fish stock as a 
function of the size of the stock (usually measured in tons of biomass).19 
the general form of the logistic function is as follows, where X is the fish 
stock, r is the fish species’ intrinsic growth rate, and K is environmental 
carrying capacity:

the logistic curve is symmetric and bell shaped (figure 7.5). to the left 
of the curve’s peak, the annual growth in stock is increasing in the size of 
the stock (bigger stock leads to faster growth), although this is happening 
at a decreasing rate. When we reach the peak, the annual rate of growth 
is maximized (at X

M
). on the right side of X

M
, the rate of annual growth 

in stock is decreasing in stock size: More fish mean less growth, as the 
larger population begins to result in crowding and competition for food, 
for example. at the far right-hand side of the logistic curve, we reach the 
carrying capacity of this fishery, K. this is the fish population that would 
persist in the absence of any outside perturbation; mortality is exactly 
offset by new births.

Bioeconomic Model

now we introduce fishing activity. harvesting fish, like extracting oil, 
is fundamentally a dynamic problem. the population left in the fishery 
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Logistic Growth

To represent the biological side of our bioeconomic model of a fishery, we
employ a commonly used growth model—the Schaefer logistic model for
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F(X ) = rX(1– X )
K

The logistic curve is symmetric and bell shaped (see figure 7.5). To the
left of the curve’s peak, the annual growth in stock is increasing in the size
of the stock (bigger stock leads to faster growth), although this is happen-
ing at a decreasing rate. When we reach the peak, the annual rate of growth
is maximized (at XM). On the right side of XM, the rate of annual growth in
stock is decreasing in stock size—more fish mean less growth, as the larger
population begins to result in crowding and competition for food, for ex-
ample. At the far right-hand side of the logistic curve, we reach the carry-
ing capacity of this fishery—K.This is the fish population that would persist
in the absence of any outside perturbation; mortality is exactly offset by new
births.

Bioeconomic Model

Now we introduce fishing activity. Harvesting fish, like extracting oil, is fun-
damentally a dynamic problem. The population left in the fishery 
tomorrow will depend on what is happening today, such as the size of the
fish stock, environmental conditions, and human fishing effort. Solving the

( )1 – 
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 K
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tomorrow will depend on what is happening today, such as the size of 
the fish stock, environmental conditions, and human fishing effort. solv-
ing the full dynamic problem turns out to involve some complicated 
mathematics. to keep things simple, we’ll focus instead on a steady-state 
model—that is, on what happens in a fishery in long-run equilibrium. this 
approach will still give us a great deal of insight into the economics of 
fishing and the inefficiency of open access.20

in the steady state, the fish population remains the same from period to 
period, thus the fishing harvest is equal to net growth of the stock. notice 
that any harvest level would be sustainable if the harvest rate were equal to 
the growth rate of the fish stock. such a harvest could be sustained forever, 
and the population size would remain constant. For any level of the stock 
(X ), F(X) is equal to the rate of annual growth in the stock, and it is also 
equal to the maximum sustainable long-run level of harvest for that stock. 
thus in the steady state, the logistic curve is also a sustainable yield curve.

Looking at figure 7.5, we can expect to maintain any population size 
along the horizontal axis between zero and K simply by harvesting the 
number of fish each year equal to the natural change in population from 
the last year. For example, X

M
 is known in biological fishery models as 

the stock that results in maximum sustainable yield. a stock of this size 
maximizes the average level of growth; therefore, it also maximizes the 
sustainable (non-stock-reducing) yield, that is, the largest catch that can 

Figure 7.5 the logistic growth curve in the model of a fishery.
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be perpetually maintained, F(X
M

). if the fishing harvest were to reduce 
the stock beyond this point, the fishery would be biologically overfished.

to understand the relationship between fishing effort and the returns 
to fishing in the steady state, we need to make an important assumption. 
We assume that the yield per unit of fishing effort is proportional to the 
size of the fish stock: More fish mean a greater return per unit of fish-
ing effort.21 Given this assumption, the relationship between the logistic 
growth curve we have already drawn and a curve describing the steady-
state returns to fishing as a function of the level of effort is quite straight-
forward; they look very much alike.

in figure 7.6, we graph the yield–effort function Y(E ) = 10E–E 2. 
We represent fishing effort (any constant unit will do; here we use the 
number of boats) on the horizontal axis. With the level of fishing effort 
increasing from left to right, the fish stock is increasing from right to left, 
simply because fishing effort reduces the stock. thus, at the origin, effort 
is equal to zero and the stock is equal to K, carrying capacity or natural 
equilibrium, the level of stock that will prevail in the absence of fishing. 
the vertical axis in figure 7.6 measures the returns to fishing effort. We 
could continue to measure returns in tons of fish, but we find it more 
useful to proceed in dollars. to convert fish to dollars, we need only to 
know the price of fish; here, to keep things simple, we assume it to be $1 
per ton. the hill-shaped curve in figure 7.6 gives us the total revenues 
we can expect from fishing at varying levels of fishing effort in the long 
run. notice that after the curve peaks, effort continues to increase while 
returns decline. We have also drawn in the total cost curve, assuming that 
the marginal cost of fishing effort is $3 per boat.

Efficient Fishery Management versus Open Access

to decide how much effort we 
should put into this fishery, we com-
pare benefits and costs. to maximize 
the value of this resource to society, 
the fishing effort should maximize 
the rents from fishing (the differ-
ence between total benefits and total 
costs). rents in the fishing model 
are like scarcity rent in the nonre-
newables model; in both cases, rents 
are what we obtain from exploiting 
a scarce resource above and beyond 
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the cost of extraction or harvest. We can locate the rent-maximizing level 
of effort using figure 7.6; it is the point along the horizontal axis at which 
the distance between the total benefits curve and total cost curve is maxi-
mized (E* in figure 7.6).  22 in our example, this occurs when four boats 
are employed in the fishery. Fishing effort beyond this point is economic 
overfishing. notice that the fishery is economically overfished before it is 
biologically overfished. this will always be true because fishing is costly. 
if the marginal cost of fishing effort were zero, the efficient level of ef-
fort would be equal to the level of effort that would preserve a stock that 
ensures maximum sustainable yield.

is the level of fishing effort that we observe in real-world fisheries eco-
nomically efficient? By now, you have probably guessed that it is not. We 
have discussed this problem as if fish-
eries had walls and gates and were 
either privately owned or staffed by a 
social planner who had the power to 
limit the number of boats admitted. 
although there are privately owned 
fish farms in many countries, deep 

Figure 7.6 efficiency versus open access. the efficient level of fishing effort, E *, 
sets marginal cost equal to marginal benefit. in the open-access equilibrium, total 
costs and benefits are equal, resulting in a much higher level of effort, EOA.

Fishing effort beyond the point at 

which marginal benefits are equal 

to marginal costs is economic 

overfishing.
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ocean fisheries (those beyond individual nations’ 200-mile exclusive eco-
nomic zones) are characterized by open access.

Under open access, boats will continue to enter a fishery as long as 
there are profits to be made (as long as rent is positive). at the efficient 
level of fishing effort identified in figure 7.6, profits still remain for other 
boats. this will be true as long as the total benefits curve lies above the 
total cost curve—that is, past the efficient number of boats, past the num-
ber of boats that result in the fishery’s maximum sustainable yield and total 
returns begin to decline, to the point at which total benefits are exactly 
equal to total costs. in our model, in the absence of private ownership or 
regulation, fishers will continue to enter until there are eight boats on the 
fishery, twice as many as the efficient number (EOA in figure 7.6).

at the open-access equilibrium level of fishing, the rents to fishing 
are completely dissipated. at first glance, the absence of such rents might 
seem to be the result of healthy competition in a well-functioning mar-
ket. But that overlooks a crucial aspect of this problem. When eight boats 
enter this model fishery, they generate sufficient returns to cover the costs 
of their harvest, including things such as fuel, gear, and depreciation of 
fishing vessels. But there is nothing left to cover the depletion of an im-
portant resource—the fish!

here again, actors in a market generate costs (fish depletion) that are 
external to the transactions between buyers and sellers. no individual 
fisher has an incentive to account for the externality of depleting the fish 
stock. Like our conscientious farmer who leaves a gallon of water in a 
nonrenewable groundwater aquifer, hoping to save it for tomorrow, the 
conscientious fisher who leaves a succulent tuna in the sea for tomorrow 
will quickly be put out of business by her competitors, who indulge in 
no such collectively minded behavior. the result is an inefficient race to 
fish, with too many boats pursuing too few fish. this depletion of the 
resource resulting from a conflict between collectively beneficial and self-
interested behavior is a classic example of the tragedy of the commons 
that we discussed in Chapter 5.

Common Property Is Not Open Access

in light of the preceding discussion, it may seem as though we are im-
plying that all shared resources, from fisheries to groundwater aquifers, 
are doomed to inefficient overexploitation. this is not the case, how-
ever. although the terms open access and common property are often used 
interchangeably to describe shared resources, they are really very differ-
ent property rights regimes. open-access resources, by definition, lack 
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any restriction on who can use the 
resource or how much they can ex-
tract. in contrast, common property 
resources, though shared among a 
group (for example, a village), may 
be governed by formal or informal 
institutions, ranging from explicit 
rules to informal social norms.23 
importantly, many common prop-
erty arrangements steer clear of the 
extreme overexploitation typical of 
open-access resources.

to get a feel for the difference between open access and common 
property, let us consider two very different social situations. in the first, 
you go out to dinner at a local restaurant, where rather than charging each 
diner the precise cost of her meal, the manager has decided to split the 
evening’s total billings evenly among all of the guests in the dining room. 
You will pay a bill that amounts to the average of the entire restaurant’s 
tab. how will your ordering behavior differ from the standard situation in 
which you pay for your own food and drink? Most of us would be more 
likely to order a second glass of wine, or coffee and dessert, when splitting 
the bill with a crowd of strangers.

in the second scenario, you go out to dinner at the same restaurant 
with a small group of close friends. You agree to split the bill evenly. do 
you order a second glass of wine, as you did when you were splitting the 
tab with a large crowd of strangers? You might be somewhat less con-
strained in your ordering than you would be if you were going to pay 
the full cost of your order yourself. But you are likely to be somewhat 
more constrained than you were in the first scenario. after all, your friends 
might think very poorly of you if you stuffed yourself at their expense.

the first scenario resembles open access, the second common property. 
successful common property arrangements rely on the self-regulating 
(and self-enforcing) capacity of resource users, who internalize incentives 
not to act opportunistically. individual interest can be constrained by for-
mal or informal institutions, like the social norms observed by a group of 
friends in a restaurant.

there is an intuitive link here to the Coase theorem, which we will 
address in Chapter 8. By limiting harvests, fishers can increase the total 
returns from a shared fishery even as they exert less effort. the simple fact 
that potential rents exist and will be dissipated in the absence of some 
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kind of disciplined use may provide a powerful incentive for imposing 
such discipline. of course, even successful common property arrange-
ments, though they may avoid the degree of depletion observed under 
open access, may not result in efficient use. For example, a common prop-
erty fishery may be economically but not biologically overfished.

Caveats Regarding the Steady-State Approach

Before we use the intuition from this simple model to analyze what we 
see happening in real-world fisheries, we pause to discuss three important 
details that are lost in the translation from a full dynamic bioeconomic 
fishing model to the steady-state model we have just described.24 First, 
the steady-state analysis does not account for the time value of money. 
in a fully dynamic model, we would discount future costs and benefits 
of fishing effort, thereby arriving at an efficient level of fishing effort 
that is somewhat higher than what we identified using the steady state 
but still lower than the open-access equilibrium. second, in the dynamic 
analysis it becomes clear that even the open-access equilibrium may not 
be sustained in some fisheries. in these cases, fisheries may be so intensely 

Open Access versus Common Property:  
Beaver Hunting in James Bay

An example of the difference between open-access and common property re-
gimes in the realm of natural resource management is that of James Bay, Que-
bec, where hunters traditionally have used resources communally.25 The local 
Native American peoples have a rich heritage of customary laws regulating 
beaver hunting. Beaver in the region are an important food species and, since 
the start of the fur trade in the region in the late 1600s, a commercial species, 
as well. Beaver are vulnerable to depletion because colonies are easily spot-
ted. Historically, a common property arrangement with senior hunters and their 
families serving as stewards of specific territories ensured sustainable use.

 In the 1920s, a large influx of outsiders arrived in response to high fur 
prices. Native communities lost control over traditional territories, and a race 
to hunt ensued. All trappers (native and nonnative) contributed to the resulting 
tragedy. Beaver populations reached an all-time low in 1930, and conserva-
tion laws were enacted, banning outsiders from trapping. The traditional native 
family territories were recognized, and customary laws became enforceable. 
The return to a common property arrangement generated productive harvests 
again after about 1950.
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exploited that the stock may collapse entirely. third, without going 
through the dynamic model, it is impossible to demonstrate the strong 
parallels between the choice of a dynamically efficient harvesting policy 
and the choices of the optimal extraction rate of a nonrenewable resource, 
or the optimal rotation length for a forest. But most of the intuition we 
developed in those cases does carry over to the fishery problem. in par-
ticular, efficient fishery management has a strong hotelling-like feel, in 
which at the dynamically efficient level of effort, the rate of return to the 
resource (fish in the sea) must equal the interest rate.

Economics and Real-World Fisheries

according to the Fao, of the major marine stocks or species groups for 
which information is available, about 29 percent are biologically overex-
ploited, meaning that they are fished beyond the point at which the stock 
is able to maintain maximum sustainable yield.26 the collapse of the cod, 
flounder, and haddock fisheries on the Grand Banks off the coasts of new 
england and Canada are one commonly cited example. in the late 1400s 
cod were so abundant that they could be pulled from these waters in 
weighted baskets.27 Groundfish landings peaked in the northwestern at-
lantic in 1965 at 2.6 million metric tons; despite significant improvements 
in fishing technology and substantially increased effort, annual landings 
from 1994 to 1997 averaged about 121,000 metric tons.28

Can we draw any direct links between the inefficiency of open ac-
cess in theory and the numerous examples of fishery collapse in the real 
world? a number of studies have attempted to estimate the efficient level 
of fishing effort in various fisheries and to compare actual rates of ef-
fort with efficient rates. a regional study of a fishery in the Bering sea 
and aleutian islands concluded that the optimal level of effort would 
allow 24 factory trawlers and 44–50 catcher vessels in the fishery; 140 
vessels were operating in the fishery at the time.29 in the U.s. Gulf of 
Mexico shrimp fishery, the number of fishing vessels more than doubled 
between 1965 and 1988, while average landings and revenues per vessel 
declined; in 1988, the fishery’s shrimp harvest could have been caught by 
one third of that year’s shrimp trawling fleet.30 other U.s. fisheries that 
have experienced near-total depletion as a result of open access and re-
sulting overcapitalization include those for Pacific halibut, Gulf of Mexico 
red snapper, northern California sardine, atlantic ocean perch, and West 
Florida sponge. in Chapters 9 and 10, we will discuss an important mar-
ket-based approach to regulating fisheries experiencing these problems: 
individual tradable fishing quotas.
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Other Important Considerations: Subsidies and Externalities

We have two remaining issues to explore in our discussion of fishery 
economics: subsidies and bycatch. Fishing industry subsidies can worsen 
the open-access problem and accelerate fishery collapse. subsidies are a 
widespread attempt of governments to support those employed in fisher-
ies that have become economically marginal through open access or other 
forces. they can take many forms, including

• Direct income support
• Price supports
• Reductions in the marginal cost of fishing effort, such as fuel tax

exemptions
• Subsidies for capital equipment, including low-interest loans and

loan guarantees
• Inefficiently low (or even zero) charges for fishing in public waters
• Subsidies to shipbuilding, ports, and fish processing facilities

Where subsidies are in place, even in the absence of open access, the 
equilibrium level of effort in a fishery will be higher (and stocks will be 
smaller) than the efficient level. in the early 1990s, the Fao estimated that 
the world’s 3 million fishing vessels had $92.2 billion in annual operating 
costs (excluding vessel depreciation, debt service, and return on invest-
ment) but brought in only $70 billion in gross revenues.31 the shortfall 
was made up by government subsidies. a more recent study estimates that 
global governments spend $30 to $34 billion per year subsidizing their 
fishing industries.32

to understand the impact of subsidies on the equilibrium level of fish-
ing effort, let us take, for example, a specific type of subsidy: a fuel tax ex-
emption, which drives down the marginal cost of fishing effort. in figure 
7.6, a decrease in the marginal cost of fishing effort would pivot the total 
cost curve downward from its stationary point at the origin toward the 
horizontal axis; its slope would be less steep. as a result, the open-access 
equilibrium level of fishing effort (where total costs intersect total benefits 
in figure 7.6) would be pushed even further to the right. Because we have 
chosen to measure effort in terms of the number of boats, in our ex-
ample additional boats will enter the fishery in the presence of a subsidy, 
resulting in further depletion of the stock. keep in mind, however, that 
subsidies reduce fish stocks in two ways: they lower the cost of fishing for 
boats currently operating in a fishery (potentially increasing current boats’ 
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number of fishing days), and they make fishing profitable for previously 
marginal boats (the effect described earlier).

the second remaining issue in our discussion of fish has to do with 
externalities. We have already discussed an important externality: the 
“depletion externality” that is present in open-access fisheries. another 
externality associated with fishing is that of bycatch, the unintended cap-
ture of nontarget fish and marine mammals. Bycatch imposes a cost on 
society—the loss of these innocent bystanders—that in the absence of 
regulation is external to the decisions of individual fishing boats. thus, 
where bycatch occurs, the equilibrium level of fishing effort (even in the 
absence of open access) will be higher than the efficient level. one ex-
ample is the dolphin–tuna controversy that erupted in the late 1980s and 
resulted in the labeling of “dolphin-safe” tuna. Between 1960 and 1972, 
an average of one hundred thousand dolphins were killed each year in 
bycatch incidents by the U.s. tuna fleet alone.33 regulation in the form of 
the Marine Mammal Protection act required U.s. fishers to take measures 
to decrease dolphin mortality beginning in 1975; mortality levels in 2000 
were approximately five thousand per year.34

Conclusion

the models we have discussed in this chapter and the previous one are 
members of a class of problems regarding the economics of natural re-
source management. as we have seen, the management of a natural re-
source, whether nonrenewable (like oil) or renewable (like forests or fish), 
is inherently a dynamic problem. economic analysis provides a framework 
for decisions about the allocation of scarce natural resources over time, 
just as it provides a framework to analyze the allocation of other scarce 
resources among firms and consumers. We have discussed natural resource 
stocks as capital assets, goods that provide returns over time, either in 
their natural state (growing trees, oil in the ground) or upon extraction 
or harvest.

the bottom line is that efficient management requires that extractors 
and consumers of natural resources face the right prices to enjoy these 
activities. in some cases, markets acting alone will get prices right. Pri-
vate owners of oil reserves in competitive markets, for example, can be 
expected to take scarcity into account in deciding how to allocate their 
extraction over time. in other cases, markets require some type of inter-
vention to ensure efficient prices. if forests generate public goods, such 
as species habitat, private owners of forested lands may underestimate the 
cost of the timber harvest and therefore harvest trees too quickly. if the 
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cost of harvesting a fish from a deep ocean fishery includes the labor and 
capital used to capture it but not the value of the diminished fish stock, 
fisheries will be depleted too rapidly.

Later in the book, we will come back to the question of getting prices 
right in markets for natural resources, ensuring that all the externali-
ties associated with resource extraction and consumption are reflected in 
market prices. in Chapter 8, we will discuss government policies that can 
mitigate the open-access problem and other externalities. and in Chap-
ters 9 and 10, we will see how some of these policies have been imple-
mented in the real world.
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Principles of Market-Based 

environmental Policy

is government intervention in the environmental arena needed at all? 
after reading the earlier chapters, you may think that the answer is self-
evident. after all, in the absence of government policies we have seen that 
private firms and individuals may impose negative externalities on other 
members of society and will fail to provide efficient amounts of public 
goods.

nonetheless, a strong argument can be made that individuals or firms—
at least in some cases—can solve externalities on their own, through pri-
vate bargaining. this argument, due to ronald Coase, is the starting point 
for this chapter; it offers a presumption against government intervention 
that we must consider carefully. after we have satisfied ourselves that gov-
ernment still has a vital role to play in addressing environmental problems, 
we go on to discuss the various types of regulatory policies (or policy 
instruments) that governments can use. these include prescriptive regula-
tions that mandate certain actions at the level of individual firms, as well 
as more flexible market-driven approaches. as we shall see, these market-
based policies—which include taxing emissions and creating markets in 
pollution—are appealing from an economic perspective, because they di-
rectly address the market failure at the root of environmental problems. 
although a main theme running through our discussion is the common 
logic underlying emissions taxes and cap-and-trade programs, we will 
close the chapter by considering when it makes sense to use one rather 
than another on the grounds of economic efficiency.
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The Coase Theorem

We opened this chapter by asking whether government intervention was 
necessary to correct negative externalities such as air pollution. this topic 
is the basis of a famous debate in economics, one whose central pro-
tagonists faced off not in person but in print. on one side was arthur 
Pigou, author of a classic treatise on public goods, Economics of Welfare, 
first published in 1920. Pigou used economic theory to argue for gov-
ernment intervention in the economy—a sharp departure from adam 
smith’s invisible hand but one that soon became conventional wisdom 
among economists. Consider (wrote Pigou) a railroad running through a 
woodland. sparks from the railroad threaten to start a fire along the tracks, 
destroying the woods. however, the railroad will ignore this adverse ef-
fect and run as many trains as will maximize its profit. Pigou argued that 
this sort of external effect called for government action. to solve it, he 
suggested making the railroad liable for damages—either by requiring the 
railroad to compensate the landowner or simply by levying a tax.

Four decades later, ronald Coase challenged this view—first in pass-
ing in an analysis of radio and television broadcasting, and then head-on 
in a classic article titled “the Problem of social Cost,” which helped him 
win a nobel Prize in economics many years later.1 Coase argued that 
under certain conditions private bargaining between the railroad and the 
landowner would result in the same outcome—the same number and 
speed of trains, say—regardless of whether the railroad is liable for dam-
ages or not.

how might private bargaining overcome negative externalities? Coase 
also used the example of a rancher raising cattle next to a farmer grow-
ing crops to demonstrate how this might work. Without fences to protect 
the crops or to contain the cattle, the livestock would stray and eat the 
crops. the Pigouvian remedy would be to tax the rancher for the dam-
age. in that case, the rancher would pare back his herd or build a fence in 
whatever way maximized the gains from cattle raising, net of the damages 
caused. this would evidently be the efficient outcome. Coase’s key insight 
was that the identical outcome would arise without government inter-
vention. if the rancher is permitted let his cattle roam with impunity, then 
the farmer will build a fence (or pay for a reduction in the herd) if and 
only if the cost of doing so is less than the avoided damage to the crops. 
Left to their own devices, therefore, the farmer and the rancher would still 
reach the efficient outcome.
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in the jargon of economics, the 
Coase theorem states that the al-
location of property rights (i.e., 
whether the rancher has a property 
right to let his cows roam as they 
please, or the farmer has a right to 
a cow-free cropfield) has no bearing 
on how economic resources are used 
(i.e., whether the fence is built). of 
course, how those property rights 
are allocated matters to the farmer 
and the rancher, because it affects the distribution of income and wealth, 
but it does not matter from the point of view of society as a whole.

so striking was Coase’s argument that when he originally proposed it, 
even the economists at the University of Chicago—the citadel of free-
market economics—thought that he must have erred. they invited him 
to Chicago to make his case at a dinner party hosted by aaron director, 
chair of the formidable Chicago economics faculty. as recounted later by 
George stigler (one of three eventual nobel laureates in attendance), “in 
the course of two hours of argument the vote went from twenty against 
and one for Coase to twenty-one for Coase.” By dint of persuasion, Coase 
had convinced his colleagues that the case for government intervention to 
solve negative externalities was weaker than Pigou had argued. if govern-
ment actions do not promote efficiency, then why should government 
get involved at all? after all, government policy is costly and may have 
unintended consequences that make matters worse rather than better.

hidden in our discussion so far, however, has been a crucial assump-
tion: that bargaining is easy and inexpensive and that deals are easy to 
enforce. in the case of neighboring landowners, that is plausible enough. 
But what of the case in which soot from a factory settles over an entire 
town? Finding all affected individuals will be difficult. determining the 
true damages will be nearly impossible (because if the factory is to pay 
compensation, individuals will have strong incentives to overstate their 
damages). and in the case where the polluter is not liable (so that ef-
ficiency might require the individuals to pool their funds and pay the 
factory to install pollution control equipment), the individuals themselves 
will face a classic collective action problem: each person, realizing that 
their contributions benefit everyone else, will seek to free ride on the ef-
forts of others. in such a case, the costs to the town and factory of reaching 

The Coase Theorem states that private 

bargaining will result in the efficient 

resolution of negative externalities, 

without the need for government 

intervention, as long as property rights 

are fully allocated (but regardless of 

the distribution of property rights 

among affected parties).
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and enforcing a bargain—what economists call transaction costs—are likely 
to be insurmountable. in this case, the assignment of property rights will 
matter for efficiency after all. if the factory is liable for its pollution (ef-
fectively giving the townspeople the “property rights” to clean air), it may 
be required to reduce its emissions by curtailing its operations or installing 
abatement equipment, but if not (so that the factory has an effective “right 
to pollute”), the townspeople on their own are unlikely to be able to pay 
the factory to do those things. as a result, the assignment of property 
rights will affect how much pollution control is done, not just who pays 
for it. For the Coase theorem to hold, therefore, transaction costs must 
be negligible.

But of course transaction costs are not negligible in the real world.2 as 
in the preceding example, transaction costs will generally be large when a 
large number of people suffer the damages from an externality. they will 
also arise when large numbers of firms or individuals contribute to the 
problem, when causation is difficult to establish, when information about 
damages is not widespread, or when firms or individuals act strategically 
in bargaining situations. in other words, transaction costs are ubiquitous 
in the environmental realm.

Why, then, should we bother with the Coase theorem at all? one 
reason can be explained by way of analogy with physics. Much of classical 
mechanics takes place in a vacuum. “But everyone knows that we don’t 
live in a vacuum,” you might imagine someone saying. “how can this be 
relevant to the real world?” the answer is that knowing what would hap-
pen in a vacuum is a useful starting point for understanding what happens 
in the real world when you start to incorporate friction, air resistance, and 
so on. in the same way, the Coase theorem can be thought of as a kind 
of “economics in a vacuum” result. By describing what would happen if 
private bargaining worked smoothly, it allows us to appreciate the impor-
tance of taking real-world frictions into account.

a second reason for considering the Coase theorem concerns what it 
can teach us about the design of environmental policies. the ubiquitous 
presence of transaction costs provides a strong justification for govern-
ment regulation, running counter to Coase’s faith in private bargaining. 
nonetheless, as we shall see, Coase’s key insight—that the clear assign-
ment of property rights may help resolve negative externalities—helped 
inspire the cap-and-trade policies that have been very successful in reduc-
ing pollution.

Finally, in some cases of real-world interest, the number of parties is 
small enough and the private incentives are large enough that Coasean 
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bargains can be struck, after all. the accompanying text box discusses just 
such a case that took place in the French countryside.3

The Array of Policy Instruments

despite Coase’s concerns, many economists do see a role for government 
in helping to solve environmental problems. the question is, how should 
it do so?

Let’s start by considering the primary ways government might get 
involved. We use pollution regulation as a motivating example in this 
chapter. in Chapters 9 and 10, we will broaden our perspective to include 

Perrier and Vittel: Paying Farmers to Change  
Their Agricultural Practices

Perrier and Vittel are two leading mineral water companies based in France, 
now part of the Nestlé Waters Group (the largest bottled water company in 
the world by revenue). In the late 1980s, Vittel initiated a program to reduce 
water pollution in the source area feeding the springs that are the source of 
its bottled water.4 As part of this program, the company signed long-term con-
tracts of up to 30 years with dairy farmers in the watershed. The farmers agreed 
to adopt less intensive farming methods in order to reduce agricultural runoff 
of herbicides and other pollutants. In return, Vittel paid each farmer roughly 
$230 per hectare per year for 7 years, adding up to about $155,000 for the av-
erage farm. The company also provided free technical assistance and paid for 
new farm equipment and construction. When Vittel purchased Perrier in 1992, 
it applied a similar model to the Perrier springs in southern France, where the 
program introduced organic farming methods on more than 500 hectares of 
vineyards and wheatfields.

 Although sometimes cited as an example of an ecosystem service market, 
this case is more aptly described as a straightforward illustration of the Coase 
Theorem. Because Perrier and Vittel bottle the water and sell it, they capture 
sizable benefits from the improvement in water quality. It seems reasonable to 
assume that the costs of the program were much less than the costs of alterna-
tive methods of cleaning or filtering the water.

 At the same time, there may well have been positive spillovers from the 
private transaction. To the extent that the change in agricultural practices im-
proved water quality throughout the watershed (and not just in the water com-
ing out of the privately owned springs), Perrier and Vittel provided a public 
good as a byproduct of their Coasean bargain.
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a range of real-world examples of environmental policies in areas ranging 
from fishery management to water pricing to solid waste disposal.

Prescriptive Regulation: Technology and Performance Standards

a first set of policies, known as prescriptive regulation or command-and-
control, focuses on regulating the behavior or performance of individual 
factories and power plants. this has been the conventional approach for 
most environmental regulation, at least until the late 1990s. a technology 
standard requires firms to use a particular pollution abatement technology. 
For example, the 1977 Clean air act amendments in the United states 
required new electric power plants to install large scrubbers to remove 
sulfur dioxide from their flue gases. alternatively, a government regulator 
might impose a ceiling on the air emissions (or water effluent) an individ-
ual firm can release. this approach, which allows polluters leeway in de-
termining how to meet those emission ceilings, is known as a performance 
standard (or emission standard, in the case of air pollution). these may 
impose a ceiling on total emissions in a period (e.g., tons per year) or a 
maximum allowable emission rate (e.g., pounds of pollution per unit of fuel 
consumed or output produced). although performance standards could 
vary between firms in theory, in practice regulators have typically estab-
lished uniform standards. Finally, real-world regulations are often a hybrid 
of these two approaches, sometimes called technology-based performance 
standards. For example, the Clean Water act in the United states requires 
individual sources of water pollution to meet effluent limitations that are 
based on the best practicable (or, variously, the “best available” or “best 
conventional”) technology.

Market-Based Policies: Emission Taxes and Allowance Trading

in contrast, another set of policies—called market-based (or sometimes 
incentive-based) instruments—incorporate market principles into gov-
ernment policies. rather than focusing on the technology or perfor-
mance of individual firms, these approaches are much more decentralized, 
focusing on aggregate or market-level outcomes such as total pollution.

Market-based instruments can be divided broadly into two categories, 
depending on whether they work by influencing prices or by limiting 
quantities. a prime example of the first approach, inspired by the work of 
Pigou, is an emission tax, set by the government and paid by polluters on 
each unit of emissions. (other writers refer to the same thing as a fee or 
charge.) such a tax puts a price on pollution, forcing emitters to recog-
nize the social damages from production along with their private costs. in 
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the language of economics, the tax internalizes the costs of pollution and 
therefore eliminates the externality (or at least the economic inefficiency 
associated with it). subsidies are another price-based approach. indeed, 
a pollution tax and an abatement subsidy can be viewed as two sides of 
the same coin. Charging a firm $10 for each ton of emissions creates the 
same incentive to cut pollution as paying the firm $10 for each ton of 
abatement.5

the second main approach is known as allowance trading or cap and 
trade. the government first establishes a total allowable quantity of pol-
lution (the cap) for a group of emitters—for example, the electric power 
sector, or all industrial sources of pollution. it then allocates allowances 
(also called tradable permits) to the regulated entities, with each allowance 
corresponding to one unit of pollution. (For example, in the real-world 
case of the sulfur dioxide tradable allowance program in the United states, 
each allowance corresponded to 1 ton of so

2
.) at the end of each com-

pliance period (usually a year), emitters must submit one allowance for 
each unit of pollution they have emitted. Under a cap-and-trade system, 
firms that find it relatively expensive to reduce pollution will buy allow-
ances from firms that can abate at lower cost. in this way, the total amount 
of pollution is fixed by regulation, but the allocation of that pollution 
among firms—and therefore the amount of abatement that any single 
firm must do—is left up to the market.

a number of variations on this basic theme are possible. the pollution 
allowances may be freely distributed to firms (on the basis of size, past out-
put, or some other measure) or sold in regular auctions to raise govern-
ment revenue. Firms that generate excess allowances in a given period can 
typically bank them for use in a later year, giving firms greater flexibility 
in how to comply with the regulation and encouraging firms to abate 
even more than required in the early years of the program. Cap-and-trade 
systems can allow firms to meet their compliance obligations by pur-
chasing and submitting offset credits, generated by reductions achieved 
outside of the capped sector (whether in another sector of the econ-
omy that is not under the cap or in another country). and cap-and-trade  
programs can incorporate price floors and ceilings in order to provide 
greater certainty that the allowance price will not go above or below 
certain levels.

Information-Based Approaches

emission taxes and cap-and-trade policies are the core of what econ-
omists call market-based instruments. on the periphery are two other 
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approaches to promoting environmental protection that share a similar 
ethos. the first such approach involves government regulations, often 
known as right-to-know laws, that require information provision by pri-
vate firms. a well-known example is the toxics release inventory. since 
1988, manufacturing facilities in the United states have been required 
by law to report their annual releases of each of more than 300 toxic 
chemicals. the environmental Protection agency (ePa) makes these data 
publicly available. (if you are curious, you can find out how much pollu-
tion is released in your neighborhood by going to www.scorecard.org.)

the second approach includes ecolabeling and certification programs, 
which provide consumers with information about how a product was 
manufactured. For example, you can buy produce from organic farms that 
do not use pesticides, coffee beans from farms that provide diverse bird 
habitat, paper made with high postconsumer recycled content or with-
out fiber from old-growth trees, or “eco-friendly” household cleansers 
that substitute natural ingredients for toxics such as chlorine. ecolabeling 
and certification programs aim to advertise and verify such eco-friendly 
claims. Unlike right-to-know laws, they are voluntary rather than manda-
tory; indeed, many ecolabeling programs are operated entirely by nongov-
ernment organizations such as the Forest stewardship Council and the 
Marine stewardship Council, while certification is typically carried out 
by private firms such as scientific Certification systems.

Like emission taxes and allowance trading, but in contrast to con-
ventional command-and-control regulation, these information-based ap-
proaches are decentralized. that is, they aim to influence the behavior of 
individual consumers and firms by changing the incentives they face and 
then letting them make their own decisions about how to respond rather 
than by requiring or proscribing certain activities. For this reason, they 
are sometimes lumped in with market-based instruments such as emission 
taxes and cap-and-trade policies.

however, there is an important difference. rather than setting up new 
markets (allowance trading) or introducing price signals (emission taxes), 
these approaches work by providing information. as a result, the incen-
tives faced by firms are created indirectly (mediated through the behavior 
of consumers and citizen groups) rather than being the direct result of 
government policy (as in the case of emission taxes and allowance trad-
ing). this distinction is critical, because as a result these information-based 
approaches address a different gap in the marketplace. right-to-know 
laws and ecolabeling programs overcome the market failure from asym-
metric information. that is, they tell citizens more about the activities of 
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factories near them and inform consumers about the characteristics of 
the products they buy. But we are still left with the underlying problem 
of externalities and public goods provision.

in sum, although information provision and ecolabeling can help pro-
mote environmental protection, their role is fundamentally different—and 
more limited in scope—than what can be accomplished through manda-
tory government policies (such as emission taxes or tradable fishing quo-
tas) that directly shape the behavior of the firms and individuals with the 
greatest impact on the environment. another class of policy instruments 
are policy “nudges” designed using the insights of the field of behavioral 
economics. For the rest of this chapter, and indeed the rest of the book, 
we will leave aside these decentralized and behavioral policies aimed at 
providing information and instead focus on market-based policies.6

How Market-Based Policies Can Overcome  
Market Failure

economics tends to favor market mechanisms to restore market efficiency. 
to see why this is, it is useful to recall the discussion of market failure 
in Chapter 5. there, we presented three ways of framing market failure 
in the environmental arena: negative externalities, public goods, and the 
tragedy of the commons. each of these ways of thinking about environ-
mental problems points toward an approach to solving them. one natural 
solution is to get the prices right, by using government policies to make 
firms and individuals pay for the environmental damage they cause. once 
the negative externalities are internalized in this way, they will be incor-
porated into the prices of goods and services, and market outcomes will 
again be efficient. We can also think of government policies as filling in 
the missing demand curve for environmental quality, surmounting the 
sorts of free-riding problems we talked about in the context of public 
goods. or we can think of policies as establishing property rights over 
resources that had previously been open to all, thereby overcoming the 
tragedy of the commons.

Getting the Prices Right

in Chapter 4, we saw that in the absence of government intervention, 
firms will ignore the external costs of their actions (e.g., pollution result-
ing from producing steel) when making output decisions. the market 
outcome is not efficient because the true social marginal cost of produc-
tion (which includes the marginal damage from pollution) is greater than 
the private marginal cost.



Environmental Conservation “Nudges”

In recent years, advances in the field known as behavioral economics have 
found their way into the popular consciousness; you may have read books 
such as Nudge, by Richard Thaler and Cass Sunstein, or at least noticed re-
lated newspaper articles and blogs. One important message of research in this 
field is that people can be influenced to act in environmentally friendly ways 
in response to simple behavioral signals. Research emphasizes the impact of 
a policy’s appeal to social norms, such as comparison with one’s peers, on 
household conservation behavior for both water and energy.

 Let’s consider a couple of examples, starting with household energy ef-
ficiency. Home energy reports produced by the company Opower and used by 
more than eighty-five U.S. utilities for their residential customers include infor-
mation on energy use relative to a sample of neighboring households (a social 
comparison), as well as information on how to reduce energy use. These mes-
sages are targeted specifically to individual households. The reports prompt 
small but significant reductions in household energy use, which persist over 
time with repeated messaging, and appear to result from both changes in 
household energy-consuming activities (perhaps resetting a thermostat or 
turning off lights when they leave a room) and, over the long run, replacement 
of lightbulbs, appliances, insulation, and other energy technologies with more 
efficient models.7

 Similar effects of social comparisons have been demonstrated for house-
hold water use. In the suburbs of Atlanta, one experiment in partnership with a 
water utility sent letters to a random sample of households containing techni-
cal information about how to conserve water. A first group received only that 
technical message, and two other groups received additional information treat-
ments: (1) a simple message about the importance of conserving water during 
a drought or (2) the drought message, plus a comparison of the household’s 
water use with their neighborhood’s average (the social comparison). All three 
groups used less water than households who received none of the messages. 
But the households receiving the social comparison letter reduced consump-
tion the most.8 As in the Opower energy efficiency example, the effects of social 
comparison on water use in this experiment were small, but this work is repre-
sentative of a growing body of research suggesting that behavioral nudges like 
these hold promise as cost-effective mechanisms for inducing environmentally 
beneficial behavior.
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as a starting point for our discussion of market-based policies, we’ll 
stick with the simple scenario we used in Chapter 4. in particular, let’s as-
sume that the amount of pollution is directly proportional to the amount 
of steel produced. thus the only way to reduce pollution is to make less 
steel. although this is not realistic, it makes the intuition behind the analy-
sis easy to understand. (We’ll consider a more general model of pollution 
control later.)

Figure 8.1 (which is almost identical to figure 5.1) illustrates this exam-
ple. the dashed (lowest) line represents the marginal damages of pollution; 
the middle line is the supply curve, corresponding to the private marginal 
costs of production; and the upper line represents social marginal costs 
(the sum of marginal damages of pollution and private marginal costs). 
as you know already, the efficient point (Q*) is where marginal benefit 
equals social marginal cost. the unregulated market outcome (Q

M
) yields 

too much output and thus too much pollution, with the size of the inef-
ficiency measured by the shaded deadweight loss triangle.

so far, so good. We now ask: Can a tax produce the efficient outcome? 
(note that in this simple framework, a tax on steel and a tax on pollution 
are identical, because steel and pollution are assumed to be produced in 
the same proportions.) to answer this question, we need to think about 

Figure 8.1 the efficient (Pigouvian) tax in the supply and demand framework. the 
tax equals the marginal damage from pollution at the efficient quantity, Q*.
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how a tax works. in market equilibrium without a tax, supply equals 
demand, implying that the price paid by consumers (along their demand 
curve) is the same price received by suppliers (along their supply curve). 
however, a tax introduces a gap between supply and demand. the price 
that the consumer pays is now higher than the price the supplier receives, 
by exactly the amount of the tax. to take a simple example, suppose that 
the government levies a 50-cent tax on every pack of cigarettes. if con-
sumers pay $4.50 for a pack (including the tax), the retailer receives only 
$4; the government collects the difference.

on a graph, a tax can be represented by a vertical gap between the 
supply and demand curves. Market equilibrium, given a tax, is now the 
point at which the quantity supplied given the price received by the supplier 
equals the quantity demanded given the price paid by the consumer. notice 
that as long as the supply curve slopes upward and the demand curve 
slopes downward, both sides of the market (producers and consumers) 
will share the burden of the tax. that is, the price to consumers will not 
rise by the full amount of the tax; instead, the price to consumers will rise 
by somewhat less, while the price to suppliers falls.

now we can return to thinking about the case of a tax to correct a 
negative externality. our goal is to set the tax in such a way that the result-
ing market equilibrium coincides with the efficient point, Q*. how to do 
that? Well, we need to ensure that the tax is exactly equal to the gap (or 
vertical distance) between the demand and supply curves at Q*. if we do 
so, the wedge created by the tax will be precisely large enough to drive 
the market to the efficient point.

But notice something important: the gap between the demand and 
supply curves at Q* is exactly equal to the marginal damages from pol-
lution at Q*. this must be the case, because the demand curve intersects 
the social marginal cost curve at Q* (that is the definition of the efficient 
point), and the difference between the supply curve and the social mar-
ginal cost curve is always equal to the marginal damages from pollution. 
in other words, the optimal tax is precisely equal to marginal damages at 
the efficient outcome.

Moreover, note that this is the only tax that will achieve the efficient 
outcome. in particular, a tax equal to the difference between the unregu-
lated market price and the price paid by buyers in the efficient outcome 
(P*) will not be large enough; that would result in a level of output 
somewhere between Q

M
 and Q*.

this discussion leads to the following observation:
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• A tax on pollution equal to the marginal damage at the socially ef-
ficient level of pollution will achieve the socially efficient outcome.

the efficient tax is known as a Pigouvian tax, after the economist 
Pigou (whom we met in the first section). What such a tax does, in es-
sence, is internalize the externality: it forces the producers and consumers 
of polluting goods to incorporate the full costs of their actions (including 

Getting the Prices Right by Removing Perverse Incentives:  
The Case of Fossil Fuel Subsidies

Our discussion in the text has focused on putting a price on pollution where 
none existed before—for example, through an emission tax or cap-and-trade 
program—in order to create incentives for firms and consumers to reduce pol-
lution. In the real world, getting the prices right can also involve removing 
prices that create perverse incentives to pollute.

 Consider fossil fuel subsidies, typically provided by governments (espe-
cially in oil- and gas-producing countries) to provide their citizens with cheap 
gasoline and diesel. The International Energy Agency (IEA) has estimated that 
subsidies on fossil fuel consumption amounted to $523 billion annually world-
wide in 2013. Countries with fossil fuel consumption subsidies spend an av-
erage of 5 percent of their gross domestic product on them; removing those 
subsidies would significantly improve those countries’ fiscal outlooks and free 
up money for other government spending on education, health, and other pri-
orities. By encouraging the consumption of fossil fuels, these subsidies also 
contribute to higher CO

2
 emissions. The IEA found that even a partial phase-out 

of these subsidies in fossil fuel exporting countries could reduce emissions by 
360 million tons annually, making fossil fuel subsidy elimination one of the 
most cost-effective near-term opportunities to address climate change.9

 Partly as a result of similar analyses, in 2009 the G-20 group of large econo-
mies pledged to “phase out over the medium term inefficient fossil fuel sub-
sidies that encourage wasteful consumption.” The results have been uneven, 
however, largely because of the political difficulty of eliminating subsidies that 
favor powerful industries (such as oil producers in the United States) or are 
intended to help consumers. Nonetheless, there have been a few bright spots. 
In 2014, building on years of attempts to eliminate fossil fuel subsidies in In-
donesia, newly elected President Joko Widodo eliminated the subsidy on gaso-
line. And India, after steadily reducing diesel subsidies over several months, 
announced in late 2014 that it would deregulate diesel prices entirely.
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the external costs from pollution and 
so on) into their output and con-
sumption decisions. With the tax in 
place, the market outcome will be 
efficient: no other government in-
tervention (such as telling the firms 
how much to produce) is necessary.

By correcting the market failure, 
the Pigouvian tax eliminates deadweight loss. You may have heard or read 
economists refer to taxes as distortionary. that is certainly true for most 
taxes (such as sales taxes or income taxes) that raise revenue but interfere 
with the smooth operation of the market by driving a wedge between 
supply and demand. in the case of the Pigouvian tax, however, the dis-
tortion arises from the absence of government intervention. the tax is 
corrective, not distortionary: it eliminates deadweight loss rather than intro-
ducing it. By incorporating the external cost into the price of the good, 
a tax gets the prices right and restores efficiency.

Filling in the Missing Demand Curve

We have just seen how a tax on output could restore the efficiency of 
markets, in the simple case where a unit of output always produces the 
same amount of pollution. But pollution and output are usually not so 
closely tied together. For example, an electric power plant can reduce its 
sulfur dioxide emissions by switching to lower-sulfur coal or installing a 
scrubber, without reducing its electricity production. in this more general 
case, the efficient tax would be on pollution directly, not on output, that is, 
on sulfur dioxide, not on electricity. Looking at the problem this way will 
also lead to another intuition behind market-based instruments.

Figure 8.2 plots abatement (rather than output of a good such as steel) 
on the horizontal axis. as in the graphs of marginal cost and benefit we 
drew in Chapter 2, the efficient level of abatement is marked X* and 
coincides with the intersection of the marginal cost and marginal benefit 
curves. Looking at the figure now, however, you might notice something 
that may not have been apparent earlier: the marginal cost and benefit 
functions look an awful lot like supply and demand curves. indeed, the 
resemblance is more than coincidental. recall that the supply curve in 
a competitive industry is simply the marginal cost curve; therefore, we 
can think of the marginal cost of abatement as the supply of abatement. 
similarly, the marginal benefits from abatement can be thought of as rep-
resenting the demand for pollution control.

The efficient (or Pigouvian) tax 

internalizes the externality, forcing 

producers and consumers to 

incorporate the full costs of their 

actions into their decisions.



What Is the Optimal Gasoline Tax?

Although we have been discussing pollution taxes on firms (e.g., steel mills), 
we know from our earlier discussion (Chapter 5) that negative externalities 
can also result from individual actions, such as driving a car.10 You are prob-
ably familiar with the environmental consequences of automobiles: They are 
a leading source of emissions of particulate matter and nitrous oxides (which 
contribute to local air pollution) and carbon dioxide emissions (which help 
cause global warming). But driving also involves a host of other negative ex-
ternalities, including traffic congestion and the costs of accidents (that is, the 
external costs that are not borne directly by the driver). What do these external 
costs add up to per gallon of gasoline?

 Economists Ian Parry and Kenneth Small set out to answer this question 
and compute the optimal gasoline tax. They found that the Pigouvian tax re-
flecting marginal external costs would be 83 cents per gallon in the United 
States. They break that total down among the four externalities as follows: 6 
cents for carbon dioxide emissions, 18 cents for local air pollution, 32 cents for 
congestion, and 27 cents for accidents. The small number for carbon dioxide 
emissions is surprising; it largely reflects the fact that there is less carbon in 
gasoline than one might think. Put another way, automobiles make a large con-
tribution to global warming simply because of the sheer number of cars being 
driven and the amount of fuel consumed; on a per-gallon basis, the external 
costs due to global warming are fairly small. (The 6 cents per gallon estimate 
corresponds to marginal damages of $25 per ton of carbon. Note that even 
doubling or quadrupling this number would still amount to a fairly small tax in 
cents per gallon terms.)

 Parry and Small also point out that taxing gasoline is not necessarily the 
best possible policy. After all, the most expensive externalities—local air pollu-
tion, congestion, and accidents—depend on the number of miles driven rather 
than on the amount of gasoline consumed. Therefore, taxing gasoline is just an 
(imperfect) proxy for taxing miles driven. (This is a bit like taxing steel when we 
really care about pollution.) The authors estimate that replacing the gasoline 
tax with a mileage tax would increase social welfare substantially. Their argu-
ment illustrates the general principle that the choice of what to regulate may 
be just as important as (or more important than) the choice of how to regulate.
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our discussions of market efficiency can shed new light on the effi-
cient level of pollution control—and on how to design policies that will 
achieve it. suppose that individuals and firms harmed by pollution could 
be induced to pay for pollution control according to their true valuation. 
in that case, there would be a demand curve for pollution control, trac-
ing out the social marginal benefits from abatement. in that imaginary 
scenario, a market for pollution control would arise naturally—just as 
markets arise for other goods. the interactions of buyers and sellers would 
determine the price and quantity of pollution control, corresponding to 
the intersection of supply and demand. assuming perfect competition and 
complete information, this outcome would be efficient.

the central problem, of course, is that such a demand curve never 
arises, because pollution control is a classic case of a public good. every 
individual, comparing the cost of paying for pollution control (borne 
entirely by herself ) with the benefit (shared by others), finds that it is 
in her self-interest not to contribute. But when everyone free rides, the 
market demand for pollution control effectively falls to zero.11 note that 
the “supply curve” for abatement already exists; it simply corresponds to 
the marginal cost of controlling pollution. the hitch is that no firm will 
supply a good whose price is zero.

the role of government policy, then, can be understood as filling in 
the missing demand curve. ideally, the government would reproduce the 

Figure 8.2 Market-based instruments to achieve efficient abatement.  the  
efficient emissions tax equals the marginal benefit from abatement (as well as the 
marginal cost of abatement) at the efficient quantity X *.
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whole downward-sloping marginal benefit curve (yielding a downward-
sloping demand curve). to do so, however, the government would need to 
know the entire marginal benefit function and would have to be able to 
pay firms different amounts to reduce pollution depending on how much 
abatement was taking place.

two simpler ways of filling in the missing demand curve are illustrated 
by the two dashed lines on figure 8.2. First, the government can require 
a fixed quantity of pollution control. (see the vertical dashed line in the 
figure.) this corresponds to a tradable allowance program with a cap on 
allowable pollution. in effect, a cap-and-trade policy is a commitment by 
the government to “buy” a certain amount of abatement from firms in 
the regulated industry.

alternatively, the government might set a fixed price for pollution con-
trol. (this is represented by the horizontal dashed line in figure 8.2.) a 
tax on emissions is one way to set such a price: a firm saves the amount 
of the tax on every unit of pollution it abates. recall from our discussion 
earlier that an emission tax creates the same incentives as an abatement 
subsidy, which is literally a commitment by the government to pay firms 
to reduce pollution. in effect, a tax on pollution amounts to charging 
firms for what they would pollute in the absence of regulation and then 
paying them back for every ton they abate.

a cap-and-trade system and a pollution tax, therefore, are comple-
mentary ways of filling in the missing demand curve—one by setting a 
quantity, the other by setting a price. Whether the government completes 
the market with a vertical “demand curve” (via a cap-and-trade policy) 
or a horizontal one (via a tax), it can achieve the efficient outcome. as 
you can see from the figure, the tax that achieves this level of abatement 
is the price that corresponds to the intersection of marginal benefit and 
marginal cost. this should not be surprising: it is the same thing we saw 
in the simple example of the steel market in a previous section. the ef-
ficient tax is the marginal damage of pollution at the efficient outcome.

Under a cap-and-trade system, the government can achieve a desired 
level of abatement directly by setting the appropriate cap. What about the 
price of pollution? in the cap-and-trade system, the price of pollution is 
simply the price of an allowance, which is determined by the market. it 
turns out (as figure 8.2 illustrates) that this price equals the tax that would 
achieve the same level of pollution.

Figure 8.3 explores this equivalence in a bit more detail. the marginal 
cost curve is the same as in the previous figure, as are the “demand curves” 
corresponding to an efficient tax and cap-and-trade program. Under a tax, 
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firms will abate up to the point where the marginal cost of abatement 
equals the tax T *. By design, that level of abatement is the efficient quan-
tity X*. abating more than this amount would cost more than paying the 
tax; abating less would mean paying the tax when it would be cheaper 
to reduce emissions. (this is the same logic that led us to conclude, back 
in Chapter 3, that competitive firms will produce up to the point where 
marginal cost equals the price.)

Meanwhile, under a cap-and-trade program, abatement is set at X* by 
the cap. the resulting price of allowances must then be T *: a higher price 
would lead to more abatement, and a lower price would lead to less. as a 
result, the price of an allowance in an efficient cap-and-trade system will 
be exactly equal to the efficient tax.

in theory, then, a tax and a cap-and-trade policy are essentially differ-
ent ways of arriving at the same outcome. this equivalence also applies at 
the level of the individual firm. Because the two policies create the same 
incentives for reducing pollution, the allocation of pollution abatement 
among the firms in the industry will also be identical under the two ap-
proaches. that is, the amount of abatement due to any particular firm will 
be the same under the tax as under a cap-and-trade policy.

Figure 8.3 equivalence between an emission tax (which sets the price on emissions 
T*) and emission trading (which sets the quantity of abatement X *), in the case of 
certain marginal costs of abatement.



A Tale of Two Trading Markets: Greenhouse Gas Emission Trading

As we will discuss in more detail in Chapter 10, emission trading has become 
a leading policy instrument to reduce greenhouse gas emissions (along with 
other approaches such as vehicle fuel economy standards and policies to pro-
mote electricity generation from renewable sources such as wind and solar 
power). Two of the most prominent greenhouse gas trading markets have 
been the European Union’s Emissions Trading System (EU-ETS), which began 
a pilot phase in 2005 and entered full operation in 2008, and the Chicago Cli-
mate Exchange (CCX), launched in 2003.12 The contrast between the two pro-
grams is striking, and it illustrates the important role played by government  
policy.

 The EU-ETS is a government-run market, originally set up by the European 
Union (EU) to help meet its emission reduction obligations under the 1997 
Kyoto Protocol. It is the largest emission trading program in the world, with an 
allowance cap of 2.3 billion metric tons in 2013, accounting for roughly 45 per-
cent of total EU greenhouse gas emissions. The ETS covers more than eleven 
thousand facilities in thirty-one states (twenty-eight EU member states plus 
Norway, Liechtenstein, and Iceland), including electric power stations; manu-
facturing plants in sectors such as oil refining, iron and steel, ceramics, and 
pulp and paper; and civil aviation. Allowance prices were around ¤15 per metric 
ton for much of 2009 through 2011 before sliding below ¤5 per ton, largely as 
a result of the Great Recession; at the end of 2014 prices had recovered some-
what but were still below ¤10 per ton. In 2012, 7.9 billion metric tons were 
traded, with a gross value of ¤56 billion. In late 2014, the European Council 
agreed to tighten the EU’s 2030 emission target and reaffirmed the central role 
of the ETS in achieving that goal.

 CCX, on the other hand, was a purely voluntary exchange that ran from 
2003 until 2010, with a membership of eighty-four companies (including 
DuPont, Ford, and Amtrak), municipalities, and universities, nearly all in the 
United States. Members committed to reducing emissions 4 percent by the 
end of 2006, relative to a baseline period of 1998–2001, and 6 percent by  
the end of 2010. A cumulative total of 150 million metric tons was traded over 
the 7-year life of the exchange. Prices rose from about $1 per ton of CO

2
 at the 

start of the program to about $4 for much of 2006 and 2007, peaked at $7.40 
in June 2008, and then dropped to almost zero by October 2009. The exchange 
closed for good in November of the next year.

 Why did the fortunes of the two markets diverge so much? The answer, of 
course, is that the EU-ETS is a mandatory government program, whereas CCX 
was purely voluntary. As we saw in Chapter 5, voluntary private provision of 
a public good is bound to be inefficiently low. Despite the great deal of hype 
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Creating Property Rights

as a final way of thinking about market-based policies, consider the prob-
lem of open-access resources that we discussed in Chapter 5 and again in 
Chapter 7. Unrestricted access to a resource typically results in overex-
ploitation, as individuals act in their own self-interest rather than for the 
common good. how can market-based policies help in this case?

You have probably already guessed the answer. if we diagnose the 
problem as a lack of clear property rights, one promising remedy is to 
establish (and enforce) such property rights. return for a moment to 
the shepherds in hardin’s parable of the tragedy of the commons from 
Chapter 5. if the common pasture is divided between the shepherds, then 
each shepherd will have proper incentives to manage his own land wisely. 
once private property rights are established, the market outcome will be 
efficient, because one shepherd’s stocking decision no longer affects the 
productivity of pastureland for everyone else.13

how would this be applied to natural resource management in the real 
world? in the case of a fishery, a property rights approach corresponds 
to what is known as individual fishing quota (iFQ) markets, also known as 
“catch shares.” Under such a policy, the total allowable harvest in a given 
year is divided up between a number of fishers. each fisher receives some 
quota, which confers the right to take a certain percentage of the total 
catch. Fishers can then buy and sell their quota on an open market or 
lease them for a year. such a policy is not simply a way of getting around 
open access, although it does achieve that goal. after all, traditional ap-
proaches to fishery regulation, such as setting a limit on the total allowable 
catch or restricting the length of the fishing season or the type of gear 
allowed, can also be seen as restricting entry or fishing effort, at least to 
some degree. the novel twist of the iFQ approach is that individual fish-
ers receive de facto property rights in the resource, which they can trade 

A Tale of Two Trading Markets: Greenhouse Gas Emission Trading 
continued

surrounding CCX, it had a miniscule impact relative to mandatory programs 
such as the EU-ETS. The contrast between the programs underscores the im-
portance of the “cap” in “cap-and-trade.” Without the regulatory power of gov-
ernment to enforce a binding cap on all sources within a region or an industry 
sector, one cannot expect a voluntary program to accomplish much.
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among themselves. this gives the fishers incentives not only to preserve 
the resource but also to harvest the resource in the most efficient manner 
possible.

this property rights approach might also remind you of the Coase 
theorem that we discussed in the beginning of the chapter. indeed, the 
economist who popularized the idea of pollution trading ( J. h. dales, 

Property Rights for Halibut in the Gulf of Alaska

In the 1970s and 1980s, overfishing dramatically reduced the stock of Pacific 
halibut in the Gulf of Alaska. Regulators used command-and-control (CAC) ap-
proaches for two decades to try to stem the fishery’s collapse, to no avail: The 
commercial halibut fishing season was restricted to 125 days in 1975, 25 days 
in 1980, and 2 days (24 hours in some areas) by 1994.14 What happened under 
this CAC approach? Fishers responded to shortened seasons through “effort 
substitution”: They fished more intensively, for longer hours, and with more 
gear as the season shrank. During the 1994 season, crews fished for 48 hours 
straight, resulting in avoidable human injuries and deaths. Only frozen halibut 
was available in most of the United States for much of the year, while fresh fish 
decayed dockside in Alaska during extremely short seasons that overwhelmed 
local processing capacity and caused the price of halibut to plummet. This was 
an extreme case of the tragedy of the commons, but similar problems of over-
capitalization and excessive effort exist to some extent in most fisheries man-
aged using CAC policies. The “race to fish” in these areas diminishes rents, 
even driving them to zero.

 Regulators put in place an IFQ system for Pacific halibut and other species 
in the Gulf of Alaska in 1995. In the first year of the policy, regulators were able 
to increase the fishing season from 2 days to 8 months, human mortality in the 
fishery was reduced to zero, and fish quality and availability increased. As we 
would expect from the discussion in Chapter 7, the number of fishing vessels 
dropped significantly, and the harvest increased. Fishery stakeholders who op-
posed IFQs when they were proposed soon supported the policy.

 Recent research suggests that the phenomenon of IFQs—systems of prop-
erty rights that establish ownership and encourage stewardship over marine 
resources—preventing fishery collapse is not limited to Pacific halibut. An 
analysis of catch statistics from more than eleven thousand global fisheries be-
tween 1950 and 2003 suggests that, had all non-IFQ global fisheries switched 
to management through tradable quotas in 1970, the percentage of collapsed 
fisheries by 2003 could have been reduced from more than 25 percent to about 
9 percent.15
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author of the 1968 book Pollution, Property, and Prices) made the connec-
tion explicit. although pollution allowances are not private property in a 
legal sense, they do represent well-defined objects of trade whose value 
accrues to the holder. a market for tradable allowances effectively con-
verts a nonrival, nonexcludable public good (clean air) into a collection 
of private goods (allowances). Because the allowances are excludable and 
rival (they cannot be shared or held in common), they can be bought and 
sold in a market just like any other private good.

the more general point is that the crux of commons problems is the 
lack of exclusion. thus we can extend the intuition of property rights to 
cases in which we don’t literally divide up a resource between individu-
als. Consider the example we gave of highway traffic in Chapter 5. access 
to the highway can be restricted by erecting a tollbooth—transforming 
an open-access resource into what is effectively a privately operated one 
(where the owner, in this case, is the operator of the toll road). By raising 
the toll, the operator can reduce traffic and alleviate congestion. indeed, 
the efficient toll is precisely equal to the external damages each additional 
driver imposes on everyone else—in other words, the Pigouvian tax. 
(this provides another example of the fundamental connections between 
our three ways of framing environmental market failures.) tolls and other 
charges have been used successfully to reduce urban congestion in Lon-
don (since 2003), singapore (since 1975), and other areas.

in the case of managing a natural resource, the analog to charging a toll 
would be levying a “landing tax” on harvests. Just as a tollbooth excludes 
some people from using a highway, a landing tax on fish catches would 
in theory restrict the total harvest indirectly (through a price) rather than 
directly (through a system of property rights). however, although tradable 
quota markets have been used to manage fisheries (as we will see in detail 
in Chapter 10), landing taxes have not been implemented, presumably 
because of political opposition.

Raising Revenues

in focusing on how emission taxes and cap-and-trade programs can 
achieve efficient levels of abatement, we have ignored a major attraction 
of these policies for policymakers: their potential to raise government 
revenue. Under a tax, potential revenue is simply the tax times total emis-
sions (see figure 8.3). Under a cap-and-trade program, the government 
can raise revenue by selling allowances at auction rather than giving them 
away for free; potential revenue is the market value of allowances, equal 
to the price of allowances times the quantity (equal to the cap). Because a 
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tax and cap-and-trade system can be designed to yield the same emissions 
and put the same price on pollution, they can also raise identical amounts 
of revenue. (By the same token, both types of policies can be designed to 
allocate some of the potential revenue to regulated firms: Just as allow-
ances in a cap-and-trade program can be given away for free, an emission 
tax could be designed to exempt pollution levels up to some baseline 
level.) Far from being a fundamental difference between taxes and cap-
and-trade, the potential to raise revenue is another example of the basic 
equivalence of the two types of policies.

indeed, it is important to recognize that the amount of revenue raised 
by a tax or allowance auction is irrelevant to how well the policy deals 
with the negative externality. in correcting the market failure, what mat-
ters is that polluters have an incentive on the margin to reduce their 
emissions. Whether firms end up paying for every unit of pollution or 
instead receive some pollution for free (as with free allowances or a tax 
exemption) does not matter in terms of the incentives they face, as long 
as they face a price on the last unit of pollution they emit.

this might be surprising at first, but in fact it has been embedded in 
our argument all along. a firm’s decision to abate 101 tons of pollution 
rather than 100 tons depends on the price of the 101st ton, not on the 
price of the first. You might think, “Well, if a firm is given 100 pollution 
allowances for free, then it doesn’t have any incentive to cut pollution 
below 100 tons, since those emissions are all free.” But now suppose that 
you are the manager of just such a firm, and suppose the market price of 
allowances is $100. if you emit only 90 tons, rather than the 100 you are 
allowed, you can sell ten permits and receive revenues of $1,000. indeed, 
each ton of pollution you emit incurs an opportunity cost equal to the 
price of an allowance, whether or not you buy the allowance directly or 
receive it for free.

nonetheless, we can still ask: From the point of view of society, should 
the government raise revenue from environmental policies? and if so, 
how should it spend the money? Until recently, economists thought that 
these questions didn’t matter, at least in terms of efficiency. after all, we 
have just seen that the revenues raised by a policy have no bearing on the 
abatement incentives created by the policy.

the key is to widen our perspective and take into account other sectors 
of the economy. Quite apart from environmental regulation, governments 
raise needed funds by taxing income, capital investments, corporate profits, 
consumer purchases, and so on. these taxes are typically distortionary, un-
dermining the smooth operation of the market: For example, an income 
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tax reduces the incentive to work, and a tax on capital affects investment 
decisions. Because income taxes hinder market efficiency, whereas envi-
ronmental taxes (or cap-and-trade systems) increase it, a natural proposal 
is to use the revenue from emissions taxes (or allowance auctions) to fund 
reductions in distortionary taxes. that is, the government could cut the 
income tax and make up for the lost revenues with an emissions tax.

this is sometimes called a double dividend, because the pollution tax 
not only corrects the negative externality but also alleviates the distor-
tions caused by taxes on income and capital.16 revenues do matter for 
efficiency, after all. From an economic standpoint, environmental policies 
should raise revenue from polluters and use it to reduce distortionary 
taxes, such as those on labor income, sales, or capital gains.

Setting Prices versus Setting Quantities

as we pointed out earlier, there is a deep underlying equivalence between 
an emission tax and a cap-and-trade policy. one sets a price, the other 
a quantity, but as far as efficiency goes, the policies are just two ways of 
getting to the same point. the price of an allowance under an efficient 
cap-and-trade policy will be exactly equal to the efficient emission tax, 
and the abatement achieved by the tax will be the same as that imposed 
by the cap.

this theoretical equivalence is worth emphasizing because it under-
scores the common intuitions behind the two market-based policies. 
however, it relies on a key assumption: that the marginal abatement costs 
are known by the government, allowing the government to set the tax or 
cap to achieve the efficient outcome. What if the government lacks such 
precise information? it turns out that when marginal cost is uncertain, 
the choice of price versus quantity matters for efficiency. in particular, 
a tax (price) is preferable to a cap-and-trade policy (quantity) when the 
marginal benefit curve is flat relative to marginal cost, and vice versa. 
surprisingly, however, uncertainty in the marginal benefit function does 
not matter for policy.

First, let’s consider what happens 
when marginal cost is uncertain. 
suppose that the regulator knows 
what the marginal cost curve will be 
on average but not in any particular 
case at the time the policy is cho-
sen. the actual cost could turn out 
to be above or below this average or 

In theory, an emission tax and a cap-

and-trade policy are just two ways 

of getting to the same point. In the 

real world, however, the choice does 

matter for efficiency.
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expected value. Figure 8.4 illustrates this case, depicting a high and low 
marginal cost curve, along with the average curve (labeled EMC for ex-
pected marginal cost ) and the marginal benefit curve, which we assume is 
known.17

this uncertainty can be understood in two ways. one interpretation is 
that marginal costs are unknown at the time the regulation must be deter-
mined and that the regulation is “sticky”—that is, it cannot be changed—
over some period of time during which the marginal costs will become 
known. alternatively, you can imagine that the regulated firms know their 
own marginal abatement costs all along but for strategic reasons are un-
willing to disclose them to the regulator.

What should the regulator do? Let’s consider a quantity instrument 
first—that is, a cap-and-trade policy. Because the regulator doesn’t know 
the true marginal cost curve, she can’t simply set the allowable pollution 
equal to its true efficient level. instead, the best she can achieve is the 

Figure 8.4 Comparison of price (emissions tax) and quantity (allowance trading) 
instruments under marginal cost uncertainty. the solid marginal cost line, denoted 
MC

H
, represents the actual high marginal abatement cost curve, which is unknown 

to the regulator in advance.  the bottom dashed line parallel to it, denoted MC
L
, 

shows the alternative possibility (equally likely ahead of time) of a low marginal 
abatement cost curve. the middle line (EMC) is the expected marginal cost curve. 
the figure depicts a case in which marginal benefit is steeper than marginal cost, 
hence the cap-and-trade policy is preferable (smaller deadweight loss).
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outcome that is expected to be efficient—that is, the level of abatement 
that equates marginal benefits with expected marginal costs. We have la-
beled this X* on the figure. despite her best efforts, this will result in 
some inefficiency. Because the true marginal cost curve will be different 
from the expected value, it will intersect marginal benefits at some other 
level of abatement. on the figure, we have shown what would happen if 
marginal cost were higher than expected. the efficient level of abatement 
after the fact would be XEFF, which is less than X* (because firms find it 
more costly to reduce their pollution than the regulator anticipated). But 
of course the industry abates all the way up to the required amount, which 
is X*. the resulting deadweight loss is shown by the shaded triangle.

now let’s turn to a price instrument (i.e., a tax on emissions). the best 
the regulator can do is to set the tax (T *) equal to marginal damages at the 
expected efficient level of abatement, X*. again, suppose that marginal 
abatement cost turns out to be higher than expected, so that the efficient 
level of abatement is XEFF. how will the polluting firms respond? they 
will abate until their marginal costs of pollution control are just equal to 
the tax. this level of abatement is labeled X

TAX
 on the figure. Beyond that 

point, the tax savings from more abatement are outweighed by the costs 
of pollution control. (We will see this in more detail in the next chapter.)

Under the tax, therefore, firms will do too little abatement when re-
ducing pollution is more costly than expected. (if the regulator had had 
better information on cost, she would have imposed a higher tax, which 
would have been sufficient to achieve the efficient level of pollution con-
trol.) again, some deadweight loss will be realized.

the key point is that the deadweight loss from allowance trading is not 
the same as the deadweight loss from the tax when abatement costs are 
uncertain. the reason is that abatement differs in the two cases. Under a 
cap-and-trade policy, the amount of abatement is fixed at X* by the cap. 
on the other hand, under a tax the amount of abatement varies with the 
true marginal cost.

Because the deadweight losses are different, it matters for efficiency 
which policy the regulator chooses. the preferred policy, naturally, is the 
one with the lower deadweight loss. in figure 8.4, you can see that the 
deadweight loss is smaller under the quantity instrument. But compare 
that with figure 8.5. in that case, the deadweight loss is smaller under the 
price instrument. What has changed?

if you look closely, you’ll see that the difference in the two graphs is the 
relative slopes of the marginal benefit and marginal cost curves. in figure 
8.4, the marginal benefit curve is steep relative to the marginal cost curve; 
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in figure 8.5, the marginal benefit curve is relatively flat. in fact, those 
relative slopes are precisely what matters. this result is often referred to 
as the Weitzman rule.

• When marginal costs are uncertain, the efficient choice of policy
instrument depends on the relative slopes of the marginal benefit 
and marginal cost curves.

in particular, a price instrument is preferred when the marginal benefit 
curve is flatter than the marginal cost curve, and a quantity instrument is 
preferred when the reverse is true.

as we have seen, the two policy instruments differ in the amount of 
flexibility they give to the industry to respond to abatement costs. Un-
certainty matters because firms can respond to the realization of marginal 
cost under the tax but not under a cap-and-trade system. Whether this 
flexibility is a good thing or not (from the point of view of efficiency) 
depends on the relative slopes of the marginal benefit and cost curves.

a simple way to understand the intuition behind this relative slopes 
rule is to focus separately on benefit and cost in turn. First, consider the 

Figure 8.5 Comparison of price (emissions tax) and quantity (allowance trading) 
instruments under marginal cost uncertainty. in this case, marginal benefit is flat 
relative to marginal cost, and the emissions tax (the price instrument) is preferred. 
all else is as in figure 8.4.
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slope of the marginal benefit function. recall that we can think of the 
regulator’s goal as replicating the missing demand for abatement—that 
is, the underlying marginal benefit curve. a tax represents a horizontal 
demand curve, which is a better approximation when marginal benefits 
are flat. When marginal benefits are steep, on the other hand, a vertical 
demand curve—corresponding to the quantity policy—is preferable.

You can also gain intuition by thinking about what the shape of the 
marginal benefit curve implies about the real world. steep marginal ben-
efits correspond to a threshold effect around X*, because the gains from 
further abatement drop off sharply at that point. (Conversely, the dam-
ages from pollution rise sharply as we increase pollution.) in this case, the 
regulator may want to ensure that the quantity target is met, because the 
damages from too little abatement will be very high. in contrast, a flat 
marginal benefit function implies no such urgency, because every ton of 
abatement brings roughly the same benefit.

now consider the role of marginal costs. a flat marginal cost curve 
implies that the amount of abatement chosen by the regulated firms is 
highly sensitive to the tax, because a small change in marginal cost cor-
responds to a large change in abatement. thus, when marginal cost is flat, 
a small error in the size of the tax (and recall that some error is inevitable, 
given uncertainty) induces a large error in abatement. Loosely speaking, 
the potential costs to society of the abatement flexibility afforded by the 
tax are much greater when the marginal cost curve is flat. When the mar-
ginal cost curve is steep, the tax has much less effect on the actual level 
of abatement.

so far, we have discussed uncertainty only in marginal costs rather than 
marginal benefits. Will the same arguments hold for the latter kind of 
uncertainty? the answer is “no.” in fact, uncertainty in marginal benefits 
makes no difference in the choice of instrument. this might surprise you 
at first. But note that—unlike marginal costs—marginal benefits are irrel-
evant to the polluting firms’ decisions. after all, if the firms took marginal 
benefits into account, there would be no externality in the first place! 
Because firms ignore marginal benefits in their own calculations, the fact 
that the regulator is uncertain about marginal benefits has no impact on 
which instrument she should choose. although deadweight loss will re-
sult (because the price or quantity chosen ahead of time will be different 
from the one that ends up being efficient), the actual abatement will be 
the same under both instruments, and thus the deadweight loss will be 
the same as well.
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Conclusion

now we’ve seen how economic theory can inform the design of environ-
mental policy. We learned from ronald Coase that there are conditions 
under which private bargaining will take care of negative externalities. in 
many cases of interest in the environmental realm, however, transaction 
costs will be large enough that government policies are needed.

in such cases, economics has much to say about what those policies 
should look like. emission taxes and cap-and-trade policies use market 
principles to restore the efficiency of the market. Whether we think of 
these policies as getting the prices right, as filling in the missing demand 
for public goods, or as establishing property rights (and excludability) 
over common resources, the basic mechanism is the same: Market-based 
instruments align the incentives of private firms and individuals with the 
public interest. Finally, we saw how the choice between controlling price 
(through an emission tax) or quantity (through a cap-and-trade system) 
can have important implications for efficiency.

so far, our discussion has been focused on how market-based instru-
ments can achieve efficiency. in the next chapter, we’ll see how a strong 
case for such policies can still be made, regardless of how the ultimate 
goal of the policy—for example, the level of abatement—is determined.



9
the Case for Market-Based 

instruments in the real World

now we know how market-based instruments can be used—at least in 
theory—to restore the efficiency of markets. however, efficiency may 
not be the relevant target in the real world, for several reasons. as we have 
seen, it is very difficult to ascertain just how much benefit we get from 
these policies; indeed, it may even be hard to estimate the actual costs. But 
without knowing costs and benefits, we cannot determine the efficient 
level of pollution. even if the marginal benefits and costs of pollution 
control are known, moreover, there is no guarantee that the government 
will set the efficient target as the goal. distributional equity and other 
worthy social goals may be at odds with efficiency. and of course the 
political process in the real world is driven by interest group competition 
and the desires of legislators to satisfy their constituents as much as (or 
more than) by an objective attempt to maximize social welfare.

even if economic efficiency is elusive in practice, there are still advan-
tages to market-based instruments. First, such policies are cost-effective, 
meaning that they can achieve any given abatement target at the mini-
mum total cost—something that is not generally true of command-and-
control approaches.1 second, over the long run, market-based instruments 
are likely to provide stronger incentives for the development of new 
pollution control technologies. this dynamic incentive will tend to lower 
abatement costs over time.

in this chapter, we first discuss each of these advantages in detail for 
the case of pollution control. next, we consider how similar principles 
play out in the realm of natural resource management, focusing on the 
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case of a fishery. Finally, we briefly review some of the other arguments 
for (and against) market-based instruments. although they are powerful 
tools, market-based instruments are not panaceas. We close the chapter 
by discussing some conditions under which command-and-control ap-
proaches might be preferred.

Reducing Costs

in the previous chapter, we discussed taxes and cap-and-trade systems as 
ways of achieving efficiency. But the question of how much environmen-
tal protection to achieve can be separated from the question of how to 
achieve it. in other words, we can distinguish between goals (ends) and 
instruments (means). this distinction is key to understanding the notion 
of cost-effectiveness. taking the policy goal as given, we may still ask: 
how do the various policy instruments perform in terms of the total cost 
of achieving that goal?

imagine you are a regulator who has been tasked with designing a 
policy to ensure that a specific pollution target is reached. For simplicity, 
suppose there are only two polluters in the industry. in the absence of 
any regulation, they emit 150 tons of pollution. You (the regulator) are 
supposed to cut that by two thirds—that is, you must achieve 100 tons of 
abatement, so that combined emissions are only 50 tons. the question is 
how to do that.

Figure 9.1 provides a useful way of depicting the problem. there are 
two firms; call them firm a and firm B. the horizontal axis measures 
abatement—but with a twist. each point along the axis represents a dif-
ferent allocation of the hundred tons of total abatement between the two 
firms. as we move from left to right, the share of abatement done by firm 
a increases, while firm B’s share decreases; their combined abatement 
stays constant. For example, at the left-hand corner of the figure, firm a’s 
abatement is 0 and firm B’s abatement is 100 tons. at the middle of the 
axis, each firm abates 50 tons. Finally, at the right-hand end, all 100 tons 
of abatement is achieved by firm a, while firm B does nothing. the key 
thing to realize is that at every point along the horizontal axis, the total 
policy target (100 tons) is met. What varies is how that target is divided 
between the two firms.

the vertical axis measures marginal cost, in (say) dollars per ton. Con-
sistent with the way we have measured abatement on the horizontal axis, 
firm a’s marginal cost curve (labeled MC

A
) increases from left to right, 

while firm B’s marginal cost curve increases from right to left. We have 
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drawn the curves so that firm a is the “low-cost firm”; that is, firm a 
can achieve any given amount of abatement at lower marginal cost than 
firm B.

Cost-Effectiveness

remember that your task, as the regulator, is to find the policy instru-
ment that minimizes the total abatement cost. a natural approach would 
be to split the abatement equally between the two firms and require each 
firm to reduce pollution by 50 tons. the total abatement cost for firm a 
is the area under its marginal cost curve, labeled MC

A
, up to 50 tons of 

Figure 9.1 Marginal costs in a two-firm polluting industry. note that the 
horizontal axis measures the allocation of a constant amount of abatement between 
firms a and B. the share of abatement done by firm a increases as one moves to the 
right. at every point, however, total abatement is 100 tons. the shaded area labeled 
a represents firm a’s total abatement cost under a uniform standard. areas b and c 
combined correspond to firm B’s total abatement cost under the same standard. the 
cost-effective allocation is where the two MC curves intersect. area c represents the 
cost savings from the cost-effective allocation, relative to the uniform standard.
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abatement. on the figure, this corresponds to the shaded area labeled a. 
similarly, the total abatement cost for firm B is the area under MC

B
 up to 

50 tons of abatement—the sum of areas b and c in the figure.
is there a way to achieve the same total abatement at lower total cost? 

the figure suggests that there is. starting from the uniform allocation, 
suppose we increase the share of abatement done by firm a. that lowers 
total abatement cost: the sum of the areas under the marginal cost curves, 
up to each firm’s level of abatement. total abatement cost continues to 
shrink as we assign more abatement to firm a, as long as firm a’s marginal 
cost curve lies below firm B’s curve. in fact, the combined area under 
the two marginal cost curves is minimized where the two curves cross. 
Beyond that point, MC

A
 lies above MC

B
. Continuing to assign greater 

pollution control to firm a, at that point, will increase rather than decrease 
total cost.

in this simple scenario, therefore, the cost-effective allocation of abate-
ment—that is, the allocation that achieves 100 tons of abatement at low-
est total cost—is given by the point where the two marginal cost curves 
intersect. in figure 9.1, that corresponds to 60 tons of abatement by firm 
a and 40 tons of abatement by firm B. the cost savings from this alloca-
tion—relative to the uniform standard—is represented by area c.

it should not surprise you that the way to minimize total cost is to 
choose the allocation that equates the firms’ marginal costs. indeed, this 
is just another example of the equimarginal principle we saw in Chapter 
2. to see the intuition on the margin, go back to the uniform standards 
case, when each firm must abate 50 tons. at that point, abatement is more 
costly on the margin for firm B than for firm a. (as we have drawn the 
figure, firm B’s marginal cost at 50 tons of abatement is $150, whereas 
firm a’s marginal cost is only $100.) suppose we took one unit of abate-
ment away from firm B and assigned it to firm a. the amount of abate-
ment would be unchanged, but the total cost would go down—by exactly 
the difference in the marginal costs, or $50.

as long as firm B’s marginal cost is greater than firm a’s marginal cost, 
we can continue to shift abatement from B to a, reducing cost without 
affecting abatement. this remains 
true until the two firms have equal 
marginal costs.

note the important distinction 
between equal marginal abatement 
costs (given certain levels of abate-
ment) and equal marginal abatement 

The cost-effective allocation of 

abatement is the one that achieves a 

given level of pollution control at the 

lowest total cost.
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cost functions. We do not assume that firms have the same marginal abate-
ment cost functions; in figure 9.1, for example, any given amount of 
abatement is more costly for firm B than for firm a. Moreover, each firm 
is doing different amounts of pollution control, with the low-cost firm a 
doing more abatement. Cost-effectiveness simply requires that abatement 
costs are equal on the margin, given the amounts of abatement each firm 
is doing.

although we can depict only two firms in a graph like figure 9.1, the 
same intuition applies when there are many polluting firms. For example, 
consider a policy to achieve 2,000 tons of abatement in an industry with 
100 firms. if that were divided equally between the firms, each firm would 
have to abate 20 tons. now pick any two firms in the industry. if they have 
different marginal costs, we can shift abatement from the higher-cost firm 
to the lower-cost one until their marginal costs are equal. We can con-
tinue to do this with every possible pair of firms until it is no longer pos-
sible to shift abatement from one firm to another without increasing total 
costs. at that point, the marginal abatement cost is equal across all firms. 
in fact, we have just identified a key condition for cost-effectiveness:2

• Cost-effective allocation of abatement occurs only when all firms
that abate pollution have equal marginal abatement costs, given 
their abatement allocations.

in plain english, the last unit of pollution control done by every firm 
must cost the same amount. otherwise, there would be a way to reallocate 
abatement and reduce total cost.

Command-and-Control Approaches

now let’s consider how the various policy instruments we introduced in 
Chapter 8 perform on this dimension of cost-effectiveness. First, consider 
technology standards, which require firms to install particular methods of 
controlling pollution. You may have already guessed from our discussion 
that such regulations are not cost-effective in general. in terms of our 
“necessary condition,” technology standards typically fail because differ-
ent firms will have different costs of installing the same sort of technol-
ogy. For example, some power plants may have plenty of space to build 
a scrubber, whereas other plants have to build specially designed units to 
fit into a limited footprint on the ground. More fundamentally, technol-
ogy standards are generally not cost-effective because they do not even 
minimize costs at the level of an individual polluter. some firms are likely 
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to have other ways of limiting pollution that could achieve the same low 
levels of emissions as the required technology, at lower cost. another way 
to reduce sulfur dioxide emissions from power plants is to burn very 
low-sulfur coal. Modifying a plant to burn low-sulfur coal, and even pay-
ing a premium for it (versus cheaper high-sulfur coal) is often much less 
expensive than installing and operating a scrubber—but nearly as effective 
in reducing pollution. We will see a vivid example of how costly a lack of 
flexibility can be in the real world, when we consider the case of sulfur 
dioxide control in Chapter 10.

next, let’s consider performance standards, which impose emission 
limits on individual firms. return to our two-firm example, with a total 
emission target of 50 tons. a uniform performance standard would set a 
ceiling of 25 tons for each firm. Because we have assumed that firms a 
and B would emit the same amount of pollution (75 tons each) in the 
absence of regulation, this uniform standard on emissions amounts to a 
requirement that each firm does the same amount of abatement. We have 
already seen that such uniform regulation is not cost-effective in figure 
9.1. indeed, from our discussion of cost-effectiveness we can now see 
that uniform standards will never be cost-effective, as long as firms have 
different marginal abatement cost functions—that is, as long as firms face 
different opportunities to reduce their emissions.

“But wait a minute,” you might say, “that’s a problem with uniform stan-
dards, not with performance standards in general!” indeed, that is correct. 
if you (as the regulator) knew the marginal cost curves of the two firms, 
you could establish firm-specific performance standards corresponding 
to the cost-effective allocation. in the scenario of figure 9.1, this would 
mean setting emission standards of 15 tons for firm a (requiring 60 tons 
of abatement) and 35 tons for firm B (40 tons of abatement).

although cost-effective performance standards are theoretically pos-
sible, they impose an unrealistically high informational burden on the 
regulator. Firms have obvious incentives to misrepresent their true mar-
ginal cost curves: in our simple two-firm example, each firm would like 
the regulator to think that it was the high-cost firm, so as to minimize 
the abatement burden the regulator might assign. Meanwhile, deriving 
firm-level marginal cost functions without the firms’ cooperation would 
require data far more detailed than what real-world regulators have. as 
we shall now see, market-based instruments can achieve cost-effective 
allocations even when the regulator has much less information about 
abatement costs than what would be needed to set a cost-effective per-
formance standard.
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Emission Taxes

to see why an emission tax is cost-effective, let’s consider what an indi-
vidual firm will do when faced with a tax. Figure 9.2 depicts the marginal 
abatement cost curve for firm a. as usual, the horizontal axis measures 
pollution abatement. We have denoted firm a’s maximum abatement (un-
regulated emissions) on the horizontal axis as well.

the dashed line on the figure represents the emission tax in dollars per 
ton. at any given level of abatement, firm a’s total compliance cost is the 
sum of its abatement cost (the area under the marginal cost curve to the 
left of its abatement level) and its tax bill (the area of the rectangle under 
the tax and to the right of the abatement level—that is, the tax times 
emissions, where emissions are just the difference between abatement and 
unregulated emissions, XMaX). this compliance cost is minimized at the 
point where marginal abatement cost equals the tax (denoted X ′ on the 
figure). (this is just like a cost-minimizing firm that produces up to the 
point that its marginal cost of production equals the price it receives for its 
output.) if the firm were to abate less than X′, its compliance costs would 
be higher, because it would pay more in emission taxes than it saved in 
abatement costs. on the other hand, costs of more abatement than X′ 
would exceed the tax on the margin.

nothing is special about firm a in this regard. indeed, we could repeat 
the same analysis with firm B, or indeed with any firm. in every case, a 
cost-minimizing firm would choose the abatement level to equate its 
marginal abatement cost with the emission tax.

What does this imply about cost-effectiveness? Because every firm is 
setting its marginal abatement cost equal to the tax, and every firm faces 
the same emission tax, it follows that marginal abatement cost is equal 
across all the abating firms. therefore, the condition for cost-effectiveness 
is met. return to figure 9.1, which depicts firms a and B on the same 
set of axes. We showed earlier that the cost-effective allocation (60 tons 
by firm a, 40 tons by firm B) coincides with the intersection of the mar-
ginal abatement cost curves. notice also that the cost-effective allocation 
is the only point at which the marginal abatement costs of the two firms 
are equal. Because the emission tax ensures that the two firms have the 
same marginal abatement cost, it follows that the emission tax achieves 
the cost-effective allocation. again, the cost savings relative to a uniform 
performance standard are represented in the figure by the shaded triangle 
labeled c.
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Moreover, all this happens without direct intervention from the regu-
lator. all the regulator does is set the tax. Given that tax, each firm inde-
pendently chooses to abate at the level where its marginal abatement cost 
equals the tax. in doing so, it ensures that its marginal abatement cost is 
equal to that of every other regulated firm, so that the aggregate abate-
ment is achieved at least cost.

of course, for the regulator to successfully implement the tax, she 
must know how high to set the tax in order to achieve the desired policy 
target. in particular, the regulator must know the aggregate, or industry-
level, marginal abatement cost curve. such a curve traces out the cost of 
the last unit of abatement, as a function of the total abatement done by 
the industry as a whole. it is derived by summing up the abatement done 
by all the firms in the industry, for any given marginal cost. Figure 9.3 
provides an illustration. in it, we have drawn the marginal abatement cost 
curves corresponding to firms a and B depicted in figure 9.1, along with 
the aggregate marginal abatement cost curve corresponding to the two 
firms put together.

Figure 9.2 Choice of abatement by a cost-minimizing firm. the graph depicts a 
marginal abatement cost function for an individual firm. the cost of compliance 
is the sum of the tax bill and the cost of abatement—the two areas shaded in the 
figure. the least-cost abatement level X' is the level at which marginal abatement 
cost equals the tax.



176 markets and the environment

We have already noted the parallel with a supply curve in a market 
for private goods. in particular, one can think of the aggregate marginal 
abatement cost curve as the “abatement supply curve.”  3 recall that in the 
standard market setting, the supply curve tells us how much an industry 
will produce at a given price—or equivalently, how high the price of a 
good has to be to induce firms to produce a given quantity. in exactly the 
same way, the aggregate MC curve in figure 9.3 summarizes the relation-
ship between the marginal cost of abatement and the total amount of 
abatement. Because the tax acts like a price on abatement, the total abate-
ment induced by a tax can be found from the point on the horizontal 
axis directly below the intersection of the aggregate MC curve with the 
tax. in the case of our two firms, a and B, the required tax is $120. that 
number corresponds to the height of the aggregate MC curve at 100 tons 
of abatement.

as in figure 9.1, we can depict the cost savings from using the emission 
tax (rather than a uniform standard) directly on the graph. in this case, 
the cost savings are represented by the two shaded areas. Close inspection 
should convince you that these two areas together correspond precisely to 
the shaded triangle c that identifies cost savings in figure 9.1.

Figure 9.3 individual and aggregate marginal cost curves. the aggregate curve 
(denoted MC ) is the sum of the quantities abated by the two firms, at every level of 
marginal cost.
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Emission Trading

Finally, let’s consider a cap-and-trade policy. We can start by returning to 
figure 9.1. once again, imagine that you are the regulator charged with 
limiting the combined emissions of firms a and B to 50 tons. now con-
sider the following policy. suppose you start by assigning each firm 25 
tons of emissions, as in the case of a uniform performance standard. But 
instead of requiring the firms to meet that standard individually, you give 
each firm 25 pollution allowances (worth 1 ton each) and allow them to 
trade. What will happen?

at the initial allocation of 25 tons of emissions each, each firm must 
abate 50 tons. at that level of abatement, firm a has a marginal cost of 
$100, versus $150 for firm B. therefore, a trade will be in the interests of 
both firms. in particular, the manager of firm a could contact his coun-
terpart at firm B and propose to sell her one allowance. Firm a would re-
duce its emissions by 1 ton and sell the resulting extra pollution permit to 
firm B. Firm a would be willing to do this for any price above $100, and 
firm B would be willing to pay up to $150. in the language of economics, 
there are “gains from trade.” as long as the two firms can easily trade with 
each other, we would expect them to make such a deal.

these gains from trade remain as long as the marginal costs of the two 
firms are not equal. in other words, the two firms will have an incentive 
to keep trading until their marginal costs are equated. But this means that 
trading achieves the cost-effective allocation of abatement! in terms of 
figure 9.1, we would expect firm a to sell 10 pollution allowances to firm 
B. after trading, firm a would end up abating 60 tons (and receiving some 
payment from firm B), while firm B would abate only 40 tons (but would 
pay firm a for the 10 tons it was not abating). in terms of emissions, firm 
a would emit 15 tons (below its initial allocation of 25 permits) and firm 
B would emit 35 tons.

Moreover, note that this argument does not depend on how the al-
lowances are initially allocated. suppose, for example, that firm a receives 
only 10 allowances, and firm B receives 40. (total allowable pollution is 
50 tons, just as it was before.) Without trading, firm a would therefore be 
required to abate 65 tons, and firm B would have to abate only 35 tons. 
once again, there are gains from trade. this time, however, the marginal 
cost of the last unit of abatement is higher for firm a than for firm B. in 
figure 9.1, firm a’s marginal cost curve is above firm B’s marginal cost 
curve when firm a abates 65 tons and B abates only 35 tons. Given this 
initial allocation, therefore, firm a would buy allowances from firm B. the 
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gains from trade would remain until the marginal costs were equal, at the 
cost-effective allocation of 60 tons of abatement by firm a and 40 tons 
by firm B. We conclude that as long as firms can easily trade with one 
another, the initial allocation of pollution allowances does not affect the 
final (equilibrium) allocation.4

We have described this cap-and-trade system in the context of only 
two firms, but the logic generalizes immediately to any number of firms. 
as long as all firms take the price of pollution allowances as given—that 
is, as long as no firm has the power to set prices in the allowance market—
then each firm will abate up to the point at which its marginal abatement 
cost equals the allowance price. Below that point, reducing pollution is 
less expensive than paying for permits. Beyond that point, it would make 
more sense for the firm to buy allowances rather than abating. of course, 
because the total number of allowances is capped by the regulator, the 
number of allowances bought by firms that choose to abate less than their 
initial allocations must be exactly balanced by the allowances sold by firms 
that abate more than required.

Because every firm abates until its marginal cost equals the allowance 
price, and all firms face the same allowance price, marginal cost must be 
equated across all firms. Just like an emission tax, therefore, a cap-and-
trade policy is cost-effective. the market mechanism ensures that abate-
ment is carried out by the firms that can do it at least cost.

one potential advantage of cap-and-trade systems is worth pointing 
out. the goal of environmental regulation is often defined in terms of the 
desired quantity of pollution abatement (or of environmental protection 
more generally). if so, a cap-and-trade system is easier to implement than 
a tax. this is because the connection between an emission tax and the 
resulting quantity of emissions is indirect: the regulator sets the price, 
and the actual level of pollution depends on the industry’s marginal costs 
of abatement. therefore, the regulator must know the aggregate marginal 
abatement cost curve in order to attain a particular level of abatement 
with an emission tax. in contrast, a cap-and-trade system determines the 
quantity of pollution directly; no information other than the policy target 
is needed.

Equivalence of Taxes and Emission Trading, Revisited

recall from Chapter 8 that when marginal abatement costs are known 
with certainty, an efficient tax and an efficient cap-and-trade program 
yield the same price and quantity of emissions. this basic equivalence 
does not depend on efficiency; it holds regardless of how the abatement 
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target is set, as long as the regulator sets the level of the tax or the cap to 
achieve that target. For any choice of abatement target X, the marginal 
abatement cost curve provides the corresponding tax T that would induce 
the same quantity of abatement and vice versa. (to see this, note that fig-
ure 8.3 could be drawn for any choice of abatement target X.)

of course, as we’ve already discussed, marginal abatement costs are 
unlikely to be known with certainty. in that case, the Weitzman rule can 
help guide the choice of policy instrument, even if the desired abatement 
target is not necessarily efficient.

Cost Savings and the Degree of Heterogeneity

You may have realized by now that the cost-effectiveness advantage of 
market-based instruments depends on the variation (or heterogeneity) in the 
marginal abatement cost functions of different firms. to see this graphi-
cally, return to figure 9.1 and imagine redrawing the figure with firm a’s 
marginal abatement cost function somewhat flatter than it is and firm B’s 
marginal cost function even steeper. doing so would increase the cost sav-
ings from a cap-and-trade program or emission tax relative to a uniform 
standard. (recall that those cost savings are represented by the shaded area 
labeled c in the figure.) on the other hand, if firms were identical, the cost-
effective allocation of abatement would coincide with a uniform standard, 
and there would be no cost savings from a market-based instrument. the 
intuition is simple: the greater the differences in abatement costs between 
the firms, the greater will be the gains from allowing them to trade.

Promoting Technological Change

the notion of cost-effectiveness we have been using is essentially a static 
one. if a regulator has a certain target in mind for pollution control, for 
example, market-based instruments can achieve that goal at lower cost 
than would be possible through uniform performance standards. they do 
this by reallocating pollution control from firms with high costs of abate-
ment to firms with low costs—although such reallocation results not from 
any centralized coordination but 
from the actions of individual firms 
pursuing their own profits.

our description of how market-
based instruments work has essen-
tially relied on a snapshot of the 
polluting industry at a particular 
point in time. For example, in the 

The cost-effectiveness advantage of 

market-based instruments depends 

on the variation (or heterogeneity) 

in the marginal abatement cost 

functions of regulated firms.
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previous section we just asserted that firm a has lower marginal abate-
ment costs than firm B, but we did not ask where that cost differen-
tial comes from. We simply took the marginal abatement cost functions 
for granted. nor did we ask whether firm B might be able to upgrade 
its pollution control technology—say, by investing in new equipment, 
thereby lowering its marginal abatement cost. in other words, we implic-
itly viewed abatement technology as fixed.

Cost-effectiveness is an important criterion, but it is limited by the 
static perspective we have just described. a complementary means of as-
sessing policy instruments is to ask how well they promote technological 
change, such as the development and adoption of new, cheaper pollution 
control technologies. it turns out that market-based instruments outper-
form standards on this dimension as well. More precisely, the incentive 
to adopt new technologies with lower marginal costs is greater under an 
emission tax than under a performance standard. the incentive under a 
cap-and-trade system is less than under a tax, but it is still likely to be 
larger than under a performance standard. this is an extremely important 
advantage when we consider very long-run environmental policy prob-
lems such as those related to climate change. the invention and diffusion 
of new technologies will be essential to achieving meaningful greenhouse 
gas emission reductions over a century or more.

Incentives for Technology Adoption Under Various Instruments

Let’s start by comparing an emission tax with a performance standard. 
Figure 9.4 depicts a firm whose initial marginal abatement cost function 
is denoted MC

0
. another technology becomes available, with lower mar-

ginal cost MC
1
. is the firm more likely to adopt the new method under 

the tax or under the performance standard? the gain to the firm from 
adopting the technology depends on the cost savings to the firm from 
having marginal cost function MC

1
 rather than MC

0
. the greater these 

cost savings, the more likely the firm is to adopt the new technology.5

We can use figure 9.4 to illustrate how the reward from adoption varies 
under the two policies. to focus nar-
rowly on the question of technology 
adoption, let’s assume that the tax 
and standard are equivalent under the 
initial cost function MC

0
. in other 

words, the firm would choose ex-
actly the same amount of abatement 
under the tax as it would be required 

The incentive to adopt new 

technologies with lower marginal 

costs is greater under an emission 

tax than under a performance 

standard.



the case for market-based instruments in the real world 181

to do under the performance standard. on the graph, this means that the 
tax (represented by the horizontal dashed line) intersects the initial mar-
ginal cost curve at the emission standard (the vertical dashed line at X

STD
).

how much will the firm facing the performance standard save in 
abatement costs if it adopts the new technology? the cost savings from 
the new technology (not counting the capital cost of installing the equip-
ment, which we have not specified) correspond to the area of the shaded 
triangle labeled a in the figure. note that under the performance standard 
the firm has no incentive to abate more than it is required to do. thus 
even if the firm adopts the lower-cost technology in that case, it will con-
tinue to abate the amount X

STD
.

What is the reward from adoption if the firm is regulated by the tax 
instead? Under the tax, the firm abates up to the point that marginal cost 
equals the tax. therefore, with the new technology the firm would abate 
all the way to X

TAX
, which is greater than X

STD
. intuitively, a tax provides 

an incentive to abate as much pollution as is economically sensible. With 
a lower-cost abatement technology, it makes sense for the firm to abate 
more pollution, because it has to pay taxes on whatever it continues to 

Figure 9.4 the incentive to adopt a new pollution control technology under a 
performance standard and emissions tax. the two policies are assumed equivalent 
under the original technology (MC

0
). the new technology MC

1
 has fewer costs; its 

adoption results in greater abatement under the tax, and hence greater cost savings 
to the firm. 
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emit. therefore, the increased abatement translates into additional cost 
savings. this is represented by the area of triangle b in the figure.

intuitively, we can think of area a as “cost savings from doing what 
the firm was already doing under the old technology, only cheaper.” We 
can think of area b as “cost savings from increasing abatement, now that 
it’s cheaper, rather than paying emission taxes.” the firm gets area a from 
adoption under both the standard and the tax, but area b is gained only 
under the tax. We can conclude that the tax creates a greater incentive for 
the adoption of new abatement technologies.

a cap-and-trade system does not lend itself as well to a comparison 
like the one in figure 9.4, because the “cap” applies to the market as a 
whole, not to individual firms, and because different firms will necessar-
ily have different cost functions (if they did not, there would be no gains 
from trade). nonetheless, we can glean some intuition by comparing a 
cap-and-trade system to a tax. as we have noted several times, a tax fixes 
the price of abatement, whereas a cap-and-trade system fixes the quantity. 
this distinction has an interesting implication for technology adoption. 
as more and more firms in an industry adopt the new technology, the 
price of tradable allowances will fall, because abatement becomes less ex-
pensive on the margin. however, this fall in the price reduces the incentive 
for other firms to adopt the technology, relative to the constant incentive 
under a tax. (You can see this on figure 9.4 by shifting the tax line down, 
representing a fall in the price of pollution.) this should make sense: after 
all, if allowances become less expensive, firms will have less reason to look 
for a cheaper way of reducing pollution.

this feedback between technology adoption and the price of pollu-
tion means that cap-and-trade policies will typically provide less incentive 
than a tax for the adoption of new abatement technologies, assuming that 
the tax and cap-and-trade system would achieve the same initial level of 
abatement given the technology in place when the policy is implemented. 
(of course, policymakers might well choose to tighten the cap, or adjust 
the tax, in response to new technologies.)

the effect of technology adoption on the allowance price also makes 
the comparison between a cap-and-trade system and a performance stan-
dard less straightforward. But the basic advantage of market-based poli-
cies continues to hold. By putting a price on pollution, such policies give 
firms a strong incentive to find cheaper ways of cutting emissions. in 
general, then, we expect adoption of cheaper pollution control technolo-
gies to be greater under either an emission tax or a cap-and-trade policy 
than under command-and-control.6
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You may have noticed that so far we have concentrated on perfor-
mance standards rather than on technology standards. Would a technology 
standard do better at promoting technological development? at first, you 
might think that it would have to. after all, under such a policy all firms 
have to adopt the required technology. doesn’t that have to mean that 
technology standards provide the greatest adoption incentive of all?

two distinctions are key here. the first is between adopting a particu-
lar technology mandated by the government and adopting a lower-cost 
technology. although we have described the gains from technology adop-
tion in terms of just one new technology, the intuition applies even when 
there are many ways of reducing pollution. Faced with a menu of options, 
each firm will choose the one that suits it best, providing the greatest 
abatement cost savings in return for the investment needed. on the other 
hand, a technology standard requires firms to choose a particular technol-
ogy, regardless of their other options. Moreover, there is no reason to think 
that the government will have better information than firms about the 
true costs of installing and operating various technologies.

the second key distinction is between adoption and innovation. our 
discussion so far has essentially assumed that lower-cost technologies sim-
ply pop into existence, awaiting firms to adopt them. in fact, that ignores 
the crucial role of innovation: the development of new technologies by 
firms that hope to sell them. Because market-based instruments give pol-
luters a continuing incentive to search for new and better ways of reduc-
ing pollution, they provide a constant spur to innovation. technology 
standards, in contrast, run the risk of locking in a particular technol-
ogy—whatever is the state-of-the-art at the time of the regulation—and 
thereby unintentionally dampening the incentives for firms to come up 
with new technologies.

Policies Aimed at Promoting Innovation

although a strong incentive to generate and adopt new technologies is an 
important feature of market-based instruments, it is also an indirect one: it 
arises as a byproduct of putting a price on pollution. especially in the case 
of very long-term challenges such as climate change, policymakers may 
also want to implement additional policies aimed directly at promoting 
technological innovation. Policies to promote technological change make 
sense from an economic perspective. recall our discussion in Chapter 5 
that research and development efforts by firms create a positive externality 
in the form of knowledge that benefits other firms. From the perspective 
of economic efficiency, therefore, firms will tend to do too little research 
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and development on their own, because they will not take into account 
the spillover benefits to other firms. this is especially true for basic sci-
entific research, where the spillover benefits to other firms are generally 
large relative to the private benefits that the firm paying for the research 
can capture. For this reason, pharmaceutical firms devote vastly more re-
sources toward applied research aimed at developing specific therapeutic 
drugs (which they can patent) than toward fundamental research on the 
underlying disease mechanisms.

this positive externality explains why governments typically play an 
active role in promoting research and development. Government support 
for r&d can take many forms: direct funding of government laborato-
ries, competitive grants to research universities, subsidies to r&d efforts 
by firms, and so on. 

Market-Based Instruments for Managing  
Natural Resources

in Chapter 7, we showed how open-access conditions lead to market 
failure in fisheries and other natural resources. as we saw there and in 
Chapter 8, efficient management of a fishery can be achieved by estab-
lishing property rights, either in fact or in effect. But just as in the case of 
pollution control, efficient management of a fishery (or other resource) 
requires a great deal of information—not only the marginal costs of har-
vesting but also the biological growth function of the resource. in the first 
part of this chapter, we saw how emission taxes and allowance trading can 
lower the cost of meeting a given target for pollution control, whether 
or not that policy goal is efficient. similarly, we saw how such market-
based policies could encourage the adoption and development of new 
technologies over time.

now we look at how market-based instruments can be used to manage 
natural resources. We focus on fishery management as our example, but as 
always the lessons are general. in Chapter 10, for example, we will see how 
these same principles apply to resources as diverse as scarce water supplies 
and valued wetland ecosystems.

Cost-Effectiveness

the key intuition is that cost-effectiveness means the least-cost allocation 
of effort to achieve a particular goal. in the case of a fishery, the goal is 
defined in terms of the annual allowable harvest, and effort is the time 
and money fishers spend on catching fish and purchasing and maintaining 
their equipment.



Promoting Innovation through Prizes

On October 4, 2004, nearly 70 miles above the Mojave Desert in California, the 
privately built SpaceShipOne reached suborbital flight for the second time in 2 
weeks. The payoff was more than good publicity: The team behind the space-
ship won the $10 million Ansari X-Prize. Since then, the X-Prize Foundation has 
awarded prizes for an ultra–fuel-efficient car, a new method of cleaning up oil 
spills, and a lunar lander; several other contests remain current. The success 
and visibility of the X-Prize have led a number of observers to call for innovation 
prizes to promote R&D into solutions to energy and climate challenges, such as 
zero-energy buildings or advanced batteries.

 This idea has a long history. One of the earliest and best-known examples 
was intended to solve a problem that had vexed mariners for centuries: deter-
mining longitude at sea. Latitude (the distance north or south of the equator) 
can readily be estimated by the angle of the sun at its highest point in the sky; 
longitude is much harder. In 1714, the British Parliament passed the Longitude 
Act, offering a sum of up to £20,000 for a practical and reliable method of fixing 
longitude at sea (the size of the prize increased with the degree of precision). 
The prevailing wisdom was that the solution lay in the position of the stars in 
the night sky, and royal astronomers in Greenwich set about to make detailed 
star charts that navigators could use. Instead, the winner of the prize turned 
out to be a watchmaker named John Harrison, who built a clock that could keep 
accurate time despite the humidity of the tropics and the pitch and yaw of the 
open ocean. With such a clock set to local time at the Greenwich observatory, a 
sea captain could calculate his longitude simply by observing when it was noon 
at his location (and the sun was at its zenith) and computing the difference with 
Greenwich mean time.7

 As the longitude example shows, innovation prizes can yield unexpected 
solutions that run counter to the conventional wisdom of experts. Indeed, that 
has often been the case. When the $25,000 Orteig Prize was announced in 
1919 for the first transatlantic flight, it was widely assumed that only a multien-
gine plane with a large crew could make the trip. Eight years later, Charles Lind- 
bergh confounded expectations—and won the prize—with his daring solo flight.

 Innovation prizes work best when there is a clear objective that can be 
concretely expressed and readily verified, when the upfront cost of pursuing 
a solution (which must be borne by the competitors) is not too high, and when 
success involves the provision of a public good (because firms should already 
have a strong economic incentive to develop innovations that they can fully 
profit from). Prizes can appeal to policymakers in part because government 
funds are spent only if a solution is found, reducing the risk of failure (or rather 
making prize participants bear that risk). Indeed, prizes can be a cost-effective 
way of generating private R&D investment: If multiple groups invest in pursuit 
of the prize, the total amount of investment may be much larger than the prize 
itself. For example, the Ansari X-Prize is estimated to have induced $100 million 
in R&D despite paying out only $10 million.8
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in Chapter 7, we assumed for simplicity that the cost per unit of fish-
ing effort—that is, the marginal cost of fishing—was constant (at least 
for a given size of the fish stock). in effect, this means that all fishers are 
identical and that the last fish they catch requires no more effort than the 
first. in reality, of course, fishers differ widely in ability and cost. some 
individual fishers are better able to read the ocean floor or the habits of 
seabirds and other animals in order to locate stocks of fish. Large trawlers 
have lower costs (per unit of fish caught) than small one- or two-person 
boats. Moreover, it is reasonable to suppose that for any given fisher, the 
marginal costs of fishing increase with the total catch. at some point, for 
example, a fisher wishing to catch more fish must venture farther out to 
sea or to less promising (or less familiar) fishing grounds.

Why does such variation matter? Previously we saw how the degree 
of heterogeneity among marginal abatement costs determined the cost 
savings from market-based policies for pollution control. the principle 
is exactly the same in the case of a fishery: the more varied the costs of 
fishing effort, the greater the savings from a cost-effective allocation.

to see how this works in the case of a fishery, consider figures 9.5 and 
9.6. suppose there are two fishers in a fishery, who face the same price 
for fish (which we will take to be fixed) but have different marginal costs 
of fishing. these assumptions are depicted in figure 9.5, where we have 
drawn two marginal cost-of-fishing curves, labeled MC

A
 and MC

B
 in 

the figure, and a horizontal line representing the market price of fish. as 
the figure is drawn, fisher B is the low-marginal-cost fisher. suppose that 
there were no restrictions on fishing. in that case, each fisher would earn 
marginal net benefits (equivalently, marginal net revenues) equal to the 
difference between the market price (the revenue on each unit of fish) 
and their own marginal cost. in plain english, the marginal net benefit 
represents the value to a fisher of each fish she catches. Because marginal 
costs rise while the price stays constant, marginal net benefits to each 
fisher fall as her catch increases. Moreover, because fisher B has lower 
marginal costs of fishing, she earns greater marginal net benefits.

now take a look at figure 9.6. (this figure recalls both the two-firm 
pollution abatement model of figure 9.1 and the two-period resource 
extraction model of figure 6.3.) the two fishers are represented in the 
figure by their marginal net benefit curves, labeled MNB

A
 and MNB

B
. 

the length of the horizontal axis represents the total allowable catch in 
the fishery—say, 100 tons of fish. the question is how to allocate that total 
catch between the two fishers. suppose we start by dividing it equally. 
in this case, each fisher would harvest 50 tons. at that point, however,  



Figure 9.5 Marginal fishing costs, the market price, and the resulting “marginal net 
benefits” for two fishers in a market. When each fisher catches fifty fish (the line 
shown on the graph), the shorter arrow represents the marginal net benefit to fisher 
a, while the longer arrow represents the marginal net benefit to fisher B, who has 
lower marginal costs.

fisher B values the last ton of fish she catches more highly than fisher a 
values the last ton of her own harvest. (We know this because when each 
fisher lands 50 tons, the marginal net benefit for B is greater than the 
marginal net benefit for a.)

now consider what would happen if instead of allocating the catch 
equally, we gave each fisher an equal number of individual fishing quotas 
(iFQs) and allowed them to trade. Because the low-cost fisher B values 
a ton of fish more than her counterpart (on the margin), she will buy 
iFQs from fisher a. indeed, as long as transaction costs are negligible, we 
would expect the two fishers to trade until their marginal net benefits 
are equated. this point corresponds to the intersection of the two MNB 
curves. the horizontal dotted line on the figure shows the price at which 
the last quota would trade. Moreover, the fishers will reach this point 
regardless of the initial allocation of the iFQs, just as we saw in the case 
of a pollution market.

the shaded triangle in figure 9.6 represents the total gains from trade, 
relative to the scenario in which each fisher lands half of the total catch. 
this is analogous to the cost savings from trading that we found in the 
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case of pollution control (compare it with area c in figure 9.1). however, 
the triangle has a slightly different interpretation in this case. instead of 
minimizing total costs, we are now interested in maximizing total net 
benefits. the net benefits to each fisher are the areas under their respective 
MNB curves. the gains from an iFQ system result because the low-cost 
fisher (fisher B in the figure) ends up with a larger share of the catch. 
her lower costs of fishing translate into higher net benefits. the result-
ing increase in net benefits to the two fishers combined is shown by the 
shaded triangle.9

Figure 9.6 Marginal net benefits in a two-person fishery. the horizontal axis 
measures the total allowable catch, allocated between the two fishers. the share of 
the harvest caught by fisher B increases as one moves to the right. the share caught 
by fisher a increases to the left. at every point, however, the total catch is one 
hundred tons. the cost-effective allocation is where the two MNB curves intersect; 
the corresponding iFQ price is denoted by the horizontal dotted line. the shaded 
area represents the gains from an iFQ relative to an even allocation of the harvest. 
Under an iFQ, the low-cost fisher (B) catches more, while the high-cost fisher (a) 
catches correspondingly less. since the marginal net benefits are higher for B, this 
represents a gain from the point of view of society.
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Incentives for Technological Change

in the case of pollution control, we saw how an emission tax (and to a 
lesser extent a cap-and-trade policy) could encourage the adoption and 
innovation of new, low-cost abatement technologies. What analogous 
incentives are created by market-based policies for managing a natural 
resource? it turns out that less theoretical work has been done on this 
point, but we can sketch out a few basic principles. First, an iFQ market 
(or a similar policy in another realm of natural resources) establishes se-
cure property rights over the resource. in the absence of such property 
rights, as we saw in Chapter 7, each individual user has a strong incentive 
to ignore the effects of her behavior today on the state of the resource 
tomorrow. therefore, the first-order dynamic incentive created by secur-
ing property rights is to give each participant a stake in the continuing 
value of the resource—encouraging them to act in ways that sustain the 
resource’s productivity.

second, an iFQ market changes investment incentives. as we saw in 
Chapter 7, under open-access conditions fishing effort will increase until 
the rents from the resource are exhausted. in the simple analysis of that 
earlier chapter, we measured effort in terms of the number of boats. More 
generally, however, we might think of effort as also encompassing the 
capital expenditures fishers make for their boats. For example, if a limit 
is placed on the total allowable catch, without restrictions on allowable 
gear, each fisher will have a strong incentive to buy the biggest, fastest 
boat possible, in order to take as many fish as she can before the total al-
lowable catch runs out for the season. earlier in the text, we described the 
tragedy of the commons in the Pacific halibut fishery, attempts to restrict 
the catch by shortening the fishing season create similar incentives. the 
result is overcapitalization: Fishers spend much more on equipment than 
is needed to catch the harvest, in an arms race with each other. in eco-
nomic terms, each fisher sees only an incentive to increase her own share 
of the rent; in striving to do so, fishers as a group drive the rents to zero.

the security created by an iFQ market transforms these incentives. 
a fisher who is guaranteed a certain percentage of the catch has the 
proper incentive to invest enough to minimize her costs of harvesting that 
amount—but no more.

Other Considerations

Cost-effectiveness and the promotion of new technologies are the cor-
nerstones of the economic argument for market-based instruments. 
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Choosing the best policy in a particular case may involve a number of 
other considerations, however. although a full treatment is beyond the 
scope of this book, we highlight a few additional important considerations 
in this section.

Pollution Hot Spots

in our analysis so far, we have implicitly assumed that all emissions are 
created equal—in other words, that the social damages from emissions 
are the same across all firms. this is a convenient assumption in model-
ing, because it means we do not have to keep track of who is emitting 
what. For example, in the model of the first section, we assumed that the 
relevant measure of pollution was the sum total of emissions from firms 
a and B combined. economists call this the uniform mixing assumption. if 
emissions from different sources uniformly mix in the atmosphere, then 
from society’s point of view all that matters is total emissions, rather than 
the location of the emitters.

is this a reasonable assumption for the real world? the answer—per-
haps not surprisingly—is, “it depends.” in some cases, uniform mixing is 
a good description of the real world. For example, greenhouse gases such 
as carbon dioxide disperse widely in the upper atmosphere, regardless of 
where they come from. a ton of Co

2
 emitted in Boston and a ton in 

Beijing have the same effect on atmospheric concentrations of Co
2
 (and 

hence on climate change). in other cases, however, pollution accumulates 
locally near where it is emitted or in predictable cross-regional patterns 
rather than dispersing uniformly. as an extreme example, consider toxic 
waste, which poisons soil at a specific site, and may seep into groundwater 
nearby, but does not have effects outside a well-defined watershed.

the degree of mixing matters because the policies we have described 
rely on uniform mixing to work properly. a cap-and-trade approach is 
sound policy only if a cap on total emissions makes sense and if allowing 
firms to trade emissions will not lead to dangerously high concentrations 
of pollution in localized areas. the same caveat applies to an emission 
tax, which treats all sources the same (a ton of pollution is taxed the 
same regardless of its origin) and shifts pollution between firms just as a 
cap-and-trade does. a nationwide cap-and-trade system (or tax) limit-
ing the aggregate quantity of toxic waste would be inappropriate, be-
cause it would ignore the question of how highly concentrated the waste 
was in any particular site. this is known as the hot spot problem: When 
pollution is nonuniformly mixed, cap-and-trade programs and emission 
taxes can result in hot spots of concentrated pollution if firms with high 
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damages from emissions also have 
high marginal abatement costs. Un-
der a trading program or a tax, there 
is nothing to prevent emissions from 
individual sources from increasing, 
even as overall emissions fall.

What do we know about how 
significant the hot spot problem may 
be in real-world pollution control? 
as noted earlier, this is a nonissue for the greenhouse gas emissions that 
are changing the global climate. the effect of these emissions on green-
house gas concentrations in the upper atmosphere do not depend on the 
location of emissions. the U.s. sulfur dioxide trading program, while it 
operated, did not incorporate differences in marginal emissions damages 
due to power plant location; firms traded on a ton-for-ton basis, facing 
a single market permit price. however, so

2
 is not uniformly mixed: in 

the United states, it is commonly transported from west to east with pre-
vailing winds, so the emissions from midwestern power plants end up in 
eastern states. recent work suggests that had firms traded instead, using 
a system of exchange rates that captured these spatial differences in the 
impacts of so

2
 pollution, the program’s net benefits would have increased 

by $310–$940 million per year, far more than the cost savings achieved 
by using a market-based policy rather than command and control for this 
pollution.10 nitrogen oxide (no

x
) emissions, which contribute to the 

formation of ground-level ozone or smog, also create damages that vary 
with the location of emissions, but they have been regulated using trad-
able permits that do not fully capture this spatial heterogeneity.11

this issue of nonuniform mixing turns out to be particularly sig-
nificant for water pollution. in most cases, the location of an effluent 
source strongly affects pollution concentrations at various receptor points 
throughout a water body. Marginal damages from pollution can also vary 
with seasonal or daily weather conditions. even if hot spots don’t arise, 
simple allowance trading programs that focus only on total pollution may 
lead to wide gaps in the damages due to pollution from different areas. 
What should we do in such situations? one solution, of course, is to fall 
back on command-and-control approaches, such as performance stan-
dards. in some cases—for example, toxic effluent released by paper mills 
into streams—this may prove to be the most sensible policy. another so-
lution might be to use a market-based approach but prohibit some kinds 
of trades. For example, we might prevent polluters in a high-damage area 

When pollution is nonuniformly 

mixed, cap-and-trade programs and 

emission taxes can result in hot spots 

of concentrated pollution if firms with 

high damages from emissions also 

have high marginal abatement costs.



Hot Spots and Pollution Trading:  
The Case of Nitrogen Oxides

A real-world hot spot problem is demonstrated by the cap-and-trade program 
for nitrogen oxides (NO

x
) that has been functioning in the eastern United 

States since 1998. NO
x
 combines with volatile organic compounds, produced 

by both human and natural processes, to produce ground-level ozone, the 
main component of smog. Although cars and trucks account for the majority of 
NO

x
 emissions, large stationary sources such as electric power plants are also 

important contributors of this type of pollution. These stationary sources are 
the ones required to participate in the cap-and-trade program.

 Importantly, the trading program operates as if each pound of NO
x
 causes 

the same damage, regardless of location; thus a power plant in North Caro-
lina can trade on a pound-for-pound basis with a power plant in Maryland. The 
problem is that a pound of NO

x
 in North Carolina and a pound of NO

x
 in Mary-

land cause different damages: The former blows out to sea, and the latter con-
tributes to urban smog in the heavily populated downwind areas of New Jersey 
and New York. Under a simple trading program, there is nothing to prevent 
the power plant in Maryland from emitting large amounts of NO

x
 and buying 

allowances from the North Carolina plant. Such a trade amounts to reducing 
air pollution over the Atlantic Ocean and increasing it over New York City—not 
a desirable exchange.

 One possible solution (as suggested in the text) would be to define sim-
ple trading ratios between plants in different regions. One study has demon-
strated how this might work.12 The authors find that setting up source-specific 
trading ratios to account for differences in marginal damages would increase 
the total annual benefits of NO

x
 abatement quite significantly. But implement-

ing these constraints on trade would also increase costs. In some cases, this 
cost increase might be outweighed by the increase in benefits from spatially 
differentiated trading; this is the case for the hypothetical water pollution trad-
ing program for the Ohio River discussed in the text. But in the NO

x
 case, it 

turns out that regulators underestimated what it would cost firms to comply 
with the original, undifferentiated trading regime. This underestimate, when 
combined with cost increases from implementing trading ratios, would actu-
ally cause the NO

x
 regulation to have net costs rather than net benefits. This 

analysis provides a great example of the complexity of pollution regulation in 
the real world. Although spatially differentiated trading may be desirable for 
many nonuniformly mixed pollutants, it is not desirable in all cases.
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from buying allowances from firms in a low-damage area. this has its own 
problems, however. For one thing, it is unlikely to make much difference, 
as long as the market can circumvent the restriction.

Let’s take an important water quality problem as an example.13 in the 
Upper ohio river Basin, there are approximately seventy sewerage sys-
tems, including that of the city of Pittsburgh and many smaller cities, with 
combined sewer overflows. sewer systems in these areas carry both sew-
age and, during and after a significant rainfall, stormwater. When the flow 
exceeds the system capacity, this sewage–stormwater mix is discharged 
directly into waterways in the basin. the impacts of this include pollution 
damages from bacteria, biological oxygen demand, and total suspended 
solids. suppose we set up a cap-and-trade system in which the cap was 
a limit on total allowable sewer overflows. the marginal damages from 
sewer overflows vary greatly, depending on the receiving water character-
istics, including flow and other hydrological aspects of the water’s capacity 
to assimilate waste, as well as the exposed population.

to avoid hot spots, we could simply disallow trades between selected 
pairs of the seventy discharging sewerage systems, but this would be dif-
ficult to enforce. For example, suppose we forbid Pittsburgh from selling 
permits to another city, such as Morgantown, because the marginal dam-
ages from Morgantown’s emissions are higher than Pittsburgh’s. in this 
case Pittsburgh could still sell permits to the sixty-eight other cities in the 
basin, and some of those permits could then be purchased by Morgan-
town in separate transactions. all that would have changed is the transac-
tion cost. and if the restriction did limit trade, it would reduce the gains 
from using a market-based instrument in the first place; the more divided 
the market, the smaller the potential gains from trade.

a differentiated market-based alternative would, instead, make it more 
expensive for Morgantown to buy permits from Pittsburgh. if the regu-
lator knew the relative damages of pollution from those two places, she 
could institute a trading ratio—something like an exchange rate for pollu-
tion permits. a team of economists has estimated the system of exchange 
rates that would apply to the eight largest cities in the Upper ohio river 
Basin, using an environmental Protection agency (ePa) water quality 
model to do so. accounting for differences in the marginal damages from 
1 kilogram of biological oxygen demand load, Morgantown would need 
to purchase 4.28 kilograms of overflow abatement from Pittsburgh to 
obtain credit for 1 kilogram of its own abatement. if all trades took place 
at these estimated exchange rates, then the problem of hot spots from 
nonuniform mixing of sewer overflows could be solved.
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the analogous tax is even more straightforward. rather than applying 
the same tax to every source, the regulator could apply a tax more closely 
tied to the variation in marginal damages. For example, the regulator 
could charge 4.28 times more for a kilogram of overflow in Morgantown 
than in Pittsburgh.

several water quality trading programs now incorporate systems of 
trading ratios like this so as to avoid increasing emissions, and thus mar-
ginal damages, where they might cause the most harm.14 the point is 
that nonuniform mixing does not eliminate the case for market-based 
instruments per se. rather, it points out the need to think carefully about 
the policy goal. if hot spots can arise, then a goal of reducing aggregate 
pollution may not make sense. if we redefine the goal, we can fashion a 
market-based policy to achieve it.

Monitoring and Enforcement

When we discussed cost-effectiveness, and even when we analyzed the 
incentives for technological change, we focused exclusively on abatement 
costs—that is, the costs to polluting firms (or individuals) from install-
ing and operating pollution control equipment, and more generally from 
changing their production processes to reduce emissions (for example, 
by burning cleaner fuels). But in principle we care about minimizing 
all costs associated with environmental protection. after abatement, the 
prime source of costs is administrative, especially the costs of monitoring 
and enforcing compliance with environmental regulations.

For environmental regulations that target industries, these administra-
tive costs are likely to be small relative to the costs of pollution abatement. 
For example, scrubbers to remove sulfur dioxide cost tens or hundreds of 
millions of dollars to install and several million dollars per year to oper-
ate thereafter. the costs of emission monitoring equipment are much 
smaller—a few hundred thousand dollars for installation, and on the order 
of $50,000 in annual operating costs. emission data is collected automati-
cally by smokestack sensors and relayed electronically to computers at the 
ePa, which also helps to keep administrative costs low.

regulating the behavior of individuals is a different story, largely be-
cause of the sheer numbers involved. a year’s worth of emission and op-
eration data from all fossil-fueled boilers at electric generating plants in 
the United states (there are 2,500 of them) fits comfortably on a single 
spreadsheet. in contrast, there are 65 million U.s. households burning 
oil or natural gas to heat their homes. or consider automobile emis-
sions. With 253 million registered automobiles in the United states alone, 
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the costs of monitoring and enforcing automobile emission standards—
quite apart from the costs of installing and maintaining emission reduc-
tion equipment—make up a significant component of the overall cost of 
regulating automobile emissions.

one way to keep administrative costs down is to focus on technology 
and fuel inputs rather than the performance of individual sources of pol-
lution. this helps explain why command-and-control approaches tend to 
be prevalent in regulating home heating equipment, automobile emis-
sions, and the like. Monitoring emissions from every household furnace 
would cost an astronomical amount, even before taking into account the 
administrative costs of levying an emission tax or the transaction costs 
involved in trying to institute a household-level market for pollution 
allowances. in such cases, technology standards (like those imposed on 
new oil and gas furnaces) or input standards (such as restrictions on how 
much sulfur and other contaminants can be present in fuel oil) make a 
great deal of sense.

a second issue related to monitoring and enforcement concerns the 
rates of compliance with environmental regulation. a sometimes over-
looked advantage of market-based instruments is that they may increase 
compliance. For example, transferable fishing quotas essentially give own-
ership of the resource to the people working the fishery, giving them 
incentives to help police their fellow fishers. if i pay for valuable rights to 
harvest from a fishery, i have a concrete financial incentive to make sure 
you don’t catch more than you are allowed.

in the area of pollution control, command-and-control regulations 
have been undermined by ubiquitous delays, extensions, negotiated 
agreements with polluters, and the like. For example, the 1972 Federal 
Water Pollution Control act required the ePa to announce regulations 
on effluent standards within a year. the ePa had still not completed 
the task by 1977, the date that sources were supposed to be in compli-
ance with the regulation. that same year, Congress pushed back the date 
of compliance to 1984. Command-and-control regulation also raises the 
stakes for polluters, because installing new technologies can cost hundreds 
of millions of dollars. this gives them an incentive to sue regulatory agen-
cies in an effort to stall or overturn environmental regulation, creating a 
major hurdle to the successful and timely implementation of those laws.

in contrast, the very nature of market-based instruments makes com-
pliance easier, because firms have the option of paying a tax or buy-
ing allowances rather than installing new equipment or changing their 
practices. remember that the total amount of pollution depends on the 
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emission tax or the pollution cap. if some firms opt to comply by paying 
for their pollution instead of reducing it, others will respond by doing 
much more than they would under command-and-control. therefore, the 
flexibility built into market-based instruments can make pollution control 
easier to achieve and enforce, without leading to any more pollution.

Linking Policies in Different Jurisdictions

throughout this book, our focus has been on policy instruments that ad-
dress emissions (or natural resources) within single political jurisdictions. 
For many environmental issues, such as local air or water pollution, that is 
an appropriate focus. even in the case of acid rain, in which sulfur dioxide 
emissions from power plants in the United states affected the health of 
lake and stream ecosystems in Canada, the policy instrument itself—an 
emission trading program for so

2
—involved only U.s. power plants.

With global climate change as an increasing focus of environmental 
policy, however, the interactions between jurisdictions have gained greater 
importance. Perhaps the most direct form of interaction is linking be-
tween emission trading systems. Just as countries can combine to form 
a free trade zone (in which they freely trade goods and services across 
borders) or a currency union (in which they share a currency), countries 
with cap-and-trade programs can also link their programs by agreeing to 
accept each other’s allowances for compliance purposes. (We will see an 
example of this in Chapter 10.)

From the perspective of economic efficiency, linking brings clear ben-
efits: trading between two jurisdictions will create a common allowance 
price, ensuring cost-effective abatement for the two jurisdictions as a 
whole (in much the same way as the single price arising from trading 
between two firms ensures cost-effectiveness). By the same logic, link-
ing will lower the total cost of meeting the combined emission target 
of the two jurisdictions. as a result, linking offers another potential ad-
vantage for emission trading over command-and-control regulation—al-
though, much like free trade policies, it also introduces potential political 
challenges.

Is Command-and-Control Ever Preferable?

throughout our discussion of policy design, in Chapter 8 and on into the 
current one, we have emphasized the arguments in favor of market-based 
instruments. although such approaches have many advantages—they 
can achieve an efficient level of pollution control, are cost-effective, and 
promote technological change—they are not panaceas. if you have been 
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reading carefully, you will have noticed that in some settings command-
and-control policies are preferable.

For example, when hot spot problems are severe, command-and-con-
trol approaches may be the only feasible option. regulating the disposal 
of toxic wastes requires restricting the amount of waste and the means 
of disposal at specific sites, not simply taxing firms for dumping waste or 
imposing a nationwide limit on how much is created.

occasionally, a certain control technology may be so effective and 
widely available, and production practices within an industry so simi-
lar across firms, that requiring the installation of that technology makes 
much more sense than regulating emissions. double-hulled oil tankers 
are a good example. all shipping firms use essentially the same technol-
ogy (large oceangoing tankers), meaning that there is likely to be little 
variation in abatement costs—and concomitantly little gain from allowing 
firms to trade control responsibilities. (this effect is compounded by the 
very high costs of cleaning up oil spills after the fact and the difficulty of 
recovering those costs from the firms responsible.)

Finally, as we saw in the case of administrative costs, the number of 
regulated entities may make market-based approaches impractical. Con-
sider automobile emissions, for example. Catalytic converters (required 
on new cars sold in the United states since the mid-1970s) represent a 
classic technology standard, but they also are much more sensible than 
trying to regulate emissions from individual cars. this is partly because it is 
much cheaper to require automakers to install catalytic converters than to 
monitor emissions and partly because the costs of abatement are unlikely 
to vary all that much between different car owners, limiting the gains 
from greater flexibility to comply with regulation. even when automo-
bile emissions are regulated, it is through performance standards based on 
periodic tests rather than by taxes or cap-and-trade (which would require 
information on actual emissions).

of course, technological advances can overturn these calculations of 
costs and benefits. When we wrote the first edition of this book, it would 
have been astronomically expensive to monitor automobile emissions di-
rectly. But that is changing. several states have piloted remote sensing 
of tailpipe emissions, paired with license plate recognition technology, 
tracking real-time emissions from cars as they drive on roadways, particu-
larly in metropolitan areas that face expensive mitigation requirements 
because of their failure to attain the Clean air act’s local air pollution 
standards. virginia and texas use these methods to identify high emitters 
and notify them of the need for additional testing. ohio and tennessee 



198 markets and the environment

have integrated remote sensing into their standard emission testing pro-
grams, exempting some drivers who pass remote tests on roadways from 
the usual required drive-in emission inspection. Perhaps in a later edition 
of this book we will be discussing successful automobile emission tax 
policies!

Conclusion

this chapter has focused on the choice between market-based instru-
ments and command-and-control policies. We started by distinguishing 
between goals and means in environmental policy. this distinction is useful 
because it allows us to analyze the design of policy (should we require a 
certain abatement technology or create an allowance market?) indepen-
dently from the policy target (how much pollution should we allow?)

regardless of how the policy goal is set, market-based instruments 
have two substantial advantages over technology and performance stan-
dards. First, they are cost-effective: a tax or cap-and-trade program can 
(at least in theory) achieve a given goal at least total cost. they do this by 
ensuring that all firms end up with the same costs on the margin because 
all firms face the same incentives, in the form of the tax or the allow-
ance price. in contrast, a uniform performance standard (and to an even 
greater degree a technology standard) is a one-size-fits-all approach that 
ignores the different opportunities available to different firms. although a 
firm-specific performance standard would be cost-effective in theory, it is 
likely to be infeasible in practice because of the enormous informational 
requirements it imposes on the regulator.

the second major advantage of market-based instruments is that they 
promote the adoption and innovation of new technologies. if firms pay 
for every ton of pollution they emit, for example, they have a strong in-
centive to look for new and better ways to reduce pollution.

there are a number of other arguments for (and against) market-based 
instruments, of course. these relate to the possibility of hot spots, het-
erogeneity among regulated firms, and the costs of compliance and en-
forcement. although market-based instruments are not the answer to all 
environmental problems, they do represent a very powerful and widely 
applicable component of the environmental policy toolkit. in the next 
chapter, we shall see how they have been implemented in the real world.



10
Market-Based instruments  

in Practice

We have now seen how environmental degradation and excessive re-
source extraction often result from absent or incomplete markets and 
how the best solutions to these kinds of market failures may be market 
principles themselves. now we look at some examples of how market-
based policies have been used in the real world.

We begin by describing three cases in detail: the market for sulfur di-
oxide (so

2
) emissions from power plants in the United states, the tradable 

individual fishing quota (iFQ) system for new Zealand’s fisheries, and 
municipal drought pricing of water resources in the United states. in each 
of these cases, we describe the background to the regulations, discuss their 
performance (both in meeting policy goals and in achieving cost savings 
relative to conventional regulatory approaches), assess their distributional 
effects, and touch briefly on questions of compliance and enforcement. 
We then describe a number of applications of market-based policies to 
environmental and natural resource management, including greenhouse 
gas emission trading in the european Union, water quality trading, pay-
as-you-throw programs to manage household trash disposal, and “banks” 
for wetlands and endangered species habitat.

the purpose of the chapter is not to catalog every application of 
market-based approaches to environmental management and document 
successes and failures.1 instead, we demonstrate specific cases in which 
market principles have been applied by governments to correct market 
failures. in some cases, these attempts have had great success, in others 
less so. We hope to leave you with the capacity to think broadly and cre-
atively about the ways in which market principles can be used to promote 
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environmental protection by aligning the incentives of firms and consum-
ers with the interests of society.

The U.S. Sulfur Dioxide Market

one of the most successful market-based environmental policies has been 
the U.s. sulfur dioxide allowance trading program set up by the 1990 
Clean air act. this program, more than any other, has shown that mar-
ket principles can improve environmental regulation and has served as a 
model for other environmental markets.

to understand how the program worked, it helps to start by describ-
ing the run-up to the eventual legislation. throughout the 1980s, Con-
gress debated reauthorization of the Clean air act, which had last been 
updated in 1977. one impetus was the growing concern over acid rain, 
caused largely by sulfur dioxide from power plants in the Midwest. Many 
of these power plants had been built in the 1950s or 1960s. as a result, 
they had been grandfathered into the laws passed in the 1970s, which cov-
ered only new sources. indeed, the continuing role of these large power 
plants in emitting pollution exposed a fundamental flaw in the earlier 
approach. the logic behind the decision to focus on new sources was 
simple enough: installing pollution control equipment at a new source is 
much less expensive than retrofitting existing plants. over time—so the 
theory went—the standards would cover a greater and greater fraction of 
electricity generation, as existing plants were retired and replaced with 
new ones. But by making new power plants much more expensive to 
build, Congress had unwittingly made it much more attractive to keep old 
power plants in service. as a result, plants that were originally scheduled to 
last 30 years were still going strong, with no retirement in sight.2

if Congress were to start regulating these older plants, how should 
it do so? earlier clean air legislation (in 1970 and 1977) had adopted 
command-and-control regulations, first setting a uniform emission stan-
dard, and then imposing a technology standard requiring power plants to 
install scrubbers. By the late 1980s, however, the idea of emission trading 
was moving from academic journals to the policy world. officials at the 
environmental Protection agency (ePa) had begun to introduce mar-
ket principles, letting polluters offset increased pollution at one facility 
with reductions in pollution elsewhere. the new ideas were even gain-
ing ground with some environmental advocates, particularly the envi-
ronmental defense Fund (edF), whose director, Fred krupp, described 
market-based policies as a coming “third wave” of environmental policy.

the 1990 legislation resulted from an unlikely alliance. on one 
side was the administration of president George h. W. Bush, who had 
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campaigned in part on a pledge to be “the environmental president,” go-
ing so far as to film a campaign spot near heavily polluted Boston harbor 
to undercut his rival, governor Michael dukakis of Massachusetts. at the 
same time, however, Bush needed to promote his bona fides as a business-
friendly republican. on the other side of the alliance was edF. the two 
sides essentially struck a deal. edF would endorse (indeed, would help 
to write) legislation proposed by the Bush administration that enshrined 
a market-based approach to so

2
 control, helping to give the Bush ini-

tiative credibility among moderate environmentalists. in exchange, the 
administration proposal would set of goal of reducing so

2
 emissions by 

10 million tons per year from 1980 levels by the year 2000, rather than a 
weaker target of 8 million tons.

Congress passed the resulting legislation (with some modifications) 
as title iv of the 1990 Clean air act amendments. it contained two 
particularly notable provisions for sulfur dioxide regulation. For the first 
time, Congress exerted federal authority over emissions from plants built 
before 1971. and in bringing these existing power plants under federal 
regulation, Congress adopted a novel tack: a system of tradable allowances 
(or cap-and-trade policy). in the first phase of the program, which lasted 
from 1995 through 1999, 263 generating units at 110 power plants were 
required to participate in the allowance market. although these made 
up less than one fifth of the total number of fossil-fired generating units, 
they were by far the largest and dirtiest; environmental advocates referred 
to them as “the Big dirties.” total pollution in this phase was capped at 
roughly 6.3 million tons of so

2
 per year (an annual reduction of about 

3.5 million tons). this cap was divided up into the same number of al-
lowances, each corresponding to 1 ton of pollution, which were allocated 
for free to the regulated power plants. in the second phase of the program, 
starting in the year 2000, virtually all power plants above a certain size 
were brought into the allowance market, with an overall annual cap of 9 
million tons.3

Power plants were allowed to bank their allowances for later use. For 
example, an allowance handed out in 1996 could be used in that year or 
saved for a later date. (the reverse was not true: allowances could not be 
borrowed from future years.) this feature provides additional flexibility 
for regulated firms to reduce their pollution over time.

Performance

through 2008, the so
2
 allowance market was widely hailed as a tremen-

dous success. Market activity was substantial, with the annual volume of 
trades equaling or exceeding the total number of allowances allocated 
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each year. in June 2008 alone, 250,000 tons of emissions were traded in 
this market, with an end-of-month price of $325 per ton. several broker-
age companies competed to track and arrange bilateral trades. Forward 
markets, loans, swaps, and other financial derivatives also sprang up. Mean-
while, the market not only succeeded in meeting the cap but achieved 
more abatement than required in the first phase of the program. these 
early reductions, made possible by the banking provision, were encour-
aged by the effective tightening of the cap starting in the year 2000. 
Looking ahead, electric utilities foresaw that allowance prices would rise 
(and abatement would become more costly) as allowances became scarcer 
in later years. in response, utilities as a whole abated more than they 
were required to—roughly 2 million more tons per year than required, 
in fact, amounting to about one third of the total allocation. after the 
start of phase 2, they started to draw down the resulting allowance bank. 
From an economic point of view, this early abatement was a good thing, 
because more benefits from lower pollution were enjoyed earlier than 
would have been the case under command-and-control regulation with 
a similar target.

ironically, the success of the so
2
 market contained the seeds of its 

eventual demise.4 in light of increasing scientific evidence demonstrating 
the health effects of fine particulate matter associated with so

2
 emissions, 

as well as the lower-than-expected costs of abatement under the 1990 
program, the ePa under president George W. Bush tightened the so

2
 

emissions cap in 2005. Under the new regulation, midwestern states con-
tributing to violations of the Clean air act fine particulate standards on 
the east Coast were required to surrender three permits for every 1 ton of 
so

2
 emissions. a legal challenge by states and electric utilities resulted in 

a 2008 federal court decision vacating this new approach, however, on the 
grounds that the ePa could not modify the existing interstate so

2
 market 

to meet stricter standards in the absence of legislation from Congress. af-
ter further revisions by the obama administration and an additional court 
challenge, the ePa introduced a new program with state-level emission 
budgets (limiting the operation of the market) and a new regulation on 
mercury and air toxics that, in effect, required all remaining uncontrolled 
coal plants to install scrubbers.

although the so
2
 market has essentially become defunct as a result 

of these regulatory changes, we can still assess its economic performance. 
Let’s start by comparing the estimated costs and benefits. the major cat-
egories of benefits from sulfur dioxide abatement include lower incidence 
of sickness and mortality caused by urban air pollution, reduction in the 
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acidification of aquatic ecosystems, and improvement of visibility in recre-
ational and residential areas. economic analyses have found that the lion’s 
share of the benefits turn out to come from health effects rather than the 
ecological impacts of acid rain. indeed, one authoritative analysis found 
that on a per capita basis for the northeastern United states, reduced sick-
ness and mortality accounted for more than 85 percent of the benefits. 
Moreover, total estimated benefits outweighed estimated costs by roughly 
an order of magnitude. at a national level, the same study estimated that 
health benefits to the United states as a whole were $3,300 per ton of 
sulfur dioxide reduced, compared with costs of about $270 per ton.5

an interesting irony arises here. the impetus for reducing sulfur diox-
ide pollution was concern about acid rain and the attendant damage to 
ecosystems, not about human health impacts. at the time the legislation 
was written and passed, the contribution of sulfur dioxide emissions to 
urban air pollution was not widely understood. indeed, the trading pro-
gram itself was dubbed the “acid rain Program.” if the benefits had been 
limited to reducing the ecological impacts of acid rain, however, the costs 
would have been comparable in magnitude to the benefits, with little net 
gain to society. this is a happy case of a positive unintended consequence. 
From an efficiency perspective, the allowance trading program did the 
right thing for the wrong reason.

another way of assessing the program’s performance is suggested by 
our discussion in Chapter 9. taking the goal of the policy as given, how 
well did the cap-and-trade policy that was actually used perform, rela-
tive to alternative policies that might have been used instead? table 10.1 
provides some answers to this question, at least for phase 1 of the sulfur 
dioxide trading program.6 several counterfactual scenarios (what could 
have happened but didn’t) are given, along with the baseline scenario cor-
responding to the actual cap-and-trade program. as the table shows, the 
cap-and-trade program was more costly than the theoretical minimum 
cost of achieving the same emission reduction. in other words, if electric 
utility managers had had perfect foresight about the prices of low-sulfur 
coal and so

2
 allowances and had made cost-minimizing decisions based 

on that information, total abatement costs would have been less than half 
of what they actually were. this is a useful reminder that policies in the 
real world never work as perfectly as they do in theory.

however, it is more informative to compare the outcomes of the actual 
policy with estimates of what the outcomes would have been from other 
feasible policies, not just the theoretical best-case scenario. the table also 
shows that the cap-and-trade program was significantly less costly than a 
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uniform emission rate standard on the same power plants. the estimated 
savings of just over $150 million represent about one fifth of the costs of 
the actual trading program. these cost savings, in turn, pale next to the 
cost savings relative to a technology standard requiring utilities to install 
scrubbers. such a policy (along the lines of the 1977 amendments) was 
actively considered in the debates leading up to the 1990 legislation. if it 
had been chosen, the costs of achieving the same amount of abatement 
would have been more than three times as high as they were: nearly $2.6 
billion per year, compared with a baseline annual cost of $747 million. 
these large cost savings are due in large part to wide variation in abate-
ment costs between electric utilities. For example, much of the steep 
reduction in sulfur dioxide emissions under the program has been due 
to greater use of low-sulfur coal from the Powder river basin in eastern 
Wyoming. transportation (mostly by railroad) accounts for most of the 
cost of extracting and delivering coal to midwestern power plants. as 
a result, a power plant’s geographic location is a key determinant of its 
abatement cost.

We can also frame cost-effectiveness another way: in terms of the pol-
lution savings. recall the role played by the environmental group edF 
in supporting the allowance market. to a group like edF, the cost sav-
ings from market-based policies offered an opportunity to secure greater 
environmental protection. the standard case made by economists (in-
deed, the case we made in Chapter 9) emphasizes cost-effectiveness: 
Market-based policies can achieve a given policy goal at less cost than 

Table 10.1

estimated Costs of various alternative Policies to achieve the same  

emission reduction as Phase i of the 1990 Clean air act amendments

 Estimated Cost difference  
 annual from baseline 
Scenario cost (millions)  (millions) Cost increase

theoretical least-cost outcome    $315 –$432  –57%

Baseline cap-and-trade program  

 (actual policy)    $747 — —

 Uniform emission rate standard    $900   $153   20%

technology standard $2,555 $1,808 242%

Source: estimates taken from nathaniel o. keohane, “Cost savings from allowance trading in the 1990 Clean 

air act,” in Charles e. kolstad and Jody Freeman, eds., Moving to Markets in Environmental Regulation: Lessons 

from Twenty Years of Experience (new York: oxford University Press, 2007), 194–229. 
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command-and-control. But such policies can be portrayed equally well 
another way: For a given total cost, a cap-and-trade policy allows more 
abatement. in the case of sulfur dioxide, the use of a cap-and-trade pro-
gram translated into roughly 10 percent more abatement being done than 
could have been done for the same total cost with a uniform emission 
rate standard.

Finally, we can consider the effects of the cap-and-trade program 
on technological change. in line with what we would expect, based on 
Chapter 9, allowance trading seems to have boosted the incentive for 
electric utilities to adopt lower-cost technologies. among electric utilities 
regulated by conventional emission rate standards, the cost of scrubbing 
appears to have had little impact on the decision to install a scrubber. in 
contrast, cost was an important consideration at power plants included in 
the allowance trading program. Meanwhile, evidence from patent data 
suggests that the so

2
 trading program spurred firms that design and build 

scrubbers to focus more on raising removal efficiencies than they had 
under previous command-and-control regulations (which did not reward 
increases in abatement beyond that required by the uniform standard). 
Both findings are consistent with theoretical predictions that market-
based policies promote greater technological innovation.7

Distributional Implications

in the case of a cap-and-trade program like that for sulfur dioxide, we 
can assess the distributional impacts along two very different dimensions: 
how were the allowances allocated, and where did the pollution end up?

at a broad level, the more than 6 million allowances (during phase 1) 
and the 9-million-ton cap in phase 2 were given away for free to existing 
power plants. an alternative allocation mechanism would have been to 
auction the allowances.8 as we discussed in Chapter 8, an auction would 
have raised government revenue that could have been used to offset dis-
tortionary income and sales taxes. instead, that revenue was handed to the 
electric power plants that participated in the market. in effect, the 1990 
Clean air act amendments created a new scarce resource and gave away 
the rents. a quick calculation can give you a sense of the total value of 
the scarcity rents involved. the average allowance price during phase 1 
was $135; multiplying by 6.3 million allowances implies a total annual 
value of $850 million. We saw earlier that the estimated annual cost of 
abatement was about $750 million, implying rents on the order of $100 
million a year.

What about the consequences of allowance trading for the distribution 
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of pollution? as we noted in Chapter 9, a potential concern with market-
based instruments arises when pollutants are not uniformly mixed. as it 
turns out, so

2
 is not uniformly mixed. emissions from power plants in 

ohio and indiana travel downwind to the urban centers of the northeast 
and contribute to acid rain in the adirondacks. emissions from power 
plants in Maryland or delaware, on the other hand, are much more likely 
to blow out to sea. in theory, the so

2
 trading program could have made 

matters worse—even as it lowered total pollution—if it had led to the 
reallocation of pollution from delaware to ohio. indeed, this issue was 
voiced by critics of the program.

retrospective analysis suggests that much larger net gains from the 
so

2
 trading program might have been possible, had regulators developed 

a differentiated trading program based on the marginal damages from emis-
sions at each source location rather than allowing trading on a ton-for-ton 
basis.9 however, although some redistribution of pollution did occur, by 
far the largest reductions in emissions took place in ohio, indiana, and 
other midwestern states—precisely the states whose emissions were of 
greatest potential concern.10 the reasons for this are varied, but three 
stand out. First, the required abatement implied by allowance allocations 
was largest in these regions, because they were also the biggest emitters 
before the program started. in other words, even if electric utilities had 
simply used up the allowances given to them, without trading with each 
other, abatement would have been greatest in these midwestern states. 
second, abatement was cheaper for many midwestern plants than for 
other power plants. relative to power plants in eastern states like West 
virginia and Georgia, midwestern plants have easy access to low-sulfur 
Wyoming coal. Finally, state-level regulations may have played a role. even 
after the introduction of the national trading program, some states still im-
posed limits on pollution from individual power plants, in order to protect 
local air quality. and states such as ohio and indiana sought to protect 
their in-state high-sulfur coal industries by encouraging power plants that 
participated in the allowance market to install scrubbers. as this discussion 
makes clear, there was nothing in the cap-and-trade program itself that 
prevented hot spot problems from intensifying. rather, a combination of 
factors, including luck, made the difference.

Compliance and Enforcement

Compliance and enforcement did not pose major hurdles for the so
2
 

trading program. We have noted already (in Chapter 9) that the costs of 
monitoring, though real, were roughly two orders of magnitude less than 
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the costs of abatement. Moreover, these monitoring costs would have 
been incurred by any approach based on emissions, such as a uniform 
performance standard.

observers typically note that compliance with the trading program 
was “100 percent,” meaning that participating utilities indeed retired as 
many allowances as needed to cover their emissions. Because the program 
allowed for a truing-up period early each year (firms had until March 
1 to ensure that their allowance holdings covered their previous year’s 
emissions), and utilities were fined $2,000 per ton for noncompliance (far 
above prevailing allowance prices), this high rate of compliance is hardly 
surprising. nonetheless, the smooth experience with the allowance trad-
ing system may have broader implications for market-based policies.

Individual Tradable Quotas for Fishing in New Zealand

in 1986, new Zealand set up what has become the world’s largest market 
for tradable iFQs. at the time, concerns about overfishing created a sense 
of crisis, especially for an island nation heavily dependent on its natural 
resources. a market-based approach to fishery management also appealed 
to the government at the time, which pursued a larger agenda of mar-
ket reform, including privatizing industries in some sectors and reducing 
subsidies in others.

each year, the government sets a total allowable catch (taC) for each 
species-region, based on a biologically determined maximum sustainable 
yield (MsY).11 Quotas are freely allocated based on a fisher’s average 
catch in a set of preceding years. Fishers can buy and sell iFQs, which 
represent the right to fish a percentage of the taC in perpetuity.12 With 
few exceptions, these quotas cannot be traded across regions, species, or 
years. When the system began, it covered twenty-six different species. By 
the mid-1990s, iFQ markets covered 85 percent of the commercial catch 
within the exclusive economic zone extending 200 miles out to sea from 
new Zealand. By 2009, ninety different species were included in the 
program.13 Coastal waters are spatially divided into quota management 
regions, with markets in each region for each relevant species, generating 
hundreds of separate markets.

Performance

the first question about the performance of an iFQ market is: did it 
help reduce overfishing and restore the stock? From its beginning, the 
program mandated a sharp reduction in the catch. in 1986, the taCs 
were only a quarter to three quarters of what they had been before the 



Market-Based Policies for Greenhouse Gas Emissions

Greenhouse gases present an interesting case for market-based policies, and 
not only because of the increasing focus on climate change. Several factors 
suggest that market-based instruments should be a natural fit. CO

2
 emissions 

can be readily measured, either directly (from smokestacks) or indirectly (be-
cause vehicle emissions can be calculated from the carbon content of the fuel). 
Marginal abatement costs vary widely across sectors and different types of 
greenhouse gases. Hot spots are not a concern. Creating incentives for tech-
nological innovation is crucial. At the same time, the fact that greenhouse gas 
emissions come from virtually every economic sector, in every country around 
the globe, creates its own design challenges.

 By 2008, market-based instruments for greenhouse gases seemed ascen-
dant. Emission trading was the centerpiece of the 1997 Kyoto Protocol, which 
took effect in 2008 on emissions from all developed countries except for the 
United States. Interest in the global carbon market was booming, prompted 
by a Kyoto program called the Clean Development Mechanism, under which 
emission reduction projects in developing countries could generate “offset 
credits” to be sold in compliance markets. The European Union’s cap-and-trade 
program for carbon dioxide was entering full operation, having completed a 
3-year pilot phase. And both candidates in that year’s U.S. presidential elec-
tion, Democrat Barack Obama and Republican John McCain, were calling for an 
economy-wide cap-and-trade program that would reduce U.S. greenhouse gas 
emissions 80 percent by the year 2050.

 Then the momentum stalled. Comprehensive climate legislation sponsored 
by Henry Waxman and Ed Markey passed the House of Representatives in 2009 
but never came to a vote in the Senate. Opponents of climate policy declared 
that cap-and-trade was dead. Russia’s Kyoto target (which was calculated from 
a 1990 baseline) ended up far above its emissions, thanks to the severe eco-
nomic downturn following the collapse of the Soviet Union; the resulting “hot 
air” essentially ended the prospects for robust trading under the Kyoto system. 
Even the EU’s system has run into criticism; as a result of the economic crisis of 
2009–2012, large supplies of Clean Development Mechanism credits, and the 
effects of complementary policies to promote renewable electricity generation, 
the price of EU allowances fell below ¤5. As recently as April 2013, the Econo-
mist magazine ran a headline asking, “Carbon Trading: ETS, RIP?”

 To paraphrase Mark Twain, the death of cap-and-trade (and other market-
based instruments for greenhouse gases) was widely exaggerated. As the map 
in figure 10.1 illustrates, dozens of political jurisdictions around the world have 
implemented emission trading systems or carbon taxes, with others poised to 
follow suit.14
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Figure 10.1 a map of current and planned carbon pricing programs around 
the world, including emission trading and carbon taxes. note that soon after this 
map was published, australia abandoned its emission trading program. Source: 
World Bank, State and Trends of Carbon Pricing 2014 (Washington, dC: World 
Bank, 2014).

 The European Union’s Emissions Trading System (EU ETS), discussed in 
the text, is still the largest emission trading system in the world (as of this 
writing). But other markets are worth mentioning as well. California has a ro-
bust emission trading system with the broadest coverage of any system in the 
world, including not only the electric power sector and industrial facilities but 
also transportation fuels, adding up to nearly 85 percent of the state’s green-
house gas emissions. California has also fully integrated its market with that 
of Quebec, creating the first internationally linked emission market (recall our 
discussion of linkage in Chapter 9). Elsewhere in the United States, the nine 
northeastern and mid-Atlantic states that are members of the Regional Green-
house Gas Initiative (RGGI) have had a cap-and-trade program in place for CO

2
 

emissions from the electric power sector since 2008, and they successfully 
revised and strengthened the program in 2013.
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program started. (Where a particular fishery fell within that range de-
pended on biological status and management goals.)15 available evidence 
suggests that few if any species populations are worse off as a result of 
the iFQ system (especially in comparison to the alternative of continued 
open access), and some show significant positive signs of recovery. one 
analysis of the rebound of regulated fish stocks in new Zealand examined 
149 of the 179 individual stocks (defined by species and region) that were 
governed by the system in 1993.16 only thirteen of these stocks were 
estimated to be smaller than the stock that would generate the maximum 
sustainable yield. another thirteen were estimated to be at or above this 
level, and the status of the remaining stocks was not determined. taCs 
for the fish stocks deemed to be below the MsY-supporting level have 
been reduced over time. this performance stands in contrast to the well-
publicized crashes of fish stocks in other parts of the world over the same 
period of time.

as with the so
2
 cap-and-trade program, we can also assess the perfor-

mance of the new Zealand iFQ program relative to alternative command- 
and-control policies, such as nontradable permits. no study has estimated 
the cost savings directly. But an analysis of market activity and iFQ prices 
can tell us a great deal about how well the market is performing, in terms 
of its ability to minimize costs.17 a recent study of the new Zealand iFQ 

Market-Based Policies for Greenhouse Gas Emissions     continued

 Perhaps most importantly, market-based policy instruments are being 
put in place in emerging economies. In 2015, trading began in South Korea’s 
emission trading system, whose first phase (from 2015 to 2017) covers roughly 
60 percent of the country’s annual greenhouse gas emissions, including power 
generation, steel, petrochemicals, and other sectors. China has implemented 
pilot emission trading programs in seven cities and provinces, which have a 
combined population of 250 million people and account for more than 25 per-
cent of the country’s gross domestic product. The country has announced plans 
to implement emission trading at a national level in 2017. Mexico instituted a 
partial carbon tax on fossil fuels as part of a sweeping energy reform package 
passed in 2012; the tax, which is roughly US$3 per ton of CO

2
 emissions, var-

ies by fuel (and exempts natural gas) but is expected to raise roughly US$2 
billion in annual revenue. Chile enacted legislation to put a US$5 per ton tax 
on CO

2
emissions from the power sector starting in 2018 and has discussed a 

possible later transition to an emission trading system. Other counties, most 
notably South Africa, have also announced plans to proceed with a carbon tax.
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market found that 70 percent of quota owners had taken part in a market 
transaction by 2000. Quota sales were highest early in the program, as the 
initial allocation was redistributed among fishers. this is consistent with 
increased efficiency: Presumably, more profitable producers bought their 
way into the program, and less profitable producers sold their quotas and 
exited.

the variation of prices around their annual mean can also tell us some-
thing about how smoothly the market is operating. in a well-functioning 
market, the price of an iFQ would reflect the present value of the stream 
of expected future net revenue from future harvests. economic theory 
would predict a single price within a species-region, just as in any well-
functioning competitive market. in reality, transaction costs and other im-
perfections can lead to price variation even for an identical good. (think, 
for example, of gasoline prices, which often vary widely within a neigh-
borhood despite the fact that the underlying product is essentially identi-
cal.) in the new Zealand iFQ market, quota prices varied by as much 
as 5 percent around their mean value, comparable to price dispersion in 
other real-world markets. Moreover, price dispersion has been trending 
downward since the market’s inception in 1986, suggesting that market 
frictions are diminishing.

trends in quota prices give a measure of the long-run performance of 
the program. a prime goal of fishery management, after all, is to raise the 
economic value of the fishery. remember the basic intuition that iFQs 
work by establishing property rights to the fishery. Just as house values rise 
with neighborhood revitalization, the value of a fishing quota should rise 
over time as the health of the fishery improves. this is exactly what ap-
pears to be happening in the new Zealand market. Quota prices, adjusted 
for inflation and controlling for a range of outside factors, have risen at a 
rate of 5 to 10 percent over the course of the program, with higher rates 
observed in markets that saw greater initial reductions in the allowable 
catch and correspondingly higher consolidation of quota ownership.

Distributional Implications

one of the strongest objections to iFQ markets is that they encourage 
consolidation of the fishery, in other words, a reduction in the number of 
fishers operating in the market. this occurs partly because of the overall 
decline in the allowable catch that often accompanies a new market, just 
like under any fishery regulation. But consolidation tends to be greater 
under an iFQ system, which allows less profitable fishers to exit the in-
dustry, while more profitable fishers enter or expand to capture a greater 
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share of the market. From an efficiency perspective, the exit of high-cost 
fishers and their replacement by low-cost fishers is exactly the purpose 
of the market. after all, falling costs boost the economic value of the re-
source, leading to higher profits for the fishers who remain in the industry, 
lower prices for consumers, or both.

the implications of consolidation for equity are mixed, however. Crit-
ics argue that iFQs give an unfair advantage to large firms that can take 
advantage of scale economies to reduce their fishing costs below those of 
small-scale fishers.18 they also lament the decline of a way of life that in 
many cases has been handed down over several generations. on the other 
hand, it is not clear that the distributional implications are negative. after 
all, any fishers who exit the fishery do so by choice and earn a profit from 
selling their quotas as a result. in contrast, restricting harvests without al-
lowing trading may deny fishers the choice of whether to remain or exit, 
and those who exit do so without compensation. indeed, any adverse 
distributional impacts of iFQ systems must be compared against the con-
sequences of some other form of restriction on harvests (which will also 
harm fishing communities) or of continued open access (which is likely 
to bring on the collapse of the fishery).

iFQ markets can be designed to address some of these concerns. For 
example, the initial allocation of quotas provides a way to address distribu-
tional issues. recall from our discussion of tradable pollution allowances 
in Chapter 9 that the equilibrium allocation of quotas in a market is essen-
tially independent of the initial allocation (as long as transactions costs are 
low). if equity is a concern, fishery managers can hand out a dispropor-
tionate share of quotas to small-scale fishers or those who have had a long 
history fishing the resource. if consolidation per se is a concern, it can 
be limited by policies that impose maximum quota holdings or the like. 
however, unlike changes to the initial allocation, such constraints on the 
final allocation of quotas come at a substantial cost in terms of efficiency.

how does all this play out in the case of new Zealand? some con-
solidation has certainly happened. Between 1986 and 2003, the number 
of quota owners in the iFQ system declined by 37 percent, primarily in 
species-regions most severely overcapitalized before the introduction of 
markets.19 Many of those who have exited the markets are small-scale 
fishers, but many of these remain as well.

another distributional issue in new Zealand’s iFQ system concerned 
its impact on the traditional fishing communities of native new Zealand-
ers, the Maori. the initial design of the iFQ market excluded the Maori 
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altogether. in response, the Maori successfully sued the government in 
the late 1980s, arguing that they had been disenfranchised. as a result 
of this litigation, the government allocated shares of the taC to Maori 
communities in 1992 (10 percent of all existing iFQs, plus 20 percent of 
the taC for any new fish stock regulated by the program) and provided 
funding for the purchase by Maori of one-half of new Zealand’s largest 
fish company.20

Compliance and Enforcement

traditional fishing regulations are famously difficult to monitor and en-
force. For example, limiting fishing seasons or particular fishing areas re-
sults in steep increases in the concentration of effort within allowable 
times and places. Limits on the types of allowable fishing technologies 
create strong incentives for the development of alternative fishing gear 
that is equally, and in some cases even more, productive. Gear restrictions 
require on-boat inspections, and the enforcement of fishing seasons and 
area restrictions requires that regulators monitor fishing activity at sea.

Like traditional fishery regulation, market-based regulation requires 
monitoring and enforcement to ensure compliance. Within new Zea-
land’s iFQ program, quota holders pay levies per metric ton of quota 
share to support the cost of managing and administering the program, 
including enforcement costs.21 enforcement under an iFQ program is 
mainly a matter of auditing paperwork and the exchange of fish between 
boats and fish purchasers where fish are landed—easier than monitoring 
at sea. Penalties for violating the iFQ regulations in new Zealand include 
forfeiture of fishing quotas, seizure of property, and exclusion from the 
fishing industry.

in comparison to what may occur under traditional regulations, fishers’ 
attempts to maximize the value of their catch, given their quota, under a 
market-based system can lead to practices such as high grading and price-
dumping. high grading involves the discard of lower-valued members of 
the quota species (for example, smaller fish) so as to fill the quota with 
the most profitable fish. high grading of snapper was a problem in the 
early years of new Zealand’s iFQ program, but vigorous enforcement has 
ended the practice.22 Price-dumping occurs when fishers discard their 
catch when fish prices fall, to leave room to fill their quota on more 
profitable days when prices are higher. it is difficult to determine how 
common such practices are. one analyst surveyed new Zealand fishers 
in 1987, at the start of the program, and found that 40 percent thought 
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that enforcement of the iFQ system was an important problem, and 66 
percent were concerned about high grading. By 1995, however, the com-
parable figures were 21 and 25 percent, respectively.23

a related concern involves the effects of fishery management on other 
marine life, a problem known as bycatch. Fishers concentrating on a par-
ticular valuable species often end up catching other unwanted fish or 
marine animals in their nets. (the most famous example is the dolphins 
caught in seine nets formerly used to catch tuna in the eastern tropical 
Pacific.) there is reason to believe that the comprehensive nature of the 
new Zealand iFQ system may indirectly alleviate the bycatch problem. 
the quota markets cover so many species that fishers have taken signifi-
cant measures to reduce bycatch, in order to avoid the need to purchase 
additional quota or pay fees to regulators for species caught outside a 
fisher’s quota portfolio. nonetheless, bycatch is a significant issue in some 
new Zealand fisheries. the important question is how bycatch under a 
market-based system compares to that which we would observe under 
traditional fishing regulation. as yet, the data from new Zealand are in-
sufficient to make this comparison.

Municipal Water Pricing

Cities in arid U.s. states such as texas and California have struggled to 
manage water scarcity in the face of growing populations, high house-
hold water demand (for swimming pools and landscaping, among other 
things), and the increasing cost of acquiring and developing new water 
supplies. during droughts, cities typically implement voluntary or man-
datory limits on residential water consumption. For example, cities may 
restrict certain activities such as watering lawns, or require homeowners 
to install water-saving devices such as low-flow shower heads. as you 
have probably realized by now, these kinds of blanket limitations on water 
consumption are not how an economist would approach the problem of 
managing scarce water resources. What do market-based solutions look 
like in this context?

a key economic insight from our discussion of natural resources in 
Chapters 6 and 7 is that the price of a resource should reflect its scarcity. 
setting higher water prices during droughts (when scarcity is greater) 
could achieve the same reductions in water use as the kinds of policies 
mentioned earlier, at lower total cost. Moreover, such prices promote the 
efficient allocation of water among competing demands. higher prices 
would ensure that scarce water flowed to the highest-valued uses. rela-
tive to one-size-fits-all restrictions, consumers with high willingness to 
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pay for water would end up consuming more, and consumers with low 
willingness to pay would cut back on their use. We have emphasized the 
critical role played by cost heterogeneity in pollution control or fishery 
management. in the context of water pricing, benefit heterogeneity plays 
an analogous role. the greater the differences between water consumers 
and the more varied their marginal willingness to pay for the resource, 
the greater the gains will be from allocating water by prices or markets.

Performance

as a baseline for assessing the performance of drought pricing, let’s start by 
considering the effectiveness of command-and-control alternatives. here, 
the evidence is mixed. in general, requiring customers to install specific 
water-conserving technologies does reduce consumption—but typically 
by much less than the manufacturing specifications for the conserva-
tion technology would predict.24 (one possible reason is that consumers 
change their behavior after installing the new technologies, such as start-
ing to take longer showers after installing a low-flow showerhead or doing 
more loads of laundry after they buy a water- and energy-efficient front-
loading machine.) a comprehensive study of conservation programs in 
California found that public information campaigns, retrofit subsidies, 
water rationing, and water use restrictions all contributed to reductions in 
residential water use, with the more stringent, mandatory policies having 
stronger effects than voluntary policies and education programs.25

Price increases have been used infrequently as a drought management 
tool. during an extended drought in California from 1987 to 1992, a 
handful of municipal water utilities implemented price increases to re-
duce water demand, achieving aggregate demand reductions of 20 to 33 
percent with very substantial price increases.26 in principle, it would be 
straightforward to design a drought pricing system that would result in the 
same aggregate water savings as an existing nonprice approach. the key 
piece of information needed in each case would be the price elasticity of 
water demand, a measure of how sensitive consumers are to changes in 
the price of water.27 estimates of residential water price elasticities in the 
short run usually range from –0.3 to –0.6, meaning that a 10 percent price 
increase can be expected to reduce demand by 3 to 6 percent.

in the absence of extensive empirical experience, analysts have used 
data on actual water use to run simulations of what would happen un-
der hypothetical (but plausible) market-based policies. a recent study of 
thirteen California cities found that under a wide range of assumptions, a 
modest water tax (a price increase) would be more cost-effective than a 
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technology standard (a mandatory low-flow appliance regulation).28 an-
other study of eleven urban areas in the United states and Canada com-
pared residential outdoor watering restrictions with drought pricing.29 
For the same level of aggregate demand reduction as that implied by a 
regulation allowing households to use water outdoors (for watering lawns 
and washing cars) only two days per week, the establishment of drought 
pricing in each city would result in welfare gains of approximately $96 
per household per summer drought. this represents about 29 percent of 
the average household’s total annual water bill in this study.

in the long run, higher prices for water will lead to land use pat-
terns, investments, and consumption decisions that take account of water 
scarcity. For example, we would expect households to plant fewer green 
lawns and install front-loading washing machines (which use much less 
water than top-loaders) more often in cities where water prices are high. 
as in the case of market-based policies to reduce air and water pollution, 
prices provide a strong incentive for technological change that lowers the 
marginal cost of water conservation.

Distributional Implications

the main distributional concern with a price-based approach to urban 
water management arises from one of the central features of a market. to 
an economist, one of the virtues of markets is that they allocate resources 
according to who is willing to pay the most for them. But willingness 
to pay strikes some people as an unfair criterion for allocation, because 
it is strongly influenced by ability to pay. What you are willing to pay 
for something depends in part on how much money you have to spend. 
(recall our discussion of willingness to pay versus willingness to accept 
in Chapter 3.) this sense of unfairness may be especially acute when we 
are dealing with resources that satisfy basic needs, such as water for drink-
ing and bathing. these distributional impacts are illustrated by the results 
of the study of U.s. and Canadian cities mentioned earlier. not surpris-
ingly, raising prices during a drought, rather than restricting consumption, 
would result in more water being consumed by wealthier households 
with large lots and less by poorer households. in welfare terms, as well, 
poorer households would be hit harder: the reduction in consumer sur-
plus as a percentage of income is larger for low-income households.

Concerns about distributional equity could be addressed by combin-
ing drought pricing with income transfers. higher water prices would 
yield substantial profits for the utilities, profits that would have to be 
returned to consumers in some form (because water utilities tend to be 
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subject to strict price regulation and oversight). in the case of residen-
tial water use, higher prices during droughts could be offset by rebates 
(unrelated to water use) to low-income households, which could appear 
automatically on residential water bills. (note the parallel with the use of 
iFQ allocations to meet distributional equity goals in the case of fishery 
management and with the use of air pollution allowance allocations to 
meet political and distributional goals.)

Compliance, Monitoring, and Enforcement

applying market principles to urban water management raises fewer 
concerns for monitoring and enforcement than do existing command-
and-control approaches. Under outdoor watering restrictions during a 
drought, utilities rely on neighbors to report illegal watering, a notori-
ously ineffective system. additionally, requirements for the installation of 
indoor water-saving fixtures cannot be monitored and enforced without 
utility representatives entering private homes. in contrast, drought pricing 
involves simply changing the price of water. Because almost all house-
holds pay according to how much water they use, and their water con-
sumption is already metered, there’s no need for additional monitoring 
and enforcement. indeed, cheating in the drought pricing scenario would 
require households to figure out how to consume water off the meter. of 
course, where metering is not prevalent, a drought pricing policy would 
require meter installation for all users, but so would any attempt to charge 
people according to the amount of water they consume.

The European Union’s Emissions Trading System

as we discussed briefly in Chapter 8, the european Union emissions 
trading system (eU ets) is the world’s largest emission trading program, 
covering more than eleven thousand power stations, factories, and other 
stationary facilities (as well as civil aviation) accounting for roughly 50 
percent of Co

2
 emissions and 40 percent of total eU greenhouse gas 

emissions.
the eU ets was implemented as a central means of complying 

with the greenhouse gas emission targets taken on by the eU Member 
states under the kyoto Protocol signed in 1997.30 By the early 2000s, 
the United kingdom and denmark had each begun to implement their 
own cap-and-trade programs (a voluntary program in the case of the 
United kingdom, a cap on emissions from the electricity sector in den-
mark), triggering concerns about a patchwork of emission trading systems 
within the continent. (attempts to establish an eU-wide carbon tax in 
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the early 1990s had failed for legal and institutional reasons: eU law re-
quires unanimity on the part of the member states for fiscal decisions, and 
this proved impossible to achieve. Many Member states resisted the idea, 
motivated in part by the desire to retain authority over their own systems 
of taxation.)

the system has been implemented in phases. after an initial pilot phase 
from 2005 to 2007, the eU ets was launched in earnest in 2008, with 
this second phase lasting until 2012 (coinciding with the first compliance 
period under the kyoto Protocol). Phase 3 started in 2013 and will run 
to 2020. in addition to retiring allowances (known as european Union 
allowances [eUas]), regulated entities may comply with their obliga-
tions by using “offset” credits generated under the kyoto Protocol’s Clean 
development Mechanism, which allows projects in developing countries 
to receive credits for estimated emission reductions relative to business 
as usual. after the initial pilot phase, full banking of allowances has been 
allowed.

at the most fundamental level, the eU ets has met its goal: total 
emissions among covered facilities have been less than the cap. deter-
mining the amount of abatement achieved as a result of the system has 
been surprisingly difficult, however, partly because of a paucity of good 
data but mostly because of the challenge of disentangling the effects of 
the eU ets from the global recession in the wake of the 2008 financial 
crisis. the second phase (2008–2012) of the eU ets coincided with a 
deep decline in economic activity, and this continued into the first years 
of the third phase (2013–2020); emissions over this period would have 
fallen even without the eU ets, complicating attribution. nonetheless, 
analyses that have sought to estimate a “counterfactual” level of emissions 
have generally concluded that the eU ets achieved reductions on the 
order of 3 percent of emissions (roughly 60 million tons per year) in the 
first 18 months of phase 1, when allowance prices were in the range of 
30–15 per ton, with somewhat less abatement in phase 2. Most of the 
emission reductions appear to have occurred in the electric power sector, 
as a result of switching from coal to natural gas.

another important measure of performance is innovation. as we noted 
in Chapter 9, economic theory suggests that putting a price on emissions 
should encourage firms to increase investment in research and develop-
ment for new technologies. a careful study of innovation under the eU 
ets did indeed find an increase in innovation (as measured by patents for 
low-carbon technologies) among firms that were regulated by the trad-
ing system. however, because the set of firms regulated by the eU ets 
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accounted for a small share of overall patenting activity, the overall effect 
on low-carbon innovation has been small.31

not surprisingly, one of the most politically contentious issues has 
been the allocation of emission allowances. in the first two phases, a large 
proportion of allowances were allocated for free to covered entities, in-
cluding electric utilities. in countries that had deregulated their wholesale 
electricity markets, power generators were able to pass on the opportu-
nity cost of emission allowances in the form of higher electricity prices 
even though they received the allowances for free. although the resulting 
windfall profits were limited to the electric power sector and concen-
trated in a few countries, they generated predictable outrage. Partly as a 
consequence, in phase 3 the eU began using auctioning to allocate most 
allowances, eliminating the windfall profits problem. however, industries 
that face foreign competition from countries without comparable climate 
policies will continue to receive some free allocation, motivated in part 
by concerns about “carbon leakage,” the possibility that stringent climate 
policies in the eU could drive industries to move their operations over-
seas, increasing emissions elsewhere and undermining the gains from the 
eU’s actions.

another focus of attention has been the price of allowances. in the 
early years of the program, allowance prices were quite volatile, largely as 
a result of how the pilot phase was designed. Because eU Member states 
lacked actual data on emissions before the eU ets began, they set their 
initial emission caps based on estimates of what emissions were likely to 
be; when new data became available showing that the system was over-
allocated, the allowance price dropped sharply from more than 30 to 
around 15 per ton. in addition, because the eU had deliberately speci-
fied that allowances from the pilot phase could not be used in subsequent 
years, the price inevitably collapsed to zero by the end of the period.

since the start of phase 2, allowance prices have been less volatile, but 
they remain lower than initially expected: after staying around 15 per 
ton for most of 2009 to 2011, the price fell to less than 5 in 2013 and 
remained below 10 per ton in early 2015. the low prices are attributable 
to a number of factors, including the economic recession (real economic 
output in the eU as a whole fell by more than 4 percent from 2008 to 
2009 and did not fully recover to its pre-recession level until 2014), the 
availability of a large supply of offset credits available under the Clean 
development Mechanism and an absence of significant demand for those 
credits outside the eU, and the effects of other policies such as “feed-in 
tariffs” to subsidize renewable electricity generation.
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What should we make of this price history? on one hand, the low 
price of eUas has contributed to the modest levels of abatement and 
innovation discussed earlier. in particular, allowance prices have been too 
low to support the commercial deployment of major new abatement 
technologies, such as technologies to capture and store carbon dioxide 
emissions from power plants. those concerns have led many observers to 
suggest that a higher price would have been preferable.

on the other hand, one of the causes of the lower-than-expected al-
lowance price was the economic downturn after the financial crisis. Less 
economic activity means lower emissions, which in turn means lower de-
mand for allowances and a lower price. as the eU’s experience illustrates, 
allowance prices in emission trading systems are procyclical: they will be 
lower during periods of low economic growth. although this feature may 
be frustrating for policymakers (and environmental advocates) hoping to 
see more significant abatement, it cushioned the effect of the eU ets on 
regulated sectors during a severe downturn and probably helped make it 
more politically resilient. an emission tax that had remained high during 
the deepest recession in decades would have imposed much higher costs 
on a fragile economy and might not have survived politically. (recall our 
discussion about setting prices versus setting quantities in Chapter 8.)

at any rate, the lower-than-expected prices have been a source of con-
cern within the eU and have led to a number of reforms. the first was 
simply to tighten the cap: in 2014, eU leaders agreed on a more stringent 
2030 target, which also implies steeper annual reductions after 2020. in 
addition, the eU delayed releasing some allowances into the market for a 
few years, a move known as backloading. (economic theory suggests that 
backloading by itself should not affect the price of allowances because it 
changes only the timing of allowance releases into the market and not the 
overall amount, and there is already a large bank of allowances. indeed, 
allowance prices do not appear to have risen significantly as a result.) 
Finally, the eU has proposed a measure called a market stability reserve, 
to be implemented no later than 2021, when phase 4 begins. Under this 
approach, allowances will be withheld from auction and placed into a 
reserve if the surplus of available allowances rises above a pre-specified 
level; allowances will be released from the reserve and added to auctions 
if the surplus falls below a lower bound. (this approach can be thought 
of as analogous to how the Federal reserve of the United states seeks to 
influence interest rates by buying or selling treasury bonds to influence 
the money supply.) it will be interesting to see how these reforms play 
out in the eU ets over the coming years.
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Water Quality Trading

there are about three dozen water pollution trading programs (usually 
called water quality trading programs) in place around the world, with 
all but a handful of these in the United states.32 these cap-and-trade 
programs are small and low-profile relative to their counterparts for air 
pollution, discussed at length in this book. in contrast to the so

2
 trading 

program or the Co
2
 trading programs in place in the United states and 

elsewhere, water quality trading programs typically involve bilateral trades: 
sources of the targeted water pollutant negotiate directly with each other 
(with a regulator’s careful supervision) rather than through a traditional 
market with a single, well-known price. the higher transaction costs that 
result from this style of trading may be one reason for the relative lack 
of success in water quality trading, relative to programs for air pollution. 
For some programs, an intermediary (either a state regulatory agency or 
a specially designed clearinghouse institution) may convert the abate-
ment activities of diffuse nonpoint sources of pollution (such as farms 
that implement changes in their land management practices, like planting 
buffer strips that separate livestock or crop fields from streams) into a uni-
form credit currency to be purchased by point sources (such as municipal 
sewage treatment plants or industrial point sources of pollution). to date, 
two active programs, australia’s hunter river salinity trading program 
and the Pennsylvania nutrient Credit trading program, have established 
true exchange markets, where buyers and sellers trade uniform credits at 
transparent prices.

the hunter river program has been in operation since 2004, reduc-
ing the concentration of salts in the river from agricultural irrigation, 
disposal of brine from coal mining, and water diversions from cooling in 
electricity generation (which concentrates salts in the water replaced in 
the river). the program restricts saline discharges from these sources to 
periods when the river’s flow is high and to concentrations compatible 
with each facility’s credit allocation. if discharges exceed a facility’s credits, 
they may purchase credits from other facilities. Because flow conditions 
can change rapidly, trading is accomplished online, in real time, through 
a central website. the alternative for participating sources would have 
been the construction and maintenance of larger saline water reservoirs, 
at much greater expense.

in 2010, the U.s. ePa imposed a pollution “budget” on the six states 
whose rivers and streams discharge to the Chesapeake Bay under the 
Clean Water act’s total Maximum daily Load (tMdL) program. the 
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water pollution problem addressed by this program is nutrient concen-
trations, which cause excessive aquatic vegetation and eventual decom-
position, which deprives deeper waters of oxygen, creating hypoxic or 
“dead” zones. three states—Pennsylvania, virginia, and Maryland—opted 
to implement water quality trading programs to reduce compliance costs 
for the abatement required by the Chesapeake Bay tMdL. 

as noted earlier, Pennsylvania’s program is a traditional market. thus 
far, trades have been made by municipal sewage treatment plants, counties, 
industrial point sources, and several brokers or aggregators of credits for 
nonpoint source abatement by farms. trades are facilitated through online 
auctions, although some bilateral negotiations also take place. 

this trading program, and the others set up to address the problem of 
hypoxia in the Chesapeake Bay, are too young to fully assess in terms of 
their effectiveness and cost-effectiveness relative to other regulatory ap-
proaches. however, a prospective study has estimated the potential cost 
savings from water quality trading across all of the states covered by the 
Chesapeake Bay tMdL. if sources are allowed to trade only with other 
point sources, within a river basin, and within a state, compliance costs 
could be reduced by $78 million per year, or about 20 percent relative to 
no trading. that potential cost savings would increase to about 50 percent 
if trading were allowed watershed-wide across state and basin boundaries, 
among all sources.33

as discussed in Chapter 9, regulators must deal with nonuniform mix-
ing of pollution in water quality trading programs, establishing complex 
matrices that describe the effects of effluents by each potential polluter 
on pollution concentrations at various points downstream. For example, 
say that we are trying to reduce the dead zone in the Gulf of Mexico, and 
we have determined that the two main causes are farming in midwestern 
states upstream of the Mississippi delta and municipal sewage treatment 
plant discharge from cities in the delta. the effects on water quality in the 
gulf of these upstream and downstream effluents, of nitrogen and phos-
phorus in different forms and quantities, will differ by source and even 
by season. We cannot simply set a cap on the two pollutants in the delta 
region and allow polluters to trade, without first thinking about the ratios 
at which each pair of sources should be allowed to trade. For this reason 
and others, markets for water quality problems are more complex than for 
carbon dioxide emissions or for fishery management.

however, one of the biggest barriers to the expansion of these pro-
grams in the United states and elsewhere is not related to the issues we 
have raised thus far: transaction costs and nonuniform mixing of water 
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pollutants. instead, it is a much more basic problem that has nothing 
to do with markets but everything to do with the success or failure of 
market-based policies: who is included and who is excluded from the 
cap on water pollution. in particular, agricultural nonpoint source pollu-
tion is essentially unregulated by the Clean Water act, creating a de facto 
property rights distortion that hampers the ability to attain water quality 
goals (because this source of pollution is the primary remaining cause of 
impairment in U.s. rivers and streams) and increases compliance costs 
for the sources that participate. in some cases (including the Chesapeake 
Bay trading programs described earlier), farmers are enticed to participate 
by the promise of financial gain. Because they tend to have low-cost 
abatement opportunities on their land (because of the absence of direct 
regulation), they face significant demand for credits for their abatement 
activities from regulated sources that have climbed up their own marginal 
abatement cost curves due to decades of increasingly stringent regulation. 
however, establishing reliable data on the effectiveness of on-farm abate-
ment activities and dealing with the issue of liability for emission reduc-
tions have both been significant barriers to increased trading involving 
farms. this problem is similar to the problem of incorporating carbon 
offsets from countries outside any greenhouse gas emission cap into Co

2
 

trading programs in countries and other entities that do face a cap, and it 
is a significant challenge to further expansion of trading in this context.

Waste Management: “Pay as You Throw”

Market-based approaches have also been used to manage solid waste. 
some waste products have high recycling value and may not even enter 
the actual waste stream. We rarely observe piles of copper piping set at 
the curb by households on trash collection days. similarly, alcoa (the alu-
minum giant) sponsors local drop-off centers for aluminum recycling—
not as a charitable effort but because it is much less costly to produce 
aluminum from scrap metal than from virgin ore. however, the bulk of 
municipal solid waste eventually ends up as trash, with legal and illegal 
disposal costs (such as pollution externalities, collection costs, and landfill 
space) borne by the community as a whole.

one estimate suggests that the marginal cost of garbage collection and 
disposal by the public sector for an american household is $1.03 per bag. 
But until recently, the private marginal disposal cost for these households 
was zero.34 Prompted by rising landfill costs and incineration fees (in part 
due to widespread community opposition to the siting of new waste 
disposal facilities “in their backyards”), many U.s. communities in the 
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1980s and 1990s began experimenting with volume-based waste disposal 
charges, also known as pay-as-you-throw systems. By internalizing some 
marginal waste disposal costs, these market-based approaches create in-
centives to minimize waste volume through recycling, composting, and 
reducing demand for products with excessive packaging. the programs 
can take many forms, including requirements for the purchase of official 
garbage bags, or of stickers to attach to bags, not to exceed a specified 
volume; periodic disposal charges for the number and size of official city 
trash cans collected at the curb; and charges based on the measured weight 
of trash. in 2006, more than seven thousand U.s. communities had imple-
mented some form of pay-as-you-throw disposal.35

a study of a pay-as-you-throw program in Charlottesville, virginia 
found that charging 80 cents per garbage bag resulted in a 37 percent 
decrease in the number of bags.36 however, this effect was offset by two 
factors that are common to such programs. First, the reduction in the 
weight of trash (a better indicator of disposal cost than volume, because 
garbage trucks compact trash bags anyway) was much smaller: only 14 
percent. this phenomenon is known as the seattle stomp, after the sup-
posed exertions of seattle residents who responded to volume-based 
charges by compacting their trash themselves. second, charging for trash 
creates an incentive for illegal dumping. in the Charlottesville case, the 
true reduction in weight was only 10 percent once illegal disposal was 
taken into account. a broader study of twenty U.s. metropolitan statistical 
areas found that the effects of unit disposal pricing were unclear and al-
most certainly much smaller than the effects of simply providing curbside 
recycling pickup. a more recent study of two hundred new hampshire 
towns, sixty-two of which were using these market-based solid waste 
management programs, suggests that their introduction reduces munici-
pal solid waste generation very significantly and that increasing the per-
bag disposal cost has an additional marginal effect on waste reduction.37 
overall, the empirical evidence suggests that pay-as-you-throw policies 
do reduce the volume of municipal solid waste and that reducing barriers 
to recycling and increasing enforcement of illegal disposal regulations may 
be important complements to these policies.

Habitat and Land Management

some of the most novel applications of market-based policies have con-
cerned land use management and habitat preservation. We discuss three 
prominent examples along this new frontier: tradable development rights, 
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wetland mitigation banking, and flexible mechanisms for endangered spe-
cies preservation. at the end of this section, we discuss some common 
concerns that arise in this realm of market-based policy.

Tradable Development Rights

in developing countries, conflicts between conservation and development 
goals can be particularly intense. For households mired in poverty, the 
short-term cost of land use restrictions can be very high. Conversion of 
forests and other ecologically valuable lands to agriculture is pervasive. 
attempting to balance these concerns, some countries have implemented 
a variety of market-based policies attempting to reweight relative returns 
to land uses, making the socially desirable land uses more competitive. For 
example, since 1965 land in southern Brazil has been subject to a require-
ment that each parcel of private property remain in native or regener-
ated forest, with mixed results. recent changes exempt some landowners 
from this requirement, allowing them instead to offset the loss of forest 
to development on one parcel by preserving another parcel elsewhere. 
this policy, known as tradable development rights (tdrs), was first in-
troduced in the amazon region in 1998, with a requirement that the 
offset occur within the same ecosystem and with lands of greater or equal 
ecological value. similar systems were implemented in the Brazilian states 
of Paraná and Minas Gerais around the same time. simulations for Minas 
Gerais indicate that allowing such trading lowers the cost to landowners 
of protecting a given amount of forest. naturally, the potential gains from 
trade increase with the geographic scope of trading, but this also increases 
the heterogeneity of incorporated forest areas (perhaps diminishing real 
substitutability) and the costs of monitoring and enforcement.38

in developed countries, tdrs have been used to control urban growth 
(and sprawling development), as an alternative to traditional zoning regu-
lations. since the 1970s, about 140 U.s. communities have implemented 
tdrs, with many other potential programs in the pipeline. Calvert 
County, Maryland (near Washington, d.C.) adopted a tdr program in 
1978 to preserve farmland on the urban fringe. an estimated 13,000 acres 
of farmland had been preserved by tdr sales through 2005, with some 
signs of influence on housing density in the region.39

Wetland Mitigation Banking

Wetlands provide a rich set of ecosystem services, including water purifi-
cation, groundwater recharge, flood control, and habitat for many species 
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of fish, birds, and mammals. accordingly, they present a classic public 
goods problem. there are no markets for these services, and wetlands 
have been rapidly depleted in many parts of the world by conversion to 
competing land uses, such as urbanization and agriculture. some conver-
sion may reflect efficient land use change, as wetlands give way to highly 
valued uses; by the same token, in other instances the costs of losing 
wetlands surely outweigh the benefits from development. the key point 
is that in the absence of markets for wetland services, the social value of 
wetlands in these transactions is essentially ignored.

since the early 1990s, the two federal agencies in the United states that 
share responsibility for wetlands (the army Corps of engineers and the 
ePa) have experimented with a market-based approach to this problem, 
known as mitigation banking. to secure a federal permit to convert wetlands 
to other land uses, a developer must compensate for the lost wetlands by 
preserving, expanding, or creating wetlands elsewhere. Between 1993 and 
2000, developers filled 9,500 hectares of wetlands, with federal permis-
sion, and restored or created 16,500 hectares in mitigation. to meet the 
demand for mitigation, wetland banks have sprung up. the banks work 
in many different ways, but the general idea is that developers may fill or 
drain wetlands in one area in exchange for the purchase of credits for wet-
lands restoration or creation through a central broker. as of 2005, there 
were 405 approved wetland banks operating in the United states, nearly 
twice the number 4 years earlier. of those 405 banks, 75 were sold out, 
that is, they had exhausted their credits. another 169 banks were await-
ing approval. Moreover, 70 percent of the operating banks were private 
commercial wetland banks, set up by private entrepreneurs in order to sell 
mitigation credits on the open market (rather than banks created to offset 
a specific development). demand for these credits appears high. in north 
Carolina, for example, mitigation credits fetch $30,000 to nearly $60,000 
per acre; similar prices have been reported in other states.40

it is worth pointing out the important role played by current regula-
tion in establishing the baseline for trading. the impetus for mitigation 
banking arose from a policy goal of no net loss of wetlands. in effect, miti-
gation banking in the United states is a cap-and-trade policy in which the 
cap on new wetlands loss (at least in principle) is zero.

Flexible Mechanisms for Endangered Species Preservation

a similar policy, known as conservation banking, has been developed to 
mitigate the destruction of endangered species habitat. Fittingly enough, 
the origins of conservation banking can be traced to a trade very much 
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in the spirit of ronald Coase. in 1993, the Bank of america foreclosed 
on a parcel of land in southern California that had low value to de-
velopers but abundant coastal sage scrub habitat, home to the coastal 
California gnatcatcher, a songbird that had recently been designated as 
threatened under the federal endangered species act (esa). around the 
same time, the state’s highway department, Caltrans, wanted to build a 
highway project through similar habitat elsewhere in the state. the U.s. 
Fish and Wildlife service approved a trade: Caltrans purchased the land 
from Bank of america and placed a conservation easement on it, in re-
turn for permission to proceed with the highway construction. in 1995, 
such trades were enshrined in a state policy modeled after federal wetland 
mitigation banking.41

the federal government’s role in conservation banking stems from the 
underlying authority granted by the esa. in 2003, the program became 
a national one when the U.s. Fish and Wildlife service (UsFWs) issued 
an official regulatory guidance approving the use of conservation banking 
to mitigate the destruction of endangered species habitat. as in wetland 
mitigation banking, developers can purchase credits from an approved 
conservation bank as a means of offsetting adverse impacts on threatened 
or endangered species. according to the UsFWs, approximately forty-
five conservation banks had been approved by the end of 2004, mostly 
in California.

an even more widely used flexible mechanism under the esa is the 
habitat Conservation Plan (hCP). since 1983, the esa has allowed the 
UsFWs to issue an “incidental take permit,” allowing landowners to en-
gage in land development activities otherwise prohibited under the act, 
as long as they have an approved hCP. the use of these plans ramped up 
slowly at first, with only fourteen completed between 1983 and 1992. 
the Clinton administration added the “no surprises rule,” ensuring that 
landowners’ obligations under an hCP would not change even if future 
conditions changed (for example, if species recovery expanded the habitat 
present on their private property). Between 1994 and 1997, 225 hCPs 
were approved, and by late 2012, almost 700 were in place, affecting 40 
million U.s. acres and hundreds of species. the first empirical analysis of 
this approach demonstrated that between 1990 and 2004, species covered 
by hCPs were more likely to show improvement in their recovery status, 
by UsFWs standards, and less likely to be declining or classified as extinct 
than those without hCPs.42

Finding ways to cost-effectively engage private landowners in species 
and habitat conservation is essential to the success of these endeavors, 
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because 80–90 percent of known U.s. endangered species populations 
are on private land. over the past two decades, studies have confirmed 
anecdotal stories suggesting that landowners may engage in pre-emptive 
habitat destruction to avoid the discovery or designation of critical species 
habitat on their land, given the cost of the restrictions that such designa-
tion imposes.43 thus, flexible mechanisms such as hCPs and conservation 
banking may not only improve the cost-effectiveness of species preserva-
tion efforts; they may be essential to its effectiveness.

Prospects and Remaining Issues

as these examples illustrate, the application of market principles to land 
management is an active frontier in environmental policy. despite the 
excitement and activity, however, this area is fraught with potential pit-
falls. one vexing issue is how credits for wetlands or endangered species 
habitats can be generated. For example, California’s conservation bank-
ing policy grants credits not just for creating new habitat but also for 
preserving existing habitat. some critics, including the nonprofit edF, 
have argued that this approach threatens to undermine the system. if new 
development in one location can be offset by a promise to preserve habitat 
elsewhere, how do we know that anything has been gained by allowing 
the trade? if preservation would have occurred anyway, perhaps because 
it takes place on land with low value for development, then the result is a 
net loss of habitat relative to what would have happened without trading.

another important drawback involves ascertaining whether land in 
a bank is equivalent to the land being developed. in the case of carbon 
dioxide emissions, or a natural resource such as a fishery, equivalence is 
easy to determine. a pound of carbon dioxide from one automobile is 
equivalent to a pound from another; a boatload of fish caught by one 
fisher is equivalent to the same amount landed by another.

the situation is very different in the cases of natural forests, wetlands, 
or endangered species habitat. Land is a nonuniformly mixed resource; 
in plain english, not all wetlands are created equal, and this fact makes a  
market-based approach less appropriate. Consider a wetland in a particular 
location, which provides a specific portfolio of biophysical services. Many 
of those ecosystem services are location-specific: Coastal wetlands provide 
nurseries for shrimp and other shellfish, for example, and wetlands far-
ther inland help remove contaminants from freshwater flows, providing 
cleaner drinking water. even if it is possible to regenerate similar services 
elsewhere, a different set of people will benefit. For example, some of 
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the greatest pressures on wetlands occur in urban areas, where values for 
other land uses are highest. therefore, we might expect that mitigation 
banking would shift the balance of wetlands from urban to rural areas. 
if the new wetlands truly provide the same services as the old ones, that 
shift might be the desirable effect of reallocation by a market. But if they 
don’t provide similar services, trading may diminish rather than increase 
social welfare. one analysis of wetland mitigation programs suggests that 
generating credits from wetland banks in compensation for converting 
natural wetlands for development may have resulted in as much as an 80 
percent loss in both acreage and function, relative to a baseline of no con-
version. other analyses are less pessimistic but emphasize the importance 
of linking credits to carefully defined functional ecological criteria, rather 
than task-oriented engineering outputs such as canal filling and grading.44

one way to get around the problem of unequal function between con-
verted and created or restored wetlands, and nonuniform mixing in other 
market-based approaches to land conservation, might be to establish trad-
ing ratios of the sort we discussed in Chapter 9. however, determining 
the proper ratios is much more difficult for land use than for air and water 
pollution, because of the sheer number and variety of ecosystem services 
and spatial concerns that must be taken into account. Moreover, measur-
ing the ecosystem services from a particular site is a daunting problem, 
let alone comparing services from different sites. another way to alleviate 
the problems associated with land use trading is to impose limits on how 
much trading can be done. For example, developers in the United states 
are supposed first to avoid impacts on wetlands, and then to minimize 
unavoidable impacts, before they seek permission to compensate for those 
impacts by purchasing mitigation credits. such restrictions on trading in-
evitably limit the gains from trade that can take place, a cost that should 
be weighed against the benefits of preventing inappropriate trades.

From an economic perspective, developers should incorporate the so-
cial costs of the damages to environmental amenities from forest, wet-
lands, or endangered species habitat lost to development. at the same 
time, there are social benefits from providing flexibility in how and where 
these ecosystem services are provided, in order to make room for val-
ued development. these competing concerns suggest a potential role for 
market-based policies for land use, but balancing them takes care. Gov-
ernments play an important role in ensuring the quality and equivalence 
of trades before they take place and in monitoring and enforcing the 
maintenance of ecosystem services afterward.
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Conclusion

these are a handful of the many creative ways in which policymakers 
have sought to use market principles to correct market failures, some 
more successfully than others. as the costs of environmental regulation 
and natural resource preservation become more apparent, use of these 
market-based approaches is likely to increase. a solid understanding of 
how these approaches have been implemented in the real world is there-
fore essential to understanding environmental policy.

We looked at the distinction between ends and means in Chapter 9. 
now we can see that market-based policy instruments have found their 
broadest application as ways of implementing environmental policy goals 
that have been determined without explicit regard to efficiency. to take 
just one example, the 10-million-ton reduction goal for sulfur dioxide 
emissions enshrined in the 1990 Clean air act amendments was reached 
through political wrangling, with only a cursory reference to the marginal 
costs and benefits. (and as we saw, subsequent analyses of that program 
have found that the benefits far outweigh the costs, implying that despite 
its ambitious scope, the program was not stringent enough from an ef-
ficiency perspective.)

From an economic perspective, any environmental policy that ignores 
efficiency is a distinctly less satisfying approach, because it gives up on the 
primary goal of maximizing social welfare. however, as we saw in Chap-
ters 2 and 3, the very idea of efficiency and of benefit–cost analysis stirs 
up political controversy. therefore, it is hardly surprising that economic 
analysis has exerted its strongest influence on how policies are designed 
rather than on their goals.
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Microeconomics, the subject of Chapters 2 through 10, examines how 
households and firms make choices and interact at the scale of individual 
markets. When we ask whether the owner of a natural resource will in-
corporate scarcity into her extraction decisions, or whether the manager 
of a steel mill will take account of the damages from pollution, or how 
a government policy will shape the incentives of firms and individuals, 
we are exploring questions of microeconomics. Macroeconomics takes a 
more top-down view, focusing on economy-wide phenomena—the sum 
of millions of micro-level actions by households and firms. in this chap-
ter, we address the intersection of economic growth—a macroeconomic 
phenomenon—and the natural environment.

You may wonder why we focus on economic growth. What is the 
link between growth and social welfare, the measure we have discussed 
throughout the text as an appropriate gauge for environmental policy 
choices? economic growth can reduce the pain of the tradeoffs necessary 
in every social decision-making context. enlarging the pie allows greater 
potential for environmental quality and other things you may care deeply 
about; thus, it has the potential to increase social welfare. however, just as 
efficiency is neither a necessary nor a sufficient criterion for sound public 
policy, growth is just one piece of the puzzle of social welfare. economist 
Joseph stiglitz has compared looking at economic growth to measure 
well-being with looking only at a firm’s revenues, or a family’s income, to 
determine well-being at an individual level. We are really interested in the 
balance sheet, which reports not just flows of revenues and expenditures 
but stocks of assets and liabilities.1
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in the same way that governments have the power to correct market 
failures and help promote efficient outcomes, governments have the ca-
pacity to spur economic growth and help direct its course. Many of the 
best places to live in the world are not simply places experiencing signifi-
cant economic growth but places where income is equitably distributed, 
education and health care systems are good and widely accessible, and en-
vironmental quality is high. Just like households, countries may grow but 
dissipate much of their income for consumption rather than investment 
in these kinds of assets and institutions. nonetheless, economic growth 
is a central topic in macroeconomics and the focus of much discussion 
among policymakers and economists. thus it is worth focusing on growth 
and its implications for the environment, keeping in mind the caveats 
discussed earlier.

We begin our discussion of economic growth and the environment 
with the debate over the degree to which the finite availability of some 
natural resources can be expected to act as a limit to growth. We then 
define the concept of sustainability in economic terms, contrasting eco-
nomic definitions with other common definitions. this is followed by a 
discussion of green accounting, the practice of including additions to and 
decreases in natural capital in the calculation of traditional measures of 
economic growth. We end the chapter with some reflections on the vi-
ability of economic growth as a global goal, applying competing concepts 
of sustainability.

Limits to Growth?

in Chapter 6, we solved a two-period petroleum extraction problem in 
which we assessed the impact of the limited petroleum stock on efficient 
extraction. our analysis suggested that private owners of nonrenewable 
natural resources would consider the limited stock in determining how 
much to extract each year; thus, the resource would be extracted ef-
ficiently. in addition, we developed the concept of marginal user cost, a 
measure of scarcity that incorporates economic factors and the physical 
limits of resource stocks. how are the decisions of millions of individual 
firms and consumers regarding nonrenewable resource extraction re-
flected in the global economy? the fact that many minerals that histori-
cally have been critical inputs to economic growth are available in limited 
quantity in the earth’s crust has given rise to a contentious debate over 
the possibility that we will run out of some or all of those minerals, with 
drastic consequences for global economies.
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The Limits of Assumptions

this dire scenario was the subject of the book The Limits to Growth, based 
on a system dynamics model developed at the Massachusetts institute of 
technology in the early 1970s.2 this large-scale computer model was 
designed to simulate likely future outcomes for the world economy. the 
model assumed continued exponential economic growth; fixed stocks 
of nonrenewable resources; no substitution between nonrenewables and 
abundant inputs; no changes to the world’s basic physical, economic, so-
cial, and political institutions; and no technological change. the conclu-
sions of The Limits to Growth and subsequent models were grim. they 
foresaw two possible outcomes. either the world’s nations would imme-
diately exercise the self-restraint necessary to bring economic growth al-
most to a halt, thereby avoiding collision with the earth’s natural limits, or 
the global economy would collapse within 100 years. the collapse of the 
economic system would be due to scarcity, given no new resource stocks; 
to pollution, should known resource stocks double and be consumed; or 
to population growth, should stocks double and pollution be controlled.

the early 1970s was a time of significant worry in the United states 
and other countries, given the oil shocks of that decade, high rates of in-
flation, rapid population growth, and increased attention to the problem 
of pollution in industrialized and developing countries. But the Limits 
view actually has its roots in some very old economic models. in the 
1800s, thomas Malthus, david ricardo, and others were very concerned 
with the limited ability of the earth’s 
resources (particularly land) to support 
fast-growing populations. and recall 
our discussion in Chapter 6 of stanley 
Jevons, the nineteenth-century econ-
omist who worried about coal deple-
tion and also hoarded writing paper, 
anticipating a future shortage of trees.

Cause for Optimism

Modern economists’ answer to the 
Limits models and their contempo-
rary counterparts (e.g., “peak oil”) has 
been called economic optimism. Like 
the Limits view, the optimistic view is 

The Limits to Growth model of the 

early 1970s predicted that without 

immediate constraints on growth, 

global economies would collapse 

in as little as 100 years because of 

natural resource scarcity, pollution, 

and population growth. The model 

made very restrictive assumptions 

about resource scarcity, 

substitution, and technological and 

social change.
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represented by a particular approach, that of Julian simon, a population 
economist who died in 1998.3 But simon was not the only dissenter: the 
Limits arguments are disputed by most of the discipline of economics. in 
the words of one analyst, the only general conclusion one would reach 
from examining long-run economic growth models is that there is no 
general conclusion.4 the conclusions of such models depend critically 
on what they assume about some key parameters. Long-run economic 
growth depends on the growth of inputs, the rate and direction of tech-
nological change, and the degree to which different inputs to production 
can substitute for one another. thus, the question of whether the finite 
availability of some inputs will slow or stop economic growth is actually 
an empirical question about the relative influence of these factors in the 
real world. the Limits models make restrictive assumptions about these 
factors that are not supported either by analysis of historical data or by 
general consensus regarding likely future trends.

the bottom line in the optimistic view is that, although resource scar-
city may exert a small drag on global economic growth, the benefits of 
technological change have thus far outpaced the influence of these re-
source constraints and will probably continue to do so. in addition, real 
economic and political systems respond to scarcity, unlike the systems 
simulated by the Limits model. For example, scarcity causes prices to rise 
(as in the two-period oil extraction model we discussed in Chapter 6), 
decreasing demand, making new natural resource stocks worth exploit-
ing, and acting as an incentive for the development of new technologies. 
Consider, for example, the boom (beginning in the mid-2000s) in the 
extraction of oil and gas from deep shale formations, discussed in Chapter 
6. increasing incomes over time tend to result in lower pollution lev-
els, not higher levels as assumed by the Limits models. income increases 

also tend to slow population growth, 
as evidenced by the very small rates 
of population growth—in some cases, 
shrinkage—observed in Western eu-
rope and the United states and de-
clining rates of growth in some rapidly 
developing economies.

How Scarce Are Natural 
Resources, in Economic Terms?

in Chapter 6 we discussed the fact that 
physical measures of natural resource 
reserves are insufficient economic 

Economic models generally 

suggest that, although resource 

scarcity may exert a small drag 

on global economic growth, the 

positive effect of technological 

change has thus far outpaced the 

influence of resource constraints 

and will probably continue to do so. 

They are optimistic in comparison 

to the Limits to Growth model.
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measures of scarcity. one example of this is the petroleum reserves-to-
production ratio, known petroleum reserves divided by annual production, 
which presumably gives the number of years to petroleum exhaustion. 
What has happened to this number over time? table 11.1 lists the world 
reserves-to-production ratio periodically from 1980 to 2013. the number 
does not decrease monotonically, as one would expect in a scenario in 
which the world was using up a finite quantity of known reserves. instead, 

Growth, Income, and the Environment

Over the past several decades, economists have observed an inverted U-shaped 
relationship between national income and environmental quality, focusing on 
pollution in particular, although some have looked at other environmental dis-
amenities such as deforestation. Pollution may increase during early periods 
of development, reach a maximum, and then fall as incomes rise beyond that 
turning point. From this evidence, some have hypothesized a causal income–
pollution relationship, known as the environmental Kuznets curve (EKC).5 Al-
though evidence of lower local and regional pollution levels in higher-income 
countries is robust, the causal EKC hypothesis is more controversial.6

 Early studies appeared to confirm an EKC pattern for air pollutants such 
as particulate matter and SO

2
.7 But these early results have not held up to 

better data and further scrutiny. Both the inverted U-shape and per capita in-
come turning points established by these early studies appear to be highly 
sensitive to slight data variations and the specification of statistical models.8 
Economic growth is accompanied by many other changes, including changes 
in the scale, composition, and technologies of production, as well as political 
and civil institutions, which are all associated with changing pollution levels.9 
These factors and others confound the ability of researchers to estimate the 
causal relationship between income and environmental quality at the heart of 
the EKC hypothesis.

 Whether the pattern is real or not is a matter of particular importance, as 
some have interpreted the EKC as a reason to suggest that economic growth 
will eventually repair much of the damage from early exploitation of resources 
such as clean air and water. As noted earlier, there is little empirical evidence 
to support the idea that economic growth alone is sufficient to induce efficient 
pollution control. In addition, the EKC says nothing about natural resource ex-
traction, about global CO

2
 emissions with few direct local effects, or about the 

role of trade in supporting consumption of polluting goods and services. For 
example, one analysis of U.S. states suggests that CO

2
 emissions related to 

consumption peak at much higher incomes than those related to production; 
as incomes grow, higher consumption levels may simply be supported by the 
export of emission-intensive production.10
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it increases and decreases, indicating movement along both the vertical 
and the horizontal dimensions of the Mckelvey diagram we encountered 
in Chapter 6. in 1980, the ratio of reserves to production was 28 years, 
suggesting that world petroleum resources would be exhausted in 2008; 
5 years after that “deadline,” in 2013, the reserves-to-production ratio was 
50 years. tracked over time, this statistic is characterized by periods of 
stasis or decline, punctuated by increases due to discovery of new reserves 
or exploitation of known reserves using new technologies.

the best way to measure scarcity from an economic perspective would 
be to examine trends in resource rents, which should increase as stocks 
dwindle. in practice, however, data on resource rents are not readily avail-
able. if resource rents are simply the difference between price and mar-
ginal extraction cost, why are they difficult to calculate? Many of the 
resources we have discussed in this book—clean air, clean water, some 
forests, and some fish—are either freely available at a price of zero or are 
priced at levels that ignore scarcity rent. in these cases, prices reveal no 
information about scarcity. even for natural resources for which we do 
believe that prices capture scarcity—privately owned minerals traded in 
markets—it may be difficult to separate marginal extraction cost from 
other costs. Finally, in most countries marginal extraction cost is propri-
etary information, data that private firms need not reveal to economic 
analysts. as a result, even in markets for privately owned nonrenewable 
resources, analyses attempting to assess economic scarcity must use indi-
rect observation.

attempts to assess the scarcity of nonrenewable resources through re-
source prices, or through scarcity rents reconstructed by statistical means, 
reveal that resource prices are either trendless or decreasing over time. 
Much attention has been paid to the bet between biologist Paul ehr- 
lich and economist Julian simon. in 1980, simon challenged ehrlich to 
choose a list of any five metals, worth a combined $1,000. if the 1990 
inflation-adjusted price of the package was higher than $1,000, ehrlich 
would win; if the value of the package in 1990 was lower than $1,000, si-
mon would win. the stakes were tied to the change in the package price. 
ehrlich chose copper, chrome, nickel, tin, and tungsten. in 1990, ehrlich 
sent simon a check for $576.07; the prices of all five metals had fallen 
dramatically over the decade.

such tremendous price variation is reasonably common in the short 
and medium term. But in the long term, inflation-adjusted average prices 
do not appear to trend upward (as we would expect, were scarcity really 
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a binding constraint).11 in fact, real prices for many important nonrenew-
able natural resources have actually declined over time.12

Why might scarcity not appear to be increasing, in economic terms? 
after all, we are certainly consuming resources at a fast pace: in 2013, 
the world consumed about 91 million barrels of oil per day. substitution 
possibilities and technological change provide the likely explanation.13 
in the words of one analyst, “technological progress is holding scarcity 
at bay.”14 think of the many examples of this phenomenon. new seeds 
and chemical fertilizers have outpaced the need to cultivate marginal 
lands due to growing populations in many countries. advances in find-
ing and extracting oil have countered the need to drill deeper, access less 
permeable formations, and develop wells in harsher climates. Fiber optics 
substitute for copper as a means of information transmission. recycled 
aluminum substitutes for aluminum newly processed from bauxite. Ce-
ramics replace tungsten in cutting tools. Better irrigation technologies 
substitute for some nonrenewable groundwater in agricultural produc-
tion. abundant sources of energy such as solar and wind power, although 
relatively expensive today, act as ceilings on the future prices of oil, coal, 
and natural gas. (after all, to the extent that renewable energy sources are 
a substitute for fossil fuels, no one will be willing to pay more for power 
generated from coal than that from the sun or wind.)

Table 11.1

 reserves-to-Production ratios for  

Petroleum, 1980–2013

Year Ratio (years)

1980 28

1985 32

1990 41

1995 39

2000 36

2005 41

2010 42

2013 50

Source: Calculated by the authors from data pub-

lished by the U.s. energy information administra-

tion, “international energy statistics,” available at 

http://www.eia.gov/cfapps/ipdbproject/iedin 

dex3.cfm, accessed February 11, 2015.
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How Large Is the Impact of Scarcity on Economic Growth?

even if prices are falling over time, scarcity may still dampen economic 
growth. For many nonrenewable resources, it may be that resource rents 
are rising as stocks fall, but the contrary effects of substitution and tech-
nological change may simply mask this indicator of scarcity because of 
their stronger downward pressure on prices. if some inputs to important 
economic processes are physically limited, and those resources do not 
have abundant perfect substitutes, then we should be able to detect the 
negative impact of scarcity on economic growth through careful em-
pirical analysis. two analyses of note have estimated this negative impact. 
nordhaus (1992) examines the influence of the limited availability of a 
set of nonrenewable resources, plus a set of renewable resources (includ-
ing clean water and clean air) on economic growth. he estimates that the 
scarcity of this set of resources can be expected to slow global economic 
growth by a combined 0.31 percent per year between 1980 and 2050 
(see table 11.2). Weitzman (1999) estimates that the limited availability 
of fourteen minerals important to economic growth causes a decrease in 
global consumption of about 1 percent per year.

how does the measured drag on growth imposed by scarcity compare 
to the positive force exerted by substitution and technological change? 
Weitzman estimates the positive welfare impacts of technological change 
to be about forty times the negative welfare impacts of nonrenewable nat-
ural resource depletion. thus far, technological change has overwhelmed 
scarcity in the process of economic growth.

the historical evidence economists have offered cannot be consid-
ered the final word on whether economic growth at current levels is 
sustainable into the indefinite future. the economic argument, like argu-
ments in other disciplines, is based on historical data and a consensus of 
analysts’ best guesses about future scenarios. But the economic evidence 
overwhelmingly supports the optimistic view that nonrenewable resource 
scarcity will not be an important obstacle to continued economic growth 
in the long run.

Sustainability, in Economic Terms

We have come to the conclusion that economists are not particularly 
worried about running out of any specific nonrenewable natural resource. 
is this reconcilable with any potential definition of sustainability?

the word sustainability is most commonly associated with the defini-
tion offered by a report of the United nations World Commission on 
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environment and development (the Brundtland Commission, named 
for chair Gro harlem Brundtland) in 1987. the commission defined the 
term as follows: “sustainable development is development that meets the 
needs of the present without compromising the ability of future genera-
tions to meet their own needs.”15 as a goal to strive for, this definition of 
sustainable development is vague. do “needs” refer to specific resources 
per se or just the ability to sustain specific levels of human welfare? are 
the needs of future generations less than ours, the same, or greater? are 
needs to be considered in absolute terms or per capita?

related concepts were topics of economic research well before the 
Brundtland Commission. But the Brundtland report prompted increased 
debate among economists, like ana-
lysts in many fields, to think about 
useful definitions of sustainability for 
decision making, especially in a policy 
context. at the Woods hole ocean-
ographic institute in 1991, robert 
solow, the 1987 nobel laureate in 
economics, offered a lecture titled 
“sustainability: an economist’s Per-
spective,” which forms the basis of the 
economic definition of sustainability 
we will discuss here.16

 Table 11.2

 estimated drag on economic Growth from Limited resources, 1980–2050

Source of drag Impact on world growth rate, 1980–2050 (percent)

Market goods

nonrenewable resources  

 energy fuels –0.16

 nonfuel minerals –0.03

renewable resources

 Land –0.05

Environmental goods

 Global warming –0.03

 Local pollutants –0.04

Total –0.31

Source: adapted from William d. nordhaus, “Lethal Model 2: the Limits to Growth revisited,” Brookings Papers 

on Economic Activity (2): 1–59 (1992), table 3, p. 31.

The economic definition of 

sustainability requires that we leave 

future generations the capacity 

to be as well off as we are. It does 

not require the preservation of any 

particular resource; rather, it hinges 

on the investment of resource 

rents, substitution possibilities, 

and technological change.
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sustainability, according to solow, means leaving to future generations 
“the capacity to be as well off as we are today.” the concept is essentially 
about distributional equity between generations, and it requires that we 
avoid “enriching ourselves by impoverishing our successors.” in doing so, 
we must think carefully about what we use up and what we leave behind 
in an attempt to preserve an intergenerational balance sheet.

how can this be reconciled with the prospect of depleting global oil 
reserves, or any natural resource stock? economic sustainability does not 
require the preservation of specific resources, species, things, or places. 
this is not to diminish the value of such preservation efforts. even solely 
on the grounds of efficiency, many individual resources, species, things, or 
places may be worth preserving for their own sake, because their value to 
people is greater than the opportunity cost of preserving them. But the 
larger concept of sustainability, by solow’s definition, is a generalized goal 
not specific to any resource. natural capital, human capital, and physical 
capital are all, to some degree, interchangeable. thus, if we deplete fossil 
fuels to drive economic development in the twenty-first century, we must 
create, in the process, enough capital of other types to replace that lost 
value, leaving future generations the capacity to be as well off as we are 
today through our consumption of fossil fuels.

Sustainability, Substitution, and Technological Change

the economic definition of sustainability, like the economic arguments 
about depletion of nonrenewable natural resources, hinges on substitu-
tion possibilities and technological change. Clearly, some natural resources 
and environmental amenities have no substitutes. if humans value these 
resources highly (including both use and nonuse value, as defined in 
Chapter 3), then depleting them would not be consistent with solow’s 
economic definition of sustainability.

in most cases, however, substitution possibilities are a matter of de-
gree. seawater is a substitute for freshwater in industrial cooling processes 
if firms invest in the materials necessary to prevent rapid corrosion of 
capital equipment from saltwater exposure; some coastal electric gener-
ating plants use seawater for cooling, especially in arid regions. Given a 
large enough investment in desalination equipment, seawater can also be 
a substitute for fresh drinking water. Middle eastern countries including 
saudi arabia, israel, and kuwait derive much of their citizens’ drinking 
water supply from the sea, and drinking water desalination plants have 
been constructed in freshwater-scarce parts of the United states, includ-
ing tampa, Florida, and santa Barbara, California.
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We are not suggesting that seawater is a perfect substitute for fresh- 
water; it takes seawater, plus some other inputs such as energy, to pro-
duce the quantity of freshwater desired for drinking water and other uses. 
Without freshwater, life on earth would cease to exist. obviously, a deci-
sion by world nations to consume the entire global supply of freshwater to 
fuel economic growth would not be economically sustainable. however, 
a decision by agricultural communities in the Great Plains of the United 
states to draw down nonrenewable groundwater supplies, fueling agri-
cultural production and thereby economic development in the region, 
might be economically sustainable under some conditions. a decision by 
communities in northwest india to deplete groundwater to provide safe 
drinking water to impoverished households might as well. in the same 
sense, drawing down reserves of nonrenewable oil, coal, and natural gas 
might be economically sustainable under some conditions.

substitution possibilities are easier to identify and accept when we 
discuss resources such as fossil fuels, water, and metals than they are when 
we discuss individual species, landscapes, and other natural resources and 
environmental amenities for which we have a particular affinity as human 
beings. Perhaps it is high nonuse value that separates these “low-substi-
tution” goods and services from those for which we can easily imagine 
substitution possibilities. even in some of these cases, substitution can 
sometimes be a matter of degree. the collapse of the cod fisheries in the 
north atlantic, if not reversible, is surely an ecological disaster, and re-
gionally it is the cause of much economic dislocation. But although there 
may be no substitute for cod as a component of its resident ecosystems, 
populations in the United states, Canada, and europe have substituted 
cod with other fish, purely for the purpose of human consumption.

Investment of Natural Resource Rents

substitution and technological change are only part of the story when it 
comes to economic sustainability. in addition to substitution possibilities 
and technological change, economic sustainability also speaks to the role 
of investment of rents from natural resource depletion.

an example may illuminate this concept a bit. in the 1960s, oil deposits 
were discovered in the north sea, off the coast of the netherlands. the 
United kingdom and norway are the two major oil-producing coun-
tries in the north sea. these two countries have taken very different ap-
proaches to the depletion of this valuable, nonrenewable natural resource. 
rising oil prices in the 1980s made large-scale exploitation of the north 
sea fields economically feasible. By the mid-1980s, the United kingdom 
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was producing millions of barrels of oil per day. the government of prime 
minister Margaret thatcher supported a policy of rapid extraction, mak-
ing the United kingdom a net oil exporter and generating substantial 
tax revenues, used largely to support current consumption and to lift the 
country out of a long economic recession.

in contrast, exploitation by norway has occurred at a slower pace. in 
1990, norway established a Petroleum Fund, which receives tax revenues 
from oil companies extracting from north sea fields and royalties for 
licenses to explore. the fund is owned by the citizens of norway and ad-
ministered by the norwegian Central Bank. in February 2015, the value 
of the fund’s portfolio was more than $6.5 trillion.

We are not suggesting that norway’s reinvestment in nonoil capital 
has been sufficient to offset the loss to future generations resulting from 
depletion of its north sea fields (we do not have the data to make such an 
assertion). But the contrast illustrates one aspect of solow’s definition of 
sustainability: Consuming the rents from resource extraction is probably 
not economically sustainable, but investing those rents is, at the very least, 
a step in the right direction. it is not depletion of natural resources, then, 
that damages the capacity of future generations to be as well off as we are 
but rather depletion of the value of the total global capital stock—natural, 
physical, and human.

Problems with the Economic Definition of Sustainability

the economic concept of sustainability offered by solow requires a good 
deal of knowledge about the future. to put it into practice, we must know 
something about the tastes and preferences of future generations and per-
haps something about the future technologies that will be available to 
achieve welfare gains. it is difficult to imagine how we would determine 
whether we are leaving future generations the capacity to be as well off as 
we are without this information.

For example, to residents in industrialized countries, the value of en-
vironmental quality and natural resource amenities has increased with 
incomes. should we assume that, as global incomes continue to grow, this 
trend will continue? in this case, future citizens will place a higher value 
on these goods and services than we do today, and public policy decisions 
that affect future environmental quality and natural resource amenities 
must take this into account.

Predictions about the rate and direction of technological change, 
even by experts, are notoriously shaky. Lord kelvin, in 1895, is said to 
have claimed, “heavier-than-air flying machines are impossible.” robert 
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Millikan, 1923 nobel laureate in physics, noted in his acceptance speech 
that “there is no likelihood man can ever tap the power of the atom.” For 
overestimates of the pace of technological change, one need only watch 
an episode of the futuristic cartoon The Jetsons or the movie 2001: A 
Space Odyssey to get an inkling of just how large the margin of error is in 
forecasting future technologies.

it is not uncommon to read public documents that project the benefits 
and costs of policy interventions, particularly for climate change, out to 
the year 2100 or further. a modicum of humility suggests that we are as 
blind in these predictions as analysts were in 1900 in thinking about what 
the world would be like today. things change rapidly, often in directions 
we cannot anticipate even a few years in advance. Constraining the direc-
tion and magnitude of those changes with respect to the goal of sustain-
ability, based on today’s myopic perspective, might result in tremendous 
(and unpredictable) losses in future welfare.

Given the difficulty in predicting future tastes and preferences and 
the future pace and direction of technological change, it may seem that 
solow’s definition of sustainability is no more workable as a basis for 
policy decisions about the environment and natural resources than the 
Brundtland Commission definition we offered earlier. a partial response 
to this criticism is that we may be equally likely to err on both sides of 
these uncertainties about future preferences and the path of technological 
change. thus, if we are acting in expectation, we may come reasonably 
close to the right path in managing the global capital stock with an eye to 
the future. regardless of its direct workability as a basis for policy deci-
sions, the economic definition of sustainability has much to offer in the 
way of insights for current decision making.

Insights of Economic Definitions of Sustainability for 
Environmental Policy

economic definitions of sustainability highlight some insights for cur-
rent natural resource management and environmental protection policies. 
those insights are the importance of correcting the negative externalities 
that arise from pollution and natural resource extraction, the consideration 
of sustainability as a problem of intergenerational equity, and the potential 
conflict between intergenerational and intragenerational equity concerns.

Getting Prices Right

the first major insight we draw from the economic perspective on sus-
tainability is that it requires dynamic efficiency, the subject of previous 
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chapters in this book. Prices tell producers and consumers about the eco-
nomic value of a good, service, or natural resource amenity—its value in 
use and the opportunity cost of its consumption, including relative scar-
city. so far we have framed our discussion of externalities in microeco-
nomic terms. But their importance is magnified in the macroeconomic 
context. if individual firms and consumers do not bear the full social mar-
ginal cost and benefit of production and consumption, then the aggregate 
consequences of their actions will diminish welfare. Without policies in 
place to correct environmental externalities, economic growth is unlikely 
to be sustainable.

Sustainability as a Problem of Intergenerational Equity

the second major insight of economic sustainability is the importance of 
investment rather than consumption of resource rents. if we deplete spe-
cific natural resources in the process of economic growth, we must leave 
equivalent capital assets of other types to future generations so that their 
welfare is not diminished by this depletion.

We can think of this notion of capital investment as Pareto efficiency, 
with an intertemporal dimension.17 in Chapter 3, we discussed the con-
cept of Pareto efficiency. a Pareto efficient policy is one that makes at 
least one party better off, and none worse off, than they were before the 
policy was enacted. if some parties are made worse off by the policy, then 
the “winners” must compensate the “losers,” which is possible as long as  
the policy results in net gains to society. Without those income transfers, the  
policy might pass a benefit–cost test, but it would not be Pareto efficient. 
economic sustainability is Pareto efficiency across generations. if, by ap-
plying the rules of static and dynamic efficiency we have described in this 
book, we determine that depleting a natural resource stock is efficient, 
we must then consider whether its depletion will result in a net gain or 
a net loss to future generations. in the case of a net loss to the future, we 
are obligated to provide compensation, in the form of returns to an in-
vestment of resource rents or some other form. Under these conditions, 
natural resource depletion may be economically sustainable.

on a hopeful note, the course of global economic development 
throughout history, though full of short-term regional ups and downs, 
has been quite positive from the perspective of economic sustainability. 
that is, past generations have left us the capacity to be at least as well off 
as they were. if we consider the continually rising standards of living in 
most parts of the world, one could argue that past generations were “too 
generous” in this regard.
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Conflicts between Intergenerational and Intragenerational Equity

thinking about economic sustainability as intergenerational Pareto ef-
ficiency brings us to a third insight. a concern for sustainability raises the 
inherent conflicts between intergenerational and intragenerational equity. 
if sustainability is about equity between generations, can it tell us anything 
about equity within generations? economist tom schelling has noted the 
paradox of considering the expenditure of large sums today to “purchase” 
a climate less influenced by anthropogenic carbon dioxide emissions to-
morrow, when those funds could be used to purchase increased quality of 
life for today’s poor.18

this is a particularly stark point, given that most future beneficiaries 
of actions taken today to prevent global climate change will reside in 
developing countries and that future residents of these countries will al-
most certainly be wealthier than today’s residents. such policies, then, may 
amount to billing poor residents of developing countries today for welfare 
improvements accruing to wealthier residents of these countries tomor-
row. note that this paradox does not require that developing countries 
actually pay out of pocket for climate change policies today—only that 
they pay in terms of reduced resources available for mitigating the impacts 
of poverty and environmental degradation today. one dollar spent on im-
proving environmental quality and natural resource amenities for future 
generations is one dollar not spent on improving welfare (environmental 
or otherwise) today.

Keeping Track: Green Accounting

a consideration of economic sustainability forces us to think more care-
fully about whether we are acting as good stewards of the world’s capital 
stock. if sustainability requires that we consume and invest such that fu-
ture generations have the capacity to achieve our own level of well-being, 
it also requires some method of keeping track of whether this preserva-
tion of the global capital stock is actually occurring. adjusting standard 
indicators of economic growth to reflect natural resource stocks and the 
state of the environment is an important step in keeping track of our 
progress toward that goal.

traditional indicators of economic growth are measures of goods and 
services produced by labor and property either within a country (gross 
domestic product [GdP]) or supplied by a country’s nationals (gross na-
tional product [GnP]). these gross measures can also be converted to 
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net measures by subtracting capital depreciation, creating net domestic 
product (ndP) and net national product (nnP).19

each of these traditional measures of economic growth excludes non-
market activities, such as household production (cooking, cleaning, child 
care, and home improvements, for example) and black markets for goods 
and services. Most importantly for our purposes, they also exclude envi-
ronmental services, such as clean air and water, and the value of natural 
resource stocks, such as oil, coal, forests, and fish. Many economists have 
suggested that a true measure of economic growth should account for 
changes in the value of these assets. a measure of growth that includes 
the depreciation of not only the stock of physical capital but also that of 
natural capital is often called “green nnP.”

Should Traditional Measures Be Changed?

the debate over whether the traditional measures of economic growth 
were sufficiently inclusive began well before the phrase sustainable develop-
ment was first uttered. the fathers of national income accounting in the 
United states, the process that undergirds the calculation of growth mea-
sures, were well aware of its shortcomings. simon kuznets, who received 
a nobel Prize for his work in developing the U.s. national income and 
product accounts, did not intend these growth measures to become mea-
sures of social welfare, as they have often been used. income accounting 
was designed with many important goals in mind, including the provision 
of indicators of an economy’s performance over time, measurement of 
savings and investment, and tracking of business cycles.

the information produced by this process is invaluable to governments 
seeking to implement policies to promote or control the pace and direc-
tion of economic growth. nonetheless, a. C. Pigou noted, with irony, 
that “if a man marries his housekeeper or his cook, the national income 
is diminished.” More to the point of this chapter, he states,

it is a paradox, lastly, that the frequent desecration of natural beauty 
through the hunt for coal or gold, or through the more blatant forms of 
commercial advertisement, must, on our definition, leave the national 
dividend intact, though, if it had been practicable, as it is in some ex-
ceptional circumstances, to make a charge for viewing scenery, it would 
not have done so.20

this paradox identified by Pigou has wide-ranging implications. if the 
owner of an oil well in texas pumps out her remaining reserves and sells 
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the oil, the value of her sale is added 
to U.s. nnP, the depreciation of the 
physical capital used at the well (such 
as a drilling rig) is subtracted from 
U.s. nnP, but nothing is recorded 
to account for the value of the oil no 
longer beneath the ground in texas. 
the mining of 1 ton of coal from a 
U.s. mine increases GnP by $17; subtracting the depreciation of min-
ing equipment and the 1-ton decrease in coal reserves would bring that 
number down to about $5.50; and the number would be even lower 
were we to consider the pollution externalities from mining and burning 
coal.21 the value of privately owned domestic livestock lost to disease is 
deducted from traditional measures of nnP; commercial fishery deple-
tion is not.

We have spent a good deal of time in this book describing how eco-
nomic theory treats natural resources as capital assets in determining ef-
ficient extraction rates. the exclusion of these assets from measures of 
economic growth is inconsistent with this practice. even where marketed 
natural resource commodities make important contributions to national 
output—oil, fish, and timber are good examples, particularly in some 
developing countries—additions to and subtractions from the stocks of 
these resources are not included in the calculation of nnP.

if these shortcomings of traditional measures were recognized from the 
outset, why has their calculation not been adjusted to account for these 
excluded portions of economic activity? there are two main reasons why 
this is the case. First, measurement is difficult; the values of nonmarket 
goods and services are, by definition, difficult to capture. even for mar-
keted goods and services that are currently excluded (such as minerals, 
fish, and timber), the ease of measuring changes in stocks varies greatly. 
For this reason, most of the initial experiments with green accounting 
that we will discuss in the next section have started with the easiest cat-
egories, minerals and timber.

second, as a measure of economic growth, traditional nnP is likely to 
be strongly correlated with a true, all-inclusive measure of nnP. how-
ever, if the economic value of excluded goods and services has increased 
over time, the inherent bias in using traditional nnP as a proxy for true 
nnP has probably grown as well. For example, the value to the U.s. 
population of recreational opportunities in wilderness areas has increased 
markedly. in some cases, these uses conflict directly with commercial use 
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of such lands. Commercial timber extraction and mining generate addi-
tions to nnP, but no subtractions are made to represent the opportunity 
cost of potential recreation and other values lost when wilderness is de-
veloped. over time, this omission has grown in importance, because of 
the growth in these values, making nnP an increasingly biased measure 
of U.s. economic activity.

Experiments with Green Accounting

some of the experiments with greening the national income accounts 
have taken place in industrialized countries, where the idea began to 
take root in the 1970s. two economists at Yale asked the question, “is 
Growth obsolete?” and attempted to incorporate things such as traffic 
congestion, crime, and, to some extent, natural resource depletion, into 
U.s. economic growth measures.22 their comprehensive welfare measure 
increased by about 42 percent between 1929 and 1965, less than one 
half of the increase in traditional per capita growth measures over this 
time but still a substantial increase. around the time that norway began 
to exploit its north sea oil deposits, norwegian analysts focused on the 
issue of how to account for the depletion of this resource in calculating 
national economic growth estimates. norway has since estimated green 
nnP, accounting for depletion of oil, fisheries, forests, and even clean air 
(by including some air pollutant emissions).

the 1980s also saw significant attention paid by analysts in industri-
alized countries to natural resource depletion in the developing world. 
this was a time of worldwide public concern over issues such as tropical 
deforestation, particularly in the amazon basin. a book called Wasting As-
sets estimated that the phenomenal rates of economic growth posted by 
indonesia in the 1970s and early 1980s would have been halved had they 
taken into account the depletion of timber, oil, and other resources.23 in 
the aftermath of this work, many developing countries became interested 
in adjusting nnP to account for natural resource depletion. in 2012, the 
United nations statistical Commission developed a standard accounting 
framework for natural capital. experiments are ongoing in the Philip-
pines, namibia, and other developing countries.

a relative latecomer to this process, the United states made its first 
official effort to incorporate resource depletion into the national income 
and product accounts in 1994. this initial effort included only selected 
mineral commodities, including oil, gas, and coal. opposition from the 
U.s. Congress resulted in the suspension of further efforts on green 
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accounting, despite a highly favorable report by a national research 
Council external review.24 the congressionally imposed ban on expand-
ing the national income and product accounts to include natural resource 
depletion remains in place in 2015. But that has not stopped academics 
from studying how green accounting might affect our understanding of 
the U.s. economy. a recent analysis suggests that oil- and coal-fired power 
plants, along with some other major sources of air pollution, may cause 
damages that exceed the value of their economic output.25

General Conclusions from Theory and Experience

there are some general conclusions to be drawn from past and current ex-
perience with greening the national income and product accounts. First, 
the difference between green nnP and traditional nnP tends to vary 
by country and over time. an economy’s greater dependence on resource 
extraction tends to create a greater difference between the two measures. 
this is especially true of green nnP calculations that include natural re-
source extraction but exclude environmental externalities such as air and 
water pollution. For example, in the calculations of nnP that were done 
for the United states in 1994, subsurface mineral depletion appears to 
have been approximately counterbalanced by exploration and discovery 
of new resources. in contrast, in the late 1980s the green nnP calcu-
lated for indonesia by repetto and others departed quite drastically from 
measures of traditional nnP. the picture for the United states might be 
quite different during an earlier period of its development, when natural 
resource extraction made up a larger share of total economic activity.

second, traditional nnP not only leaves out natural resource deple-
tion and environmental externalities but also omits the contribution to 
nnP of technological progress. rough calculations indicate that includ-
ing technological progress in the calculation of nnP would result in a 
substantial upward correction, perhaps by as much as 40 percent.26 in-
cluding both resource depletion and technological progress in national 
income and product accounting, used to compare national economic 
conditions across countries and to characterize the direction and pace 
of global economic growth, would be an “almost practical step toward 
sustainability.”27

note that searching for a way to keep track of what is happening to 
the world’s natural capital within individual nations’ annual balance sheets 
will leave out changes in some very important assets: global commons, 
such as oceans, stratospheric ozone, and the upper atmosphere (currently 
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a major receptacle for the world’s greenhouse gas emissions). in addition, 
estimation of green nnP on the national scale masks the depletion of 
natural resources through trade; resource-adjusted nnP figures for poor 
countries that deplete forests or minerals to fuel economic growth will 
be diminished by this practice, but the same figures for rich countries 
that import these products will not. estimates of global green nnP, taken 
regularly, would be necessary to illuminate the tradeoffs taking place be-
tween natural and other assets in the pursuit of economic growth.

GDP versus “Genuine Wealth”

A group of economists and ecologists have compared actual rates of change in 
traditional GDP, 1970 through 2000, with those of their own estimated measure 
of “genuine wealth,” which incorporates changes in the stocks of commercial 
forests, oil and minerals, and air pollution, as well as population growth, invest-
ment in human capital through education, and technological change.28 In the 
analysis, investments in education and technological change can increase the 
magnitude of growth estimates relative to the traditional measures, whereas 
natural resource depletion and rapid population growth can decrease them.

 Rates of change in estimated per capita genuine wealth over this period 
in the United States, Bangladesh, India, Nepal, and Pakistan are positive but 
significantly lower than the growth rate of traditional per capita GDP, suggest-
ing that education and technological investments have not outweighed the 
negative effects of resource depletion and population growth. For the United 
Kingdom, the growth rate of estimated per capita wealth is approximately 
the same as that of traditionally measured per capita GDP. In China, the more 
comprehensive wealth measure has grown at a rate substantially higher than 
traditional GDP. In sub-Saharan Africa and the oil-exporting Middle East/North 
Africa region, the more comprehensive wealth measure actually falls between 
1970 and 2000, in contrast to positive measures of economic growth using tra-
ditional metrics.

 The authors point out that concluding from this analysis that the poor 
countries, particularly in sub-Saharan Africa, are consuming too much and that 
the rich countries, such as the United Kingdom and the United States, are fol-
lowing a more sustainable path would be a mistake. In fact, the poor countries 
suffer from too little consumption, as well as too little investment; the rich 
countries may, in contrast, be growing through the import of natural resources 
and resource-intensive products from poor countries (thereby avoiding deplet-
ing their own resources).



Trade, Growth, and the Environment

The removal of barriers to trade was one of the hallmarks of the late twentieth 
century. Regional agreements such as the North American Free Trade Agree-
ment (NAFTA) took shape, along with further evolution of the Global Agreement 
on Tariffs and Trade (GATT) and then the World Trade Organization (WTO). Eco-
nomic integration has continued in the twenty-first century. Open economies 
generate higher levels of social welfare—this is a bedrock economic principle. 
How does the phenomenon of trade interact with natural systems?

 Economic theory suggests that efforts by some countries to internalize 
the costs of pollution through environmental regulation will alter international 
trade patterns, resulting in the export of dirty industries to countries with less 
stringent regulations. This has been called the pollution havens hypothesis. 
The underlying theory and intuition behind this concept are strong, yet through 
the mid-1990s, studies found no evidence of the impacts of environmental reg-
ulations on trade patterns.29 This might be due to several factors. First, environ-
mental regulatory compliance represents a small share of production costs for 
most industries. Second, many countries’ largest trade partners have similar 
levels of environmental regulatory stringency. Third, some industries simply 
are not very mobile; power plants, for example, may spend a lot to comply 
with air pollution regulations, but in most cases it would be inefficient or even 
impossible for electricity generators to relocate to neighboring countries in 
response to regulation. These factors make it difficult for researchers to detect 
the “signal” of regulatory costs in data on production and trade.

 Additional statistical complications are at work as well: unobservable het-
erogeneity and endogeneity.30 By heterogeneity we mean that unobserved in-
dustry and country traits can be correlated with the likelihood of regulation 
and the export of pollution-intensive goods. This poses the danger of seeing 
in the data a causal link between trade and pollution where none really ex-
ists. By endogeneity we mean that the direction of causation between trade, 
regulation, and pollution is unclear. Environmental regulation often appears in 
countries with substantial international trade. Does trade influence pollution 
regulation? If so, this is the opposite effect suggested by the pollution havens 
hypothesis, which posits that regulation influences trade.

 Recent studies that surmount these challenges support the hypothesis 
that environmental regulation may contribute to the export of some highly mo-
bile industries, between trading partners with significant differences in regula-
tory stringency.31 Small effects have also been measured in trade between U.S. 
states.32 Taken together, although these results show that there is some effect 
of regulatory costs on firm location, the effect is small and restricted to a hand-
ful of industries.
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Are Economic Growth and Sustainability Compatible?

among the competing definitions of sustainability are many that conflict 
with the economic definition we offered earlier. in fact, the economic 
definition has been called “weak sustainability,” in contrast to “strong sus-
tainability,” which adds the additional requirement that natural resource 
stocks not be further depleted nor environmental quality further degraded 
in pursuit of economic growth. this constraint amounts to a restricted 
view of substitutability between natural and physical or human capital.

in their concept of sustainability, economists see substitution and 
technological change as the rule and limits to these forces in supporting 
economic growth as exceptions. an alternative view, a perspective often 
labeled ecological economics, holds binding scarcity as the rule and sees the 
ability of substitution and technological change to overwhelm scarcity in 
pursuit of economic growth as the exception—something possible, per-
haps, over the first few millennia of human development but not indefi-
nitely.35 adherents of this view see serious conflicts between continued 
economic growth and sustainability. ecological economists worry that the 
pursuit of economic growth and development for their own sake over-
look the critical importance of the appropriate scale of economic activity.

these are two very different worldviews. one may subscribe to either 
of these views on sustainability and still draw important lessons from the 
economic definition of sustainability offered in this chapter. For example, 
getting prices right, justified on efficiency grounds alone, is also a step in 
the direction toward either of these concepts of sustainability. the issues of 
intergenerational and intragenerational equity we raise (such as the con-
trast between consuming and investing resource rents) are also relevant to 
either view of sustainability.

Trade, Growth, and the Environment     continued

 Note that trade can also influence rates of natural resource extraction in 
many ways.33 If local producers of fish, timber, and other resources suddenly 
gain access to world markets for these goods, and world prices are higher than 
local prices, greater exploitation may ensue. For example, increased trade be-
tween Europe and the United States in the nineteenth century may have ac-
celerated the slaughter and near-extinction of the American bison.34 Without 
regulatory and property rights structures in place to deal with externalities and 
public goods, increased pressure on natural resources from trade can reduce 
welfare.
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Conclusion

in this chapter, we have explored the links between the environment and 
the macroeconomic phenomenon of economic growth. We began with 
a big-picture look at the issue of nonrenewable resource scarcity that we 
approached from the level of individual firms in Chapter 6. some have 
postulated that the physically limited stocks of nonrenewable resources 
such as oil and copper will eventually act as serious brakes on economic 
growth. We examined the historic evidence for the negative impact of 
scarcity on economic growth and found that this impact, though measur-
able, is much smaller than the positive impact of substitution and tech-
nological change.

We developed an economic definition of sustainability, which requires 
leaving “the world the capacity to be as well off as we are today.”  the defi-
nition hinges on substitution possibilities and technological change. al-
though there are some serious complications in applying this rule directly, 
it offers significant insights for public policy regarding the environment 
and economic growth. First, it offers additional support for getting prices 
right and sorting out the market failures initially discussed in Chapter 5. 
this is a step in the right direction, whether one adheres to the economic 
definition of sustainability or definitions that encompass stronger conser-
vation principles with respect to specific natural resources. the economic 
definition of sustainability also speaks for investment over consumption 
of the rents from natural resource extraction, and it prompts us to think 
more clearly about the tradeoffs between achieving goals of intragenera-
tional and intergenerational equity.

since the creation of the practice of national income accounting, econ-
omists have worried that growth measures such as the rate of change in 
net national product omit many portions of the economy, including natu-
ral resource depletion and environmental degradation. We determined in 
this chapter that more comprehensive measures are needed, particularly if 
we are to apply the economic concept of sustainability, which forbids us 
from depleting the total global capital stock, including natural, physical, 
and human capital.

although economic growth is not synonymous with growth in social 
welfare, it does have the capacity to increase welfare, making somewhat 
less painful the necessary tradeoffs in “sacrificing some of one good thing 
for more of another.” For example, as incomes rise, countries are bet-
ter able to afford improvements in health, education, and environmental 
quality; whether they choose to invest in these, or in something else, can 
have critical consequences for social welfare in the long run.
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Conclusion

We have now come to the end of our journey. rather than try to sum-
marize all that we have discussed, we will consider some of the broader 
implications of economic analysis for environmental policy.

What Does Economics Imply for  
Environmental Policy?

in June 2014, the U.s. environmental Protection agency (ePa) released 
the details of its proposed Clean Power Plan, a set of federal regulatory 
guidelines (that states will need to comply with) aimed at reducing carbon 
dioxide emissions from power plants by 30 percent, from a 2005 baseline, 
by 2030. not surprisingly, the plan was received differently by those on 
various ends of the political spectrum. in an op-ed in USA Today, the coal 
industry decried the new set of rules as “overzealous,” harmful to middle-
class and lower-income americans, and a danger to the reliability of U.s. 
electrical grids.1 the Union of Concerned scientists calls the plan a “his-
toric opportunity” and an “affordable solution with substantial benefits 
for our economy, our health, and our children’s future.”2

such debates are common in the environmental realm (and indeed in 
other areas of policy, such as health care). in a sense, there is a good reason 
for that: environmental regulation can impose costs and can also generate 
very substantial benefits. of course, advocates on both sides may make 
exaggerated claims about the impacts of regulation for political effect. 
rigorous economic analysis can help cut through those debates. ePa’s 
regulatory impact analysis of the Clean Power Plan, for example, suggests 
that the benefits of reducing emissions (using the social cost of carbon we 
discussed in Chapter 3, as well as the co-benefits from reductions in other 
air pollutants such as particulate matter) outweigh the costs (increased 
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investment in low-carbon electricity generation, in greater energy ef-
ficiency, and in other means of reducing emissions).3

nor is economic analysis of the regulation confined to calculating 
costs and benefits. indeed, much of the discussion around ePa’s power 
plant regulations involves how states should meet the proposed federal 
guidelines: energy efficiency requirements? Plant-level standards? emis-
sion trading? the principles outlined in this book can also inform those 
decisions.

it is instructive to place this debate over U.s. climate change regula-
tion on the continuum of public discussions about environmental policy. 
astute journalists have recently unearthed old newspaper articles from 
the early days of the Clean air act, citing similar debates.4 an important 
difference between those debates in the 1970s and those occurring today 
is the role of economic analysis, which has increased in scope and quality. 
in the process, economic analysis itself is increasingly used by both op-
ponents and proponents of regulation and is a target for debate.

this is all the more reason to study environmental economics. eco-
nomic theory provides strong arguments in support of active (if care-
fully designed) government policies in the environmental realm. For the 
most part, economic analysis suggests that environmental amenities are 
underpriced and that renewable natural resources are overexploited. For 
example, subsidies for fishing or the extraction of timber from public 
lands are inefficient, in part because they result in environmental losses. 
studies of U.s. sulfur dioxide regulation have found that benefits vastly 
exceed costs, implying—if anything—that regulation ought to be more 
rather than less stringent.5

in other cases, of course, economic analysis arrives at conclusions that 
an environmental advocate might object to. For example, benefit–cost 
analyses of the U.s. Clean Water act suggest that the act’s original goal of 
zero emissions to all U.s. water bodies, its focus on regulating point-source 
pollution, and its primary reliance on technology standards have resulted 
in a federal regulation with substantial net costs.6 Many economists would 
argue that suburban sprawl, despite its aesthetic shortcomings, may in fact 
be the socially desirable reflection of individuals’ willingness to pay for 
certain amenities (such as quiet streets and large yards).7

the underlying point is that environmental economics, when applied 
correctly, is not “green” or “brown” but neutral. economists treat natural 
resources and environmental amenities, in effect, like any other assets. on 
one hand, this approach brings environmental quality onto the balance 
sheet, ensuring that it is not given a value of zero in public debates over 
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whether to extract oil from pristine wilderness areas or whether to al-
low the construction of new housing in a forested or agricultural urban 
fringe. on the other hand, treating natural resources and environmental 
amenities in the same framework as other goods and services reflects an 
underlying assumption that substitution possibilities are just as relevant 
to environmental and natural resources as they are to other assets. to be 
sure, there may be many specific resources (such as the Grand Canyon, 
or portions of the amazon rainforest) that should be preserved for their 
own sake even on efficiency grounds. But in many other cases it will be 
efficient to convert forested lands to urban or agricultural use, to deplete 
a nonrenewable groundwater aquifer, or to tolerate some pollution in 
exchange for the services provided by a polluting industry. efficiency and 
cost-effectiveness analysis in all of these cases should serve as a starting 
point for discussion about environmental and natural resource manage-
ment policies—not the final word.

The Roles of Firms, Consumers, and Governments

We read a lot these days about the power of consumers to affect the 
practices of firms whose activities may result in pollution or other nat-
ural resource damages, and about “corporate social responsibility” and 
its implied voluntary measures to reduce the environmental impacts of 
economic activity. there are certainly instances in which firms improve 
their environmental performance beyond what is required by law, and 
there are cases in which consumer pressure has resulted in substantial im-
provements in environmental and natural resource outcomes. nonprofit 
environmental advocacy organizations also play an important role in this 
process.

however, an important message of this book is that as long as the 
markets for environmental amenities are incomplete, consumer pressure 
and voluntary efforts by companies to reduce their impacts on the envi-
ronment will not be sufficient to achieve the efficient level of pollution 
control or efficient natural resource management practices. the incentive 
structure created by the “wrong prices”—prices that do not reflect the 
full social cost of engaging in an environmentally damaging activity—is 
simply too powerful.

For example, millions of americans are sierra Club members, but does 
each member contribute annually an amount equal to his or her full 
willingness to pay for wilderness preservation and the organization’s other 
ambitious goals? Given our discussion of public goods and free riding, one 
might suspect that the answer is “no” and that there are probably many 
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nonmembers of the sierra Club who have some willingness to pay for the 
services it provides. similarly, many firms trumpet their activities in envi-
ronmental stewardship, and many of these efforts are sincere and generate 
substantial environmental benefits. But we cannot rely on these voluntary 
activities alone to correct the substantial market failures that contribute to 
inefficient environmental degradation and resource depletion.

Where markets are absent or otherwise incomplete, well-designed 
public policies, such as market-based instruments for pollution control, 
are needed to correct these incentives and get the prices right. these 
policy instruments use market principles to correct market failures and 
align private incentives with public ones. this is not to say that govern-
ment regulation is always the answer to market failure in the environmen-
tal realm. in fact, in this volume we have noted a number of examples of 
government failure—the role of government in worsening environmental 
outcomes by subsidizing resource extraction, for example. But from the 
economic perspective, government is a necessary central authority with 
the power to create and enforce property rights structures that promote 
resource stewardship rather than excessive depletion, tax citizens for the 
provision of public goods, and implement and enforce regulations that 
internalize the external costs of pollution. Without this, the voluntary 
actions of firms and active participation of citizens can ameliorate the 
impact of incomplete markets on environmental degradation, but they 
cannot eliminate it.

Some Final Thoughts

Good economic analysis formalizes and makes transparent the difficult 
compromises inherent in decisions about the use and management of 
natural resources and environmental amenities. applying economic prin-
ciples to environmental policy choices comes as naturally to economists 
as doing so in choices about other aspects of the economy. the “en-
vironment” is not separate from the “economy” in the framework we 
have offered in this text; indeed, environmental problems cannot be fully 
understood without a basic intuition for how markets function and how 
they fail.

Correcting market failures in this realm, as in any other, is efficient. 
it is good for the economy, in part because of the benefits generated by 
the resulting environmental improvement. this is not to say that there are 
no tradeoffs to be made. Using cap-and-trade, taxes, and other market-
based approaches to correct market failures can reduce the total costs 
of environmental regulation and natural resource management, but they 
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cannot eliminate them. as we have seen, rigorous economic analysis can 
also inform an understanding of those tradeoffs. internalizing the climate 
change externality of Co

2
 emissions from power plants may increase 

the cost of electricity and energy-intensive goods such as cement and 
aluminum while securing benefits in the form of lower future damages 
from climate change. even if regulation has benefits greater than costs, 
those benefits and costs may not be equally distributed. reducing so

2
 

from power plants may reduce employment in high-sulfur coal mining 
regions while reducing acid rain and providing cleaner air in downwind 
areas. establishing property rights over an open-access fishery may drive 
some high-cost fishers out of fishing altogether, even as it raises the overall 
returns to the local economy.

economic analysis, combined with careful consideration of equity is-
sues, shrewd political strategy, and other inputs, will help students of en-
vironmental studies to make better decisions about environmental policy 
and to better interpret the consequences of others’ decisions. although 
efficiency and cost-effectiveness are not the only criteria that contribute 
to sound environmental policies, they can help us make conscious choices 
about how much of one good thing must be sacrificed to have more of 
another, just as we do in daily decisions about our own household bud-
gets. in this text, we have shown that economics can make vital contribu-
tions to both the analysis of environmental problems and the design of 
possible solutions. We hope the tools we have introduced help illuminate 
the environmental issues you will approach throughout your coursework 
and your career.
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Chapter 2

1. explain why it would not be desirable (from the point of view of 
economic efficiency) to eliminate all emissions of sulfur dioxide 
from electric power plants. now suggest a setting in which zero 
pollution might be efficient.

2. in figure 2.3, abating XMaX units of pollution would result in total 
benefits of pollution abatement greater than the total costs. is this 
amount of pollution abatement efficient? Why or why not? refer 
to both figure 2.3 and figure 2.7 in your answer.

3. Consider the case of aracruz Celulose, s.a., the paper pulp manu-
facturer described in this chapter. suppose a study finds that the 
marginal benefit of reducing chlorinated organic compounds in the 
effluent from pulp mills is $0.50 per kilogram of aoX. (For sim-
plicity, assume that this number does not change with the amount 
of pollution.) Which pulping technology would be efficient in this 
case? What would be the resulting annual costs and benefits associ-
ated with pollution abatement?

4. explain the typical shapes of the total abatement cost and benefit 
curves, as well as the marginal benefit and cost curves.

5. imagine a policy to reduce emissions of greenhouse gases that would 
yield a marginal net benefit, in present value, equal to $1 million 
today and $2 million next year. Would this policy be dynamically 
efficient? Why or why not?

6. advocates for wilderness protection have often criticized the com-
mon practice of setting aside “rock and ice” (i.e., alpine areas) as 
protected land, while more productive bottomland areas (along 
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river valleys, for example) are typically left in agriculture or other 
intensive use. in general, the bottomland areas would also provide 
richer species habitat than the alpine areas. What are the likely 
pros and cons of this approach from the perspective of economic  
efficiency?

Chapter 3

1. how might we estimate the marginal benefits of preservation of 
the California condor, the endangered species discussed in chapter 
2? imagine that we estimate the marginal benefits of condor pres-
ervation to be $200 per bird. are there policy measures that would 
be excluded if we applied the equimarginal principle to condor 
preservation? explain.

2. the economic benefits of an environmental policy such as the re-
duction of sulfur dioxide emissions from power plants are measured 
by the collective willingness to pay of human beings. Policies like 
this may have ecological benefits, such as the effects of reductions 
in acid rain. discuss the degree to which measuring the economic 
benefits of a pollution reduction policy will capture ecological 
benefits.

3. Why do economists generally prefer revealed preference approaches 
to environmental benefit valuation over stated preference ap-
proaches? are there cases in which stated preference approaches 
would be recommended?

4. explain the difference between use and nonuse value, with refer-
ence to a particular environmental policy in which you may be in-
terested, such as greenhouse gas emissions reductions or endangered 
species preservation.

5. should environmental and natural resource management policies be 
put to a strict benefit–cost test? Why or why not?

6. some environmental laws in the United states explicitly prohibit 
the use of benefit–cost analysis in some areas of environmental pol-
icy. For example, the Clean air act declares that air quality standards 
are to be determined purely on the basis of protecting public health 
with “an adequate margin of safety” and forbids the administrator 
of the environmental Protection agency from considering costs in 
setting standards. Can you provide a critique of such an approach, 
from the perspective of economic efficiency? What might be the 
consequences of such an approach? now take a step back. From 
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your own perspective, do you think such an approach is advisable? 
Why or why not?

7. Contrast the economic perspective on endangered species preserva-
tion with the perspective that individual species have infinite value. 
What are the implications of each perspective for public policy?

8. economic analyses indicate that reducing timber extraction in the 
U.s. Pacific northwest in the 1990s, to preserve old-growth habitat 
for the endangered northern spotted owl, had significant net ben-
efits. Yet many logging communities experienced significant eco-
nomic dislocation as a result of these policies. discuss the links, if 
any, between economic efficiency and distributional equity in this 
case. Was reducing timber extraction a Pareto improvement?

Chapter 4

1. explain why a demand curve can be considered to be a marginal 
benefits curve and why a supply curve is equivalent to a marginal 
cost curve. refer to a specific environmental problem in your answer.

2. describe a situation in which you would expect the free market to 
result in an efficient outcome with respect to environmental quality 
or natural resource management and one in which you would not.

Chapter 5

1. describe the efficiency loss that results when the social costs of pol-
lution are external to the private costs of producing a good such as 
electricity. how do the market price and quantity of electricity with 
pollution externalities compare to the efficient price and quantity? 
What are the potential gains to society from regulating pollution?

2. examine figure 5.1 and imagine that the marginal damages of pol-
lution were much flatter than the curve represented here. how 
would this change the magnitude of the deadweight loss from pol-
lution in this case? What are the intuitive implications?

3. Contrast a pure public good, such as biodiversity preservation, with 
an open-access resource, such as some fisheries and groundwater 
aquifers. how do these classes of goods and services differ, and what 
are the implications for environmental policy?

4. Many people contribute money to environmental advocacy orga-
nizations. Can we measure the benefits of the services provided by 
these organizations by summing up contributions? Why or why 
not?
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5. explain the link between public goods and positive externalities.
6. in the international environmental treaty “game” described by fig-

ure 5.5, both countries would be better off if each contributed to 
the cleanup of a shared pollution problem, but this is not what we 
expect to happen. Why is this better outcome unlikely to occur?

Chapter 6

1. if we take the world’s known reserves of oil and divide this total 
quantity by average annual oil consumption, we obtain the reserves-
to-use ratio, the number of years that remain before exhaustion of 
our oil resources. explain why this ratio paints a misleading picture 
of oil scarcity.

2. the hotelling rule states that marginal user cost rises at the rate of 
interest. explain the intuition behind this result.

3. Under what conditions would you expect the extraction rate of a 
nonrenewable natural resource to depart from the dynamically ef-
ficient rate?

4. oil and endangered species are both natural resources with high 
economic value. Yet a private landowner in the United states might 
react very differently to the discovery of an oil well on her property 
than she would to the discovery of an endangered species popula-
tion. explain this difference, using economic concepts.

5. economist robert solow has said that “the monopolist is the con-
servationist’s friend.” explain this in the context of nonrenewable 
resource extraction.

Chapter 7

1. the models we explore in Chapters 6 and 7 (nonrenewable re-
sources, fisheries, and forests) all refer to the concept of economic 
rent. define rent and explain its relationship to economic efficiency.

2. explain the relationship between the biological timber rotation, the 
Wicksell rotation, and the Faustmann rotation. Which one is eco-
nomically efficient, and why?

3. Forests generate nontimber benefits. explain the effects of the fol-
lowing nontimber values on the efficient timber rotation: (a) new 
growth provides habitat for white-tailed deer, (b) old-growth for-
est provides habitat for the endangered red-cockaded woodpecker, 
and (c) decaying trees provide habitat for an important insect spe-
cies. how should policymakers incorporate competing forest values 
such as these into forest management decisions?
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4. explain the link between the establishment of property rights and 
deforestation in tropical countries. Given our discussion in this 
chapter, does this imply that large-scale privatization of land in 
tropical regions is a solution to deforestation?

5. a fishery will always be economically overfished before it is bio-
logically overfished, and therefore the economically efficient level 
of fishing effort is lower than the biologically efficient level. explain 
why this is true.

6. Under open access, fishing will occur until the total benefits are 
exactly equal to total costs, and net benefits are equal to zero. Why 
don’t fishers stop entering the fishery before this happens?

7. explain precisely why reducing fishing effort from the open-access 
equilibrium would be efficient. What would be the effect on fishing 
communities in the short run? in the long run?

8. imagine that a national government reduces the marginal cost of 
fishing effort through a subsidy, such as a fuel tax exemption. how 
would this subsidy affect the open-access equilibrium level of fish-
ing effort, represented in figure 7.6? Would the net benefits of the 
fishery still be zero in this case?

9. history offers many examples of small groups of farmers collec-
tively managing shared irrigation systems, yet there are also many 
examples of inefficient depletion of groundwater aquifers due to 
agricultural irrigation. Use the concepts of common property and 
open access to describe a potential explanation for these two very 
different phenomena.

Chapter 8

1. the Coase theorem suggests that, under some conditions, private 
bargaining will resolve negative externalities. does this mean that 
pollution problems should be left for the market to solve? Why or 
why not? discuss this from the perspective of efficiency, as well as 
equity.

2. according to ian Parry and kenneth small, the efficient gasoline 
tax in the United states is somewhat less than $1 a gallon (see Parry 
and small, 2005, cited in the Further reading for Chapter 8). of 
this amount, only 6 cents is related to global climate change from 
carbon dioxide emissions. some people might argue that 6 cents is 
far too little to change people’s behavior, for instance by inducing 
them to drive less or buy more fuel-efficient cars (and even a dollar 
might not make much difference). if the Pigovian tax turns out not 
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to make much difference in what people do, is it still efficient? Why 
or why not?

3. how would a landing tax in a fishery work to reduce the amount 
of fish caught?

4. Many economists have concluded that the marginal benefits associ-
ated with reducing greenhouse gas emissions are flat, because each 
additional ton of carbon dioxide (or its equivalent) has the same ef-
fect on global warming. at the same time, there is uncertainty about 
the future marginal costs of controlling greenhouse gases. What do 
these two assertions imply about the choice between a tax and a 
tradable permit system to reduce carbon dioxide emissions, on the 
grounds of efficiency?

5. Much of the political debate surrounding the use of emission trading 
concerns the allocation of the pollution allowances—in particular, 
whether to auction the allowances or give them away for free. explain 
why the method of allocation does not affect how much pollution 
firms end up controlling, assuming that transaction costs are low.  
What do you think would happen if transaction costs were high?

Chapter 9

1. explain the intuition behind why market-based instruments (emis-
sion taxes and tradable permits) are cost-effective, whereas uniform 
standards are generally not.

2. redraw figure 9.1 using an even flatter marginal abatement cost 
curve for firm a and a steeper one for firm B. What would happen 
to the cost-effective allocation? What would happen to the size of 
the cost savings from a market-based instrument, relative to a uni-
form standard? explain.

3. the 1977 Clean air act amendments required new electric power 
plants to install scrubbers in order to remove sulfur dioxide emis-
sions. such an approach is often called a “technology-forcing” ap-
proach and is typically promoted as a way of ensuring that polluters 
install the most advanced or best available abatement technol-
ogy. From an economic perspective, what kind of incentive does 
such a policy provide for the development and adoption of new 
technologies?

4. the cap-and-trade program for carbon dioxide emissions under 
California’s aB 32 climate legislation includes both a maximum 
emissions permit price (a “safety valve”), and a minimum permit 
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price (a “price floor”); the two together are often described as a 
“price collar.” how might you expect these two additions to the 
standard cap-and-trade model described in Chapter 8 to affect 
eventual emissions under the policy? how might they affect the 
cost-effectiveness of cap-and-trade, relative to a uniform perfor-
mance standard? What about long-run incentives to adopt new pol-
lution abatement technologies?

5. Why are hot spots a potential problem with market-based instru-
ments? Why would location-specific taxes (or trading ratios in a 
cap-and-trade program) help alleviate the problem?

Chapter 10

1. Why was the U.s. sulfur dioxide allowance trading program widely 
considered to be a success? in your answer, be sure to discuss the 
policy’s environmental performance, cost-effectiveness in compari-
son to other potential policies, compliance and enforcement, and 
distributional implications.

2. one of the strongest objections to market-based fishery management 
is the possibility of consolidation. describe this phenomenon and 
explain why it may occur under an individual fishing quota (iFQ) 
system. to what degree has consolidation occurred in new Zealand 
fisheries managed by iFQs? is it a concern for efficiency, distribu-
tional equity, or both? the government of new Zealand has taken 
some measures to reduce the impact of consolidation. describe these 
measures, and discuss the equity–efficiency tradeoff they imply.

3. draw an analogy between a cap-and-trade program for air pollu-
tion emissions and a market for water consumption permits during 
a drought. how would these two policies be similar? how would 
they differ? Be sure to address the source of the potential gains from 
a market-based approach in each of these cases.

4. numerous successful tradable permit systems for air pollution con-
trol have emerged in the United states in the past two decades, but 
experiments with water quality permit trading have been much less 
successful. offer some potential reasons for this difference.

5. is a pay-as-you-throw policy for solid waste management a Pigou- 
vian tax? Why or why not? have these policies been successful?

6. What are some of the barriers to large-scale application of market-
based policy approaches to land management and species preserva-
tion? to what degree can these barriers be overcome?
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Chapter 11

1. the Limits to Growth model and economic models differ signifi-
cantly in their assumptions. describe these different assumptions 
and the resulting differences in what the models suggest about the 
limits on future economic growth posed by the finite availability of 
important nonrenewable resources such as oil and coal.

2. the world’s supply of oil is being depleted much faster than the rate 
of natural regeneration. From an economic perspective, can this be 
efficient? Can it be sustainable?

3. economist robert solow describes green accounting as an “almost 
practical step toward sustainability.” Why is it almost practical? how 
might green accounting promote sustainability from an economic 
perspective?

4. if we were to try to implement the economic concept of sustain-
ability, we would face some important sources of uncertainty. de-
scribe these areas of uncertainty and how they might limit our 
ability to implement sustainable policies.

5. What are the most important insights of economic sustainability for 
current policies regarding natural resources and the environment?

6. in 1976, the state of alaska established the alaska Permanent Fund, 
valued at about $54 billion in 2015, which primarily uses the re-
turns from investing the proceeds of the sale of oil to provide alaska 
residents with dividends (averaging $1,365 over the past 15 years). 
the Permanent University Fund in texas (valued at $17 billion in 
2014) uses proceeds from the sale of oil leases and royalties on state 
land as endowment funds for several state universities. assess these 
policies from the perspective of economic sustainability.
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