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Preface

The Earth’s climate is undergoing profound changes that will affect the future of our
economies and societies. “The key to learning about the future lies in the past” is
a common saying. Indeed, by studying past changes in climate, scientists can learn
how the climate system works, test their models, and develop theories. At the same
time, past climates exert a fascination for scientists as well as the public. They form
a background for legends and are part of our culture.

When the existence of ice ages in ancient times was discovered in the nineteenth
century, this stimulated both public imagination and scientific research:

“The belief that it [the weather] has improved or worsened in the course of time quite
persistently holds up. There is hardly any human being, even the most common, who has
not tried, owing to the experiences of his life, to attribute the eternally changing, chaotic,
unpredictable character of the weather with some law. [: : :] In the Ice Age, however, all
miracles of this weather seem to unite. Something like an age-old fear of our ancestors
seems to come to life again: of a global winter that destroyed everything. At the same time
one believes that whoever solved the secret of the Ice Age would have to understand the
magic of today’s weather.” (translated from p. 13 of Bölsche 1919)

A century later, this quote from a popular scientific booklet appears almost
visionary as many climate theories, including the CO2 greenhouse effect, are rooted
in the ice age problem.

The debate on the ice age theory was particularly lively at the end of the
nineteenth century. A leading figure in this debate was Eduard Brückner1 (see
Fig. 1), who co-published a standard textbook on ice ages (“Die Alpen im Eiszeital-
ter”, 1909). Brückner also was a pioneer in the study of climatic changes on
multidecadal time scales and their effects on society (von Storch and Stehr 2000).
In 1890—at that time Brückner was a professor of Geography at the University of
Bern—he published a book entitled “Klima-Schwankungen seit 1700” (“Climatic

1Eduard Brückner, 1862–1927, was a German geographer and climatologist. He was professor at
the University of Bern from 1888 to 1904, then in Halle and from 1906 on in Vienna (see Stehr
and von Storch 2000).
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Fig. 1 Photo of Eduard
Brückner (provided by the
Institute of Geography,
University of Bern)

Changes Since 1700”) that was influential for generations of climatologists. In this
landmark publication, several chapters of which were translated by Stehr and von
Storch (2000), Brückner promoted the view of climatic fluctuations (against the
conception of a stable climate or slow, progressive change) and proposed a 35-year
cycle of global climate (see Sect. 4.1.2). He based his work on meteorological or
hydrological observations, documentary evidence as well as indirect evidence or
“proxy data”, as we would say today. Brückner, likewise, considered studies of past
climate to be a key to the future and, most importantly, saw their societal relevance:

“There are numerous hypotheses and theories about climate change. Quite naturally they
have caught the public attention, as any proof of past climatic change points to the
possibility of future climate change, which inevitably will have significant implications for
global economics.” (translated from p. 3 in Brückner 1890)

Over a century later, the field of palaeoclimatology is undergoing profound
changes. First, progress in analytical and sampling techniques as well as a better
understanding of climate proxies has led to a wealth of information. Second,
increased modelling capabilities and computing power has enabled us to address
palaeoclimatological problems with full-fledged computer models. Third, powerful
techniques such as data assimilation have been introduced to palaeoclimatology.
Together with increasingly refined research questions in the light of global climate
change, this technical progress has caused a constant reinvention and revaluation of
historical data and approaches, accompanied by strong efforts in data recovery.

These developments are about to change our view of the past, specifically of
the past ca. 300 years—the period studied by Brückner. This period is of particular
interest because the radiative forcings changed considerably during this period.

The intention of this book, which is entitled “Climatic Changes Since 1700”
in honour of Brückner’s book, is to discuss mechanisms behind interannual-to-
multidecadal climate variability and to analyse climatic changes since 1700 in light
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of new tools and data. The book shows how we can learn from climatic changes
during the past 300 years and what we have learned from these changes. It does not
replace a textbook, even though it is based on one of my courses and can be used
in a lecture hall. There are excellent textbooks on climate and climatic changes,
which are referenced at the appropriate places. It is also not a review of climate and
climatic changes, which would be an impossible undertaking. Excellent reviews
exist for individual topics, and for a comprehensive assessment of the literature, the
reader is referred to the Fifth Assessment Report of the Intergovernmental Panel on
Climate Change (IPCC 2013).

The book aims at readers interested in climatology and climatic changes,
particularly graduate students in geography or climate sciences but also palaeo-
climatologists, palaeoecologists, historians or other scientists interested in climatic
changes. It starts with an introduction and a chapter on data and methods used in
climatology and palaeoclimatology—an area in which our research group is strongly
engaged. The chapter also introduces key data sets and some main concepts used
in the later parts of the book. The third chapter introduces the most important
mechanisms causing climatic changes on interannual-to-multidecadal time scales.
These first chapters of the book will appeal to less-advanced readers as they start
at a rather basic level. However, it is important, in my view, to discuss past climate
changes by building upon a solid background in climatological methods and climate
physics.

The fourth and main chapter of the book discusses major climatic variations
since 1700, some of which are important in their own right, while others exemplify
cases that are typical or characteristic for a certain period. Rather than to review the
literature on these events, one main goal of this book is to reproduce and interpret
these variations in the new data sets and the new approaches introduced in the
second chapter. These analyses, though imperfect and preliminary, serve the purpose
of illustrating what palaeoclimatology can do. The book concludes with a summary.

The choice of topics and of climatic events included in this book is not objective
or comprehensive—this would be beyond my expertise. The selection of climatic
events, data sets and models is therefore strongly biased by the work of our research
group, and it has a focus on Europe and Switzerland. The book thus conveys a
personal view of how and why the climate developed over the past 300 years; it
does not do justice to all the excellent work that has been done by others in the field.

Bern, Switzerland Stefan Brönnimann
August 2015
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Chapter 1
Introduction

Climate is all about variability. Imagine a world in which temperature and other
meteorological elements would not vary in time and space. There would be no
need for the term “climate”. In reality, it may be cool today but warm tomorrow
(Fig. 1.1, left). Travelling a few hundred kilometres away, one may find a very
different weather situation upon arrival (Fig. 1.1, right). These variations may not
be predictable more than a few days ahead, but there are typical spatial patterns
and temporal evolutions in this variability. The term climate describes these typical
variations and aims at bringing an order to them. Climatic changes, then, are changes
in these typical variations over time.

In the following, we will take a closer look at the time and space scales of
climatic variations. Figure 1.2 shows annual-mean temperatures from the longest
instrumental series in the world, the Central England temperature series (Manley
1974; Parker et al. 1992). The series reaches back to 1659 (Sect. 2.2 will introduce
the history of this and other early instrumental series). Annual means of the Central
England temperatures show frequent ups and downs appearing almost at random.
However, there are also slower changes such as an increase in temperature during the
first half of the 20th century and again during the past 50 years. The black time series
in Fig. 1.2 is the global-mean temperature plotted on the same scale. It shows much-
reduced variability as compared to the Central England temperature. Individual
peaks in the two curves do not generally coincide, but some of the multidecadal
changes do agree between the two curves, both in phase and amplitude. This may
be due to common causes. In this case, the global curve averages out most of the
local variations, emphasising the mechanisms acting on a global scale. On the other
hand, global mechanisms are not the dominant factor explaining changes in Central
England temperature. Due to local variations, we may find 30-year warming trends
in Central England (e.g., in the early 18th century) that exceed recent warming
trends. However, large-scale variations such as global warming during the past
50 years also show up in Central England.

© Springer International Publishing Switzerland 2015
S. Brönnimann, Climatic Changes Since 1700, Advances in Global
Change Research 55, DOI 10.1007/978-3-319-19042-6_1
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Fig. 1.1 Surface air temperature variations (left) over time at a given location (Geneva, Switzer-
land, temperature near sunrise in 1816, from Auchmann et al. 2012) and (right) in space on a
specific day (NCEP/NCAR Global Reanalysis from Kalnay et al. 1996)
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Fig. 1.2 Annual-mean temperature anomalies (with respect to 1961–1990) for (grey) Central
England (Parker et al. 1992) and (black) the global average (HadCRUT4 data; Morice et al. 2012).
Both datasets are from the Climatic Research Unit, University of East Anglia

How can we approach this problem scientifically? One viewpoint is statistical.
For instance, we could ask: What is the relation between temperature trends and
their space and time scales? A possible answer is given in Fig. 1.3. Trends1 in
annual-mean temperature from 1979 to 2011 as a function of the area considered
are shown in the left panel of Fig. 1.3. To create this figure, the globe was divided
into 1666 grid cells of (almost) equal area. By always adding the nearest neighbour
cell, we searched for those areas of 1, 2, 3, : : :, 1665 grid cells that exhibit the largest
(red) and smallest (blue) trends among all possible combinations.

1All trends in this book, unless otherwise noted, were obtained by linear least squares regression.
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Fig. 1.3 (left) Dependence of annual-mean temperature trends from 1979 to 2011 on the spatial
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Reanalysis data interpolated to equal-area grid). Orange dots show trends for selected areas.
(right) Dependence of Northern Hemisphere annual-mean temperature trends within the 1881–
2011 window for the chosen time period (HadCRUT4; Jones et al. 2012). The orange curve shows
the trends for all periods ending in 2011. Note the logarithmic x axes on both plots (Based on work
by Sebastian Wolfinger)

At regional scales (e.g., from 1�106 to 10�106 km2), trends scatter considerably.
There are many locations on the globe where temperature has not increased during
the last 33 years. The trend for Central England (orange dot) is larger than that for
the global mean. As the size of the area increases, trends converge. The largest area
whose average temperature has a negative trend is around 100 � 106 km2. Europe
warms faster than the globe, but some regions (e.g., the Arctic) warm even faster.
The Northern Hemisphere temperature trend is very close to the maximum trend
that can be found for any hemisphere (the opposite must be true for the Southern
Hemisphere, by implication).

Figure 1.3 (right) shows the time dependence of climate trends using the
example of the Northern Hemisphere annual-mean temperature. For periods of ever-
increasing length, the record of the past 131 years (1880–2011) was screened for
time windows with the largest and smallest trends, respectively (see also Liebmann
et al. 2010). By definition, the trends converge for a period of 131 years. The orange
line shows the trend ending in 2011. For periods longer than 20 years, this is close to
the maximum trend. However, short trends ending in 2011 are not necessarily high
due to interannual-to-decadal variability. This statistical perspective helps to explain
some of the differences between the Central England and global-mean temperature
outlined in Fig. 1.2—and many other examples of space–time variability that will
be presented in this book.

An alternative way to consider the differences would be to explore the processes
causing temperature variations in Central England or at the global scale, and their
expression at different time scales. Here, it is helpful to introduce a system view
in which climate is seen as one global and bio–physico–chemical entity. The
climate system is divided into spheres (Fig. 1.4) and climate processes are expressed
through the storage and exchange of properties between these spheres (Fig. 1.5).
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Fig. 1.4 The climate system
and its components
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These properties are: energy, mass, and momentum. Here, we distinguish the
atmosphere (with subspheres such as the troposphere, stratosphere, or the planetary
boundary layer), ocean and hydrosphere, cryosphere, lithosphere (or pedosphere),
and biosphere. To this system, at least when considering the climate since the 19th
century, we have to add the anthroposphere. Specific constituents of the atmosphere
such as clouds, water vapour and greenhouse gases, and aerosols play a crucial role
in the climate system and deserve particular attention. This book will make use of
this sketch of the climate system on numerous occasions.

Systems have boundaries. The upper boundary of the climate system is called the
“top-of-atmosphere”. Through this system boundary, the climate system receives
energy from the sun that it eventually radiates back to space. At its lower
boundary—the lithosphere—fluxes become irrelevant for the question studied.
Thus, other than top-of-atmosphere radiation fluxes, the system as depicted here
is a nearly closed system. Matter, energy, and momentum are quasi-conserved.

Climate science is all about understanding the fluxes and conversion of energy,
matter, and momentum within the system. Solar radiation is converted to other
forms of energy (sensible or latent heat) and transported through heat fluxes in
the atmosphere and ocean in order to balance the differences in the energy budget.
Evaporation and condensation link the energy balance (Fig. 1.5, top) with the mass
balance for water (Fig. 1.5, middle). Apart from water, traces gases, aerosols, and
nutrients are quantities that are often studied (in the system view, the term “cycle”
is used for mass budgets of subsystems). Finally, the balance of momentum is
important for the interaction of the solid earth with the flow or for describing the
atmospheric flow on a rotating sphere.

The global temperature in Fig. 1.2 represents the combination of all processes in
the system, but the fluxes of energy at the surface vary on small spatial scales, and
the effects of these local fluxes for a given location such as Central England may be
quite unique.

The unequal spatial distribution of energy fluxes is balanced by horizontal or
vertical fluxes. Atmospheric processes are set in motion and carry out the fluxes.
These processes (or mechanisms, because often it is a chain of processes) have
typical temporal and spatial scales, which are often correlated (Fig. 1.6). Turbulence
takes place on spatial scales of metres and temporal scales of seconds, while
pressure systems and fronts have scales of hundreds of kilometres and time scales
of days.

The processes, and therefore the scales, interact with each other. Often the
term “energy cascade” is used for these interactions. For instance, meridional heat
exchange between the subtropics and the subpolar regions proceeds “down scale”
from large-scale waves all the way to dissipation at the molecular level. Conversely,
organised convection in the tropics, through “up scale” mechanisms, is an important
driver of tropical circulation. Section 3.1 will discuss these aspects in more detail.

As in the atmosphere, physical processes in the ocean show a relationship
between time and spatial scales, but arguably a different relationship from that in
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climate phenomena, and (yellow diamonds) external climate influences (Adapted from Heinz
Wanner)

the atmosphere. The same is true for cryospheric processes. Interactions among
the spheres lead to climatic phenomena whose time scales are larger than those of
atmospheric processes. The climate system may develop quasi-oscillatory variations
such as El Niño–Southern Oscillation, internal modes of variability that vary on
decadal time scales, or also seasonal variations such as monsoons due to the
interaction with the annual cycle.

Forcing factors may also have very different space–time relations. For instance,
they can have large spatial scales and long time scales (such as long-lived green-
house gases), but there may also be short disturbances with near-global effects (such
as solar proton events that affect the middle atmosphere) or very slow, local changes
(such as land surface effects on climate). Forcings may be smooth and continuous
(such as anthropogenic greenhouse gases), periodic (such as variations related to the
11-year sunspot cycle), or pulsing (such as volcanic eruptions).

External forcing contributions are usually small compared to variations in local
energy fluxes, but they interact with regional processes such that different local
systems may react differently to external forcings. As a consequence, the outcome
will be different in Central England or at the global level, where globally integrated
fluxes are most relevant.

The focus of this book is on the right side of Fig. 1.6—on external climate
influences and internally generated variability on interannual-to-decadal time scales
such as that due to ocean–atmosphere interaction.
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Many of the mechanisms are relatively well understood, others are under
research, and some are yet to be discovered. One main part of this book introduces
the mechanisms of climate variability internal to the system (i.e., “the machinery”),
followed by external influences (often subdivided into natural and anthropogenic),
and feedback mechanisms that emerge through the reaction of the machinery to the
forcing. A second main part of the book outlines global climate history since 1700
in the light of the mechanisms, that is, the machinery and its reaction to forcings.
Before turning to the mechanism of climate variability, however, we will start with
an overview of the very foundation of (almost) all research in this area: climate
observations.



Chapter 2
The Basis: Past Climate Observations
and Methods

With contributions and help from Renate Auchmann, Jörg Franke, Alexander
Stickler, Petra Breitenmoser, and Silke Dierer

If you are worried about a thunderstorm forming near your town, if snowfall is
imminent, if an El Niño event builds up in the Pacific, or if media reports that a
heatwave strikes Australia, you can find a large amount of real-time information on
weather and climate on the Internet. Just a few mouse clicks away, you will find
observations, analyses, model simulations, satellite images, Radar data, and many
other products (Fig. 2.1). Where does information on the atmosphere come from,
what does it really tell us, and how can we today explore the weather patterns of
the 18th century? In this chapter, we will cover these questions, starting with some
general considerations of weather observations and measurements, the present day
observing system, and historical climate observations. We cover uncertainties and
problems in climate data and see how models can be used to learn about past climate
and how they can be combined with observations. This chapter also covers climate
proxies and the methods used to derive climate information from these proxies.
Finally, this chapter concludes with a more detailed description of those datasets
that form the basis of many of the analyses that follow in Chaps. 3 and 4.

Climate information has been the topic of many books and reviews. For a
historical view of climate information that touches upon technological, institutional,
and scientific aspects of climate data, data exchange, and data modelling, I strongly
recommend the book “A Vast Machine” (Edwards 2010).

2.1 Observations of Weather and Climate

Research on climate variability and trends relies on atmospheric observations from
the past and the present (see Brönnimann 2012, for more information about the
following). Today, most of the observations are measurements, that is, a property
of the atmosphere or ocean is quantified using instruments. Examples include

© Springer International Publishing Switzerland 2015
S. Brönnimann, Climatic Changes Since 1700, Advances in Global
Change Research 55, DOI 10.1007/978-3-319-19042-6_2
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Fig. 2.1 Snapshots of atmospheric information available at our fingertips. (left) GOES Composite
water vapour for 3 December 2013 1145 UTC (Data source: NOAA). (right) 500 hPa geopotential
height (contours) and vorticity (colours) at 9 January 2014 0000 UTC, from the Global Forecast
System analysis (Data source: http://wxmaps.org/pix/hemi.vort.html)

air temperature, ocean temperature, pressure, humidity, wind speed and direction,
radiation, and the composition of the atmosphere. However, visual observations
of cloud type and fraction, precipitation type, or weather type are also important,
particularly further back in time.

It is beyond the scope of this book to give a technical description of instruments.
The reader is referred to the overviews of Burt (2012) or, for procedures and
practices, the World Meteorological Organization (WMO 2008). In the following,
we focus on few principal properties of measurement systems.

In situ observing systems measure the physical or chemical properties of the
surrounding air or water (Fig. 2.2). Remote sensing systems indirectly derive atmo-
spheric properties from the perturbations of electromagnetic signals passing through
the atmosphere. Platforms used for atmospheric observations include ground-based
stations and towers on land, ships and buoys in the ocean, as well as weather
balloons, aircraft, or satellites in the free atmosphere.

Measurements can be seen as partial descriptions of the atmospheric state at a
given time. They are only helpful for science, however, because observing systems
assure that measurements are meaningful and comparable. For instance, the WMO
(1992) defines air temperature as

“the temperature indicated by a thermometer exposed to the air in a place sheltered from
direct solar radiation.”

Furthermore, in order to achieve representative results when comparing thermome-
ter readings at different places and at different times, a measurement protocol is
required. This encompasses, for instance, a standardised exposure of the screen.
According to WMO (1998) guidelines, the observed air temperature should be

“representative of the free air conditions surrounding the station over as large an area as
possible, at a height of between 1.2 and 2.0 m above ground level. Preferably measurements

http://wxmaps.org/pix/hemi.vort.html
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Fig. 2.2 A pyranometer (top)
for the measurement of
shortwave radiation and
(bottom) temperature and
humidity measurements at a
meteorological station of
SwissMetNet in Zollikofen,
Switzerland

are performed over level ground, freely exposed to sunshine and wind and not shielded by,
or close to, trees, buildings and other obstructions.”

Measurements that do not follow such standards are equally “true” and perhaps
helpful for some applications, but certainly not meaningful for comparisons.

For some observed variables (such as radiation, carbon dioxide (CO2) concentra-
tion, or total column ozone), internationally maintained, traceable standards exist.
Often standards refer to a world primary instrument (i.e., the true value is defined as
that measured by a certain instrument) and are transferred to individual instruments
using travelling standards (i.e., instruments that are regularly calibrated against the
primary standard) and a chain of regional and national calibration centres. However,
no traceable standards exist for many meteorological measurements.

Atmospheric observations are always performed with a certain intention, for
instance, meteorological or climatological applications. The intention behind an
observation is important as it affects not only the reporting, processing, and
analysis, but also the data properties and quality. Meteorological applications (e.g.,
weather forecasting and analysis) call for a real-time availability, high precision,
and high spatial resolution of the data. Important considerations for climatological
applications (climate research, planning, or risk assessment) are high accuracy,
representativeness, and long-term stability.

Systematic observations are expensive and require a high degree of coordi-
nation. At the same time, they can be of national interest (e.g., for warning
systems or strategic considerations). Therefore, systematic observations are mostly
performed by large, national organisations such as weather services, which are
organised globally by the WMO. The WMO issues standards and recommendations
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concerning instruments, calibrations, measurement practices, reporting, and quality
control/assurance. The WMO also regulates data exchange, promotes professional
education and provides the link to the political world.

Only a subset of the global meteorological network is needed for climate
observations, but with particular requirements for quality, comparability, and long-
term stability. Ensuring the existence of suitable networks is one of the tasks of the
Global Climate Observing System (GCOS), founded in 1992; an institution that is
co-sponsored by the WMO and other intergovernmental organisations.

In 2009, the World Climate Conference established the “Global Framework for
Climate Services (GFCS)”, a global partnership of governments and organisations
that produce and use climate information and services (http://www.gfcs-climate.org/
content/about-gfcs). The GFCS ensures the development of science-based climate
data products and their provision to users. Considering the history of meteorological
measurements, GFCS and GCOS are very recent successes in a period of scientific
development that started in the 19th century (see Edwards 2010). In Sect. 2.2, we
will look back to this period and beyond in order to understand the basis of historical
climatology: historical climate observations.

2.2 Historical Climate Observations

2.2.1 Documentary and Early Instrumental Data

We cannot rely on a global climate observing system for analysing climatic
variations back to 1700. A global or even national observing system did not exist in
the 18th century. Therefore, information from different sources must be combined.
Figure 2.3 gives an overview of the observing systems and platforms used since
1700.

Weather, atmospheric phenomena, and climatic effects were observed at least
since the classical epoch and were sometimes even written down. People noted
the conditions they considered relevant, for instance, those impacting agriculture,
extreme events affecting society (e.g., causing damage to common goods), or
weather seen in a religious context. Since the middle ages, weather diaries were
kept by individuals and weather events were reported in other documentary sources.
Some observers took only sporadic notes, whereas others observed in a systematic
way, sometimes providing semi-quantitative and verifiable information on snow,
freezing, wind, precipitation, and other weather elements (see Glaser 2008; Pfister
1999). Weather information was particularly important, even essential for survival,
at sea (Fig. 2.4). On ships, observations have been performed for a long time and
noted meticulously in ship logs. Ship logs and weather diaries are important sources
of information for studying climate of the 17th and 18th centuries.

Instrumental measurements started in the 17th century with the advent of the
Enlightenment and the growing curiosity of humans to physically explore their
environment. The longest continuous temperature time series is the Central England
temperature, introduced in Chap. 1 (Fig. 1.2). Measurements that were taken before

http://www.gfcs-climate.org/content/about-gfcs
http://www.gfcs-climate.org/content/about-gfcs
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Fig. 2.3 Schematic overview of the observing systems and platforms for climate observations
since around the 18th century. Yellow dashed lines denote important time lines in the development
of the observing systems and (IGY International Geophysical Year, GCOS Global Climate
Observing System)

Fig. 2.4 Sorely tried, the HMS Beagle off Cape Horn, 12 January 1833, by John Chancellor
(Courtesy of Gordon Chancellor) (see also Fig. 2.26)

the start of (mostly national) meteorological networks are termed early instrumental
measurements. They were typically taken by scientists (interested in the physics
of the environment), physicians (e.g., trying to understand the causes of illnesses),
colonial administrators (reporting the wealth of their assigned territory), or clerical
persons. The efforts towards basing agricultural practices on science in the 18th
century brought another source of demand for meteorological measurements. One
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example is the meteorological network of the Economic Society of Bern from the
1760s, which was based on this idea (Pfister 1975). Other meteorological networks
were established in the late 18th century by private initiatives. The most well-known
example is the international Palatina network (Cassidy 1985), which included
stations in Russia, Europe, Greenland, and even North America. Most of these early
networks did not last more than two or three decades (see also Edwards 2010), but
they nevertheless contribute important information on weather and climate of the
18th century.

Box 2.1 Data rescue
For many decades, hundreds of thousands of volumes and boxes containing
billions of meteorological observations collected dust in various archives
around the world. Few scientists cared about these original observations
because monthly means and other products were readily available and these
data met the needs of the community. A large fraction of the historical data has
never been digitised or, if it has been, only in the form of monthly averages of
selected variables.

Today, original weather data are considered valuable in view of new
research questions posed by society to science and as new tools become
available. For instance, extremes have come into focus in recent years—
climate change is no longer only about average climate. Regional detail is
required for impact studies, and more variables than just temperature and
precipitation are requested. Data assimilation techniques (see Sect. 2.6) allow
us to exploit the full temporal information of, for example, air pressure, and
to produce three-dimensional global weather datasets.

Fig. 2.5 Enormous amounts
of historical data are still
waiting to be
digitised—citizen science
promotes hope

(continued)
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Box 2.1 (continued)
This requires going back to the archives and rescuing the original obser-

vations (Fig. 2.5). In recent years, several national weather services as well
as large research projects have started data rescue activities. However, the
amount of old weather data to be digitised is so great that other solutions are
also being evaluated. Citizen science projects such as www.oldweather.org try
to engage the public in digitising the data via the internet. Millions of weather
measurements have already been digitised by the public and made available.

Data rescue activities on a global level are loosely coordinated through the
Atmospheric Circulation Reconstructions over the Earth Initiative (ACRE;
Allan et al. 2011) and the International Surface Temperature Initiative (ISTI;
Thorne and Vose 2010).

2.2.2 From National Weather Services to a Global Observing
System

The number of stations grew slowly during the first half of the 19th century and
then increased rapidly during the second half of the century with the foundation
of many national weather services. The latter emerged from a need for systematic
observations for weather forecasts and storm warnings, new telecommunication
technology enabling real-time data transmission (i.e., the telegraph), and political
changes leading to new governmental responsibilities. National weather services
brought a standardisation and professionalisation to observations. The new weather
services also showed interest in compiling earlier historical observations and pub-
lished them in their yearbooks. Moreover, meteorological instruments were refined
(e.g., Assmann 1891); Fig. 2.6 shows several historical meteorological instruments.

During the same period, meteorology became international, although not yet at a
governmental level (see also Edwards 2010). The Brussels Maritime Conference of
1853 and the International Meteorological Organization after 1873 (see Fig. 2.3)
tried to establish standards for weather observations worldwide, although with
moderate success. International scientific projects such as the International Polar
Year 1882/1883 promoted scientific exchange at the multinational level. From the
second half of the 19th century onward, the number and spatial distribution of
meteorological stations was such that, from today’s perspective, a global view
became possible. Remote areas were targeted and high-altitude observatories were
founded such as the Sonnblick Observatory in Austria and Mount Säntis in
Switzerland. In fact, many of the widely used global climate datasets for the earth’s
surface reach back to the second half of the 19th century, comprising surface air
temperature, sea-surface temperature, sea level pressure, and precipitation.

www.oldweather.org
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Fig. 2.6 Conventional
meteorological instruments
used in the 20th century. (top)
Cup anemometer, (middle)
Thermometer and (bottom)
Campbell-Stokes sunshine
recorder

The number of stations gradually increased during the first half of the 20th
century. The quality of atmospheric observations was greatly improved during the
International Geophysical Year (IGY) 1957/1958, a successor to the International
Polar Year, endorsed by the International Council of Scientific Unions. The IGY led
to the establishment of meteorological stations in Antarctica, improved and coordi-
nated networks of weather balloon soundings, atmospheric ozone observations, and
measurements of carbon dioxide in the atmosphere, among numerous other achieve-
ments. The data quality and coverage over both the terrestrial and marine domains
further increased until the late 20th century (Fig. 2.7), although it was punctuated
with dips during the World Wars and, for some regions and variables, a decline after
the 1980s (Note that a substantial part of the decline is due to delayed reporting).
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Fig. 2.7 Number of (right) land stations (Jones et al. 2012) and (left) sea-surface temperature
observations. Dark, middle, and light grey denotes bucket, engine room intake, and unknown
observation type (From Kennedy et al. 2011, John Wiley & Sons)

2.3 Upper-Air and Satellite Observations

Climate and weather data near the earth’s surface only provide a limited view of
the three-dimensional structure of the atmosphere. Upper-air measurements began
in the late 19th and early 20th century (Fig. 2.3), but were only fully developed after
the Second World War. In many countries, operational upper-air networks using
registering balloons, kites, and pilot balloons (free-flying balloons tracked from
the ground to derive wind profiles) were gradually established during 1900–1920s
and were augmented in the 1920s by aircraft observations. Radiosonde networks
(weather balloons measuring temperature, pressure, and humidity and transmitting
the data to a receiver on the ground) only began in the late 1930s and 1940s—at
first, rather experimentally (see Stickler et al. 2010). Figure 2.8 shows the launch
of a radiosonde in the 1940s. The IGY finally brought a standardised global upper-
air network of weather balloon stations, which remains the foundation of upper-air
observations.

Another important change in the global climate observing system was the start
of space-borne observations of the earth in the 1960s and 1970s (Fig. 2.9). Satellites
carry instruments that measure irradiance emitted from the earth (infrared) or the
atmosphere (microwave), solar radiation reflected at the earth or backscattered by
the atmosphere, or solar or stellar radiation passing through the atmosphere in the
earth’s limb. Active systems emit signals and measure the reflected or backscattered
radiance. All systems are based on the fact that electromagnetic signals interact
with the earth’s atmosphere. The physical properties of the earth’s surface (e.g.,
reflectivity and temperature), the atmosphere (e.g., motion) and its constituents
(e.g., trace gases, aerosols, and hydrometeors) alter the radiance intensities, spectral
signatures, or signal travelling times. Deriving the atmospheric properties from the
measured signal, however, is a mathematically ill-posed problem. Many possible
atmospheric conditions could result in the same measurement. Complex algorithms,
termed “retrieval”, are necessary and involve incorporating prior information to
obtain a unique solution.
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Fig. 2.8 Launching of a
weather balloon, ca. 1944.
Women’s first opportunities
in meteorology occurred as a
result of the Second World
War (National Oceanic and
Atmospheric Administration
(NOAA) National Weather
Service (NWS) Collection)

Fig. 2.9 (left) Television and Infrared Observation Satellite (TIROS) I and (right) first television
picture from space, 1 April 1960 (Photos: National Aeronautics and Space Administration
(NASA))

Satellites provide a near-global coverage of numerous climate variables, such as
sea ice or snow coverage, cloud cover, the vertical temperature structure, or surface
wind. For many sparsely observed regions such as the South Pacific, satellites
brought a huge amount of additional weather information. In particular, satellites
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provide detailed information on the concentration of many reactive trace gases and
on the amount and properties of aerosols. At least as important as for surface data,
quality remains a fundamental issue for satellite data. The overlap between different
sensors is often too short to obtain reliable transfer functions.

Ground-based remote sensing techniques supplement in situ observations of
the free atmosphere. In fact, cloud motion was already systematically observed
in the 19th century. Since the 1920s, spectroscopy was used to measure the total
ozone column. Later, radar, wind profilers, and other devices were introduced to
derive wind, precipitation, and aerosols, and time delays from Global Positioning
System (GPS) techniques give atmospheric moisture. While these data sources are
important for present day weather analysis, they are not useful when considering
climate changes since 1700 and hence are only relevant for the last part of this book.

2.4 Data Dissemination in the Course of Time

Climate observations were made to be exchanged. Early meteorological measure-
ments were disseminated through scientific journals such as the Philosophical
Transactions of the Royal Society (Fig. 2.10) and extensive private correspondence.
Scientists like the Bernese scholar Albrecht von Haller1 (13,300 letters to him are
preserved), were effective communicators and collected observations from their
private networks of peers.

In the early 19th century, German meteorologist Heinrich Brandes2 introduced a
new way of using weather data by drawing the first weather maps (based on data
from the year 1783), thus demonstrating the value of synoptic meteorology for
diagnostic purposes (Brandes 1819). However, weather maps had no operational use
before the invention of the telegraph. During the first half of the 19th century, more
and more stations were starting to operate. The data were compiled by scientists
and first quantitative overviews could be produced. James Pollard Espy,3 Cleveland

Fig. 2.10 Temperature and pressure measurements for Oxford on 19 and 20 January 1665
(Gregorian dates: 29 and 30 Jan. 1666) (Wallis 1665)

1Albrecht von Haller, 1708–1777, was a Swiss physician (anatomist), scientist, and poet of the
Enlightenment. He is said to have published ca. 50,000 pages of scientific works of consistently
high quality.
2Heinrich Brandes, 1777–1834, was a German meteorologist, astronomer, and mathematician.
3James Pollard Espy, 1785–1860, was an American meteorologist and one of the first to use the
telegraph for collecting meteorological observations.
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Abbe,4 and (for marine data) Matthew Maury5 were pioneers in the United States
from the 1830s to 1850s. In Europe, Heinrich Wilhelm Dove6 (in the 1830s) and
later Julius Hann,7 Francis Galton,8 Wladimir Köppen,9 and Eduard Brückner
compiled global datasets. Henry Blanford,10 Gilbert Walker,11 and Felix Exner12

continued these efforts and brought in statistical concepts for the first time (see
Box 4.1, p. 224).

With the start of national weather services, observations were published and
made accessible in yearbooks. Brückner used such sources for his studies, arguably
including the three volumes shown in Fig. 2.11. In the subsequent decades, attempts
were made to systematically collect global weather data—a huge and extremely
difficult undertaking. Most noteworthy in this context are the efforts of the Smith-
sonian Institution, whose “World Weather Record” contained a global compilation
of climate data (see also Edwards 2010).

The data compilations enabled climatological products to be presented in
graphical forms such as isotherms (pioneered by Alexander von Humboldt13).
Graphical elements became more common in scientific publishing in the mid-19th
century, and in 1852, Dove published the first global maps of temperature and
precipitation (Dove 1852). Prior to the age of electronic computers, graphical
methods were often used in science as efficient tools. Meteorological atlases

4Cleveland Abbe, 1838–1916, was an astronomer and meteorologist and founder of the U.S.
Weather Bureau.
5Matthew Fontaine Maury, 1806–1873, was an American scientist (oceanographer and meteorolo-
gist). He published the first comprehensive book on oceanography.
6Heinrich Wilhelm Dove, 1803–1879, was a German physicist and meteorologist and one of the
first to study global climate. He is known for his works on winds.
7Julius Hann, 1839–1921, was an Austrian meteorologist and climatologist and one of the founders
of modern meteorology. Hann is known for the Föhn theory, among many other achievements. His
“Handbuch der Klimatologie” (Hann 1883, 1897, 1908–1911) set the standard for five decades
(see Stehr and von Storch 2000).
8Francis Galton, 1822–1911, was a British scientist, known for his work in statistics (correlation),
meteorology (weather maps, anticyclones, and weather variability), and eugenics. Galton was a
cousin of Charles Darwin.
9Wladimir Köppen, 1846–1940, was a German–Russian meteorologist, geographer, and climatol-
ogist. Among many other things, Köppen developed a classification of climates that is still used
today (Köppen 1881).
10Henry Francis Blanford, 1834–1893, was a British meteorologist and palaeontologist and first
director of the India Meteorological Department.
11Sir Gilbert Walker, 1868–1958, was a British mathematician and meteorologist. Walker worked
for the India Meteorological Department from 1904 to 1924. He is best known for his work on
climatic oscillations and statistics.
12Felix Exner, 1876–1930, was an Austrian meteorologist and director of the Austrian Meteoro-
logical Service (Zentralanstalt für Geodynamik). Exner made important contributions to dynamic
meteorology.
13Alexander von Humboldt, 1769–1859, was a Prussian geographer, naturalist, and explorer. He
was one of the most famous scientists of his time. His main work, “Kosmos” (von Humboldt 1845)
is a compendium of science and nature.
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Fig. 2.11 Data storage in the
climatology group at the
Institute of Geography in the
University of Bern. (top)
Printed volumes of Russian
meteorological observations
from 1879 published by
Heinrich Wild,14 these
volumes may have been used
by Brückner, (middle) punch
cards, and (bottom) punch
tape Facit 4070 (1968). The
storage size of one tape is
120 KB. Currently, the group
uses a 400 TB storage system

(e.g., Hann 1887) became important and popular for science and education. Most
school atlases produced since the late 19th century contain climatological maps, an
example of which is shown in Fig. 2.12.

Several technical developments in the early 20th century affected data handling
and storage. Weather data could be stored on machine-readable punch cards
(although the operations that could be performed were extremely limited; see
Edwards 2010). The invention of the radio allowed wireless transmission of weather
data to many receivers. However, a large fraction of the data was still written down
and stored on paper. Only since the 1960s, has the acquisition, processing, and
storage of meteorological data become fully electronic. Magnetic tapes came into

14Heinrich Wild, 1833–1902, was Swiss meteorologist. Wild was a physics professor in Bern and
later founder of the Main Geophysical Observatory in St. Petersburg, Russia.
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Fig. 2.12 Air pressure and winds in January from a school atlas (Diercke Schul-Atlas, Braun-
schweig, 1901) based on Hann’s atlas

use as storage media, but most data were still stored on punch cards, computer code
was often stored on punch tape (Fig. 2.11). An important role in the development
of data dissemination was again played by the IGY, the first “big data project”
(Aronova et al. 2010). The IGY required an organised form of data handling and
established the World Data Center system, for the archiving and dissemination of
scientific data through dedicated institutions in the U.S., Europe, the Soviet Union,
and Japan. Although originally the World Data Centers did not yet store data on
magnetic media and dissemination was limited to the IGY (see Edwards 2010), the
system has played a key role in climate data dissemination to the present.

With the implementation of communication satellites, a system of terrestrial and
satellite communication developed, enabling the global transmission of weather
data, which today is known as the Global Telecommunication System (GTS). The
GTS is an important component of WMO’s World Weather Watch, a programme
established in the 1960s that “combines observing systems, telecommunication
facilities, and data-processing and forecasting centres” (WMO website). The chal-
lenge we face today is the sheer amount of data. Climate model, reanalyses, and
satellite data worldwide add up to exabytes (1018 bytes). Doing climate research
typically requires large storage capacities.

Box 2.2 When meteorology was not considered science
Although early climate observations were studied by the scientists of the
Enlightenment, they were far from sufficient to form the basis of a physical

(continued)
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Box 2.2 (continued)
theory of the atmosphere. Climate science in the early 19th century was not a
discipline of its own, but an auxiliary science for several other disciplines such
as botany, geology, or medicine. The task was to document, not to understand.
Atmospheric scientists—if one can use this term—were aware of the large
needs and gaps in their discipline. The following episode may elucidate this.
In 1817, after the devastating “Year without a summer” of 1816 (see Box 3.2,
p. 124 as well as Sect. 4.2.4), the Swiss Natural Sciences Society offered an
award for answers to whether or not climate in the Alps had been deteriorating
in recent years (see Bodenmann et al. 2011). The analysis of meteorological
series was explicitly excluded from the call text. Rather, the call asked for
indirect evidence (or proxies, as we would say today) and addressed scientists
from other fields such as geology, natural history, or forestry. The president’s
speech (Usteri 1817) made clear why:

“This branch of science [meteorology] has peculiar difficulties, and unless one wants
to open a vaudeville, one has to refrain from seeking broad public attention for it.”

Weather and forecasts clearly was the domain of astrology, not science.

2.5 Uncertainties in Climatic Data

2.5.1 Uncertainties and Errors in Measurement Series

Long climate records, which are required for most climate applications, have never
been produced for the purpose of climate monitoring and reach back to a time when
observing standards were different or inapplicable. Therefore, they are subject to
several types of problems, ranging from measurement error to statistical uncertainty
(Table 2.1). These should be considered for calculating climate trends and for
assessing variability. In the 19th century, scientists were well aware of uncertainties
and the danger of using low-quality data.15 For instance, Brückner not only relied
on expert judgement, but meticulously analysed differences between neighbouring
stations to address possible breaks in the series. However, the statistical framework
for data homogenisation was not yet established.

Before entering into details, it is necessary to define a number of terms; they are
shown schematically in Fig. 2.13. Unfortunately, the terms “error” and “uncertainty”
are not used consistently in the literature. In everyday language, error implies that

15“Barometer, pluviometer, and thermometer are the main instruments of the meteorologist and
have been used for over 200 years. Yet one would be very mistaken to trust the old measurements.
[: : :] And then the old temperature observations! Here, the inadequacy of the instruments pairs with
insufficient placement of the instruments to render the observations completely useless.” (translated
from Brückner 1890, pp. 133–134).
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Table 2.1 Errors and uncertainties in station time series for the example of surface air temperature
(adapted from Willett et al. 2014)

Problem Cause Detection Solution

R
ep

or
ti

ng

Reported air
temperature is not
measured air
temperature

Errors in reporting,
units, data
transmission,
conversion,
encoding, etc.

Analyse metadata,
statistical outlier
screening and testing

If possible, identify
cause of error and
correct. Otherwise,
flag suspect values

In
st

ru
m

en
t

Measured air
temperature is not
true air temperature

Instrument error or
malfunction,
calibration error

Comparison with
reference series or
parallel
measurements,
analyse metadata

If possible, identify
cause of error and
correct. Otherwise,
perform statistical
homogenisation or
flag suspect values

St
at

io
n

True air temperature
is not representative
of ambient air
temperature

Instrument shield or
shelter,
measurement
practices, local
(nonrepresentative)
changes in station
surroundings

Comparison with
reference series or
parallel
measurements,
analyse metadata

If possible, identify
cause of error, use
energy balance
model of shield or
model of
microclimate to
correct. Otherwise,
perform statistical
homogenisation

Su
rr

ou
nd

in
gs

Representative
ambient air
temperature is
affected by
nonclimatic
influences

(Representative)
changes in station
surroundings,
urbanisation

Comparison with
reference series,
analyse metadata

Statistical
homogenisation or
no correction
(depends on
application)

Pr
oc

es
si

ng

Different ambient air
temperatures are
merged

Change in location Comparison with
reference series,
analyse metadata

Statistical
homogenisation or
unmerge (depends
on application)

Changes in diurnal
sampling affect
statistics

Change in
observation time

Comparison with
reference series,
analyse metadata

Statistical
homogenisation or
split (depends on
application)

something is wrong, while uncertainty implies that something is unknown. The
scientific meaning of the two terms is quite different. In applied mathematics,
error is the difference between a measured value and the true value (x-axis in
Fig. 2.13), while uncertainty is the statistics of the error (e.g., its probability
density function, shown as the y-axis in Fig. 2.13, or a parameter such as the
standard deviation). However, the term uncertainty is avoided by mathematicians
and often only the term error is used. In meteorology, the true value is almost
never known, and hence the error is not known either. It may, however, still be
possible to quantify the uncertainty. Errors are sometimes subdivided into random
and systematic components. The random error has an expectation value of zero for
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Fig. 2.13 Schematic diagram illustrating the terms error, uncertainty, systematic error, random
error, accuracy, and precision

an infinite number of replications of the measurement, while the systematic error is
the average of an infinite number of replications of the measurement. Measurements
can be “accurate,” which means that their systematic error is small. “Precise”
measurements, conversely, have a small random error (Fig. 2.13).

Let us now look at the problem of data error and uncertainty using the example
of air temperature. Recall that, according to the WMO, temperature should be mea-
sured in a sheltered place, freely exposed to weather, and should be representative
of the free air conditions over as large an area as possible. These recommendations
should ensure the comparability of measurements. There are many reasons why a
measured temperature might not fulfil these conditions. Table 2.1 gives a summary
of the possible sources of errors.

One common source of error in meteorological data is reporting. In other words,
the number that is in front of us is not the measured temperature due to errors
in units, decoding, processing, input-output, copying or digitising, or similar. If
detected, it is sometimes possible to correct these errors. A second type of error
refers to the instrument itself during observation (e.g., malfunction, power loss, or
interference between measurements) or maintenance (calibration and handling). In
this case, the measured air temperature is not the true temperature at the sensor.
Errors may also occur due to the shielding of the thermometer. While there may be
nothing wrong with the thermometer itself (it measures the true air temperature), this
true air temperature represents the microclimate of an overheated shelter and thus
is in conflict with the WMO definition of air temperature (see Sect. 2.1). Finally,
a temperature reading may not fulfil the WMO recommendations because of the
station environment (e.g., obstruction by trees, buildings, or paved roads). Thus, it
is no longer representative for the surroundings. Identifying and correcting errors
and reducing uncertainties are complicated by the fact that they change over time.

A different type of uncertainty is related to changes in the larger-scale station
environment. When meteorological networks were built up in the late 19th century,
stations were often erected at the outskirts of a city. Soon many of these locations
became part of the urbanized area and therefore represent a more local climate
that is subject to urban effects. Although real and in accordance with the above-
mentioned WMO guidelines, this effect may be undesired. For studying global
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Table 2.2 Examples of types of uncertainty relevant for climate research (based on draft by Peter
Thorne)

Degree of processing Type of uncertainty Example
Station time series
(see Table 2.1)

Measurement uncertainty Instrument calibration, malfunction
Procedural uncertainty Change in standards (e.g., shelter), reporting
Representativeness in time
and space

Station relocation, change in observation
times

Homogenisation Structural uncertainty All possible detection and correction
strategies

Parametric uncertainty Choices and parameters in a selected
detection and correction strategy

Averages and
products

Coverage uncertainty Gaps in time and space on scales for which
averaging is attempted

Representativeness in time
and space

Over-/underrepresentation of urbanised
areas or of specific local climates (valleys,
coasts, etc.)

Structural uncertainty All possible averaging strategies
Parametric uncertainty Choices and parameters in a selected

averaging strategy (e.g., treatment of gaps,
adjustment for variance)

climate change, urban effects may receive undue weight as suburban and urban
stations are overrepresented in the global station network by area. Here, a correction
or downweighing of such stations is necessary. For a biologist studying changes in
urban flora, however, a correction is obviously undesirable.

Further uncertainties come into play when considering sequences of measure-
ment series (Table 2.2). For instance, stations may be relocated (e.g., from the
city centre to an airport), or observation times may change. Each part of the
series may be correct, but climate science often desires long time series and
combining the sequences requires corrections that add further uncertainties. It is
not clear, per se, for which purposes series from different stations can (or should)
be combined.

Errors in temperature data can sometimes be identified (and in some cases
subsequently corrected) by quality control and quality assurance (QC/QA) routines
such as checks for physical plausibility, internal consistency, and statistical outlier
tests. Data may also evolve due to reprocessing, for instance, if better sensor-
response curves become available or if a new system allows a more accurate
processing of the raw data.

2.5.2 Inhomogeneities and Homogenisation

Systematic errors (see Fig. 2.13) may change over time and lead to breaks or
artificial trends in a time series, called inhomogeneities. Most temperature (or other
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climate variable) series are affected by inhomogeneities; breaks occur typically
every 10–20 years on average. For climatological applications, all of these breaks
need to be corrected. If an inhomogeneity is foreseeable (e.g., due to a change in
instruments, shelters, or location), parallel measurements should be performed that
can then be used for a detailed assessment of the inhomogeneity and subsequent
correction. Otherwise, statistical methods are used and the procedure is called
homogenisation.

Homogenisation of climate data ideally consists of three steps: (1) Detection
of an inhomogeneity, (2) (if possible) attribution to a cause, and (3) (if possible
and desirable) correction. In some cases, for instance if a station is relocated,
inhomogeneities are obvious. Otherwise, detection is based on statistical methods
(see Kuglitsch et al. 2012). Some tests are only based on changes in statistical
properties within the series in question (Wang et al. 2007b). However, most methods
use reference series—homogeneous series that are highly correlated (with a stable
relation) with the series under question (e.g., Caussinus and Mestre 2004; Toreti
et al. 2012). These may be series of the same variable at a neighbouring location, or
series of a highly correlated variable at the same location. Break detection methods
can be performed using daily, monthly, or annual data. Air temperature series are
often tested on the basis of annual-mean values. Ideally, sufficient information
on the station (i.e., metadata) is available to decide whether or not to accept a
break.

If a break is accepted, in the ideal case it can be attributed to a specific problem.
For instance, a break in a temperature series may by attributable to a change in
shelter. If such an attribution can be made, it may be possible to find a more
appropriate correction than possible through statistical methods. In most cases,
however, statistical methods are used to homogenise the series once a break in a
series is accepted. Conventionally, the part before the break is adjusted to the part
after the break (see Fig. 2.14).

Often, climate data are homogenised with respect to a time average such as
monthly means. However, in recent years climate extremes have come into focus,
and consequently homogeneous meteorological records on a sub-daily scale are
required. However, for daily or sub-daily data, applying an average correction
may be insufficient as negative extremes might be affected differently by an
inhomogeneity (such as a change in the shelter) than positive extremes. Some
methods (e.g., Della-Marta and Wanner 2006) not only account for changes in the
mean, but also changes in the higher moments of the distribution (see Fig. 2.14).

Physics-based correction approaches provide an alternative in some cases. The
example in Fig. 2.15 shows corrections of temperature series for a change of shelter
(from a Wild screen to a Stevenson screen) obtained with a physics-based approach
that estimates the energy balance of the sensor-screen system. The corrections are
different for each individual measurement and depend on solar elevation, cloud
cover, and wind speed. In this case, parallel measurements were available to check
the results and revealed a good agreement, specifically for heatwaves (Auchmann
and Brönnimann 2012).
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Fig. 2.14 (left) Schematic depiction of the homogenisation of a documented break (green dashed
line). (right) Seasonality and complexity of the correction function

Fig. 2.15 Corrections for daily temperatures at Basel to adjust for the change from a Wild screen
to a Stevenson screen around 1960 for (left) the early morning, (middle) noon, and (right) the
evening for different ambient conditions (cloud cover, wind) as found with a physics-based,
empirical approach (FromAuchmann and Brönnimann 2012, John Wiley & Sons)

While homogenisation is a necessary step for reaching a level of quality that
allows trend calculations, it introduces additional uncertainties. Homogenisation
involves the estimation of many parameters and many choices. Each of these
estimates has its own uncertainties, often termed parametric uncertainties. The
errors of the parameters can be quantified statistically, and a Monte Carlo approach
can be used to estimate their effect on the results (i.e., the homogenisation approach
is repeated a certain number of times, each with a different set of parameters).
This approach has been used, for instance, to address uncertainties in sea-surface
temperature data (Rayner et al. 2006) and is becoming increasingly common.

Similarly, the effect of different choices (e.g., how many years to use on both
sides of the inhomogeneity, or the criteria to be used to qualify a reference series as
good) can be assessed in a Monte Carlo framework. However, uncertainty already
arises from the choice of a given method. Choosing different approaches will lead to
different results (Venema et al. 2012). The related uncertainty is termed “structural
uncertainty” and is very difficult to quantify as we only know a very small set out of
an infinite number of possible homogenisation methods. Imagine two independent
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teams of engineers given the same task of building a satellite with some desired
capabilities. The two teams will likely come up with different solutions.

2.5.3 The Chain of Uncertainties

In Sects. 2.5.1 and 2.5.2, we discussed the uncertainties involved in the mea-
surement of temperature at a station, the process of homogenising temperature
series, and the uncertainties introduced in the process. When producing grid-
ded or averaged products from station observations (which will be discussed
in Sect. 2.6) the same basic types of uncertainty apply. They are summarised
in Table 2.2. An approach needs to be chosen (out of an infinite number),
and within this approach there are additional choices and parameter estima-
tions. Again, parametric uncertainty is the most easy to quantify, and current
data products for surface air temperature are usually accompanied by a quan-
tification of parametric uncertainty. With respect to the structural uncertainty,
the only way of quantification is to have different groups produce the same
product. A recent example for global surface temperature is the Berkeley Earth
Surface Temperature (BEST) project (Rohde et al. 2013); an attempt by an
independent group of scientists to create a new global record from raw station
data. With respect to homogenisation, a recent benchmark exercise was very
successfully applied to test different homogenisation algorithms (Venema et al.
2012).

Structural uncertainty is almost never incorporated into error estimations. As
a consequence, published uncertainties are always lower-limit estimates. As our
knowledge of uncertainties increases, estimates of uncertainty may grow (Fig. 2.16).
Hence, increasing uncertainties (with respect to past publications) may reflect an
increase in our understanding of uncertainties rather than a decrease in quality.
A quantification of all errors along the chain from the measurement to the final

Fig. 2.16 Schematic view of
the change in uncertainty over
time. The decrease in total
uncertainty is due to a better
correction and
homogenisation of datasets,
while more of the full
uncertainty is known and
better quantifiable

Known Uncertainty

Total Uncertainty

Time

ytniatrecn
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statistical analysis is not possible. Therefore, it is particularly important to know the
concept of uncertainties and to know which parts of it are quantified.

2.6 Data Products and Dynamical-Statistical Methods

2.6.1 Spatial Information and Geostatistical Methods

Every day, a large amount of meteorological information is gathered by numerous
global observing systems (Fig. 2.17): surface-based stations, aircraft, radiosonde,
buoys, and in particular satellites. This information is processed, disseminated, and
archived, and can then be used for further studies. However, as the figure shows, the
observations are irregular in time and space, with large gaps or, conversely, regions
with extremely dense information. It is difficult to work directly with such data.
For most applications, two- or three-dimensional datasets on a regular space–time
grid are much more convenient. In the following, we will discuss methods used to
produce such datasets.

Let us assume that we would like to analyse precipitation on 21 May 1999,
when the northern part of Switzerland was affected by strong flooding due to
severe precipitation and melting snow. Figure 2.18 shows different data products
at different spatial resolutions that could be used. In Fig. 2.18 (top left), station data

Fig. 2.17 Data gathered by the European Centre for Medium-Range Weather Forecasts (ECMWF)
on one specific day and time, 4 February 2000, 0 UTC
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Fig. 2.18 Precipitation on 21 May 1999 in different datasets. (top left) Swiss precipitation station
data and (top right) interpolated station observations (the typical inter-station distance and hence
the effective resolution is ca. 15 km). (bottom left) Data interpolated from stations from the E-Obs
dataset and (bottom right) blended precipitation data from stations and satellites (Data sources:
MeteoSwiss) (top, RhiresD data and station data), Koninklijk Nederlands Meteorologisch Instituut
(bottom left), and Global Precipitation Climatology Project (bottom right)

from Switzerland are given for this specific day. The precipitation network is dense
and, after the quality assurance procedures described in the previous Sect. 2.5, the
data provide detailed and direct information. However, this may not satisfy all of
our needs. A hydrological model requiring a precipitation input value at each grid
point of, for instance, a 2� 2 km grid, could not be fed without further assumptions.

Using geostatistical methods, the station data can be interpolated to a regular,
fine grid. Thereby, the effects of small-scale topographical features on precipitation
can be incorporated statistically, while instrumental measurement noise can be
filtered out. Such a dataset has been produced for Switzerland (Fig. 2.18, top right)
and the Alps (Isotta et al. 2013) in the European Reanalysis And Observations
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For Monitoring (EURO4M) project. The map is spatially complete and provides
arguably the best available estimate of daily precipitation, but not every grid value
is an observed precipitation amount.

If a larger spatial scale is desired, the European “E-Obs” dataset (Haylock et al.
2008, also updated in EURO4M) is often used, which is also based on station
precipitation data. It shows that most of Europe remained dry on this day and only
the northern part of the Alps was affected. However, individual valleys are no longer
resolved. Finally, a global product (Adler et al. 2003) that incorporates station data
as well as satellite information puts the local event into a global context. The product
shows some precipitation over the Alps (note the different scale), but does not allow
a clear distinction between northern and southern parts of the Alps.

The available daily datasets cover the past 60 years at most. Longer, highly
spatially resolved precipitation datasets are available for Europe (Efthymiadis et al.
2006), but only as monthly means. Hence, station data are still required for obtaining
daily information further back in the past.

Box 2.3 What is a good dataset?
Assume you are given the task of analysing a certain scientific question in
“observations”. The first step is to choose a dataset. Obviously, you want the
best dataset, but what is a good dataset? One that is accurate or is precise?
One with a high spatial or temporal resolution or a long duration? One that is
gap free or is the least processed? One that incorporates as much and diverse
information as possible or relies on only one type of information? One that
is well documented or is freely accessible? One that you already have or is
used by everybody else? One that occupies the least space on your disk or is
in your favourite data format?

Applications have different requirements and methods to produce datasets
have different strengths and weaknesses. Many of these properties are
conflicting or even mutually exclusive. Moreover, technical or financial limi-
tations need consideration. Ideally, all of these aspects need to be reconciled
and the above questions need to be asked. In practice, however, inertia often
takes over. Standard datasets are often used without question. In recent years,
as for models, it has become common practice to perform the same analyses
on several different observation-based datasets. This is a step forward in
terms of addressing uncertainties. However, there is no theoretical framework
for working with such “ensembles of observations” and it is not clear what
uncertainty is expressed by the differences found.

Gridded global climate data products sometimes convey the image of a well-
observed variable. However, prior to the satellite period, the underlying data can be
quite sparse. Of the globe, 70 % is covered by oceans and vast areas are covered
by deserts, ice sheets, pristine forests, and other uninhabited and sparsely observed
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Fig. 2.19 The number of sea-surface temperature observations per month and the 2ı � 2ı grid
cell in the ICOADS Release 2.5

regions. Figure 2.19 shows the coverage of sea-surface temperature observations
in four specific months of the main historical ocean dataset (International Com-
prehensive Ocean-Atmosphere Data Set (ICOADS) Release 2.5, Woodruff et al.
(2011)) on a 2ı � 2ı grid. Several features are noteworthy. First, most ocean grid
cells have no observations. For those that do have observations, the number is rather
small (mostly below 10). Second, sea-surface temperature at that time was measured
exclusively from ships. Hence, the data coverage corresponds to ship routes. These
routes change over time due to economic, political, or technical factors (such as the
opening of the Panama Canal in 1914). In February 1902, the Atlantic Ocean was
rather well covered, but not the North Pacific. In 1917, during the First World War,
the coverage was much better over the North Pacific, but the Atlantic was sparsely
covered. In 1935, most ocean areas had a comparatively good coverage, while the
opposite was the case for 1942—during the Second World War. Even in recent
years, spatial coverage of sea-surface temperature data is affected by economic and
political factors such as piracy in the Indian Ocean (Smith et al. 2011).

Constructing gridded datasets in this situation is challenging. On top of the data
scarcity, major changes took place in the observing system. Rather than measuring
ocean temperatures with buckets, many ships started to measure temperatures in
the engine cooling water. The changeover started around 1940, but is often not
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documented in metadata. As a consequence of these uncertainties, an artificial jump
is present in sea-surface temperatures in the 1940s, which even affects global-mean
temperature (Thompson et al. 2008). Hence, changes in observing techniques and
poor data coverage (see also Brohan et al. 2009) led to high uncertainties in the
global temperature record.

Quantification of uncertainties poses further problems, even if the contributions
to the uncertainty are known. Some of the errors “follow the ships”, some don’t;
some errors are random and average out (depending on the analysis), other errors
are systematic and remain constant. Depending on the time and space scales and
analysis type considered, the contributions of different errors (coverage, instrumen-
tal, etc.) vary. The theoretical framework of how to deal with these errors exists, but
is too complex for most practical purposes and Monte Carlo methods are used.

Reverting to the methods used for producing gridded data from station observa-
tions, a large number of methods is available. In short, gridding methods produce
regular (mostly rectangularly) gridded data from irregularly spaced data. Methods
that only rely on the data to be interpolated and the given time step include
averaging by grid box (with or without adjustment of the variance) or linear
interpolation. Numerous interpolation techniques are available in geostatistics (e.g.,
Inverse Distance Weighting, Kriging, Natural Neighbour, and Local Polynomial
fitting). Other methods incorporate additional observation-based information such
as covariances estimated from a high-quality subperiod of the dataset. For instance,
Reduced Space Optimal Interpolation employs principal components of a subperiod
with dense observations. In the sparse part of the data, only the scores of the
principal components are then estimated (similar to climate reconstruction tech-
niques discussed in Sect. 2.8.4). Finally, data assimilation methods not only use
observations and covariances, but in addition use a numerical model to obtain a
state estimation.

Excellent technical literature (Atkinson and Lloyd 2011; Daley 1993; Hengl
2009) is available on these methods. In Sect. 2.6.2, I would like to focus on one
of these methods in some more detail, as it plays an important role in atmospheric
sciences and in the remainder of this book: data assimilation.

2.6.2 Data Assimilation and Reanalyses

The concept of data assimilation is to combine observations of the atmospheric
state with a numerical weather prediction model to obtain an estimate of the true
state of the atmosphere at a given time. Some also call it “physically consistent
interpolation” as the resulting estimate is both physically consistent and consistent
with the observations. However, the term “extrapolation” might be more appropriate
as data assimilation provides the result in the model space (i.e., model variables,
grid, levels, etc.), including non-observed variables, levels, and regions.

How does data assimilation work? Imagine a weather forecaster in Brückner’s
time, trying to draw a weather map from the sparse observations available
(Fig. 2.20). First, the forecaster would draw points on a map showing the
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Fig. 2.20 Sea level pressure on 30 January 1896 in (left) the analysis of the Deutsche Seewarte
(mmHg; 1 mmHg = 1.333 hPa) and (right) in the ensemble mean (hPa) of the Twentieth Century
Reanalysis (20CR; Compo et al. 2011)

observations that were telegraphed to the weather service. Then, the forecaster
would draw isolines of pressure and temperature and perhaps specific features such
as fronts. The result for a specific day, 30 January 1896, is shown in Fig. 2.20. Note
the high pressure system stretching from Ireland to Normandy, France.

In the process of drawing the map, the forecaster had to incorporate a lot of expert
knowledge. First, the meteorologist was an expert on the quality of the observations.
He or she knew which stations were reliable, whether they reflect local effects that
are not relevant for the synoptic scale, and if so, under which conditions. Second, the
forecaster knew the development of the current weather situation (e.g., yesterday’s
dominating pressure systems and their forecasted change). Third, the meteorologist
ideally had long-term experience, encompassing many similar situations in the
past, and a basic understanding of atmospheric physics. Only with this additional
knowledge could the forecaster draw an accurate map (called “analysis”) that was
consistent with both the observations and the physics of the atmosphere.

Data assimilation shares the same concept, but is automated and objective. Again,
the goal is to produce a map based on all available observations, and the same three
sorts of information are necessary: information on the errors and representativeness
of observations (in statistical form), the development of the weather situation from
the previous analysis (in the form of a forecast with a numerical weather prediction
model), and information on the statistics of a weather situation (i.e., how the
atmospheric state at one location is related to that at another location; information
in the form of the statistics of a weather model). Similar to a historical weather
map, the result is called analysis. The weather map that results from this objective
and automated procedure, for the same date, is shown in Fig. 2.20. Not only does
the assimilation agree with the hand analysis, but the assimilation provides, in three
dimensions, the full set of variables typically had by a model.
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An essential component of the approach is the model (we will discuss models
in more detail in Sect. 2.7), which needs to have high predictability at the time step
of interest. Obviously the observations are also important, as was addressed in the
previous parts of this chapter. How is the combination of model and observations
achieved?

Statistically, the procedure can be regarded as a least-squares problem. Let us
consider a very simple system: Imagine a tank filled with water and ice. How warm
is the water? Theory (our “model”, in the following called xb) would suggest that the
temperature is around 0 ıC, but with some uncertainty as the water may not be pure.
A thermometer (our observation, termed y) may give us a temperature of 0.1 ıC,
but again with an uncertainty. Let us assume the errors are Gaussian, with standard
deviations of �b D 0:2 ıC and �y D 0:1 ıC , respectively. The optimal estimate x
for the water temperature must minimise the following cost function:

J.x/ D .x � xb/
2

�2b
C .x � y/2

�2y
: (2.1)

Solving this problem is straight forward and leads (in this simple case) to the
weighted average of the two estimates:

x D
xb

�2b
C y

�2y
1

�2b
C 1

�2y

D xb C �2b

�2b C �2y
.y � xb/ : (2.2)

The best estimate for the water temperature is thus 0.08 ıC. By a slight rearrang-
ing, we can express the estimate as an update to the model that is proportional to the
deviation (Eq. 2.2, right-hand side).16

We have now found an optimal estimate for one point in time. In data assim-
ilation, the system is propagated in time. Let us assume that the remaining ice
is removed and the water slowly takes on room temperature. We can formulate
a simple model and calculate temperature for a short interval into the future, but
with some uncertainty. When the forecast time is reached, we can make a new
measurement and estimate the actual temperature (i.e., we can correct our forecast).
Using this estimate as starting point, we can make another short forecast and so on
(illustrated in Fig. 2.21). Thus, the model is pushed towards the observations at each
assimilation step.

The atmosphere is more complex than a tank of water. The state vector xb of a
numerical weather prediction model may have 109 variables and be confronted with
a vector y of 106 observations (from the earth’s surface, ships, aircraft, balloons, and

16This solution is equivalent to a Bayesian framework, where xb would be called prior and x
posterior.
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Fig. 2.21 Schematic depiction of data assimilation using the example of a relaxation of tempera-
ture in a water tank towards room temperature

satellites; an example is given in Fig. 2.17). The cost function and solution can be
generalised to n dimensions (note the similarity to Eq. 2.1):

J.x/ D .x � xb/
TB�1.x � xb/C .y � HŒx�/TR�1.y � HŒx�/ : (2.3)

HŒx� is an observation operator that extracts the observations from the model
space. Errors are now specified in the form of covariance matrices (B for the
model and R for the observations)—they include the dependence of errors between
elements. The solution to the cost function (Eq. 2.3) can be written as:

x D xb C BHT.HBHT C R/�1.y � HŒxb�/ (2.4)

where H is the Jacobian matrix (i.e., the matrix of all first-order partial derivatives)
of HŒx�. Note again the similarity to the right-hand side of Eq. 2.2. The background
covariance matrix B is essential here as it determines how the information from the
observations is spread into the unobserved part of the model space, as deviations in
one variable at one location may be correlated with errors in other locations or other
variables. Formulation Eq. 2.4 is used in the so-called “Ensemble Kalman Filter”, a
widely used assimilation technique.

Data assimilation is used heavily for global weather analysis and forecast. Here,
xb is typically a short-term forecast over 6 hours. However, given the size of the vec-
tors and matrices, the problem can only be approximated. In recent years, numerical
techniques such as 4D-Var (four-dimensional variational data assimilation) or the
Ensemble Kalman Filter have been developed, providing efficient solutions to this
problem.

Analysis datasets are attractive for many applications as they provide a complete
(in time and space), comprehensive (a large range of variables), and physically
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consistent view of the atmosphere in three dimensions. In large projects, the
procedure is applied consistently to all past observations using a state-of-the-art
model and assimilation system. The output is a global, three-dimensional, 3 to 6-
hourly meteorological dataset for the past, termed “reanalysis”.

Reanalyses have been extremely successful since the first short reanalysis per-
formed during the First Global Atmospheric Research Programme (GARP) Global
Experiment (FGGE) covering the period from December 1978 to November 1979
(Bengtsson et al. 1982). Two longer reanalyses, the ECMWF Re-Analysis ERA-15
(Gibson et al. 1997) and NASA’s GEOS-1 (Schubert et al. 1993), built on these
efforts. In the 1990s and 2000s, the two most popular reanalyses, NCEP/NCAR
(Kalnay et al. 1996) and the 40-yr ECMWF Re-Analysis (ERA-40; Uppala et al.
2005), were arguably among the most widely used datasets in earth science and
were cited far more than 10,000 times. In recent years, diverse reanalysis products
have become available.

A list of the current global atmospheric reanalyses is given in Table 2.3. Only
few institutions or centres are able to undertake such projects and the production
cycle is rather long, but several generations of products are available (see also
Hartmann et al. 2013, for more information about the following). Substantial
development has taken place over the past two decades. These developments involve
the assimilation algorithms, the models, the model resolution and complexity, but
also the observations and the treatment of satellite data or biases. In addition to the
global reanalysis datasets listed in Table 2.3, there are regional reanalysis datasets
(e.g., the Arctic Systems Reanalysis, North American Regional Reanalysis, or the
EURO4M) and the number of products is growing rapidly. One particular new
product that is used widely in this book is the Twentieth Century Reanalysis (Compo
et al. 2011), which provides 6-hourly global data back to 1871. It is introduced in
more detail in Sect. 2.9.

The strength of reanalyses products lies in providing precise and comprehensive
information on scales ranging from weather systems to interannual variability.
However, they may not be accurate and may have erroneous long-term trends. Model
biases, changes in the observations (e.g., errors and inhomogeneities, coverage, and
changes in platforms such as the introduction of satellite data), and errors in the
boundary conditions may lead to step changes in time or gradual changes. Even the
latest generation of reanalyses suffers from such problems. Although some trends
may be well depicted, others may be erroneous and trend suitability needs to be
assessed on a case-by-case basis (Dee et al. 2011; Thorne and Vose 2010).

2.7 Climate Models

2.7.1 Characteristics of Climate Models

What will the weather be like on the weekend? Will extreme precipitation events
increase in a future climate? How much more CO2 can we emit? Today, we try to
answer many of these scientific questions by using computer models. This is also
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Table 2.3 Overview of global dynamical reanalysis datasets after FGGE (see also Blunden and
Arndt 2012; Hartmann et al. 2013; www.reanalysis.org), resolution is lat � lon

Resolution

Assimilation Period or at equator

Institution Reanalysis Model Obs method start year (km) Reference

NASA GEOS-1 GEOS,
2ı � 2:5ı,
L20

All SI 1980–1995 270 Schubert
et al. (1993)

ECMWF ERA-15 IFS
T106/L31

All SI 1979–1993 190 Gibson et al.
(1997)

NCEP
and
NCAR

NCEP/
NCAR
R1

NCEP/
MRF,
T62/L28

All SI 1948 320 Kistler et al.
(2001)

NCEP
and U.S.
Dept. of
Energy
DOE

NCEP/
DOE R2

NCEP/
MRF,
T62/L28

All SI 1979 320 Kanamitsu
et al. (2002)

ECMWF ERA-40 IFS,
T159/L60

All 3D-Var 1957–2002 125 Uppala et al.
(2005)

JMA JRA-25 JMA,
T106/L40

All 3D-Var 1979 190 Onogi et al.
(2007)

NASA MERRA GEOS-5,
0:5ı

� 0:66ı,
L72

All Gridpoint SI 1979 75 Rienecker
et al. (2011)

ECMWF ERA-
Interim

IFS,
T255/L91

All 4D-Var 1979 80 Dee et al.
(2011)

NCEP CFSR CFS,
T382/L64
(coupled)

All 3D-Var
spectral SI

1979 50 Saha et al.
(2010)

CIRES
and
NOAA

20CR,
vers. 2

NCEP/
GFS,
T62/L28

p Ensemble
Kalman
filter

1871–2011 320 Compo et al.
(2011)

ECMWF ERA-
20C

IFS
T159/L91

p wind 4D-Var 1900 125 Poli et al.
(2013)

JMA JRA-55 JMA,
T319/L60

All 4D-Var 1957 60 In
preparation

20CR Twentieth Century Reanalysis, 3D-VAR Three-dimensional variational data assimilation,
4D-VAR Four-dimensional variational data assimilation, CFSR Climate Forecast System Reanal-
ysis, CIRES Cooperative Institute for Research in Environmental Sciences, ECMWF European
Centre for Medium-Range Weather Forecasts, NASA National Aeronautics and Space Admin-
istration, GEOS Goddard Earth Observing System Data Assimilation System, ERA ECMWF
Re-Analysis, NCEP National Centers for Environmental Prediction, GFS Global Forecast System,
IFS Integrated Forecast System, JMA Japan Meteorological Agency, JRA Japanese Reanalysis,
MERRA Modern-Era Retrospective Analysis for Research and Applications, MRF Medium Range
Forecasting model, NCAR National Center for Atmospheric Research, NOAA National Oceanic
and Atmospheric Administration, p air pressure, SI Statistical Interpolation

www.reanalysis.org


40 2 The Basis: Past Climate Observations and Methods

the case for past climates. Computer models of weather and climate have become
very powerful tools. It is therefore important to recall what a model is, how it is
used, and how we can learn from it.

At the very basic level, a climate model is an executable computer code (see
Müller 2010, for more information on the following). It numerically solves a set
of equations. Models reflect our physical understanding of the system, captured in
basic physical laws. These laws are expressed as prognostic differential equations,
such that a forecast of the state of the system can be made. The equations
are evaluated on a discrete space–time grid (or similar discrete representation).
Numerical algorithms need to be formulated to solve the equations, and these
algorithms need to be converted into computer code, which then is run and produces
output. Because the model incorporates our physical understanding of the system,
the output can be understood as an interpolation or extrapolation of our knowledge.

For the case of weather forecasts or climate projections, the output of a model
is directly the final product. For other applications, it is the analysis of the model
output by scientists that generates knowledge in that models provide the scientists
with arguments (see Beisbart 2012, for a more detailed discussion). In this sense,
it may be helpful to think of a model not as an approximation to reality, but as an
abstraction and simplification of reality. This allows us to design experiments using
a set of control parameters and established diagnostics, although the applicability
to the target system—the real climate—remains uncertain. Thus, simplicity is an
important asset of a model.

The basic equations of a weather forecast model were already known during
Brückner’s time. Vilhelm Bjerknes17 published the concept of numerical weather
modelling in 1904 (Bjerknes 1904):

“The necessary and sufficient conditions for a rational solution of the problem of meteoro-
logical prediction are the following:

1. One has to know with sufficient accuracy the state of the atmosphere at a given time.
2. One has to know with sufficient accuracy the laws according to which one state of the

atmosphere develops from another.”

Bjerknes then derived the seven basic equations, which are based on the basic con-
servation laws (conservation of momentum, conservation of mass, and conservation
of energy) as well as the ideal gas law. However, he could not find a convenient
way to solve these equations. Based on the ideas of Bjerknes, Lewis Fry Richardson
(Richardson 1922)18 undertook the first numerical forecast (of a past weather event)
by manual computation, though his result was grossly wrong. He foresaw a “forecast
factory” and calculated that 64,000 “computers” (i.e., humans doing computations)
would be necessary to keep pace with the actual weather.

17Vilhelm Bjerknes, 1862–1951, was a Norwegian Meteorologist. He is known for his work
on synoptic meteorology and was the founder of the Geophysical Institute in Bergen. Vilhelm
Bjerknes is the father of meteorologist Jacob Bjerknes.
18Lewis Fry Richardson, 1881–1953, was pioneer in numerical analysis in meteorology, numerical
weather prediction, and modelling of conflict (Hunt 1998).
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Fig. 2.22 Schematic depiction of a climate model consisting of boxes in a three-dimensional grid

When numerical computers became available after the Second World War,
weather forecasting was one of the first applications. In the early 1950s, a team of
scientists succeed in the first prediction of the atmospheric state with a simple one-
layer model (Charney et al. 1950). Model and, in parallel, computer development
rapidly progressed during the following decades (see Edwards 2010). Only in the
1980s, however, did numerical forecast outperform expert analyses. The basic
equations of Bjerknes, which can be expressed and solved in various ways—
including in a spectral representation19—still form the dynamical core of each
climate model.

To understand what a numerical model does, Fig. 2.22 shows in a schematic
way how the atmosphere is discretised into grid boxes, each of which is attributed
quantities of certain properties (e.g., water vapour). These quantities are exchanged
over a discrete time step between the boxes, horizontally or vertically. The properties
within a box change due to processes within each gird box (e.g., condensation) or
due to fluxes between grid boxes (e.g., advection). In addition to the dynamical
core, more processes need to be accounted for (e.g., radiation). The figure also
shows that a model, like any system, has boundaries. In this case, because the
schematic shows an atmospheric model, the land surface is not part of the model.
However, it influences the lowest model layer across the model boundary (e.g., due
to evapotranspiration). Thus, these fluxes need to be prescribed. Processes that take
place outside the boundary and hence need to be specified are called “boundary
conditions”.

As pointed out by Bjerknes, the model also needs values for each property to
start with. These are called “initial conditions”. For a given model setup, initial

19The spectral representation characterises the horizontal structure with a series expansion of
spherical harmonics, whose coefficients are then determined. Truncation (mostly triangular
truncation, denoted “T”) indicates the highest wave number represented.
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conditions and boundary conditions (which may be different for each time step) are
the only input and hence condition the model output.

An important aspect of a model setup is the size of the grid cells, or more
generally, the model resolution. The size must be chosen such that the relevant
processes are resolved. However, as discussed in the introduction, the processes
cover a continuous range of scales (see Fig. 1.6), and there will always be smaller-
scale processes that will no longer be resolved.

Ignoring processes that are not resolved can lead to large model errors. Therefore,
these processes need to be parameterised—described using empirical relations
rather than physical laws (even if the physical laws are well understood). Param-
eterisation is also necessary if the physics underlying a certain mechanism is not
known. For instance, clouds are typically much smaller than a grid cell. Saturation
may be reached in one area of the grid cell but not nearby. Clouds may therefore start
to form before the entire grid box reaches saturation. The model needs to account
for that.

Typical resolutions for global climate models that are used for studying the past
decades or centuries are shown in Fig. 2.23. The model simulations used in this
book are mostly either T30 or T63. The resolution of T30 (denoting a truncation
at wavenumber 30 in spectral models, see above) reproduces the large-scale flow,
but regional detail is not expected as orography is only crudely depicted, as is the
land–sea mask. Note that the actual resolution of a model is lower than the distance
between two grid cells because typically more than one cell is needed to characterise
a feature (see Laprise 1992). In rough terms, T30 corresponds to a resolution at the
equator of ca. 700 km.

We use T30 in simulations that encompass the entire troposphere, stratosphere,
and mesosphere with 39 levels. These simulations focus on stratospheric processes

Fig. 2.23 Schematic depiction of climate model resolutions typically used in the first four IPCC
Assessment Reports (FAR, SAR, TAR, and AR4) (From Le Treut et al. 2007)
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(including chemistry), thus requiring a good representation of the stratosphere.
The resolution of T63 (corresponding to around 320 km; Fig. 2.23, top right), with
17 levels in the vertical (model top at 10 hPa), is used in most of the model-
based figures shown in the remainder of this book. This setup better captures
tropospheric dynamical processes, but still allows multi-century simulations. The
finer resolutions are more typically used for simulations on decadal-to-century time
scales or for reanalysis datasets.

The vertical resolution plays an important role in, for instance, vertical wave
propagation. It is generally believed that a high resolution around the tropopause
will more accurately depict dynamical coupling processes and produce better
results. Near the surface, terrain-following coordinates are mostly used. However,
this requires a smooth orography.

Which aspects of a model setup can limit the insight we get from models? Is it
the initial condition, the boundary condition, the model physics, the resolution, or
the number of simulations? Obviously this depends in the application.

Bjerknes saw weather forecasting as an initial condition problem. This is cer-
tainly true for short forecast times of a few days. After a certain period, the weather
can no longer be predicted deterministically. Even the most tiny change in initial
conditions can change the outcome of the model completely. Edward Lorenz20

showed this in the 1960s (Lorenz 1963); a concept that is known by the name
“butterfly effect”. When attempting to model long time scales, model boundary
conditions become important. The result is no longer a deterministic forecast of
weather, but is a forecast of the statistics of weather (i.e., climate). The bound-
ary conditions include solar radiation, greenhouse gases, and volcanic aerosols.
Depending on the model, sea-surface temperatures or tropospheric aerosols are also
boundary conditions—or they are modelled. Thus climate projections, in contrast to
weather predictions, are sometimes seen as a boundary condition problem.

As described in Fig. 1.6, oceanic and atmospheric processes proceed on different
time scales. Hence, climate may be a boundary condition problem with respect to
the atmosphere but an initial condition problem with respect to other components of
the climate system such as oceans or the cryosphere. By providing realistic initial
values for the ocean in forecast models, scientists try to make seamless predictions
from the weather to the climate scale.

Model resolution was long thought to be the most important limitation of model
studies. However, a high resolution may not be necessary for all research questions.
Recall that models also can be seen as an abstraction or simplification of reality.
They should be sufficient to capture the process under study, but not more. This
is specifically true for palaeoclimate applications where long periods need to be
simulated and computing resources are a limiting factor. Thirty simulations with
slight changes of the initial conditions, allowing us to address the randomness of

20Edward Lorenz, 1917–2008, was an American mathematician and meteorologist, and a professor
at the Massachusetts Institute of Technology. Lorenz is the founder of chaos theory.



44 2 The Basis: Past Climate Observations and Methods

Sea Ice
Sea-Surface
Temperature

Sea-Surface
Temperature

Sea-Surface
Temperature

Ice
Sheets

Aerosols

Greenhouse Gases
Land-Surface

Properties

Stratosphere

Solar Irradiance

Lithosphere

Stratosphere

Sea Ice
Sea-Surface
Temperature

Ice
Sheets

Aerosols

Land-Surface
Properties

Solar Irradiance

Atmospheric Model (GCM)

Coupled Ocean-Atmosphere Model (OA-GCM)

Stratosphere

Solar Irradiance

Lithosphere

Emissions

Stratosphere

Solar Irradiance

Chemistry Climate Models (CCM), Aerosol Models

Earth System Model (ESM)

Greenhouse Gases

Aerosols Ice
Sheets

Chemical
Composition

Carbon cylce

Clouds
Circulation

Circulation

Circulation

Circulation

Radiation
Precipitation Precipitation

PrecipitationPrecipitation
Vegetation

Ice
SheetsEmissions

Emissions
Aerosols

Sea IceSea Ice
Land-Surface
Prperties

Soil

Clouds

Radiation

Clouds

Radiation

Fig. 2.24 Types of climate models. Red arrows and terms denote prescribed properties, blue
arrows and terms denote model-generated properties

a result, may be more useful than one high-resolution simulation. This strategy is
called an “ensemble simulation” and is described in more detail in Sect. 2.7.2.

2.7.2 Types of Climate Models and Experiments

Models are tools and should be catered for their purpose. As a consequence,
many different model setups have been developed as well as different simulation
strategies. The models differ in area covered, resolution, and complexity. Here, I
summarise those that cover the atmosphere in three dimensions and that are relevant
for this book.

Models can cover the entire globe (global models) or only a part (regional
models); the latter need boundary conditions at their lateral boundaries, which
typically come from global models. In this book, we mostly deal with General
Circulation Models (GCMs) of the atmosphere, shown schematically in Fig. 2.24
(top left; also in Fig. 2.22). In these models, sea-surface temperatures and sea ice
are prescribed as boundary conditions. Because 70 % of the world is covered by
oceans, these boundary conditions are very determinant. If sea-surface temperatures
and sea ice are known, the model output may be comparable on a year-by-year basis
to the real climate. However, in reality there is a two-way interaction between the
atmosphere and sea-surface temperatures or sea ice. The cost of treating this as a
one-way interaction is difficult to quantify. Ocean–Atmosphere GCMs, often just
called coupled models (Fig. 2.24, bottom left), resolve the two-way interaction, but
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the simulated oceans may evolve in a different fashion than in the real world. In other
words, we lose the year-to-year comparability of model and real climate. Then, com-
parisons only make sense statistically, process based (e.g., if specific events such as
El Niño are selected from the model and analysed), or on much longer time scales.

Sea-surface temperatures and sea ice are only known from instrumental mea-
surements for about the last 150 years. Therefore, GCMs are only used for this
time period or shorter (e.g., Scaife et al. 2009). For palaeoclimatological simulations
going further back in time, coupled models are mostly used. Boundary conditions in
these models include external forcings from greenhouse gases, volcanic eruptions,
solar irradiance changes, volcanic aerosols, tropospheric aerosols, and land surface
properties. This book is an exception as we heavily rely on GCM simulations of
the atmosphere (i.e., using prescribed sea-surface temperatures and sea ice) back to
1600. They are described in more detail in Sect. 2.9.

In addition to the atmosphere and ocean, other components of the climate system
can be added to a model. These models are often modular, and the term “Earth Sys-
tem Models” is often used (Fig. 2.24, bottom right). The modules usually encompass
land surface processes or dynamic vegetation, the carbon cycle, or ice sheets. Thus,
the models allow us to address feedbacks among these components. Models with
a very low resolution of the atmosphere (Earth System Models of Intermediate
Complexity (EMICs)) are sometimes used in order to focus more efficiently on
slower parts of the climate system (e.g., ice sheets or vegetation changes).

Finally, atmospheric chemistry and aerosol microphysics can be added (Fig. 2.24,
top right). Chemistry–climate models (CCMs) incorporate gas phase and heteroge-
neous chemistry of the atmosphere and are able to reproduce, for instance, changes
in the ozone layer (CCMVal SPARC et al. 2010). Aerosol models (e.g., HAM2,
which is coupled to the GCM ECHAM6; Stier et al. (2005)) incorporate the basic
chemical and microphysical processes of aerosols and cloud formation, which,
at least until a few years ago, were missing from most coupled climate models.
Simulations with chemistry–climate models and aerosol models are also used in
this book to explore the past ca. 100 years.

With these different models, a number of experimental setups can be used. One
of the first simulations done by all models is called a “control simulation”, that is,
a simulation with constant boundary conditions. This simulation provides a quality
check. Does the model explode or drift? Is it realistic? If the model passes this test,
the control can be used as a reference for all other simulations. The control simula-
tions also allow us to study the internal climate variability of the model. However,
in many cases we are less interested in the model’s internal variability. Therefore,
we apply forcings and the boundary conditions are no longer held constant. For
instance, all boundary conditions can be specified realistically and in a time-
dependent manner (transient simulations). These simulations are sometimes called
“all-forcings simulations”. For atmospheric models, the term “AMIP-type simula-
tions” is also used and refers to the Atmospheric Model Intercomparison Project
(Gates 1992) which developed protocols for this type of simulation. Similarly, the
Coupled Model Intercomparison Project (CMIP) developed protocols for coupled
ocean–atmosphere models, and the Paleoclimate Modelling Intercomparison Project
(PMIP) assisted with palaeoclimatological simulations (Braconnot et al. 2012).
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All-forcings simulations may produce a climate that is more realistic and com-
parable to the real climate than the control. However, we do not know which of the
forcings was responsible for this. Therefore, some of the external forcings are varied
individually and compared to the control or to simulations in which all forcings are
specified. These simulations are often termed “sensitivity simulations”. Detection
and attribution approaches (e.g., Hasselmann 1993) can then be used to relate the
observed climate variable to a linear combination of the modelled climates.

Sensitivity runs can also be performed for individual regions. For instance, sea-
surface temperature may specified according to observations in one ocean basin, but
set to a climatological seasonal cycle elsewhere, or they may be specified in one area
and a coupled ocean used elsewhere (e.g., Kosaka and Xie 2013). This can help to
identify the origin of the forced variability (conversely, some argue that sensitivity
simulations may be subject to inconsistencies in energy fluxes).

To quantify the effect of internal atmospheric variability on the outcome of a
climate simulation, an ensemble of simulations can be run—each simulation with a
slightly different initial condition. The simulations can then be compared to the real
climate. If the real climate lies outside the ensemble spread for a certain feature, we
can say that the model does not reproduce this feature. If it lies inside the spread,
the model is consistent with the real climate. If the ensemble mean also shows this
feature (or differs from an ensemble with other boundary conditions), then it is said
to be “forced” by the boundary conditions. For the sake of completeness, it should
be mentioned that ensembles can also be performed to sample uncertain parameters
or boundary conditions rather than initial conditions.

In this book, we will heavily use an initial condition ensemble of 30 atmospheric
model simulations of the past 400 years from an all-forcings setup. In addition, sev-
eral sensitivity experiments have been performed with this model. The simulations
are further introduced in Sect. 2.9.

For complex models consisting of several modules, many other types of setups
and experiments can be used and compared. For instance, different parts of the
model can be run coupled or uncoupled (“offline”). For instance, the chemistry
module of a chemistry–climate model (termed “chemistry–transport model”) can
be run offline using data from a climate model or a reanalysis. These simulations
obviously do not include feedbacks. For example, the modelled trace gases will not
affect the radiation in the climate model. So, comparing the uncoupled simulations
with coupled simulations may give hints as to the feedbacks involved.

“All models are wrong, but some are useful” is a common expression. Indeed,
models can produce many misleading or wrong results. Most models have biases
that need to be corrected before they can be analysed. Therefore, all models need to
be evaluated against observations. The evaluation targets the model climate, its vari-
ability, and the representation of relevant processes (process-oriented validation).
For palaeoclimatological studies, the evaluation of variability is often restricted to
the comparison with proxies.



2.7 Climate Models 47

2.7.3 Downscaling, Nudging, and Other Techniques

Global models and reanalyses correctly represent large-scale circulation and synop-
tic weather systems, but only depict topography in a very crude form (see Fig. 2.23).
In the Twentieth Century Reanalysis, for example, the Alps are a smooth, 1000-
m high hill. However, variables such as precipitation and wind at a given weather
station depend strongly on local topography. In order to derive local weather or
climate information, downscaling is used (often in the context of climate scenarios,
but the same methods are also applied for past climate). Statistical downscaling uses
transfer functions calibrated against observations in order to obtain information on
a small scale. Many different methods are used, some of which are similar to those
discussed in the context of interpolating precipitation in Sect. 2.6, except model
biases also need to be considered.

Alternatively, regional weather models can be used in a similar way as in
operational weather forecasting to downscale a global model output to a smaller
region in high resolution. The regional model is nested into a larger domain—it
takes its lateral boundary conditions from another model. This method is termed
“dynamical downscaling”. The same methods can be used to obtain local weather
from the past. It often requires several steps to bridge the gap from the global scale
to the that of weather stations. The example shown in Fig. 2.25 is wind speed at 10 m
above ground for a storm in Switzerland, 23 February 1935 (see also Sect. 4.5.4).
Few topographic details are depicted in the global field, which is from the Twentieth
Century Reanalysis. The model depicts the general flow over the Atlantic and the
land–sea differences in wind speed due to changes in surface roughness. The Alps
as an obstacle in the flow are clearly visible in the first downscaling step (here using
the Weather Research and Forecasting (WRF) model; Skamarock et al. (2005)). The
second step already shows high winds in the Swiss Plateau, between the Alps and
the Jura mountains. The third nesting (right) depicts individual valleys at a 3-km
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Fig. 2.25 Dynamical downscaling of a global model to the local scale using a regional model.
Here, a storm in 20CR at 12 UTC 23 February 1935 is downscaled using the WRF numerical
model, the variable shown is 10 m wind speed. WRF simulations were computed by Silke Dierer
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resolution. Other than topography and land surface information, downscaling does
not add additional information. However, the model output is much more realistic.
Downscaling will be used later in this book to quantitatively study past storm events
with a high resolution back into the 19th century (Sect. 4.5.4).

In the previous paragraph, we discussed offline simulations and how, for instance,
chemistry–transport models can be driven by climate model outputs. When trying
to mimic observed chemical composition, chemistry–transport models can also be
used with reanalysis data, although no feedbacks are taken into account. One way
of allowing such feedbacks, at least to some extent, is nudging. Here, the flow in
a climate model is relaxed towards the circulation of a reanalysis or another model
simulation by adding small tendencies at each time step (see a further discussion in
Sect. 2.8.5). Only the most basic flow fields are nudged, otherwise the model is free
and thus can produce feedbacks, for instance, with cloud formation and radiation. In
this book, we will use simulations with an aerosol-enabled climate model that was
nudged to a reanalysis (see Sect. 2.9 for a detailed description).

2.8 Palaeoclimate Information and Techniques

2.8.1 Climate Proxies

To study the climate of the early 18th century or to investigate multidecadal variabil-
ity, instrumental series are usually insufficient. Long climate records are required
that reach beyond the limited spatial and temporal availability of measurements.
In 1890, when Brückner wrote his book, this was even more the case than today
because observed series were short. Even the longest temperature series were only
ca. 130 years long and precipitation series were even shorter. To establish the
existence of a 35-year climate cycle, Brückner had to consult additional sources of
climate information such as lake levels. Lake levels are related to the regional water
balance and hence precipitation and evaporation. However, the relation is indirect
(i.e., other factors also contribute to lake levels and eventually a complex system
needs to be analysed). Brückner also used descriptions of cold winters, the freezing
of rivers, and—after carefully checking neighbouring series—grape harvest dates, a
method introduced by Dufour (1870). The relationship between grape harvest dates
and climate is highly indirect because both biological and anthropogenic factors are
contributors. Using these sources of information, Brückner constructed time series
that reached back to the 16th century.

Indirect sources of climate information, such as those used by Brückner, are
called “proxies” and are used heavily in climate research. In this chapter, we
describe proxies and products based on proxies that are used in the study of past
climate variability.

Climate proxies can come from “archives of nature” (see Table 2.4, adapted
from Christian Pfister). They record and preserve climate-related signals through
biological, chemical, and physical mechanisms. Well-known archives of biological
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Table 2.4 Types of proxy data (Adapted from Pfister 1999)

Archives of nature Archives of society

Direct Weather observations, event
descriptions, instrumental
measurements

Indirect Biological Non-biological Biological
Non-
biological

Cultural
and
religious

Archive Proxy Archive Proxy Phenology
(plant
phases),
animals,
harvest
dates and
yields

Lake levels,
frozen rivers
and lakes

Religious
ceremonies,
archaeologi-
cal
sources

Tree rings Ring
width,
late
wood
density,
ı18O

Ice cores Air compo-
sition, ı18O
of ice, snow
chemistry

Lake
sediments

Pollen,
micro-
bial
life

Lake
sediments

Mineralogy,
geochem-
istry, grain
size

Terrestrial
sediments

Fossil
plants

Terrestrial
sediments

Mineralogy,
geochem-
istry, grain
size

Speleothems ı18O

processes are tree rings, peat bogs, and lake sediments. Archives of non-biological
processes include ice cores, speleothems, and terrestrial sediments. Another source
of non-instrumental climate information are “archives of society”, mostly con-
sisting of written sources or archeological evidence. Written sources can contain
direct observations of weather elements, or indirect information such as the grape
harvest dates. This special type of proxy data is often called “documentary data”
(Fig. 2.26).

The use of documentary and other proxy data has a long tradition. Before the era
of instrumental data, they were the only source of climate information, not only for
chronists, but also for science. In the 18th century, climatic changes (or lack thereof)
in the Mediterranean since the classical epoch were analysed based on descriptions
in classical writings (Mann (1790); see also Ideler (1832)).

Reported changes in land use, the length of glaciers, or the presence of erratic
blocks were used in the early 19th century to address the recent and historical
climatic deteriorations in the Alps (see also Box 2.2, p. 22). Astronomer William
Herschel21 published a paper in 1801 relating sunspots and climate using wheat
prices as a proxy for climate (Herschel 1801).

21William Herschel, 1738–1822, was a British–German astronomer and composer. He discovered
Uranus and several moons.
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Fig. 2.26 Excerpt from the Captain FitzRoy’s log of the HMS Beagle, 9 January 1830 (see also
Fig. 2.4) (Source: the CORRAL Project: http://badc.nerc.ac.uk/data/corral/index.htm)

Today, documentary data have become an important source of information
for climate research (e.g., Brázdil et al. 2005; Glaser 2008; Pfister 1999). Their
strength lies in their exact dating and—in some cases—their abundance. In previous
centuries, people were specifically interested in, and therefore documented, extreme
events and climate impacts. These areas have returned to the focus of climate
science. Hence, documentary data deliver information for those situations in which
we are most interested. On the other hand, they often need to be transformed into
quantitative information on climate variables before comparisons with other datasets
or models or statistical analyses can be undertaken. Moreover, they may often not
be suitable for trend analyses.

Documentary sources often concern the water cycle, which was relevant for
the predominantly agrarian societies in the preindustrial epoch. They also concern
plant life, such as grape harvest dates or wheat yields. Plant phases were often
systematically observed and reported. These phenological data can be used for
climate and climate impact research (Rutishauser et al. 2008). Even today, their
collection finds increased popularity not only for science, but also for educational
purposes and awareness raising (e.g., OpenNature, http://www.opennature.ch/).

Plant species distribution in unmanaged environments also is a source of infor-
mation. Natural archives such as lake sediments preserve pollen and macrofossils
from the surrounding region and can allow for palaeoecological reconstructions
(e.g., Wick and Tinner 1997). Lake sediments can also contain other proxies that
more directly record temperature changes. For instance, remnants of chironomids
(non-biting midges) and diatoms in high-altitude Eurasian lakes have been used as
a proxy for past temperature (Trachsel et al. 2008). Mass accumulation rates and
turbidites can give information on floodings or glacier changes (e.g., Stewart et al.
2011).

Probably the most widely known natural biological archive are tree rings—the
annual growth layers of tree stems (Fig. 2.27). Tree rings are also widely used in
the remainder of this book. Several proxies can be derived from tree rings. These
include ring width, maximum late wood density, and isotopic composition (e.g.,

http://badc.nerc.ac.uk/data/corral/index.htm
http://www.opennature.ch/
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Fig. 2.27 The width of annual growth rings of trees is one of the most widely used climate proxies

Fritts 1976). Several climate variables—such as temperature, precipitation, and
light—may influence tree growth. In addition, there can be non-climatic limiting
factors. These include pests and diseases, nutrients, species competition, and fire.

The response of a tree is often assumed to depend on the most limiting factor
(Liebig’s principle). Therefore, field sites are chosen such that the most limiting
factor is clearly known and non-climatic signals are suppressed. For instance, at
a high-altitude location such as Bergün in the Swiss Alps, growth is assumed
to be always limited by temperature. Conversely, in a semi-arid basin, moisture
availability limits growth. However, the growth response is still that of a complex
biological system, with many other factors such as pests, species competition, or soil
playing a role. Tree rings usually do not have dating errors. With respect to climatic
changes since 1700, tree rings are a key source of information because hundreds of
chronologies are available worldwide.

An example of non-biological archives are ice cores from mountain glaciers,
Arctic glaciers, or ice sheets (for a historical overview, see Jouzel (2013)). Many
different proxies can be derived from ice cores. First, ice cores are archives of
snow with all its properties, ranging from its isotopic composition to its abundance.
Second, ice cores record contamination of snow (e.g., aerosols). Third, air bubbles
trapped in the ice preserve the composition of the past atmosphere. Historical
concentrations of trace gases such as CO2, nitrous oxide (N2O), or methane (CH4)
can be determined from ice cores by sampling the bubbles. Many polar ice cores
were drilled with the aim of reconstructing conditions as far back as possible. These
are typically low-accumulation sites with low time resolution, which makes them
less useful for studying climatic changes since 1700. Other ice cores from high-
accumulation sites give a more detailed view of our period.

Ice cores can also be drilled from mountain glaciers, which give a more regional
view of past climate, albeit not back to glacial times. Ice cores are studied in the
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Alps (e.g., Eichler et al. 2000; Wagenbach 1989), Svalbard (e.g., Isaksson et al.
2001), the Rocky Mountains (Moore et al. 2002), the tropical Andes (Ramirez et al.
2003), the Altai (Olivier et al. 2003), and even Kilimanjaro in Africa (Thompson
et al. 2002). However, dating to the exact year is often not possible.

Long time series from a large range of proxies were recently used to compile
continental climate reconstructions within the initiative PAGES2k of the “Past
Global Changes” programme (Ahmed et al. 2013). These reconstructions provide
a first global view of continental climatic changes over the past two millennia.

2.8.2 Problems Arising When Working with Proxies

There are many pitfalls when working with climate proxies, and one has to be
aware of their limitations. Arguably the most important limitation is our incomplete
understanding of the proxies. If we do not understand the underlying mechanisms,
we may misunderstand or misinterpret the signal we find in proxies. Another
problem that is common to many proxies is dating. Dating adds an additional
dimension of errors to those listed in Table 2.2. For documentary data, we need
to consider human perception and the social system in which the observer was
involved—work that needs to be done by trained historians.

Other areas of uncertainty are similar to those listed in Tables 2.1 and 2.2.
Obviously the measurement itself (e.g., ring width) introduces an error. Further
errors are introduced by the pre-processing of the data, which aims at removing
non-climatic signals. For instance, tree ring width depends on the age of the tree,
and removing this age trend can be done in various ways. Similar processing steps
apply to other proxies (e.g., thinning of ice layers with depth).

Another area of uncertainty is related to the signal preservation. For instance,
even if ı18O measured in an ice core22 was a perfect proxy for local air temperature,
it might only contain limited information about annual-mean temperatures because
the ice core only preserves information when it snows. The more snow that a weather
system delivers, the more weight that it has in the ı18O record. Heat waves are
unnoticed, as are bitter cold but dry continental winters. As a consequence, changes
in the seasonality of precipitation may be confounded with temperature changes
(e.g., Laepple et al. 2011; Persson et al. 2011; Sime et al. 2011; Werner et al. 2000).
In an example from our own work, we found excellent agreement between ı18O in
quasi-annual layers of an ice core and corresponding (quasi annual) precipitation-
weighted temperature averages from a meteorological station at 50 km distance
(Fig. 2.28, top). However, no correlation with annual-mean temperature was found.
In fact, a global map of the correlation between annual-mean temperature and
precipitation-weighted temperature (Fig. 2.28, bottom; calculated over calendar

22A temperature-dependent fractionation of water molecules with light or heavy oxygen isotopes
(18O and 16O) occurs during evaporation and condensation. This effect can be used for temperature
reconstruction.
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Fig. 2.28 (top) Quasi-annual values of ı18O in the ice core of the glacier Grenzgletscher (blue),
corresponding quasi-annual precipitation-weighted temperature averages (red), and annual-mean
temperature averages (thick grey line) from the Great St Bernard station. (bottom) Map of the
Pearson correlation coefficient between annual-mean temperatures and precipitation-weighted
temperatures (calendar year) over the period 1979–2012 calculated from the ECMWF Interim Re-
Analysis (ERA-Interim). Circles denote correlations between annual-mean station temperatures
and ı18O in precipitation. Only correlations that are significant (p < 0.1), accounting for
autocorrelation, are shown (From Brönnimann et al. 2013c)

years) shows a rather bad agreement in the extratropical continents. Similar issues
apply to other proxies. Note that these problems are not errors, but are due to the
fact that proxies do not always record what we would like them to record.

Another uncertainty is related to the time scales resolved. Archives may react
differently on different time scales. For instance, trees may be able to cope with
a single cold or dry year, but may suffer much more during dry or cold decades.
Thus, tree rings may exhibit a higher ratio of low- to high-frequency variability
than climate itself (see Fig. 2.29; Franke et al. (2013)). The spectrum becomes
more “red”.23 Moreover, observed differences between the spectral characteristics

23A spectrum in which all frequencies have the same power is called white, if low frequencies
dominate it is called red, and if high frequencies dominate it is called blue.
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Fig. 2.29 Probability density of the ratio between high- and low-frequency variability in (left)
instrumental temperatures and precipitation and (right) temperature- and precipitation-sensitive
proxies. Proxies tend to have a red bias (i.e., they exhibit too much decadal relative to interannual
variability), and the spectral difference between temperatures and precipitation is lost (idealised
schematic based on Franke et al. (2013))

of precipitation and temperatures (usually temperature is more “red”—this will
be discussed in more detail in Sect. 3.2.1) are not reproduced when comparing
temperature- and precipitation-sensitive tree rings. Accounting for these factors in
climate reconstructions is very challenging.

2.8.3 Calibration and Modelling of Proxies

Proxies do not directly record climate variables, but other properties such as ı18O
that first need to be converted to a climate variable by some sort of calibration. In the
ideal case, if the proxy–climate relation is well understood and reproducible in the
laboratory, it may be possible to use an experimentally derived calibration. In most
cases, however, calibration is a statistical procedure and involves the comparison
of the proxy time series with times series of observed climate data (calibration-in-
time).

Many different statistical concepts and techniques are used, but the basic goal of
them is to find a function that translates the signal in the proxy p to a signal in the
climate data x. The classical approach is regression:

x D f .p/C ex; (2.5)

where the residual ex can be autocorrelated. In reality, climate is not a function of
the proxy but vice versa. Reverse regression models reflect this:

p D f .x/C ep; (2.6)

where the inverse of f provides the desired function. The functions relating proxies
to climate are termed “transfer functions”. A least-squares regression or robust
regression methods are often used to fit the functions empirically, but many other
statistical concepts can also be used, including neural networks or Monte Carlo
techniques.
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Different methods result in different properties of the reconstructed series. A
least-squares regression may provide a best estimate of the mean, but it will
underestimate the variance by construction. Other methods may provide a realistic
variance, but larger errors for the individual time step.

Evaluating the skill of a reconstruction method within the calibration period is
always optimistic because some over-fitting inevitably occurs. Thus, the transfer
function needs to be validated in an independent period. Often, the period of
overlap between proxies and climate data is subdivided into a calibration and a
validation interval. In other words, function parameters are estimated in period 1
(the calibration) and then a reconstruction is performed for period 2 and compared
with climate data (the validation). Cross-validation techniques (e.g., the leave-one-
out method) are also often used. Other calibration approaches make use of spatial
(e.g., altitudinal) gradients in place of temporal statistics (“calibration-in-space”).

The time window for calibration and validation is often limited by the availability
of instrumental data. As a consequence, the resulting model can only reconstruct
the range of variability that is found within the calibration period. Furthermore, the
quality of instrumental data is essential and inhomogeneities in the observations
may affect the results (see Sect. 2.5.2).

Application of a transfer function, derived using a certain calibration period, to
a past period implies the assumption of stationarity of this function (i.e., that the
proxy–climate relationship is stable in time). However, limitations of a proxy may
change over time, which would contradict the stationarity assumption. Splitting the
available record into a calibration and validation period is of limited help, especially
if the two periods are climatically similar. Stationarity issues may still occur because
during reconstruction the transfer function is often extrapolated to unobserved parts
of the phase space (e.g., very cold climates). Many statistical approaches suffer from
a bias of the reconstructed series towards the mean of the calibration period.

A different approach of comparing proxies with climate data is to use proxy
forward models, which have been developed in recent years for various proxies
such as tree rings or corals (e.g., Tolwinski-Ward et al. 2011). In these approaches,
the proxy is modelled from climate data taking into account the most important
mechanisms (ranging from fully physical or physiological models to semi-empirical
models). Forward models require the calibration of some parameters and hence there
is also a stationarity assumption here, but it is much less restrictive than a purely
statistical model because the calibrated parameter is close to the actual mechanisms.
Although proxy forward models do not provide climate reconstructions, they can be
used, for instance, in data assimilation approaches (see Sect. 2.8.5). A different way
of forward modelling is the explicit representation of processes in GCMs. Some
GCMs have oxygen isotope schemes or aerosol schemes that then allow comparison
with ice core proxies (see Sturm et al. 2010).

An example of forward proxy modelling is given in Fig. 2.30 (from Breitenmoser
et al. 2014). In this case, tree ring widths from 2287 chronologies were modelled
with the Vaganov-Shashkin Lite model (Tolwinski-Ward et al. 2011) using global
monthly climate data (temperature and precipitation) from an observation-based
dataset covering 1901–1970. The model requires the calibration of five growth
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Fig. 2.30 (top) Observed
(solid) and modelled (dashed)
tree ring widths for the Swiss
sites (black lines) Bergün Val
Tuors (European larch,
2065 m a.s.l., temperature
limited, r = 0.69, p< 0.01)
and (green lines) Krauchthal
(Scots pine, 550 m a.s.l.,
moisture limited, r = 0.44,
p< 0.01). (bottom)
Correlations between
modelled and observed tree
ring widths for the
1901–1970 period for 2287
chronologies (see
Breitenmoser et al. (2014),
for details)

parameters (see Breitenmoser et al. 2014). Results for two sites in Switzerland are
shown in Fig. 2.30 (top) and a map of correlations between modelled and observed
series of tree ring widths is shown in Fig. 2.30 (bottom).

Correlations are in a similar range as those found by direct comparison of tree
ring widths with seasonally averaged temperature or precipitation. However, for-
ward models have several advantages. For instance, they at least semi-explicitly rep-
resent the underlying mechanisms. The estimated parameters have a physical mean-
ing (such as the lower temperature threshold for growth initiation), whose station-
arity can more safely be assumed. They may even capture a change in the dominant
limitation of growth. A subset of these 2287 chronologies is used later in this book.

2.8.4 Climate Reconstructions

Calibrated proxies provide estimates of one climate variable at one location. How-
ever, for studying climatic changes since 1700, we may be interested in a large-scale
view of the climatic state. How can we reconstruct Northern Hemisphere–mean
temperatures or even spatial fields of climate variables back to 1700? Traditionally,
statistical reconstruction techniques have been used to derive past states. The
problem is similar to the calibration problem for individual proxies described above,
except that now we deal with many proxies and possibly many climate variables.



2.8 Palaeoclimate Information and Techniques 57

For the case of the Northern Hemisphere–mean temperature series, the most
simple reconstruction technique is called “composite plus scaling”. Standardised
proxy time series are averaged and the resulting time series (composite) is scaled
to have the same variance as the Northern Hemisphere temperature series. Another
way is regression, similar to proxy calibration (see Eq. 2.5):

x D f .p1; p2; p3; : : : ; pn/C ex: (2.7)

Again, different methods, estimators, and noise structures (etc.) are in use.
Northern Hemisphere temperatures can also be derived by averaging climate
field reconstructions, which is discussed in more detail below. There is abundant
literature about the methods used for climate reconstruction, especially in the case
of Northern Hemisphere–mean temperatures (e.g., Frank et al. 2010; Juckes et al.
2007; Ljungqvist 2010; Mann et al. 1999; Moberg et al. 2005; Smerdon 2012; von
Storch et al. 2004). In fact, reconstruction methods have become the spotlight of the
recent palaeoclimate debate.

One specific and often-discussed methodological aspect refers to the preservation
of variability on different time scales (e.g., Moberg et al. 2005; von Storch et al.
2004). We have already seen that proxies themselves might not be able to represent
the variability at all time scales in the same way (Franke et al. 2013). Reconstruction
methods add a further complication. Because the climate signal and proxy noise
may have different spectral characteristics that may be inadequately captured in
the statistical approach, systematic biases may occur, for instance, when calibrating
a statistical approach based largely on interannual variability but then analysing
centennial variability. This is illustrated schematically in Fig. 2.31. We assume that
the proxy is recording a climate signal plus a noise. The climate signal is assumed
“white” in the case shown on the left but “red” in the case on the right and vice versa
for the noise. Most reconstruction methods essentially perform a linear scaling of the
time series (green lines). The figure shows that if the spectral characteristics of proxy
and climate are not the same, scaling will lead to an over- or underestimation of low-
frequency variability. Traditional reconstruction methods are thought to suffer from
an underestimation of low-frequency variability (von Storch et al. 2004) and more
complex methods may need to be used.

To test reconstruction techniques, climate model information is increasingly
used. Proxies are produced from climate model output by extracting a times series
and perturbing it with a known noise structure (termed “pseudo proxies”). Because
the truth is known (i.e., the unperturbed, complete model state), this allows us to test
the behaviour of our methods (Smerdon 2012).

For climate field reconstructions, the above applies but many climate variables
are predicted. Often, the number of proxies and particularly the number of variables
to be reconstructed (e.g., temperature at different grid points) is large compared
to the number of proxy observations (time steps) overlapping with instrumental
observations. Therefore, Principal Component Analysis (PCA) is often used as
a first step to reduce the number of variables and the number of proxies (see
also Reduced Space Optimal Interpolation introduced in Sect. 2.5). PCA provides
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Fig. 2.31 Schematic of how the calibration of reconstructions can bias the spectrum of the
reconstructed series (Adapted from Osborn and Briffa 2004)

transformed variables (z in the following) that are independent from each other
(uncorrelated) and where each is a linear combination of all original variables. If the
original variables are grid cells in a field, the coefficients of the linear combination
can be interpreted as a spatial pattern a pertaining to each transformed variable z.
The first principal component (PC) explains the largest fraction of the total variance
and each subsequent PC explains the maximum fraction of remaining variance,
such that usually a few PCs are sufficient to capture most of the variability. The
calibration of the reconstruction then becomes a set of regression equations (where
subscripts x and p refer to climate variables and proxies, respectively):

zx:1 D f1.zp:1; zp:2; zp:3; : : : ; zp:n/C e ;

zx:2 D f2.zp:1; zp:2; zp:3; : : : ; zp:n/C e ;

: : : ;

zx:m D fm.zp:1; zp:2; zp:3; : : : ; zp:n/C e ; (2.8)

Note that m and n are much smaller than the original dimensions.
Once calibrated, the functions f are used to calculate all zx in the reconstruction

period, for which zp:1; zp:2; : : : ; zp:n can be derived from the proxies. The field
reconstruction (here expressed as a state vector Ox) for a given time can then be
expressed as a linear combination of a vectors containing the reconstructed trans-
formed variables, zx, and the matrix of the patterns Ax from the calibration period:

Ox D zxAx : (2.9)

As for the calibration and time series reconstruction, many other methods can
be used, and there is abundant literature on these methods. Again, the problem of
stationarity applies. It is even more relevant here, because not only the regression
coefficients, but also the PCA patterns are assumed constant. This assumption is
crucial—and may not hold. Lehner et al. (2012) found that reconstructing a climate
variability mode such as the North Atlantic Oscillation from two proxy time series
may easily fail if variability patterns change slightly.
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Climate field reconstructions have become widely used and are also presented
in this book. In addition to global annual-mean temperature field reconstructions
(Mann et al. 2008, 2009b), several regional products are available for the period
since 1700 covering Europe (Luterbacher et al. 2004; Pauling et al. 2006), Asia
(Cook et al. 2010), North America (Cook and Krusic 2003), and South America
(Neukom et al. 2011)—some providing monthly or seasonal resolution and multiple
variables. Climate field reconstruction techniques were also used by our group to
reconstruct monthly global three-dimensional circulation back to the 19th century
(Brönnimann et al. 2012b; Griesser et al. 2010). Some of these reconstructions are
used later in this book.

2.8.5 Data Assimilation in Palaeoclimatology

Data assimilation methods, that is, the method of combining observations with
model forecasts to obtain an estimate of the atmospheric state, are heavily used in
atmospheric sciences and weather forecasting (Sect. 2.6.2). Can they also be used for
state estimation in palaeoclimatology? The Twentieth Century Reanalysis (Compo
et al. 2011) extends the “traditional” reanalysis approach as far back as 1871, but
there is a limit to further extension because state observations are needed. Proxies
do not capture atmospheric states, but time-integrated functions of states (averages,
in the most simple case). This requires other assimilation techniques that allow
assimilation time steps to be very long. Moreover, models must have predictability
over this time step, which is much longer than the predictability of atmospheric
weather.

Efforts are currently underway in the area of palaeoclimate data assimilation (see
Hakim et al. 2013) that may change or at least supplement our way of working in
the future. The approaches that are currently developed can be divided into three
categories: “Classical” covariance-based approaches such as the Kalman Filter or
variational techniques (similar to the techniques shown in Sect. 2.6.2), approaches
based on analogues such as Particle Filters, and nudging techniques see (see
Brönnimann et al. 2013b, for more information about the following). A schematic
view is given in Fig. 2.32.

Recall that the assimilation problem can be formulated as a cost function,
assuming Gaussian probability distributions (Eq. 2.3, see Sect. 2.6.2):

J.x/ D .x � xb/
TB�1.x � xb/C .y � HŒx�/TR�1.y � HŒx�/ : (2.10)

The solution to which can be written as (Eq. 2.4):

x D xb C BHT.HBHT C R/�1.y � HŒxb�/ (2.11)
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Fig. 2.32 Schematic overview of assimilation approaches. Arrows denote steps in the procedure
(From Brönnimann et al. 2013b)

Normally x is a vector containing the atmospheric state. However, Dirren and
Hakim (2005) have successfully extended the concept to time averages.

Data assimilation implies that the models have predictability on the time scales
considered. In numerical weather prediction or reanalyses applications (described
in Sect. 2.6.2), assimilation time steps are short (hours) and predictability mainly
comes from initial conditions. In other words, the model is used to generate a
short-term weather forecast, which is then corrected according to observations. The
corrected state x is then used as a new initial condition for the next step. On the time
intervals given by the resolution of proxies, there is hardly any predictability from
initial conditions. However, simulations may have predictability from the ocean or
from the boundary conditions (sea-surface temperatures, volcanic aerosols, etc.).
In the latter case, Eq. 2.4 can be used in an “offline” approach, that is, without
updating the initial conditions (Bhend et al. 2012). This allows us to use already
existing simulations, which is convenient. Furthermore, because x is not used as an
initial condition, there is no need for x to contain the entire state. It can be small
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and a vector of averaged model states (or other statistics). Function H can be a
simple proxy forward model, that is, a time-integrated function of the elements of x.
This approach, which we call Ensemble Kalman Fitting (EKF), is used for the main
product presented in this book. It is discussed in more detail in Sect. 2.9.

Covariance-based approaches are powerful but computationally intensive and
can be sensitive to assumptions (e.g., of Gaussian distributions), to the treatment
of covariance matrices, or to the behaviour of the observation operator H.

Reverting to cost function (Eq. 2.3), we can also look for an existing x, for
example by choosing among different ensemble members. This is the concept
behind analogue approaches. The cost function then reduces to:

J.x/ D .y � HŒx�/TR�1.y � HŒx�/ for x 2 fx1; x2; : : : xng : (2.12)

As for the covariance-based approaches, there are “online” and “offline” ver-
sions. In “online” approaches, the successful simulation is continued and non-
successful ones are terminated. New ensemble members are then generated for the
next time step by adding small perturbations to the successful x and the final analysis
is a quasi-continuous simulation. Particle Filters (Goosse et al. 2010) use a distribu-
tion of x to calculate a weighted sum of cost function contributions to Eq. 2.12.

Offline analogue approaches include the “proxy surrogate reconstruction”
approach (Franke et al. 2011) and the “best ensemble member” approach
(Brönnimann et al. 2013b). Here, existing simulations are used with fx1; x2; : : : xng
denoting either different slices of a long simulation (proxy surrogate reconstruction)
or an ensemble of simulations for the same time step (best ensemble member),
respectively. The “analysis” in both cases is a sequence of short, discontinuous
simulations. The latter approach (“best ensemble member”) is used later in this
book and is outlined in Sect. 2.9.

Analogue approaches have some advantages over covariance-based approaches.
Function H may be nondifferentiable (e.g., H can be a complex forward model
driven by the full simulation output). Matrix R may be nondiagonal, and x may
be very large (e.g., 6-hourly model output over a 6-month period). However, to
reconstruct the state of systems with a large number of degrees of freedom, these
approaches require a huge pool of possible analogues (Annan and Hargreaves
2012).

A third group of techniques is nudging (Widmann et al. (2010); see also van der
Schrier and Barkmeijer (2005)). These approaches do not explicitly minimise a
cost function. The distance between the model state and observations is reduced
by adding tendencies to (usually a subspace of) the model state at each time
step, similar to an additional source term in the tendency equations. Following our
notation:

x D xb C G.FŒy� � x/ ; (2.13)
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where FŒy� represents the target field, which is derived from the proxies y using
method F (which can be a statistical reconstruction). Parameter G is a relaxation
parameter.

Palaeoclimatological applications are much more disparate than atmospheric sci-
ences in terms of time, time scales, systems analysed, and proxies used. Therefore,
a plurality of data assimilation approaches is a logical way forward. However,
all approaches still suffer from problems and uncertainties. Ensemble approaches
provide some information on spread, which, however, only represents one (difficult
to characterise) part of the uncertainty. Further uncertainties are related to model
biases, limited ensemble size, errors in the forcing, and proxies. Therefore, evalua-
tion of the approaches using toy models and climate models (pseudo-proxies) and
evaluation of the results using independent proxies is particularly important. Any
approach, however, fundamentally relies on a good understanding of the proxies.

2.9 Datasets Used in This Book

2.9.1 Overview

Over the last several decades, many datasets of past climate have been produced.
Together, these offer a detailed view of climatic variations during past centuries and
form the basis of palaeoclimatology. Although Chap. 4 opens with an overview of
many reconstructions, the remainder will focus on just a few datasets to preserve
the traceability of this book. Hence, this book does not do justice to the tremendous
palaeoclimate efforts.

The chosen datasets comprise observations, model simulations, and reconstruc-
tions. The latter are based on statistical or data assimilation techniques. Some of
these datasets were produced by our group. Although they are not better than other
datasets, I use them because I know their strengths and weaknesses. Furthermore,
the chosen datasets provide the specific perspective taken in this book: the climate
as a three-dimensional, physical-chemical system within which changes occur. The
datasets are described to the extent necessary for their use in Chaps. 3 and 4.
Table 2.5 presents an overview of the most frequently used datasets. More details
can be found in the literature.

2.9.2 Observations and Reanalyses

Instrumental observations are the most direct source of climate information. How-
ever, they also have many uncertainties as described in this chapter. This book
uses early instrumental observations from a number of locations such as Geneva,
Switzerland (a data series with which we have worked in the past). For the
greater Alpine area, I use the Historical Instrumental Climatological Surface Time
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Series of the Greater Alpine Region (HISTALP) dataset. This monthly, gridded
instrumental dataset goes back to the late 18th century. Global-scale analyses are
only possible after 1850. I rely on the monthly, gridded HadCRUT4 dataset (Hadley
Centre/Climatic Research Unit, version 4), which covers both land and ocean.
Various other datasets are also used. They are introduced at appropriate places in
this book.

In addition to observations, this book heavily uses reanalyses (see Sect. 2.6.2).
For the period since 1871, I use an atmospheric reanalysis (20CR, version 2) that
only assimilates surface and sea-level pressure information (i.e., the distribution
of atmospheric mass). Sea-surface temperatures and sea ice are used as boundary
conditions (Compo et al. (2011); also see Table 2.3). This information is sufficient,
at least at midlatitudes, to provide reasonable estimates of the three-dimensional
atmospheric state. Since 20CR is an ensemble product, 56 equally likely and
physically consistent members are available. This provides some information on
uncertainty.

Many validation studies have shown that 20CR provides a realistic depiction of
climate in the northern midlatitudes, but has discrepancies in the tropics (Compo
et al. 2011), Arctic (Brönnimann et al. 2012a), and other poorly monitored regions.
For the last part of this book, I will use ERA-Interim.

Several data products have been derived from 20CR, including a classification of
weather types. This provides a simple statistic of the daily synoptic circulation for
a given region. I use the Grosswetter-Types 18 (GWT18) classification for Switzer-
land, which is based on sea-level pressure (Weusthoff 2011). GWT18 partitions the
regional sea-level pressure field into 18 types (cyclonic- or anticyclonic-curved flow
from the north, northeast, east, southeast, south, southwest, west, or northwest; plus
pure cyclonic or anticyclonic types) by correlating the sea-level pressure field for
the Alpine region with prototype gradient fields. Before 1870, local weather types
can be defined based on station data.

2.9.3 Model Simulations

This book only considers atmospheric model simulations (i.e., no coupled ocean–
atmosphere simulations). The basic simulations are known as “all forcings”. They
include greenhouse gases, solar irradiance, volcanic aerosols, tropospheric aerosols,
and land surface properties in a time-dependent manner, as well as sea-surface
temperatures and sea ice.

The simulations stem from the ECHAM family, but the model versions differ.
CCC400 (Chemical Climate Change over the past 400 years) model simulations
(Bhend et al. 2012) encompass a 30-member ensemble of atmospheric simulations
that span from 1600 to 2005 and are performed with ECHAM5.4 at a resolution
of T63/L31 (i.e., model top at 10 hPa). The model is forced with reconstructed
sea-surface temperatures (Mann et al. 2009a), augmented to by adding monthly
ENSO-related variability to obtain a more realistic depiction of variability (see
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Bhend et al. (2012) for details). Total solar irradiance, stratospheric aerosol
optical depth, tropospheric aerosols, and greenhouse gases are also prescribed.
Unfortunately, trends in land-surface properties were erroneous, which has some
effects on summer temperatures at northern midlatitudes.

The CASTRO (Climate and Stratospheric Ozone) simulations (a 9-member
ensemble that spans from 1900 to 1999, described in Fischer et al. (2008)) use
an older model version (middle atmosphere ECHAM4) with a coarser horizontal
resolution but with a high model top (1 Pa) and full stratospheric (and rudimentary
tropospheric) chemistry (the Model for Evaluating Ozone Trends (MEZON)). This
model configuration, termed SOCOL (Solar Climate Ozone Links), is described in
Schraner et al. (2008). In the CASTRO simulations, the Quasi-Biennial Oscillation
is nudged using our reconstructions (Brönnimann et al. 2007a). With the same setup,
sensitivity experiments were performed with individual boundary conditions held
constant. These are sea-surface temperatures (fixed to a climatology around 1901),
concentrations of greenhouse gases (fixed to 1901 values) and ozone-depleting
substances (fixed to 1951 values), or emissions of NOx and CO (fixed to 1951
values).

Finally, we analysed a simulation performed with ECHAM5.5 (T63/L31) cou-
pled to the Hamburg aerosol model (HAM, Stier et al. (2005)). This simulation was
nudged to ERA-40 (Uppala et al. 2005). Thus, the coupled model sees the transient
emissions of aerosols or their precursors at the surface as well as the winds from the
reanalysis, but produces its own fields of aerosol properties, radiation, and clouds as
a response.

2.9.4 Reconstructions and Offline Assimilation

Several statistically reconstructed climate fields are used in this book, including
two of our own data products: REC1 and REC2. These monthly, three-dimensional,
global temperature and geopotential height reconstructions use historical upper-air
(Stickler et al. 2010), land temperature, and sea-level pressure data. Reconstructions
were performed using a principal component regression as outlined in Sect. 2.8.3. In
the case of REC1 (Griesser et al. 2010), the principal components were calculated
for all fields and over large regions (15ı–90 ıN, 20 ıS–20 ıN, and 90ı–15 ıS) to
provide spatially complete reconstructions. Locations that are far from observations
are constrained by their teleconnections to other regions. In contrast, REC2
(Brönnimann et al. 2012b) calculates principal components for vertical columns
with each grid column reconstructed independently. Grid columns are reconstructed
from predictors within a “cone of influence” of �1500 km around the column, and
a minimum number of upper-air variables are required. In this sense, REC2 is close
to actual observations. However, it is spatially incomplete.

Our main dataset for addressing atmospheric circulation variability from the
17th to 19th century is termed EKF400. This dataset is an offline assimilation
(Ensemble Kalman Fitting; see Sect. 2.8.4) of early instrumental, documentary, and
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Fig. 2.33 Information assimilated into EKF400 in the years 1620, 1720, 1820, and 1880

tree ring data into the CCC400 model simulations. In other words, CCC400 is
used as xb for every second grid point (i.e., the resolution is 4ı � 4ı). The state
vector x of the assimilation contains monthly averaged fields of sea-level pressure,
precipitation, land surface air temperature, and several upper-level fields (850 and
200 hPa wind, 500 hPa temperature, geopotential height, and vertical velocity).
Although x contains monthly data, the assimilation step is seasonal. Thus, x contains
monthly data for 6 months (from April to September or from October to March).

The observations and proxies used by EKF400 are shown in Fig. 2.33. From
tree rings, we used maximum late wood density and ring width. Tree rings and
documentary data (for Europe) are available since the beginning of the period.
Instrumental observations are available for Europe since the late 17th century, for
some colonies for the 18th century, and for North America since the early 19th
century. Note that no precipitation measurements and only a small selection of
the more than 2000 tree ring chronologies shown in Fig. 2.30 were assimilated.
Therefore, there are ample independent data for comparison and validation.

In the assimilation, tree rings are expressed with a regression approach. Thus, H
is a set of regression coefficients for monthly temperatures (maximum late wood
density) or monthly temperatures and precipitation (tree ring width) during the
growing season. The regression model was calibrated using the Climatic Research
Unit surface temperature dataset CRU TS3.21 (Harris et al. 2014) from 1901 to
1970. Likewise, monthly or seasonal documentary data were calibrated using CRU
TS3.21 data from the 20th century. Instrumental temperatures or sea-level pressure
were incorporated by using the closest grid point.

A first estimation of errors for the (diagonal) R matrix was obtained by analysing
the residuals of the regression in the 20th century. However, expert judgment was
also needed to set the appropriate errors for the different types of data.

The assimilation was performed using Eq. 2.4. Because the bias of observations
and proxies can change over time, we corrected the proxies relative to the model
background xb by subtracting H.xb/ averaged over a 70-yr moving window. Thus,
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on longer (from multidecadal to centennial) time scales, EKF400 becomes almost
identical to CCC400. Meanwhile, information from proxies and observations is used
to constrain variability on time scales from months to decades.

To localise the covariance matrix R, the method of Bhend et al. (2012) was used.
For each field, a typical decorrelation distance was estimated. For localisation across
variables, the smaller decorrelation distance of the two variables was chosen. The
full description of the dataset is in preparation (Jörg Franke, Univ. Bern).

Here, we show the performance of the method for a limited set of predictors
(see Brönnimann et al. (2013b) for more information). Figure 2.34 shows the
April–September 1810 average surface air temperatures relative to 1801–1830.
The unconstrained ensemble mean (CCC400; Fig. 2.34, top left) shows the effect
of boundary conditions: cooler-than-average summer temperatures following the
volcanic eruption in 1808/1809. Anomalies are small and smooth, which is typical
for an ensemble mean. The EKF analysis (Fig. 2.34, bottom left) suggests a more
pronounced cooling over northern Europe (constrained by observations) and a
slightly westward-shifted warming in northern Asia (constrained by covariances).

From the CCC400 simulations, we can determine the best ensemble member (see
Sect. 2.8.4). For this purpose, we used high-quality tree rings from 35 locations. A
tree growth model (Tolwinski-Ward et al. 2011) was used as H and Eq. 2.9 was
minimised with a non-diagonal R matrix. The best member (Fig. 2.34, top right)
exhibited strong anomaly centres over Alaska and western and eastern Siberia.
These locations were not represented by observations in EKF400. In contrast,
European cooling is less than the EKF400 ensemble mean.

Due to the small ensemble size, the best member may not fit each region. In
other words, it does not have high statistical skill. However, we can combine these
approaches. Figure 2.34 (bottom right) shows the EKF400 assimilation for the best

-1.2 -0.8 -0.4 0 0.4 0.8 1.2

Temperature anomaly

Unconstrained Model (CCC400, Ensemble Mean) Best Ensemble Member (CCC400, Member 01)

EKF400 (Member 01)EKF400 (Ensemble Mean)

Fig. 2.34 Northern Hemisphere temperature anomalies from April to September 1810 (relative
to 1801–1830) from the unconstrained ensemble mean, the EKF 400 mean, the best ensemble
member (member 01), and the EKF 400 analysis for member 01. Circles indicate locations and
anomalies of the assimilated instrumental measurements; red squares give the locations of tree
ring proxies used to define the best ensemble member (From Brönnimann et al. 2013b)
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member. It is constrained by assimilated observations (and reproduces the stronger
cooling over Europe) but, away from the assimilated information, it retains the
characteristics of the “best ensemble member”.

In this book, I often show the ensemble mean and the best ensemble member of
EKF400 (for April–September). The ensemble mean arguably is the product with
the highest skill; the best ensemble member has a more realistic variance.

It is difficult to provide a measure of skill for EKF400. Skill varies by region,
with time, and according to variable. Pseudo-proxy experiments (Bhend et al. 2012)
with a very sparse proxy network reveal similar skill to conventional (statistical)
reconstructions. However, the examples and comparisons shown in Chap. 4 of this
book provide a better impression than statistical skill measures.

The historical ozone dataset (HISTOZ), described in Brönnimann et al. (2013a),
was generated in the same way as EKF400. It is a global, two-dimensional
(longitude and altitude) dataset of ozone concentrations. Historical ground- and
(after 1970) satellite-based total column ozone observations were assimilated into
the 9-member ensemble of CASTRO simulations. As for EKF400, 6 months
were incorporated into the same state vector. The determination of errors and the
localisation of the covariance matrix B is described in Brönnimann et al. (2013a).
After 1979, the dataset continues with the satellite-based BDBP (Binary Database
of Profiles) dataset (Bodeker et al. 2013), which is also used for the de-biasing step.

2.9.5 Conclusions

To enhance the readability of the book, we use few, selected data products in our
analysis of climatic changes since 1700 . These datasets allow us to discuss climatic
variability in the context of atmospheric circulation. After the 1930s, these data even
provide a three-dimensional, physical-chemical perspective of the climate system, at
least to some extent. However, analysing atmospheric circulation in the 17th or 18th
centuries is less certain because there is limited information available to constrain
the data products. Therefore, it is important to consider how these datasets were
generated and what information they contain.

Model simulations (e.g., CCC400 and CASTRO) reflect the response of the
climate system to forcings exerted by long-lived greenhouse gases, solar and
volcanic activity, tropospheric aerosols, and sea-surface temperatures. Note that the
latter are seen as a forcing by the model, but already contain an imprint of atmo-
spheric circulation. Thus, they cannot be strictly addressed as an oceanic forcing.
EKF400 assimilates information from observations and proxies into the CCC400
simulations and can be seen as a best guess estimation of the climate system of
the past, combining forcings, proxies, and observations. Early instrumental data and
statistical reconstructions, in contrast, are independent of models and forcings.

For the period after 1870, atmospheric circulation is addressed in 20CR and
three-dimensional reconstructions (e.g., REC1 and REC2). The former is based
on surface pressure, sea-surface temperatures, and a numerical model. The latter
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relies on upper-air data, land surface temperatures, sea-level pressure, and a
statistical model. Although not fully independent, these datasets are rather different.
Atmospheric ozone is studied in the CASTRO simulations and corresponding
HISTOZ assimilations. The nudged simulations with ECHAM5.5-HAM are used
for analysing aerosols and their effect on radiation.

Our climate data sets follow a tradition. Brückner was one of the first scientists
to reconstruct climate time series extending several hundred years into the past.
Based on early instrumental data, he also drew maps of pressure anomalies for
the first half of the 19th century. Since Brückner’s time, many new proxies have
been discovered. Statistical reconstruction techniques have been used since the early
1990s to derive field reconstructions for climate research. This constitutes a major
step forward. Another major step forward is currently underway and involves the
use of numerical techniques such as data assimilation. Consequently, the datasets
used in this book allow a much broader view of climatic changes since 1700 than
possible 10 or 15 years ago. Together with climate model simulations, another new
pillar in palaeoclimatology, they allow us to explore new aspects of climatic changes
since 1700.



Chapter 3
The Machinery: Mechanisms Behind
Climatic Changes

With contributions and help from Florian Arfeuille, Yuri Brugnara, Martin
Wegmann, Jörg Franke, and Matthias Röthlisberger

“I have attempted to depict climatic changes that have affected the globe during the last
centuries. Like cogwheels in a clockwork, different meteorological elements interact to
produce climatic changes. We see the wheels spin and the hand move in a certain rhythm,
yet the driving force remains hidden.” (translated from Brückner 1890, p. 322)

Brückner’s depiction of climate as a clockwork1 is remarkable. During the
last 125 years, science has unravelled many of the hidden mechanisms. Before
discussing climatic changes since 1700, it is useful to start with a tour of the
“machinery” of the climate system. Basic physical concepts and mechanisms
operating in the climate system will be briefly introduced—the motor, transmission,
and basic mode of the operation of the machinery. Then, we will analyse how these
mechanisms produce variations over time. We will look at changes in the general
circulation, how they are expressed in systematic form in circulation variability
modes, and how they affect local climate in the form of teleconnections. Special
attention is devoted to how the machinery reacts to external forces and how feedback
processes evolve in the climate system.

One aim of Chap. 3 is to provide necessary background for Chap. 4, where
climatic variations since 1700 will be addressed. Chapter 3 is also a synthesis
of Chap. 4, because many processes and mechanisms have been uncovered based
on the analysis of climate data from the past 400 years. Therefore, this chapter
contains introductory material as well as statistical analyses of the climate of the
past 400 years. As for all parts of the book, Chap. 3 is biased by my own research
interests, putting emphasis on some mechanisms while neglecting others and using
my own examples, for which I feel more competent. The book does not replace—but

1I prefer the image of a machinery, as a clockwork implies precision, predictability, and
deterministic behaviour.

© Springer International Publishing Switzerland 2015
S. Brönnimann, Climatic Changes Since 1700, Advances in Global
Change Research 55, DOI 10.1007/978-3-319-19042-6_3
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hopefully complements—standard textbooks. For a more comprehensive introduc-
tion to basic atmospheric physics the reader is referred to the excellent text books of
Hartmann (1994), Wallace and Hobbs (2006), and numerous others.

3.1 Basic Climate Physics: The Mean State

3.1.1 Energy Budget and Heat Transport

The climate system is a heat engine that is driven by spatial energy differences
and that performs the transport and conversion of energy. Therefore, a fundamental
perspective of climate physics is the energy budget. This chapter starts with the
energetics of the climate system, first at the level of global-mean values, then
considering spatial differences and the transport of energy within the system.
Then, I outline the general circulation of the atmosphere and emphasise the role
of the stratosphere (Sect. 3.1.3). Ocean–atmosphere interaction is briefly touched
on in Sect. 3.1.4. The book provides only an extremely limited introduction. The
interested reader is referred to more comprehensive reviews of individual aspects
(e.g. Fasullo and Trenberth 2008a,b; Schneider 2006; Schneider et al. 2010;
Stephens et al. 2012). The advanced reader may wish to skip Sect. 3.1 altogether.

Relatively little of what is presented in this chapter was known to late 19th
century scientists such as Brückner. Although they started to identify the main
patterns of climate variability and had established the physical basis (fluid dynamics,
thermodynamics), there was no theory of atmospheric circulation that related the
two. Physical theories of atmospheric states and processes only developed during
subsequent decades. In fact, in terms of the quantification of energy fluxes—the
starting point of this chapter—a consolidated quantitative view only emerged in the
past two decades with the help of satellite data.

3.1.1.1 Global-Mean Fluxes

A schematic depiction of fluxes in the climate system is given in Fig. 3.1 (Hartmann
et al. 2013; Wild et al. 2013). The only relevant source of energy in the climate
system on a global scale is the sun. Solar radiation at the top of the earth’s atmo-
sphere (termed “solar constant”, despite it varying) amounts to about 1361 W m�2.2
On average, each square metre of the earth’s surface receives a quarter of that
amount, corresponding to the ratio between the surface area and cross section of the
earth. About 30 % of this shortwave radiation is reflected on clouds or at the earth’s
surface, and 25 % is absorbed by atmospheric constituents (ozone, water vapour,

2This number was only recently quantified, see Kopp and Lean (2011); for a long time it was
estimated higher.
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Fig. 3.1 Globally averaged radiation fluxes in the climate system (Adopted from Wild et al. 2013
and Hartmann et al. 2013)

aerosols). The remaining 45 % is absorbed by the earth’s surface (see Hartmann et al.
2013). Here, a smaller fraction of radiation is transformed into heat that warms the
atmosphere (sensible heat). A larger fraction is used to evaporate water, releasing
the energy during condensation in the atmosphere (latent heat). This is the main
mechanism that compensates for the net radiative energy surplus at the surface and
net radiative energy deficit in the atmosphere. From the heated surface, heat can
also penetrate downwards into land and ocean. There are very large energy fluxes
between atmosphere and ocean or land in both directions depending on the time of
day, season, and region; on a global average, a small net flux of 0.9 W m�2 into the
ocean remains. This flux corresponds to the net radiation imbalance at the top of the
atmosphere due to the negligible heat capacity of the atmosphere.

The large proportion of latent heat flux is crucial not only for understanding the
basic mode of operation of the machinery, but also its response to warming. The
latter comes from the fact that the saturation water vapour pressure increases by
about 7 % per 1 ıC of warming (this follows from the Clausius-Clapeyron relation).3

In a warmer world, air will thus contain more latent energy that is transported
horizontally and vertically by atmospheric circulation (which itself must balance
energetic differences) before it is released and eventually radiated to space. To some
extent, water vapour changes thus constrain the response of atmospheric circulation
to global temperature changes in the future as well as the past (see Schneider et al.
2010).

3The Clausius–Clapeyron relation describes the line of coexistence of two phases of matter (in
our case liquid water and water vapour) in a temperature–pressure diagram. For atmospheric
conditions: des=dT D Lv.T/es=RvT2, where es is the saturation water vapour pressure, T is
temperature, Lv.T/ is the temperature-dependent latent heat of vaporisation, and Rv is the gas
constant for water vapour.
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The earth loses the heat by radiating to space at long (infrared) wavelengths.
At the top of the atmosphere, in equilibrium, the outgoing longwave radiation
must approximately balance the incoming shortwave radiation. However, only a
small portion of this radiation is emitted directly by the earth’s surface and passes
the atmosphere unaltered. Due to water vapour and other greenhouse gases, a
large fraction of the outgoing radiation is absorbed in the atmosphere within a
short distance and re-emitted both up- and downwards. Only the upward part may
eventually escape to space. At the top of the atmosphere, the upward longwave
flux must balance the incoming shortwave radiation if the climate system is in
equilibrium. Both up- and downward fluxes must therefore be even higher in the
lower atmosphere. In fact, Fig. 3.1 shows that the upwelling longwave radiation at
the earth’s surface is about twice the total downwelling shortwave radiation and the
downwelling longwave radiation is about twice the absorbed shortwave radiation
(see Sect. 3.3.3 for the effect of well-mixed greenhouse gases).

Radiation emission depends linearly on the fourth power of temperature. Thus,
to provide the necessary radiation fluxes, the earth’s surface will warm by absorbing
the downwelling longwave radiation. If the vertical transport of energy was only
achieved through radiation, superadiabatic temperature gradients would have to
be established in the troposphere to maintain the fluxes (in the stratosphere, the
absorption of ultraviolet (UV) radiation by ozone alters the temperature gradient
and leads to a warming). Heat will therefore be transported by convection upwards
through the troposphere in the form of sensible and latent heat. The resulting
vertical temperature profile is called the radiative–convective equilibrium, where
the troposphere adjusts to a convective equilibrium (with approximately a moist
adiabatic lapse rate) and the stratosphere in a global mean is in radiative equilibrium
(locally, though, it may be far from equilibrium). Hence, one important task of the
climate system is to transport energy upwards in the atmosphere, from where it can
eventually be radiated to space.

This basic concept of the one-dimensional mean temperature profile was outlined
in the 1960s by Manabe and Wetherald (1967), although the first work on the
radiative–convective equilibrium already started in Brückner’s time (Emden 1913),
triggered by the discovery of the stratosphere, observations of longwave radiation at
different altitudes (Ångström 1916), and laboratory work on the infrared emissivity
of gases.

3.1.1.2 Spatial View of Heat Transport

Let us now turn to the horizontal distribution of energy. Figure 3.2 (top left)
shows the top-of-atmosphere net radiation (short- and longwave). For geometric
reasons, the tropics receive more solar radiation than the extratropics. They also
lose more energy due to radiation (the dry subtropical deserts are even a net energy
sink), but the former dominates the energy budget. Temperature differences are
more smoothed out, reflecting a quasi-steady state where poleward transport of
energy balances the built-up temperature differences. However, the temperature
field shows additional features that do not arise from radiation differences such
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Fig. 3.2 Annual means for the period 2000–2011 of (top left) top-of-atmosphere net radiation
(short- and longwave), (bottom left) surface air temperature, (top right) precipitation annual sum
and 10-m wind, and (bottom right) evaporation. Note the nonlinear scale for precipitation. Data
sources are CERES Level 3B (radiation), ERA-Interim (all other variables)

as the longitudinal structure over the North American and North Atlantic sector.
Precipitation shows sharp gradients and a strong link to atmospheric circulation.
It falls in zones of convergent winds such as the Intertropical Convergence Zone
(ITCZ) or the midlatitude planetary frontal zones (see Fig. 3.2). Zones of divergent
winds near the surface indicate the cloud-free high pressure areas of the subtropics.
Evaporation maximises over the subtropical oceans and Amazon basin (highlighting
the role of vegetation) and is minimal over the deserts and the polar regions.

The driver is the unequal spatial distribution of incoming solar energy. Thermal
gradients and pressure differences build up and set the atmosphere in motion. The
resulting circulation counteracts the imbalance and transports energy poleward. This
heat transport is accomplished by both oceans and atmosphere. Although the oceans
store large amounts of heat, their contribution to heat transport to the polar regions
rapidly decreases outside the tropics, though it may still be regionally important.
Poleward heat transport mainly takes place in the atmosphere in the form of sensible
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Fig. 3.3 Northward zonal-mean energy fluxes in atmosphere and ocean as a function of cal-
endar month. Data sources include Earth Radiation Budget Experiment (ERBE), NCEP/NCAR
Reanalysis, and Global Ocean Data Assimilation System (GODAS). (bottom right) The median
annual-mean transport by latitude with the associated ˙2� range (shaded) (Fasullo and Trenberth
2008b, © Copyright 2008 AMS)

and latent heat fluxes (see Fig. 3.3). The poleward heat flux is stronger during the
winter season (Fasullo and Trenberth 2008a,b), when the gradients in the energy
balance and surface temperature are strongest. Therefore, atmospheric circulation is
more vigorous in winter.

Energy fluxes are different over land and ocean regions. Oceans absorb more
shortwave radiation (Fig. 3.2). There is a net atmospheric heat flux from the ocean
to the land areas. A substantial part of this heat flux occurs in the form of latent
heat, which is balanced by the hydrological cycle. In terms of mass flux, river runoff
balances the net moisture transport from the oceans to the land.

3.1.2 The General Circulation of the Atmosphere

3.1.2.1 The Zonally Symmetric Circulation

Climatic changes at a given location are rarely just the product of an altered
local energy balance. Usually they are closely related to changes in atmospheric
circulation—monsoons, jet streams, trade winds, or storms—which in turn may
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be induced by large-scale radiative forcing.4 Therefore, before addressing climatic
changes since 1700, we need to understand the large-scale, general atmospheric
circulation and its driving factors based on the energetic considerations from the
previous chapter.

Circulation is initiated by pressure differences, which are related to density
changes (due to temperature or humidity changes). In the tropics, the latent heat
released during condensation in regions of deep convection is the main driver of the
atmospheric circulation. The released energy is partly radiated to space and partly
transported poleward in the outflow of the convection areas, thus contributing to the
poleward heat transport in the atmosphere (see Webster 2004). As a zonal average,
convection within the ITCZ forms the inner, upwelling branch of the tropical
meridional overturning circulation—the Hadley circulation (Schneider et al. 2014a).
The outflow from the ITCZ is deflected towards the east due to the Coriolis force and
does not reach beyond the subtropics, where it subsides. The circulation is closed
through the return flow along the surface—the trade winds. The Hadley cell is a
“thermally direct” circulation; it is caused by warmer air that rises and colder air that
sinks.

A zonal-mean view of the meridional circulation in the form of the meridional
mass streamfunction is shown in Fig. 3.4 (top left) for boreal winter. The northern
Hadley circulation appears prominently as a clockwise circulation cell ascending
equatorward of 10ıN and descending between 20ı and 30ıN. Poleward of the
Hadley cell, a circulation cell with an opposite flow direction appears, which often is
called the Ferrel cell. This is more variable and only appears as a closed circulation
cell in a zonal-mean depiction. It is a thermally indirect circulation; it cannot be
maintained by thermal processes (nor transport energy poleward). The vertical
velocity ! at 500 hPa (Fig. 3.4, top right), to which the precipitation distribution
(Fig. 3.2) is closely related, shows that the up- and downwelling in the Hadley cell is
far from zonally uniform. For instance, over the western and central tropical Pacific,
the ITCZ shows a branching off. The ITCZ is a well-defined narrow band over the
Atlantic, but becomes a broad upwelling zone over the Amazon and Congo basins.

The causes of trade winds and upper-level “anti-trade winds” have been a matter
of scientific research since the 17th century (Halley 1686). During Brückner’s
time the Hadley cell was well known and a theory, although not fully correct,
was established (Ferrel 1856; Hadley 1735). However, only surface winds were
directly measured, and more complex circulations such as the monsoons could not
be understood before upper-air measurements became more widespread.

The most outstanding feature of the longitude–height structure of the zonal-
mean zonal wind (Fig. 3.4) is the subtropical jet around 30ıN and at an altitude
of around 10 km (200 hPa). The jet also clearly appears on the map of zonal wind at
200 hPa (Fig. 3.4, bottom right), leading from the North Atlantic across Asia to the

4Radiative forcing denotes a change in the net radiative flux at the tropopause or the top of the
atmosphere that is due to an external driver such as greenhouse gases.
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Fig. 3.4 Long-term boreal winter averages of (top left) zonal-mean meridional mass streamfunc-
tion (i.e., the vertically integrated meridional mass flux above a level, here given in arbitrary units;
contour lines and arrows can be understood as trajectories of air parcels in steady flow), (top right)
vertical velocity at 500 hPa, (bottom left) zonal-mean zonal wind (m s�1), and (bottom right) zonal
wind at 200 hPa. Shown are December–February averages from 1961 to 1990 (Data source is
NCEP/NCAR Reanalysis)

Pacific and over North America. In the equatorial region, easterlies dominate over
Africa, the Indian Ocean, and the Maritime Continent.5 Westerlies dominate over
the Pacific.

While latent heat is important in the tropics, the large-scale circulation of the
extratropics is largely controlled by the temperature difference between tropics and
the polar regions on the one hand and the angular momentum balance on the other
hand. The structure of the zonal-mean zonal wind can be understood from the
thermal wind relation, which describes the change of geostrophic wind�ug between
two pressure levels p1 and p2 due to horizontal gradients in virtual temperature
dTv=dy within that layer:

5Meteorologists refer to the region of Indonesia, Philippines, and Papua New Guinea as the
“Maritime Continent”. It consists of many islands, peninsulas, and shallow bodies of water. Sea-
surface temperatures are among the highest on earth, and the interspersed islands with their
topography enhance convection.
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�ug D �R=f dTv=dy ln.p2=p1/ (3.1)

where R is the gas constant and f is the Coriolis parameter. Because the equator-
to-pole temperature gradient is positive up to the tropopause and negative above,
westerly winds increase with height in the troposphere, peak near the tropopause,
and then decrease in the stratosphere.

Alternatively, the subtropical jet can be understood from the conservation of
angular momentum in the upper-tropospheric outflow of the ITCZ. However, wind
speeds calculated in this way would be far larger than those observed. In reality,
interaction of the subtropical jet with extratropical eddies slows down the jet and
allows the exchange of energy and momentum. Due to the stronger meridional
temperature gradient in the winter hemisphere, the subtropical jet is stronger in
winter than in summer.

Changes in the Hadley circulation on an interannual scale are related to climate
variability modes such as El Niño–Southern Oscillation (see Sect. 3.2.6), variability
in the Atlantic Ocean, or external forcing. Changes in the Hadley circulation are
an important component of past climatic changes in the tropical and subtropical
belt; this concerns not only variations in the strength, but also in the position and
poleward extent of the Hadley circulation. A widening or contraction of the Hadley
cell is expected to lead to a pole- or equatorward migration of the subtropical dry
zones, respectively; a delicate change in the global climate system.

Poleward of the subtropical jet and up to 75ıN, westerly winds dominate at
all tropospheric levels (Fig. 3.4). In winter, strong westerlies occupy the entire
troposphere and stratosphere in a consistent manner, building the so-called polar
vortex poleward of 60ıN. Westerlies bring rainfall and storms from the midlatitude
oceans to the western parts of the continents. They are the dominating circulation
system for European climate, which forms a special focus of this book and of
Brückner’s work. Changes in the midlatitude westerlies and therefore in the polar
vortex, which will be further discussed in Sect. 3.1.3, are a prominent expression of
interannual-to-decadal variability in surface climate since 1700.

3.1.2.2 The Zonally Asymmetric Circulation

A zonal-mean view of circulation is insufficient for understanding the general
circulation of the atmosphere. The earth’s land masses are not zonally symmetric,
the absorbed energy is not zonally symmetric, and the Hadley circulation is not
zonally symmetric (see Figs. 3.2 and 3.4). Over Asia during the summer, the
convergence zone shifts poleward by a substantial amount and becomes part of the
Asian monsoon system (see Sect. 3.1.4).

In the tropics, there are zonal circulation cells. The Pacific Walker circulation
consists of upwelling over the western tropical Pacific (Fig. 3.4, top right) eastward
flow along the equator (Fig. 3.4, bottom right), downwelling over the eastern tropical
Pacific (Fig. 3.4, top right), and return flow as trade winds (Fig. 3.2, see also
Sect. 3.2.6). There are also Walker cells over the Indian Ocean, with ascent over
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the eastern Indian Ocean and descent over East Africa, and over the Atlantic Ocean,
with ascent over South America and descent over the eastern tropical Atlantic. The
Hadley circulation is not zonally symmetric but is more pronounced in the upwelling
regions of the Walker cell. In addition to the tropical circulation, subtropical jets
and the westerly winds poleward of the jets are zonally asymmetric. The latter show
longitudinal structures, which are to some extent fixed in space and to some extent
variable.

A strictly zonal flow would not allow meridional exchange of heat (apart from
diffusion and radiation), and a large temperature gradient would develop. However,
above a certain threshold of that gradient, slight disturbances grow rapidly and the
flow becomes unstable. Waves develop and grow and it is mainly through these
waves and associated disturbances that heat exchange takes place.

Waves play an important role in atmospheric sciences and I will revert to waves
at several instances, but even a basic introduction is beyond the scope of this book.
Table 3.1 summarises different types and characteristics of atmospheric waves. For
more details the reader is referred to Holton (2004).

Statistical analyses of pressure or wind fields shows that waves do not occur
randomly in space and time. Figure 3.5 shows long-term means of 500 hPa
geopotential height in the winter of the respective hemisphere. Shadings indicate
anomalies from the zonal average, orange indicates ridges, blue indicates troughs.
Although these maps are based on 30-yr averages, the waves do not average out but
show preferred patterns. In the Northern Hemisphere, we find two or three trough–
ridge patterns (wavenumbers 2 and 3). In contrast, in the Southern Hemisphere,
wavenumber 1 dominates.

These large-scale waves are long Rossby waves (see Table 3.1), which are also
called planetary waves. They are quasi-stationary and exhibit preferred patterns.
Changes in the patterns of these waves are another important ingredient for
understanding climatic changes of the past. Patterns of temporal changes in the wave
structure, climatic consequences, and relations to other climate factors are addressed
in Sect. 3.2. In the following, I briefly analyse some of the underlying processes.

What anchors the quasi-stationary planetary waves? The main reason is that their
sources are spatially fixed, and this is due to two important contributions: land–sea
heating contrasts and orography. Mountain ranges that need to be overflown—
a prominent example are the Rocky Mountains—can induce waves. During the
overflow, air parcels are vertically compressed but horizontally extended. In order
to balance potential vorticity (which is conserved), absolute vorticity6 must increase
to compensate for the vertical compression. The only way of establishing this is

6Vorticity describes the spinning motion in a fluid. In a two-dimensional field, vorticity � can be
written as � D dv=dx � du=dy, where u and v are the flow components in the x and y directions,
respectively. In the atmosphere, this term is also called relative vorticity as it describes vorticity
relative to the earth reference system. Absolute vorticity �C f also includes the planetary vorticity
f induced by the earth’s rotation. Potential vorticity relates absolute vorticity to static stability and
is a conserved property, from which follows that .� C f /=H D constant (H is the thickness of the
air parcel).
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Fig. 3.5 Long-term mean geopotential height at 500 hPa for (left) the Northern Hemisphere in
December–February and (right) the Southern Hemisphere in June–August. Isoline distance is
50 gpm, red and blue shadings show positive and negative anomalies from the zonal mean that
exceed 50 gpm (Data source is NCEP/NCAR reanalysis, 1981–2010)

by displacement to the north. After crossing the Rocky Mountains, the opposite
occurs. The air parcel stretches, the air moves south, and a trough forms. As
a consequence, lee troughs develop downstream of mountain ranges. The wave
structure in the Northern Hemisphere is thus strongly influenced by the Rocky
Mountains, Greenland, and the Tibetan Plateau. Other factors also contribute to
establishing and maintaining the wave. Off the coast of North America, the air
masses encounter the warm North Atlantic Current. Off the coast of Asia, the
warm Kuroshio affects the flow. The sharpened east–west thermal contrast induces
a meridional component to the mean flow.

The Atlantic is downstream of the Rocky Mountains, and the quasi-stationary
wave over eastern North America and the North Atlantic is partly explained by these
factors. Note that Europe is on the front side of this wave and thus, on average,
receives warm and moist subtropical air masses whereas eastern North America
receives cold continental air. The fact that Europe is so much warmer than North
America on the same latitude is partly due to this wave (Seager et al. 2002).

The sharpened land–sea thermal contrast also destabilises the atmospheric flow,
particularly in winter. Weather systems develop and interact with the background
flow. Therefore, in the next chapter, we will change from a statistical to a process
view and take a look at the weather scale.

3.1.2.3 The Weather Scale

Cyclones preferentially develop and grow in regions of high baroclinicity, that is,
large temperature gradients and significant wind shear. The presence of an upper-
level jet stream—the polar front jet—helps in the development of a cyclone. In
fact, the above-mentioned regions of sharpened land–sea heating contrasts are the
beginnings of the North Atlantic and North Pacific storm tracks, respectively. As
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the disturbances develop, they interact with the mean flow and may sharpen the
trough and strengthen the jet stream. Thus, they may contribute to anchoring the
quasi-stationary wave pattern even though each disturbance is not stationary, but is
steered by the mean flow and has a limited lifetime.

The polar front jet—not to be confounded with the subtropical jet—owes its
existence to this interaction. It is much more variable in space and time compared
to the subtropical jet and its imprint in climatological fields is thus smaller (e.g.,
Fig. 3.4). In the midtroposphere, blocking highs may develop in the westerly flow,
kept in place by one (dipole or “Rex” pattern), two (“Omega” pattern), or more low
pressure systems. The polar front jet is then strongly deviated from its path, or it
even splits.

In the mid- and high latitudes, the sea level pressure field on an individual day
shows the volatile weather, with highs or lows changing rapidly from day to day—
the weather systems are “transient”. Sea level pressure is the surface imprint of the
atmospheric circulation; it reflects troughs and ridges, regions of convergence and
divergence.

Similar as for the 500 hPa height fields, there is also a stationary component in
the locations and paths of these weather systems, which is apparent when averaging
over long time periods or analysing the spatial pattern of variance. The high and
low pressure systems found in the long-term average are called quasi-permanent
pressure systems. Because they play an important role for month-to-month or
winter-to-winter variations of weather of the entire extratropics, they are also called
centres of action. Examples of centres of action (see Fig. 3.6) are the Icelandic low
or the Azores high, which determine weather and climate in Europe. Similarly, the
western North American climate is strongly influenced by the Aleutian low and the
North Pacific high. Subtropical highs are also found over the three Southern Ocean

Fig. 3.6 Decadal averages of mean sea level pressure in (left) November–April and (right) May–
October from the 20CR dataset (from Hartmann et al. 2013). Each colour shows a sea level pressure
map for a given decade, depicted in the form of two selected contour lines (see also Fig. 2.12)
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basins, as are low pressure systems such as the Amundsen–Bellingshausen Seas low.
Climatologically, however, the southern high latitudes appear as one large pressure
centre (Fig. 3.6).

In addition to these dynamical systems, thermal high and low pressure systems
develop over the continents and affect the large-scale flow (Fig. 3.6). They are most
pronounced over Eurasia, with a strong Siberian high in winter and the monsoon
low in summer.

These weather systems or centres of action were discovered a few years before
Brückner’s book appeared (e.g., Teisserenc de Bort 1881; Galton 1863), and
climatologies of pressure and atmospheric circulation were quickly established
(see also Fig. 2.12 based on Hann’s atlas published in the 1887). Strong or mild
winters in Europe were related to changes in the Icelandic low and Siberian high,
and some authors speculated about oceanic influences on the pressure centres
(Meinardus 1898).

Today we know that not only interannual, but also decadal changes in the centres
of action can be large. Even just during the past 50 years (displayed in Fig. 3.6 in
terms of the position and spatial extent of isolines; see Hartmann et al. 2013), there
were decades when the Azores high and Icelandic low in boreal winter were very
large (e.g., in the 1990s) or very small (1960s). The North Pacific high in boreal
summer extended farther westward in the 1960s and 1970s than in the 2000s. In
recent decades, the subtropical highs in the Southern Hemisphere were larger in
austral summer than in earlier decades. Decadal changes in the pressure centres are
important for understanding weather and climate changes since 1700 and will be
revisited in Chap. 4.

3.1.2.4 Energy Transport

Recall that the meridional gradient in energy received by the climate system
is equilibrated to a large extent by atmospheric heat fluxes. How do the above
discussed circulations contribute to the meridional heat flux? The Hadley cell, as
a thermally direct circulation, is able to transport energy to around 30ıN in the form
of sensible and latent heat. Farther poleward, the thermally indirect Ferrel cell also
transports heat—but equatorward. Therefore, another mechanism must transport
energy poleward. Planetary waves can transport energy without an exchange of mass
provided that there is an exchange of energy (e.g., heat uptake from the surface at
low latitudes and radiative cooling at high latitudes). The transient weather systems
(or “eddies”) and the fronts and disturbances associated with them are then the
ultimate location where energy exchange between the tropics and the polar regions
takes place through dissipation and exchange of air.

Let us now switch from a process view to a statistical view of heat flux and
waves. The meridional heat flux at given location and level can be written as the
product of meridional wind and temperature vT. Its zonal mean can be split into the
contribution of the zonal-mean flow, time-averaged stationary waves (mostly the
expression of planetary waves), and transient eddies (i.e., weather systems). This is
achieved by expressing v (and the same for T) in the following form:
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[ ]   =    [ ][ ]      +      [ ]      +      [ ]vT v T v*T* v T
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Fig. 3.7 Decomposition of the zonal-mean meridional heat flux over a season into contributions
from the mean meridional circulation, the stationary waves, and eddies

v D Œv�C v� C v0 (3.2)

where square brackets and asterisks denote a zonal average and the deviation,
respectively. The overbar and prime denote a time average (e.g., monthly mean)
and deviation. The meridional heat flux vT then becomes

vT D .Œv�C v� C v0/.ŒT�C T
� C T 0/ (3.3)

Averaged zonally and over time (e.g., a month or a season), the flux for a given
latitude can be written as the sum of the contributions by the zonal-mean circulation,
the quasi-stationary waves, and transient eddies (Fig. 3.7). Note that the separation
between stationary and transient eddies is statistical and depends on the averaging
period; we use 1 month in this book for convenience because many fields are
only available as monthly means. It is important to note that the flux by the mean
circulation can be in opposite direction in the lower and upper troposphere and thus
needs to be integrated vertically. In a nutshell, this is how the machinery exchanges
energy meridionally.

3.1.3 Stratospheric Circulation

Climatic changes since 1700 cannot be understood without considering the strato-
sphere. It is common knowledge that the stratosphere hosts the earth’s ozone
layer, which shields the surface from harmful UV radiation. But the stratosphere
is much more than that. It is able to affect climate near the ground radiatively and
dynamically and thus provides pathways through which external forcing factors
such as volcanic eruptions or changes in solar activity (both of which are known
to affect the stratosphere) can alter climate. It also plays a role in modulating the
internal variability of weather and climate (see Polvani (2010) and Kidson et al.
(2015) for an overview).
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When Brückner wrote his book in 1890, the stratosphere was not yet discovered.
Scientists had just started to explore the vertical dimension of the atmosphere
(Labitzke and van Loon (1999) offer a historical review of stratospheric science).
Soon, free-flying registering balloons reached altitudes of 20 km. In 1902, Léon
Teisserenc de Bort (1902)7 and Richard Assmann (1907)8 independently published
their first careful measurements of an upper-level isothermal layer or inversion—
the tropopause was discovered (Hoinka 1997). A few years later, Arthur Berson9

observed this layer in the tropics, but at a much higher altitude (Süring 1910).
The existence of a stratosphere was established, and soon it was found that the
stratosphere was the location of the ozone layer, which was discovered at about the
same time from observations of solar spectra (Fabry and Buisson 1913).

In the 1920s, G. M. B. Dobson10 started measuring the total column ozone in the
atmosphere with a global network (Dobson and Harrison 1926). This contributed
to the understanding of ozone and the dynamics of the stratosphere, which could
not be observed directly back then (see Brönnimann et al. (2007a), Brasseur (2008),
Müller (2009), and Bojkov (2012) for historical overviews).

After the development of the radiosonde to operational standards in the 1940s and
particularly with the IGY, radiosonde measurements became abundant enough to
compile the first climatologies of the stratosphere and to study stratospheric dynam-
ics (Scherhag 1948). In 1952, Richard Scherhag11 discovered the phenomenon of
sudden warmings of the polar stratosphere (Scherhag 1958). At about the same time,
the Brewer-Dobson circulation was described (Dobson 1956) and in 1961 the Quasi-
Biennial Oscillation was discovered (Reed et al. 1961; Veryard and Ebdon 1961).

Around 1970, stratospheric chemistry (e.g., Crutzen 1970) became the focus of
debates on possible side effects of nuclear explosions, fleets of supersonic transport,
or the Space Shuttle (Goldsmith et al. 1973; Johnston et al. 1973). Ozone depletion
by anthropogenic chlorofluorocarbons was projected at that time (Cicerone et al.
1974)–and later turned into reality in a much more severe form: the heterogeneous
loss of ozone in the polar lower stratosphere known as the ozone hole (see Farman
et al. (1985), Solomon et al. (1986), and Solomon (1999) for a review), which will
be discussed in Sect. 4.5.2.

7Léon-Philippe Teisserenc de Bort, 1855–1913, was a French meteorologist and pioneer of
aerology. He founded the observatory in Trappes.
8Richard Assmann, 1845–1918, was a German meteorologist and leading aerologist. From 1905
to 1914, Assmann was director of the aerological observatory in Lindenberg (see Emeis (2012)).
9Arthur Berson, 1859–1942, was a German meteorologist and aeronaut and the assistant of
Assmann in Lindenberg. For Berson’s work in East Africa, see Brönnimann and Stickler (2013).
10Gordon Miller Bourne (G. M. B.) Dobson, 1889–1976, was a British physician and meteorolo-
gist. He is well known for his decade-long work on ozone observations (Walshaw 1989).
11Richard Scherhag, 1907–1970, was a German meteorologist. Scherhag made important contri-
butions to upper-level meteorology, including the Berlin weather charts and its stratospheric maps.
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Fig. 3.8 Schematic of stratospheric processes and their role in climate. Orange, blue, and green
arrows denote fluxes of radiation, mass, and momentum, respectively. Grey lines indicate zonal
winds (QBO and SJ denote Quasi-Biennial Oscillation and subtropical jet, respectively)

3.1.3.1 Demarcation and Zonal-Mean Circulation

So, what is the stratosphere and how does it relate to climate? Figure 3.8 schemati-
cally depicts the main components and characteristics of the stratosphere. It extends
from the tropopause at ca. 16 km (tropics) or 8 km (polar regions) altitude to
the stratopause at ca. 50 km altitude. It is very dry, hosting the ozone layer and
occasionally volcanic aerosols, and is characterised by a temperature increase
with altitude. The lower boundary, the tropopause, can be defined based on the
temperature, moisture, or ozone profiles or based on potential vorticity. In any
case, the tropopause is not a well-defined surface. This is particularly relevant in
the tropics as this region controls the entry of water vapour and other trace gases
into the stratosphere (Fueglistaler et al. 2009). The term tropical tropopause layer is
often used to address the transition zone.

The stratosphere is coupled to the troposphere through fluxes of energy (mostly
in the form of radiation, with ozone playing a dominant role), mass, and momentum.
Momentum fluxes are largely exerted through waves and their interaction with the
mean flow, and they are important for understanding circulation. Circulation, in turn,
is important to understand trace gas distribution.

The main circulation features of the stratosphere are the polar vortices in the
winter hemisphere, the Quasi-Biennial Oscillation (QBO) of zonal-mean zonal wind
in the equatorial regions, and the slow meridional circulation known as Brewer–
Dobson circulation (see Holton et al. 1995). Mean geopotential height fields in
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Fig. 3.9 Averaged geopotential height at 41 hPa in (left) January and (right) July (From Scherhag
1948)

the lower to midstratosphere (Fig. 3.9) show a strong low pressure system centred
over the North Pole in January–the polar vortex. This vortex is not strictly annular,
but has a wavenumber 3 structure. Farther up, the Aleutian high over the North
Pacific displaces the vortex. In midwinter, the polar vortex encompasses the entire
extratropical stratosphere, with a westerly wind maximum called “polar night jet”.
In summer, the polar low pressure system is replaced by a high pressure system
above around 20 km and westerly winds by easterlies. Because the sunlit part of the
stratosphere is heated more strongly than the other, these seasonal changes can be
understood from the thermal wind relation (Eq. 3.1).

3.1.3.2 The Quasi-Biennial Oscillation (QBO)

In the equatorial region, stratospheric zonal winds are dominated by the Quasi-
Biennial Oscillation—a peculiar alternation of easterly and westerly winds (see
the review by Baldwin and Dunkerton (2001)). Today, the QBO is understood to
be caused by a broad spectrum of vertically propagating waves—gravity waves,
inertia gravity waves, and equatorial Rossby gravity waves (see Table 3.1)—that
break in the stratosphere and interact with the mean flow. The contributing waves
have different propagation characteristics, but how high they can propagate depends
on the zonal flow and its shear, which thus acts as a filter. In simple terms, only
eastward-propagating waves can penetrate in easterly winds and vice versa for
westerly winds. Let us assume that the wind is easterly throughout the stratosphere.
Eastward-propagating waves penetrate to the upper stratosphere where they break
and dissipate. Thereby they deposit their eastward momentum and change the mean
flow, which (in the absence of the Coriolis force at the equator) will eventually
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become westerly. This change in wind direction and shear changes the propagation
characteristics for subsequent waves, which have to break at a lower level. The
boundary between easterlies and westerlies thus propagates downwards. In the
course of about a year, the boundary reaches the tropopause and is eroded. Now,
the entire stratosphere has westerly winds, and westward-propagating waves can
penetrate up to the upper stratosphere, where they break and eventually lead to
easterly winds propagating downwards.

The QBO is a very regular phenomenon, with a periodicity of about 28 months
(the easterly phase lasts slightly longer and is slightly more pronounced). It has
been stable over the past six decades, for which radiosonde data are available,
but recent work by Kawatani and Hamilton (2013) suggests a trend towards a
weakening of QBO easterlies. Using historical upper-air data and the QBO imprint
in other variables, we have recently reconstructed the QBO back to Brückner’s time
(Fig. 3.10).

The QBO is known to influence the extratropical stratosphere. An easterly QBO
at 40 hPa favours a weak polar vortex (Holton and Tan 1980); a signal that can
propagate down to the surface and affect weather in the northern extratropics (this
mechanism is discussed in the next paragraph; see also Baldwin and Dunkerton
(2001)). Perhaps this explains the unusual differences in Scandinavian snow cover
between even and odd years that were noted during Brückner’s time (Woeikof 1895).

The QBO might also directly affect the tropical troposphere through inter-
action with high-reaching tropical convection (e.g., Giorgetta et al. 1999). It
has been suggested that the QBO modulates hurricane frequency (Gray 1984),
the Indian monsoon, and the Pacific Walker circulation (see also Huang et al.
2012). Comparing the equatorial zonal-mean zonal wind in the lower stratosphere
from our QBO reconstruction with corresponding circulation indices over the last
100 years (Brönnimann et al. 2009b) shows positive correlations with the Pacific
Walker circulation—westerly QBO enhances the Walker circulation—and negative
correlations with an Indian monsoon index (see Table 3.2 for definitions), but
correlations are relatively low.

3.1.3.3 Meridional Circulation and Wave–Mean Flow Interaction

Winds in the stratosphere are essentially zonal. However, there is also a slow merid-
ional circulation, which is particularly important with respect to trace constituents.
Dobson’s early ozone observations showed more ozone at midlatitudes than in the
tropics and, in the extratropics, more ozone in late winter than in late summer
(Fig. 3.11). This observation was puzzling as ozone is formed photochemically
and thus expected to be higher in the tropics than in the extratropics and higher
in summer than in winter. The peculiar distribution of ozone can be explained
by a slow meridional circulation that moves ozone away from its tropical source
regions towards the winter hemisphere, where its life time is longer. This meridional
circulation is closed by upwelling in the tropics (ozone-poor tropospheric air enters
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Fig. 3.10 Time–height cross section of reconstructed zonal-mean zonal wind at the equator from
1908 to 2013 (Data from Brönnimann et al. 2007a, supplemented with ERA-Interim)

the tropical stratosphere) and downwelling at subpolar and polar latitudes, where
ozone eventually reaches the troposphere and is deposited (Holton et al. 1995).

This is called Brewer-Dobson circulation in the context of transport and mixing
of trace constituents, or “residual circulation” in a dynamical context. It originates in
vertically propagating long Rossby waves (mainly wavenumbers 1–3, see Table 3.1),
which penetrate into the stratosphere and break. These waves require westerly winds
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Fig. 3.11 Total column ozone for (left) February and (right) August from Total Ozone Mapping
Spectrometer Version 8 data averaged over the 1979–2000 period (From Brönnimann 2002)

for vertical propagation, which they find in the winter season. Waves of a smaller
length scale (wavenumbers 5 and higher, e.g., synoptic waves; see Table 3.1) cannot
penetrate the stratosphere.

In the stratosphere, the waves eventually break and deposit momentum. The
dissipation exerts a drag on the mean flow and leads to deceleration. The decel-
eration, via an adjustment of the geostrophic flow, leads to a small wind component
towards the pole. Because the flow must satisfy the thermal wind relation (Eq. 3.1),
the deceleration of westerlies must be accompanied by a cooling below that level
on the equatorward side and a warming on the poleward side. These temperature
anomalies are maintained through ascent (equatorward) and descent (poleward),
resulting in a meridional circulation that is upwards in the tropics, poleward in
the midstratosphere, and downwards in the polar and subpolar stratosphere. These
processes overlay the diabatic descent within the polar vortex due to radiative
cooling and the ascent in the tropics due to overshooting convection.

The processes driving the meridional circulation and its effects on stratospheric
winds and temperatures are shown schematically as latitude–height cross sections
in Fig. 3.12. The propagation of wave activity, as depicted by the Eliassen–Palm
flux,12 is shown as arrows in the figure. Convergence of this flux (dashed contours,
also indicated by the shortening of the arrows) indicates wave breaking. Waves
propagate upwards near 60ıN, are refracted equatorward, and break at ca. 30 hPa.
The induced residual circulation leads to cooling of the tropical lower stratosphere
and to warming of the polar stratosphere (Fig. 3.12, right). Stratospheric westerly
winds are weakened (Fig. 3.12, middle).

12The Eliassen–Palm flux is a vector quantity in the latitude–height plane. It is used as a measure
of wave activity propagation (see Andrews et al. (1987) for details). Vertical and meridional
components indicate the importance of the meridional eddy heat flux and the meridional flux of
zonal momentum.
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Fig. 3.12 Schematic latitude-height cross sections of the (left) effect of vertically propagating
planetary waves on the mean flow and of the difference in (middle) zonal-mean zonal wind (green
colours indicate weakening) and (right) zonal-mean temperature (blue and red colours indicate
cooling and warming, respectively) in boreal winter for strong minus weak planetary wave activity.
Solid contours indicate climatological zonal winds, dotted lines represent the tropopause. Small
arrows and dashed lines at (left) indicate the Eliassen–Palm flux and its divergence, respectively,
and the long arrows show the induced residual circulation (Adapted from Newman et al. 2001)

3.1.3.4 Sudden Stratospheric Warmings and Downward Propagation

Wave–mean flow interaction is not a continuous process. Large wave breaking
events can have a particularly strong effect. If the wave activity flux is focused
towards the pole, strong events may lead to a collapse of the wintertime polar
vortex—a reversal of the flow from westerly to easterly accompanied by rapid
warming of the polar stratosphere due to downwelling. These events occur almost
exclusively in the Northern Hemisphere. The warming can reach an amplitude of
70 ıC within a few days, as is shown in Fig. 3.13 for the case of January 2009. Events
triggering a collapse of the vortex are called “Sudden Stratospheric Warmings”. If
they occur early enough in the season (“Major Midwinter Warmings”), the vortex
can recover after 2 or 3 weeks (as in January 2009; see Fig. 3.13). If they occur later,
the vortex may not recover and the event then marks the beginning of stratospheric
spring (“early Final Warming”).

Perturbations of zonal winds in the upper stratosphere can propagate down to the
tropopause within a week or so, most likely by changing the propagation characteris-
tic for subsequent waves, though the mechanisms are not fully understood. January
2009 is a good example for this process (Fig. 3.13). Once the perturbations have
reached the tropopause, some vanish, while others affect the tropospheric circulation
(see also Fig. 3.12) for 30–60 days. Following the January 2009 event (Fig. 3.13),
easterly winds at the surface were more common than before the event. Downward
propagation to the surface appears even more clearly when overlaying many such
events (Baldwin and Dunkerton 2001). This makes the stratosphere interesting for
seasonal prediction (Sigmond et al. 2013; Kidston et al. 2015).
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Fig. 3.13 Altitude–time cross sections of (left) zonal-mean zonal wind at 75ıN and (right)
temperature at 90ıN from January to March 2009 (Data source is ERA-Interim)

Downward propagation is not only relevant for long-range weather forecasting,
but also provides a mechanism of how climate forcings that primarily affect the
stratosphere can have an influence on weather and climate near the ground. In
relation to forcings, this is often termed a “top down” mechanism. Volcanic and solar
activity as well as ozone depletion are examples of such forcings. The stratosphere
may thus play an important role in some of the climatic changes addressed in this
book—a major new perspective since the time of Brückner’s writings.

3.1.4 The Ocean, Air–Sea and Land-Sea Interactions

Covering seventy percent of the earth’s surface, oceans are an important component
of the machinery. The atmosphere feels the ocean underneath and vice versa.
Mechanisms of air–sea interaction are also essential for interannual-to-decadal
climate variability and thus for understanding Chap. 4. The following pages give a
superficial introduction to the ocean’s effect on climate through air–sea interaction
and land–sea mechanisms. The interested reader is referred to numerous textbooks
(e.g., Sarmiento and Gruber 2006; Siedler et al. 2013; Wang 2004).

The influence of the ocean on mean climate has been known for a long time
(e.g., Barrow 1819). For instance, since the mid-19th century, the relative warmth
of Europe as compared to North America was explained by the Gulf Stream (the
contribution of the atmosphere was not yet understood). James Croll13 highlighted
the role of the oceans for mean climate (e.g., Croll (1870); see also Kang et al.
(2013)) and ascribed them a role in ice age mechanisms (Croll 1875). However,
many climatologists at that time, including Brückner, did not devote much attention

13James Croll, 1821–1890, was a Scottish scientist. He developed one of the first physical ice age
theories.
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to the oceans. Despite substantial progress in oceanography in the first half of the
20th century, the climate science community only became aware of the importance
of air–sea interaction for climate variability in the 1950s and 1960s (e.g., Bjerknes
1964, 1966). Even today, the ongoing discussion of the slowing global temperature
rise over the past 15 years (Sect. 4.5.9) highlights that we do not yet fully understand
the role of the oceans.

What makes oceans special, apart from their size? Oceans have different
properties than land. Their surface is smoother (i.e., their roughness is smaller).
They normally have a lower albedo and shortwave radiation is not only absorbed at
the surface but also within the water column. They have a larger heat capacity than
typical soils; they are a turbulent medium that is able to transport energy vertically
and horizontally. They dissolve gases and link the biological processes in the ocean
to the atmosphere. When ice covered, the properties of oceans area again entirely
different. The differences in physical properties of land and ocean cause spatial
gradients in climate variables which drive further processes.

3.1.4.1 Ocean–Atmosphere Interaction

Some important processes of air–sea interaction expressed in terms of the modula-
tion of fluxes of heat, mass, and momentum are displayed schematically in Fig. 3.14.
To the atmosphere, oceans are a large water reservoir, a heat reservoir, and (because
they dissolve gases) a trace gas (such as CO2) reservoir. Fluxes of heat, water, and
trace gases between ocean and atmosphere operate in both directions and net fluxes
are often the differences between two large quantities. Moreover, oceans are also
a source of aerosols, which originate from evaporating water droplets (sea salt) or
from sulphur compounds (dimethyl sulphide (DMS)) emitted by marine biota (see
also Box 3.4, p. 161). The radiative properties of the ocean or ice surface, through
modulating turbulent fluxes, also affect the atmosphere directly.

Sea Salt Aerosols,
DMS

H2 CO2O,

Ice Drift

Waves

Ocean

Sea Ice

Atmosphere

Salinity,
CO2Salinity

Heat

Heat, Salinity,
CO2
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H2O

H2O

H2O

Clouds

Winddriven
Currents

Fig. 3.14 Schematic displaying the processes at the air–sea boundary. Yellow/orange, blue, and
green arrows denote fluxes of energy, mass, and momentum, respectively
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To the ocean, the atmosphere is a source of momentum and freshwater, and a
modulator of radiation. Heat fluxes from the atmosphere affect sea-surface temper-
atures. In terms of momentum fluxes, atmospheric wind stress sets ocean waters in
motion and leads to ice drift. Due to the Coriolis force, the wind-induced motion
of the water body is perpendicular to the wind stress, but with a vertical structure
known as the Ekman spiral. The ocean system also reacts to fluxes of freshwater,
heat, and CO2 in ways ranging from thermohaline circulation (described in the next
paragraph) to ocean acidification. Ocean salinity reflects freshwater fluxes between
ocean, atmosphere, and land surface (precipitation, evaporation, and runoff).

Depending on the vertical structure of the atmosphere, ocean-atmosphere inter-
actions affect different parts of the atmosphere. In the tropics, deep convection
transfers the surface signatures to the entire tropospheric column. In the extratropics,
a shallow marine boundary layer often restricts direct interaction to a small layer of
the troposphere.

Similarly, within the ocean deep or shallow layers may participate in the
interaction. For instance, thermal anomalies may be mixed into deeper layers in
winter but then cut off from the atmosphere by a seasonal thermocline. When the
column is mixed again in the next winter, the previous year’s signal is mixed to the
surface. In this way, the ocean may damp the atmospheric signal and return it back
to the atmosphere, thus “reddening” the spectrum.

In regions of deep convection in the atmosphere, oceanic thermal anomalies
affect the atmosphere through convective adjustment and subsequent dynamical
effects. The response is important for ocean–atmosphere interactions related to El
Niño–Southern Oscillation (ENSO) (see Sect. 3.2.6). Outside of the regions of deep
convection, oceanic effects on the atmosphere (predominantly wind and clouds)
are less well understood. Mechanisms involving moist convective processes also
operate there (Czaja and Blunt 2011). Also near oceanic fronts, surface wind adjusts
to sea-surface temperatures gradients through vertical momentum mixing (Xie and
Carton 2004). Transient eddies in the ocean also affect the atmospheric flow by
modifying turbulence (see Frenger et al. 2013).

Who rules who? In the tropics, ocean–atmosphere interaction is a close two-
way coupling. In the extratropics, on short time scales (seasons), the ocean mainly
responds to the atmosphere. On long time scales (decades), however, the ocean may
influence the atmosphere (Bjerknes 1964; Gulev et al. 2013).

3.1.4.2 Ocean Currents

Surface currents of the oceans are mainly wind driven. The large-scale overturning
circulation, in contrast, is density driven. Thus, both are strongly related to their
interaction with the atmosphere through wind stress on the one hand, and freshwater
(precipitation, runoff, and evaporation) and heat fluxes on the other hand. A map
of global ocean surface currents is given in Fig. 3.15. The surface currents largely
reflect wind patterns. In areas of anticyclones, Ekman transport to the centre
(piling up of water) is balanced by the pressure gradient force, and an anticyclonic
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geostrophic flow develops. The opposite occurs for cyclones. These circulations are
called “gyres”; the subtropical gyres are particularly prominent. On their western
sides, the flow is intensified due to the latitudinal change in the Coriolis force
(western boundary currents). Due to the geometry of the ocean basins, a circumpolar
current can be established around Antarctica but not in the Northern Hemisphere.

The slower, density-driven part of the global ocean circulation is the thermo-
haline circulation (e.g., Wunsch 2002). This is a global circulation driven by the
formation of dense, cold waters in specific areas (such as in the North Atlantic),
which subside to the deep ocean and continue to flow horizontally to other ocean
basins. The Atlantic branch of the thermohaline circulation, known as the Atlantic
meridional overturning circulation (AMOC), is of particular relevance for climatic
changes since 1700. This circulation might exhibit variability on multidecadal time
scales although observational evidence is scant (see Rahmstorf et al. 2015). The
AMOC affects North Atlantic sea-surface temperatures, which in turn may affect
regional and even global climate (see Sect. 3.2.8).

3.1.4.3 Land–Sea Interaction

Due to the different physical properties of land and ocean, spatial gradients develop
that may induce specific circulation systems. Figure 3.16 shows atmospheric
circulation over the land and ocean and associated phenomena. The most well-
known effects are thermal wind systems (not to be confounded with the thermal
wind relation introduced earlier) such as sea breeze. This forms during the day
when the land heats up more strongly than the ocean, drawing an air flow towards
the land. Land breeze at night is the reverse. On a larger (continental and seasonal)
scale, monsoon systems develop, which are described in more detail below. Over the
extratropical ocean, there is typically a shallow marine boundary layer. In tropical
oceans, deep convection can develop. Near the coast, offshore winds or Ekman
transport can drive the water away from the land. It will be replaced by upwelled
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Fig. 3.16 Schematic of
land–sea circulation systems
and related phenomena on
different space scales
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cold deep water. Fog often forms near the coast when the overlying atmosphere is
cooled to saturation.

Changes in either the sea-surface temperatures or the land surface may alter land–
sea circulation systems such as monsoon. These mechanisms are discussed in the
following chapter.

3.1.4.4 Monsoon

Monsoon circulations are large-scale, seasonally varying systems that are found on
all continents. The large Eurasian land mass and Australian–Western Pacific region
gives rise to the Australasian monsoon (Christensen et al. 2013), which consists
of five monsoon systems: Indian, East Asian, Maritime Continent, Western North
Pacific, and Australian monsoon. North and South America also have a monsoon
system, and the West African monsoon is responsible for precipitation in the Sahel.

Arguably the most well-known monsoon circulation is the Indian monsoon
(Fig. 3.17). Rains from the Indian summer monsoon feed one billion people.
The Indian summer monsoon originates in the high pressure system off the coast of
Madagascar (Fig. 3.16), from where air flows towards East Africa as a trade wind.
Upon crossing the equator, the flow curves northeastward over coastal Africa and
forms a low-level jet, known as the Somali jet. The flow then crosses the Arabian
Sea and is drawn to the monsoon trough that stretches from northern India to the
Bay of Bengal (see Fig. 3.6). Due to this low pressure area (pressure torque) and
the effect of coastal mountain ranges (mountain torque), the monsoon flow keeps its
westerly momentum. The moisture-laden air masses first rain out upon encountering
the western Ghat Mountains in southern India. From there, the air flows eastward
and curves north over the Gulf of Bengal towards the eastern Himalayas, from
where it is deflected to the west. The onset of the monsoon follows a clear
progression from early June, when monsoon rains start in southern India, to late July
when the monsoon reaches the northwestern region of the Indian subcontinent. At
upper levels (Fig. 3.17), westerlies are displaced north of the Himalayas and strong
easterlies develop over India and the Indian Ocean, which can be thought of as
a consequence of the thermal wind relation (Eq. 3.1) given the heated Asian land
mass and comparably cold Indian Ocean.
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Fig. 3.17 Average precipitation (colour), 925 hPa wind (black arrows), and 200 hPa wind (red
arrow) for the summer period (June-August) in (top left) ERA-Interim and (top right) CCC400.
The bottom figures show the correlation of precipitation with (left) the DIMI index and (right) the
NINO3.4 index in CCC400 in summer

What is driving the monsoon circulations? Traditionally it was held that the
heating over the Tibetan Plateau is the main driving factor, establishing a cross-
equatorial flow and drawing in the moisture-laden air from the Indian Ocean, similar
to a large-scale sea breeze. Recently, this view has been modified. Boos and Kuang
(2010) suggest that an important role is played by the Himalayas, which prevent the
moist air from mixing with dry continental air (“barrier” effect, see also Chen et al.
(2014)). Rather, the air rises and releases its latent heat, which further accelerates
the monsoon. Rajagopalan and Molnar (2013) show that heating over the Tibetan
Plateau is important for Indian summer monsoon rainfall during the early and late
monsoon phases.

A special characteristic of the Indian monsoon is its sudden onset. The monsoon
circulation can be established when the subtropical jet moves northward of the
Himalayas in early summer (Fig. 3.17). An important role in monsoon onset seems
to be played by interaction with extratropical eddies (Bordoni and Schneider 2008).

The West African monsoon is driven by the heating of the land mass; there is no
plateau or barrier effect. The monsoon draws in moisture from the South Atlantic
that rains out over the Sahel. In West Africa, above the monsoon westerlies at the
surface, an easterly wind band forms known as African easterly jet (these easterlies,
following the thermal wind relation, are a consequence of the thermal contrast
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between the heated Saharan desert and the cool Gulf of Guinea). Waves in this wind
band can trigger tropical cyclones over the Atlantic.

3.1.4.5 Sea Ice and Snow Cover

Sea ice plays a particular role in the climate system (see Fig. 3.18) for several
reasons. First, the albedo of ice is very high, making the surface energy balance
completely different over ice and the neighbouring ocean. Second, sea ice tem-
porarily separates the ocean from the atmosphere and interrupts heat and moisture
fluxes. Third, sea ice influences the freshwater balance when precipitation falls on
ice and when brine is rejected, which may affect the ocean circulation underneath.
Many different feedback mechanisms that include sea ice have been suggested (see
further discussion in Sect. 3.4.3). An overview on climate–sea ice links is given in
DeWeaver et al. (2008).

Sea ice occurs both in the Arctic and the Antarctic. The Arctic is fully ice
covered in winter; in Antarctica, where no land limits sea ice extension to the
midlatitudes, seasonal changes are very large. Sea ice is formed when the upper
ocean is cooled to the freezing level by the negative radiation balance during the
polar winter and reaches its maximum area in spring. The rate of formation depends
on wind speeds, oceanic heat flux, and other factors. A large fraction of the sea ice
is seasonal (perennial), which means that the ocean freezes and thaws every winter
and summer season. Multi-year ice forms particularly north of Greenland and the
Canadian Archipelago.

Fig. 3.18 Sea ice plays an important role in the climate system (NOAA Photo Library, Collection
of Dr. Pablo Clemente-Colon, Chief Scientist U.S. National Ice Center)
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Sea ice area and volume have been decreasing rapidly in the past three decades
(see Sects. 4.3.2 and 4.5.8). Open ocean areas in polar regions are a local heat and
moisture source that may affect static stability and promote the development and
growth of cyclones (Jaiser et al. 2012). Changes in sea ice can have a major effect
on regional climate and possibly even affect midlatitude climates. Petoukhov and
Semenov (2010) find that reduced sea ice in the Barents and Kara Seas induces an
anticyclonic circulation anomaly, which may promote advection of continental cold
air to central Europe in winter. Declining Arctic sea ice has been suggested to cause
more frequent weather extremes at midlatitudes (Francis and Vavrus 2012; Tang
et al. 2013). The findings have however been debated (Wallace et al. 2014).

Another potential climate factor is snow cover. Changes in snow cover not only
affect Arctic climates, but may also be relevant at midlatitudes and even affect
tropical circulation. Effects of snow cover on the large-scale circulation were already
studied during Brückner’s time. In the 1880s, Henry F. Blanford, Chair of the India
Meteorological Department, postulated a link between snow cover and the Indian
Monsoon (Blanford 1884) that is still studied today though it appears to be rather
weak (Fasullo 2004). Various authors have suggested that Siberian snow cover
in fall, via changes in albedo and the surface energy balance, leads to increased
Rossby wave activity flux in December, which, via the stratosphere and subsequent
downward propagation, may affect the North Atlantic Oscillation in late winter (see
Cohen et al. 2014, for a review).

Coupling mechanisms or feedbacks involving snow cover are of interest today
because snow cover may provide a memory for atmospheric processes over longer
time scales than the atmosphere itself, raising the hope for extended long-range
predictability. The same holds for several other coupling processes with slower parts
of the climate system such as sea ice, the ocean, or ice sheets.

Sea ice–ocean–atmosphere interaction is thought to play an important role in
today’s climate, but may also have played a role in the past via changes in salinity
(see Sect. 4.2.1 for details). Changes in river runoff might also contribute to salinity
anomalies. Hence, sea ice needs to be kept in mind even when addressing past
climatic changes.
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3.2 Expressions and Mechanisms of Climate Variability

Mean circulation and its governing processes are the basic mode of operation and
working principles of the machinery. However, the machinery does not always
operate at the same pace. Sometimes it slows down or speeds up, or it shifts gears.
This chapter discusses temporal variability in atmospheric circulation and climate.

3.2.1 Statistical and Physical Perspectives of Climate
Variability

The term “machinery” implies a focus on processes, which I will consider in this
chapter. However, as introduced in Chap. 1, an alternative approach to climatic
changes is statistical. Establishing scientific knowledge requires that the two
perspectives are taken in concert. Empirical analyses need an explanation and,
conversely, explanations need empirical evidence.

Historically, the empirical view has dominated climate sciences. For a long time,
including Brückner’s period, climatology was a descriptive science serving other
disciplines (see Box 2.2, p. 22) and far from theory. The statistical approach was
the only way forward. Before turning to the processes and in order to introduce
this chapter, I would like to resume the statistical perspective from Chap. 1—
the example of space and time dependence of temperature trends (Fig. 1.3)—and
analyse the spatial and temporal structure of changes in more detail.

At a given location, precipitation and temperature vary in a different fashion.
Large precipitation changes may occur from hour to hour or even from minute
to minute; time scales over which temperature varies only smoothly. Conversely,
temperature usually varies more strongly over a diurnal cycle. The annual cycle may
be dominated by temperature changes or precipitation regimes, depending on the
climatic zone. How about interannual to multidecadal variability—the time scales
analysed in this book?

Maps of the spectral colour (the ratio between low- and high-frequency vari-
ability) of the two variables are shown in Fig. 3.19 (see also Fig. 2.29 with respect
to proxies). The spectral colour differences indicate that temperature varies more
strongly on decadal time scales (red) while precipitation varies more strongly
on interannual time scales (blue) or shows no preference (white). This basic
difference is also reproduced by the Twentieth Century Reanalysis and by climate
models. The map also shows spatial differences in spectral colours. For instance,
low latitudes and in particular oceanic regions (as compared to midlatitude land
regions) seem to favour low-frequency variability of temperature and to some extent
precipitation (note, however, that there are differences between climate models and
the reanalysis). This different spectral behaviour is the expression of many different
mechanisms of climate variability, which are addressed below.
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Fig. 3.19 Spectral colour of temperature and precipitation expressed as beta-values, calculated
for periods between 2 months and 100 years. Maps are plotted for (left) instrumental data (data set
CRUTS3 from the Climatic Research Unit, University of East Anglia), (middle) 20CR, and (right)
climate models for the past millennium (adapted from Franke et al. 2013). Negative values denote
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Fig. 3.20 Maps of the area-weighted average of the absolute value of the Pearson correlation
coefficient between one location and all other locations for annual means of global sea-level
pressure and linearly detrended temperature. (right) Map of the most negative correlation for
each grid point for monthly boreal winter (December–February) northern extratropical 500 hPa
geopotential height (data source is NCEP/NCAR Reanalysis, 1948–2013)

The temporal variability of climate variables has a spatial structure. How much
variability does sea level pressure at one location share with the variability at all
other locations? We can measure this with the area-weighted average of the absolute
value of all correlation coefficients. For annual averages of sea level pressure
(Fig. 3.20, left), the largest values are found in the tropics (the African–Australasian
region) and in the southern high latitudes. These regions show the most coherent
covariability with the rest of the globe. The planetary frontal zones, in contrast,
show the least coherent variations. For temperature, the region with most coherent
variability is the tropical Pacific.
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This covariability equally weights positive and negative correlations. By plotting
only the most negative correlation for each grid point, termed a teleconnectivity
map, we can focus on the see-saws (Wallace and Blackmon 1983). For monthly
values of the northern extratropical 500 hPa geopotential height in boreal winter
(right), several see-saws appear over the Arctic, North Atlantic, and North Pacific.
The centres with the highest negative correlations are the centres of action, whose
variability we will now discuss in some more detail.

3.2.2 Overview of Circulation Variability Modes

Recall that the machinery balances differences in the energy budget and that energy
conversion involves a cascade of mechanisms on different spatial scales. As the
climate system combines atmosphere, ocean, land surface, and sea ice, each with
very different typical temporal and spatial scales (see Fig. 1.6), a large range of
climatic variations and phenomena can occur. Some of this variability is largely
random; we consider it noise or dissipation of energy within our machinery. Other
variations are not random but are related to preferred modes of operation of the
machinery. One expression of this, in the atmosphere, are so-called circulation
variability modes (see Stephenson et al. 2004, for an overview). These are large-
scale modes of coherent variability, which have an imprint on different climate
variables. Often, they are related to changes in the quasi-stationary waves (expressed
most strongly in winter). As a consequence, statistical relations between climate
variables at distant locations may appear, as seen in Fig. 3.20 (see Box 3.1, p. 104).
These statistical relations are called teleconnections, a term coined in the 1930s
(Ångström 1935).

Brückner’s contemporaries (Hann 1890; Hildebrandsson 1897) described vari-
ability modes, but a statistical, large-scale, and multi-variable view was only
introduced by the work of Gilbert Walker (see Box 4.1, p. 224). Analysing
simultaneous and lag correlations among pressure, temperature, and precipitation in
a global network of stations, Walker (1923, 1924) identified the Southern Oscillation
(which we now know to be related to the El Niño phenomenon in the Pacific), North
Atlantic Oscillation, and North Pacific Oscillation, variants of which are still the
most widely used variability modes. Others have been added in recent years. In fact,
dozens of variability modes have been suggested. Table 3.2, adapted from Hartmann
et al. (2013), gives an overview of the most frequently used variability modes as well
as other indices used later in this book. Some indices can be defined on a day-to-day
scale, but they are typically used on a monthly or seasonal scale. These modes are
described in the subsequent chapters, starting with the North Atlantic Oscillation.

Climate variability modes are not only indicative of the preferred internal
variability of the climate system, but the underlying mechanisms may provide
pathways of how climate responds to external forcing. Climate variability modes
are therefore discussed in some more detail as they are crucial for understanding
climatic changes since 1700 as outlined in this book.
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Box 3.1 Statistical and physical interpretation of circulation variability
modes
What is a circulation variability mode? From a statistical perspective, this
describes spatially coherent variations in climate that may be expressed as
correlations in climate variables over long distances. From a physical per-
spective, the term describes a mode of operation of the machinery. However,
the two perspectives are often difficult to separate and a source of confusion.

For instance, defining a variability mode by the centres of action (e.g.
Hurrell 1995; Jones et al. 1997; Rogers and van Loon 1979), which are known
to affect weather, might appear physically rooted. However, teleconnectivity
maps such as that shown in Fig. 3.20 identify the same centres using statistics.
Therefore, how physically rooted is a centre of action index? Conversely,
calculating the zonal-average circulation implies a statistical view, but there
may also be physical reasons for defining variability modes via the strength
of the zonal-mean zonal circulation as put forth by Namias (1950) and others.

The indices resulting from a statistical or physical definition may be similar
or almost identical, but the perspective is different. Statistical definitions of
variability modes often aim at expressing a maximum amount of variability
in one variable; physical modes aim to capture a mechanism. The statistical
perspective is helpful for impact research (e.g., by comparing indices–without
asking for the mechanisms behind–with impacts) or for palaeoclimatological
research (allowing us to describe a large amount of variability with few proxy
time series). The physical perspective aims at the underlying mechanism, but
often requires more specific diagnostics. After all, climate variability modes
might well be a combination of several mechanisms.

3.2.3 The North Atlantic Oscillation (NAO)

Winters in central Europe are very variable. They may be cold and dry, such as
in 1963, when many lakes in central Europe froze over for weeks (Fig. 3.21),
or warm such as in 1990. Why were the two winters so different? Figure 3.22
shows (top) 500 hPa geopotential height, and anomalies of sea level pressure,
temperature, and precipitation for January 1990 and January 1963. In January 1990,
the 500 hPa geopotential height field shows a zonal structure with only smooth
waves. In contrast, in January 1963, the flow at 500 hPa was much more meridional,
particularly over the Atlantic. An isolated high pressure system over the Atlantic
was “blocking” the zonal flow. Increased meridional flow is also found over the
eastern North Pacific.
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Table 3.2 Overview of some widely used variability modes (Adapted from Hartmann et al. 2013);
for correlation maps see Figs. 3.23 and 3.24. Variables Z, !, u, and  (followed by a number
indicating the pressure level; hPa) denote geopotential height, vertical velocity, zonal wind, and the
zonal-mean meridional mass streamfunction, respectively. Subscripts “a”, “as”, and “asc” denote
anomalies, standardised anomalies, and anomalies standardised by calendar month, respectively.
Brackets denote averages. The indices that are used in Chap. 4 are in italics

Phenomenon Index Definition Reference

El Niño–Southern
Oscillation

NINO1+2 SSTa (10ıS–0ı, 90ı–80ıW) Rasmusson and
Wallace (1983)

NINO3 SSTa (5ıS–5ıN, 150ıW–90ı)
NINO3.4 SSTa (5ıS–5ıN, 150ıE–150ıW) Trenberth (1997)
NINO4 SSTa (5ıS–5ıN, 170ı–120ıW)
Southern
Oscillation
index (SOI)

SLPas Tahiti minus Darwin Trenberth (1984)

Troup SOI 10 � SLPasc Tahiti minus Darwin Troup (1965)
Equatorial
SOI

SLPas (5ıS–5ıN, 130ı–80ıW) minus
(5ıS–5ıN, 90ı–140ıE)

Pacific Walker
Circulation
(PWC)

!500 (10ıS–10ıN, 180ı–100ıW)
minus (10ıS–10ıN, 100–150ıE)

Oort and Yienger
(1996)

Northern Annular
Mode (NAM)

North Atlantic
Oscillation
(NAO)

SLPas Azores minus Iceland
SLPasc Gibraltar minus Iceland
Rotated PC of SLPa (20ı–90ıN)

Hurrell (1995)
Jones et al. (1997)
NOAA

Arctic
Oscillation

Leading PC of SLPa (> 20ıN) Thompson and
Wallace (1998)

Polar Vortex
Index (PVI)

Z100 (75ıN–90ı) minus (40ıN–55ı) Brönnimann
et al. (2009b)

North Pacific Modes Pacific–North
American
pattern (PNA)

1
4
.20ıN; 160ıW/�.45ıN; 165ıW/C
.55ıN; 115ıW/� .30ıN; 85ıW/ in
Z500as

Wallace and
Gutzler (1981)

Rotated PC of SLPa (20ıN–90ı) Barnston and
Livezey (1987)

North Pacific
Oscillation

SLPa (30ı–65ıN, 160ıE–140ıW) Trenberth and
Hurrell (1994)

Southern Annular
Mode (SAM)

Antarctic
Oscillation
(AO)

Leading PC of Z850a (> 20ıS) Thompson and
Wallace (2000)

Gridded
Southern
Annular Mode

SLPa (40ıS) minus (70ıS) Marshall (2003)

Pacific–South
American pattern

Pacific-South
American
pattern (PSA)

2nd PC of SH seasonal Z500a Z500a

.�.35ıS, 150ıW) + (60ıS,
120ıW)-(45ıS, 60ıW))

Mo and Paegle
(2001) and
Karoly (1989)

Hadley cell and
subtropical jet

Northern
Hadley cell
(HC)

(0ı–30ıN)max of  500 Brönnimann
et al. (2009b)

(continued)
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Table 3.2 (continued)

Phenomenon Index Definition Reference

Northern
subtropical
jet (SJ)

(0ı–50ıN)max of zonal mean u200

Indian Monsoon Dynamic Indian
Monsoon Index
(DIMI)

u850 (5ıS–15ıN, 40ı–80ıE) minus
(20ıS–30ıN, 70ı–90ıE)

Wang et al. (2001)

Intertropical
convergence zone

Intertropical
convergence
zone index

Lat. of min. of zonal mean !500 –

Fig. 3.21 Harbour of Lindau, Lake Constance (Photo: W. Stuhler). January 1963 was extremely
cold in central Europe and led to widespread freezing of lakes

Interestingly, the sea level pressure anomalies from the long-term mean were
almost in the same place in the two cases—they correspond to the main centres of
action—but of opposite sign. In January 1990, the Icelandic low and Azores high
were both strong (this was typical for the 1990s; see Fig. 3.6 and Sect. 4.5.4). This
pattern is known as the positive mode of the North Atlantic Oscillation (Hurrell
et al. 2003; Wanner et al. 2001). It is accompanied by mild winters over northern
and central Europe (but cold winters in the eastern United States) and an increase in
precipitation in western Europe. If both the Icelandic low and Azores high are weak,
we call this a negative state of the NAO. Northern and central Europe are cold and
dry, while winters are warm in the eastern United States. A statistical view is given
in Fig. 3.23.
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Fig. 3.22 500 hPa geopotential height and anomalies (with respect to 1961–1990) of sea-level
pressure, temperature, and precipitation for (top) January 1963 and (bottom) January 1990 (Data
source is NCEP/NCAR Reanalysis)
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Fig. 3.23 Regression coefficients of (left) temperature and 500 hPa geopotential height (contours)
and (right) precipitation on a boreal winter (December–February)-averaged NAO index (Table 3.2)
(Based on 20CR data from 1900 to 2010)

During positive NAO phases, the North Atlantic storm track is tilted northeast-
ward, the jet stream is more pronounced, and storms are more frequent. During
negative NAO phases, the storm track is weakened and shifted to the south,
increasing precipitation in the Mediterranean region. The NAO is also a mode
of meridional heat flux partitioning. During a negative NAO, the stationary wave
contribution to the heat flux (Fig. 3.7) increases and the transient eddy contribution
decreases.
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The state of the NAO is measured by differences in the respective anomalies
of the pressure centres (see Table 3.2). It is a see-saw because the two nodes
exhibit high teleconnectivity (Fig. 3.20). In January 1963, even the absolute pressure
gradient was reversed (i.e., there was an Icelandic high and an Azores low). This rare
case is called a “reversal”. The NAO index is extremely negative during a reversal
and it can be bitter cold in central Europe as seen in January 1963 (note that a
negative NAO was typical for the 1960s; see Fig. 3.6).

The northern node of the NAO sometimes encompasses much of the Arctic
Basin. An alternative definition of the NAO, based on the first principal component
of the sea level pressure field north of 20ıN (see Table 3.2), emphasises this structure
even more and is called the Arctic Oscillation (AO) or Northern Annular Mode
(Thompson and Wallace 1998, 2000).

The temperature see-saw associated with the NAO has been known for a long
time. Already in the 18th century, the Danes knew that when winters in Greenland
were cold, they were warm in Denmark and vice versa (Stephenson et al. 2003).
In the 19th century, these relations were studied statistically using long temperature
time series. With air pressure measurements becoming more abundant, scientists
were able to attribute the temperature see-saw to systematic variations in pressure
(Hann 1890). Brückner knew this work and studied similar relations, but on a
decadal time scale.

The NAO has been extensively studied during the past 20 years. For details, the
reader is referred to reviews by Hurrell et al. (2003) and Wanner et al. (2001). It is
the only variability mode that appears in all seasons, although the “Summer NAO”
has a slightly different structure (Folland et al. 2009). The NAO is also invoked
with respect to climate variability impacts on hydropower, agriculture, fisheries, and
many other sectors (see Hurrell et al. (2003) and Vicente-Serrano et al. (2011)).

The NAO index is often used to describe the interannual climate variability in
the North Atlantic–European sector with one number. Attempts have been made to
reconstruct the index using proxies (e.g., tree rings, speleothems, and ice cores) or
early instrumental data calibrated against an NAO index in the past century (e.g.
Cook et al. 2002; Jones et al. 1997; Luterbacher et al. 2002; Ortega et al. 2015).
Chapter 4 will present variations in these indices.

3.2.4 Variability Modes in the Pacific and the Southern
Hemisphere

3.2.4.1 The Pacific-North American Pattern

The North American climate also exhibits teleconnections. Centres with increased
teleconnectivity (Fig. 3.20) are found over the North Pacific. When winters are
warm and wet along the West Coast of the United States, they are often cold in the
southeastern states. The quasi-stationary wave over the Pacific–North American sec-
tor (North Pacific trough–Rocky Mountains ridge–Atlantic trough) is pronounced.
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Fig. 3.24 Regression coefficients of (top) temperature and 500 hPa geopotential height (contour
spacing is 10 gpm/Unit for the left plot and 50 gpm/Unit for the right) and (bottom) precipitation
on a boreal winter (December–February) PNA index (left) and on an austral winter (June–August)
SAM index (Table 3.2) (Based on 20CR data from 1900–2010)

Opposite climate anomalies are found when the wave amplitude is small (e.g., in
January 1990; see Fig. 3.22). This circulation variability mode is called the Pacific–
North American pattern. Its correlations are shown in Fig. 3.24.

The PNA is usually defined based on 500 hPa geopotential heights at four grid
points over the southern North Pacific, the Aleutian region, the Rocky Mountains,
and the southeastern United States (Wallace and Gutzler 1981). Together, the four
points capture the quasi-stationary wave. The PNA is a winter pattern; summertime
variability in the Pacific–North American sector is related to other flow structures
(see Sect. 4.2.3).

A related variability mode over the North Pacific is the North Pacific Oscillation
(see Table 3.2), which can be traced back to the work of Walker (1924). It represents
a north–south dipole in sea level pressure over the North Pacific (Linkin and Nigam
2008; Rogers 1981) and north–south shifts of the Asian–Pacific jet stream and the
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Pacific storm track. It affects the North Pacific gyre circulation and thus ocean-
atmosphere interaction (Christensen et al. 2013).14

The PNA is an internal mode of variability of midlatitude circulation, but is also
affected by El Niño–Southern Oscillation. El Niño events often induce a positive
PNA pattern and vice versa for La Niña. Like the NAO, the PNA is a mode of
poleward energy transport. In positive PNA phases, the stationary wave contribution
to the zonal-mean meridional heat flux strongly increases.

The PNA index is well constrained back to the 1920s based on upper-air data
(Ewen et al. 2008) or back to the 19th century from 20CR. Alternatively, the
sea level pressure–based North Pacific index (Trenberth and Hurrell (1994); see
Table 3.2), which is highly correlated with the PNA, is often used. Trouet and Taylor
(2010) used tree ring data to reconstruct the PNA back to the 18th century.

3.2.4.2 The Pacific-South American Pattern and the Southern Annular
Mode

The Pacific-South American pattern consists of a wave train across the Pacific
from Australia to South America (see Fig. 3.24). The PSA is understood as a
Rossby wave response to anomalous convection in the tropical Pacific. It exhibits
both intraseasonal and interannual variability. Together with the Southern Annular
Mode, the PSA is the most prominent climate variability mode of the Southern
Hemisphere and affects climate in the South Pacific–South American sector and
Antarctica.

The Southern Annular Mode is the dominant mode of variability of the southern
extratropics and is clearly indicated on the global correlation map (Fig. 3.20, top
left). Because the circulation over the southern high latitudes is more zonally
symmetric, this mode is more “annular” than its northern equivalent, the Arctic
Oscillation (which is also called the “Northern Annular Mode”). It is characterised
by anomalies in geopotential height of opposite sign at southern mid- and high
latitudes and extends through the depth of the troposphere (Christensen et al. 2013).
In the positive SAM phase, circumpolar winds are stronger and jets and storm tracks
move poleward. The SAM is relevant for climate in the extratropical Southern
Hemisphere (see Fig. 3.24). It also affects ocean–atmosphere interaction in the
Southern Ocean, which is important for the global carbon cycle (Thompson et al.
2011).

With very few exceptions, observations from Antarctica, which are key to
diagnosing the state of the SAM, reach only back to the International Geophysical
Year in the 1950s. Several attempts have been made to reconstruct the SAM and
related atmospheric circulation patterns based on station sea level pressure data

14There is also a see-saw between the North Pacific and North Atlantic. The strengths of the
Aleutian and Icelandic lows are anticorrelated (Honda et al. 2001) and a weak negative correlation
is also found between NAO and PNA indices (Ewen et al. 2008).
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(Jones et al. 2009b), tree rings (Villalba et al. 2012), lake sediments (Saunders et al.
2015), and ice cores (Russell et al. 2006). These reconstructions will be revisited in
Chap. 4.

3.2.5 Extratropical Circulation Variability Modes
and the Stratosphere

The stratospheric meridional circulation is driven by waves that originate in the
troposphere (see Table 3.1)—waves whose statistics change in accordance with
variability modes. Conversely, through the mechanism of downward propagation,
the stratosphere affects the tropospheric circulation and thus the variability modes.
In this chapter, we will take a closer look at this two-way coupling between the
stratosphere and circulation variability modes.

Let us return to January 1963 and the large, meridionally elongated waves in the
monthly mean 500 hPa field (Fig. 3.22; repeated below in Fig. 3.25). Can we trace
the wave structure vertically? At 200 hPa near the tropopause, the wave pattern is
similar. However, some of the smaller-scale structures (e.g., the narrow ridge to
the west of California) have weakened. At 50 hPa in the stratosphere, the smaller-
scale waves have disappeared and only a pronounced wavenumber-2 pattern remains
(note that these are monthly mean fields).

The Eliassen–Palm flux allows us to track the vertical and meridional flux of
wave activity (Fig. 3.26, top left). Most of the wave activity is confined to the
troposphere. However, near 60ıN, waves can propagate to the stratosphere. This
upward flux was higher in January 1963 (see the difference in Fig. 3.26, bottom left)
than in January 1990 (Fig. 3.26, top right). Increased convergence of the Eliassen–
Palm flux (blue colours) indicates more wave breaking and thus a strengthened
meridional circulation. In fact, the difference in the late winter (January–April)
ozone fields of the two years (Fig. 3.26, bottom right) shows more ozone in the polar
stratosphere and less in the tropical stratosphere, a result of altered transport. Note,
however, that ozone depletion between 1963 and 1990 also affects the difference
field.

500 hPa 200 hPa 50 hPa

Fig. 3.25 Geopotential height at 500, 200, and 50 hPa for January 1963 (Data source is
NCEP/NCAR Reanalysis)
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Fig. 3.26 Vectors of the Eliassen–Palm fluxes (for display purposes, fluxes were weighted with
the square root of pressure and the vertical component was multiplied by 100) and its divergence
for (top left) January 1963 and (top right) January 1990. (bottom left) The difference between 1963
and 1990 (Data source is ERA-40). (bottom right) The zonal-mean ozone difference for January–
April (Data source is the historical ozone data set HISTOZ)

The amount of wave activity reaching the stratosphere at 60ıN (see also
Fig. 3.12) changes according to the large-scale flow pattern in the troposphere. In
fact, January 1990 shows the typical situation during positive NAO winters and
January 1963 is typical for negative NAO winters, as found in correlation analyses
(Hartmann et al. 2000). During a negative NAO or AO, more wave activity reaches
the stratosphere and converges. Hence, the NAO or AO affects the stratospheric
circulation. Conversely, downward-propagating stratospheric circulation anomalies
(see Sect. 3.1.3) strongly project onto the NAO. For instance, the tropospheric signa-
ture of primarily stratospheric anomalies such as the QBO (Baldwin and Dunkerton
2001) or volcanic eruptions (Robock (2000); see Sect. 3.3.1) resembles the NAO.
Thus, the stratosphere affects the NAO. This shows that NAO–stratosphere coupling
operates in both directions. The NAO is a gateway between tropospheric and
stratospheric variability on weather and climate time scales.
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3.2.6 Tropical Variability Modes: El Niño–Southern
Oscillation (ENSO)

3.2.6.1 The ENSO Phenomenon

Everyone knows (or believes to know) “El Niño”. Ever since the strong 1983 event,
El Niño events have triggered worldwide media attention—for a good reason. It is
the dominating mode of climate variability at the global scale.

More technically, “El Niño–Southern Oscillation” is a coupled mode of variabil-
ity in the tropical Pacific. It emerges from the interaction of oceanic and atmospheric
processes. The atmospheric part of ENSO is the “Southern Oscillation”, which is a
mode of variability of the Pacific Walker circulation (see Sect. 3.1.2). It is defined
by the pressure difference between Tahiti and Darwin, Australia (see Table 3.2).
If the Southern Oscillation is positive, convection over the western tropical Pacific
and trade winds are strong. If it is negative, trade winds are weak or reversed. The
connection of the Southern Oscillation to the oceanic El Niño phenomenon was
discovered by Bjerknes (1966). A negative Southern Oscillation concurs with a
warming of the eastern tropical Pacific, “El Niño”. The opposite phase is called
“La Niña”. Often, the expressions “ENSO warm phase” and “ENSO cold phase”
are also used.

Four examples of the state of tropical Pacific sea-surface temperatures are shown
in Fig. 3.27. During El Niño (left), local temperature anomalies may reach as high
as 5 ıC.

ENSO is the dominating mode of interannual variability in the global climate
system. It is a truly global mode with teleconnections to many parts of the globe,
and it is a truly coupled mode because both oceanic and atmospheric processes
act together to maintain the mode. ENSO variability is important for understanding
climatic changes since 1700 and hence is dealt with in some more details below.

3.2.6.2 ENSO Mechanisms

Today, the mechanisms behind ENSO are relatively well understood (schematically
shown in Fig. 3.28). Consider the atmospheric circulation over the Pacific, the
Walker circulation (see also Sect. 3.1.2), which consists of trade winds at the
surface, upwelling in the western tropical Pacific, upper-level westerly flow along
the equator, and subsidence in the eastern tropical Pacific. How does this flow
affect sea-surface temperatures? Under ENSO-neutral conditions, the trade winds
are moderately strong and transport water along the equator to the western tropical
Pacific. These waters have been in contact with the atmosphere and have warmed.
In fact, the western tropical Pacific is one of the warmest regions of the globe.
Conversely, waters are cold off the coast of South America, where temperatures
are controlled by coastal upwelling rather than solar heating. This “cold tongue”
stretches well into the central Pacific. Equatorial upwelling due to divergent Ekman
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Fig. 3.27 Sea-surface temperature anomalies from July to January for (left) two El Niño and
(right) two La Niña events. East Pacific events are shown at (top) and central Pacific events are
shown at (bottom) (Data source is the Hadley Centre sea-surface temperature data set HadSST3,
Kennedy et al. 2011)
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Fig. 3.28 Schematic of tropical Pacific sea-surface temperature anomalies, thermocline, surface
currents, and atmospheric circulation during La Niña and El Niño phases

transport (perpendicular to the trade winds north and south of the equator, thus
pointing away from the equator) enhances cooling in the central Pacific. The west–
east difference in sea-surface temperatures affects the sea level pressure field and
promotes convection in the west and subsidence in the east. In turn, the altered
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sea level pressure enhances the trade winds. Stronger trade winds further enhance
the wind stress and thus the upwelling. A positive feedback develops, known as
“Bjerknes feedback”.

The thermocline is shallow in the eastern tropical Pacific and near the equator,
but deep in the western tropical Pacific. The atmospheric circulation transports water
towards the western tropical Pacific and leads to a significant change in sea level.
The cross-basin difference amounts to several decimetres.

The ocean has its own characteristic response to short atmospheric disturbances.
If at a given longitude the trade wind is temporarily interrupted and becomes
eastward, equatorial Ekman transport reverses locally and leads to an area with
increased sea level at the equator and two areas with decreased sea level off the
equator. From the former, a downwelling wave develops and propagates eastward.
From the latter, upwelling waves develop and propagate westward.15 Within a few
months, the waves cross the Pacific. In the eastern tropical Pacific, the wave may
interrupt the upwelling and warm surface waters. The positive feedback between
wind stress and sea-surface temperatures sets in and changes the atmospheric
circulation. Convection shifts away from the western tropical Pacific to the central
or eastern tropical Pacific—an El Niño event.

ENSO is a coupled ocean–atmosphere phenomenon. The atmosphere provides
a feedback that, in the absence of the ocean, tends to stabilise either “El Niño” or
“La Niña”. The ocean, in the absence of the atmosphere, develops an oscillation
through Kelvin and Rossby waves that are reflected off the basin ends. In reality, the
two systems are coupled. The shallow thermocline in regions of tropical upwelling
facilitates communication of oceanic signals to the atmosphere. As a consequence
of the coupling, an oscillatory mode develops.

In the 1980s, several models were developed to explain the coupled behaviour of
the system, which are still used today (e.g., Zebiak and Cane 1987). In the “delayed
oscillator” concept (Suarez and Schopf 1988), temperature changes in the eastern
tropical Pacific are assumed to depend on temperature itself (the Bjerknes feedback),
temperatures at a previous time (the oceanic oscillation), and a nonlinear damping
term. This simple model is able to explain many of the properties of the ENSO
system. A slightly different approach is the “recharge oscillator” model (Burgers
et al. 2005), which in essence is a damped oscillator depending on the recharge time
of the warm pool and a time delay between the east and west Pacific.

The question of the trigger and possible forcing mechanisms remains open.
Atmospheric triggers of ENSO events may develop in the tropical Pacific, but they
may also originate in other regions. It has recently been suggested that the Indian
Ocean (Izumo et al. 2010) or the tropical North Atlantic may affect the ENSO
system (Ham et al. 2013). ENSO affects the global energy budget. The tropical
Pacific acts as a gateway of energy from the atmosphere into the upper ocean and
vice versa.

15The downwelling wave is an equatorial Kelvin wave, the upwelling waves are slow Rossby
waves. Both waves have very large wavelengths.
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3.2.6.3 ENSO Variability and “Flavours” of ENSO

ENSO is a quasi-periodic phenomenon that occurs every 3–8 years and lasts for
1–2 years. This can be explained by the delayed oscillator. Another characteristic
of ENSO variability that can be explained by a delayed or a recharge oscillator is
the phase locking of ENSO to the seasonal cycle. ENSO often starts in early boreal
summer and matures in December. It decays in boreal spring.

Apart from 3–8 years, the tropical Pacific also exhibits variability on longer time
scales. This imprints on the “redness” of the spectrum (Fig. 3.19). To what extent
this variability differs from ENSO is a matter of debate. Section 3.2.8 will further
explore Pacific decadal variability modes.

Not every El Niño has the same appearance. Some events exhibit their strongest
temperature anomalies off the coast of Peru. They are often called “eastern Pacific
El Niños”. An example of such an event is given in Fig. 3.27 (top left). Other events
have their strongest sea-surface temperature signal in the central Pacific (Larkin and
Harrison 2005) and are called “dateline El Niño events” (or “El Niño Modoki”;
Fig. 3.27, bottom left). Recently, it has been argued that the two types of El Niño
need to be distinguished because they are associated with different teleconnections
and might change differently in a future climate (e.g., Ashok et al. 2007). Also, the
vertical thermal structure of the atmosphere of the two types of events is different
(Trenberth and Smith 2006, see also Zubiaurre and Calvo (2012)). Whether different
mechanisms are responsible is an active area of research.

Because of its importance for the global climate, ENSO has been the target
of many climate reconstructions. These will be further discussed in Chap. 4.
Reconstructions are based on tree rings (e.g., Li et al. 2013), corals (Cobb et al.
2013), documentary data (Garcia-Herrera et al. 2008), or multiple archives (Emile-
Geay et al. 2013). Because few proxies are available close to the central tropical
Pacific, many reconstructions exploit the strong ENSO teleconnections that are
presumed to be stationary. Next, ENSO teleconnections will be discussed.

3.2.6.4 ENSO Teleconnections

ENSO affects weather around the world, but the most prominent responses are
in the tropics. When the Pacific Walker circulation weakens, the Atlantic Walker
circulation weakens and the Indian Ocean Walker circulation changes its structure.
With a delay of several months, these changes lead to a warming of both the Indian
Ocean and the tropical Atlantic.

Over the Indian Ocean, the ENSO-induced circulation anomalies interact with
the monsoon circulation. The South Asian and Indian monsoons (Gilbert Walker’s
actual target) tend to be weaker during El Niño events, although the link is stronger
during dateline than east Pacific El Niños (Kumar et al. 2006).

ENSO’s teleconnections also reach the extratropics. They result from the east-
ward shift in atmospheric convection. During El Niños, the Hadley circulation
weakens over the western tropical Pacific but strengthens over the central tropical
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Fig. 3.29 Schematic of the effect of El Niños on the northern extratropics and the stratosphere.
(left, adapted from Horel and Wallace (1981)) Initiation of a wave pattern over the Pacific due
to anomalous upper-level divergence (colour). (right, adapted from Brönnimann (2007)) Possible
downstream effects to Europe and the Northern Hemisphere’s stratosphere. Solid and dashed
arrows denote strengthening and weakening circulations, colours indicate temperature anomalies

Pacific. The associated changes in upper-level divergence—increased divergence
over the central tropical Pacific and decreased divergence over the western tropical
Pacific—may trigger wave trains (Trenberth et al. 1998). This can be seen in the sea
level pressure shown in Fig. 3.29. Depending on the flow conditions, these waves
may reach the extratropics and interact with the mean flow or be trapped in the
subtropical jet. Again, the teleconnections are different for dateline and east Pacific
El Niños (Larkin and Harrison 2005).

The extratropical effects of El Niños include projections onto some of the
variability modes described in the previous chapter and are well expressed in the
respective winter seasons (Fig. 3.29). Over the North Pacific, the Aleutian low is
strengthened and a positive mode of the PNA can be initiated, leading to warm
and wet winters along the west coast of North America and cold winters in the
southeastern United States. Cooling is also found over northern Eurasia, whereas
warming occurs over the Middle East and central Asia. In the Southern Hemisphere,
El Niños promote: a low pressure centre to the east of New Zealand, a high pressure
centre in the eastern South Pacific, and a low pressure centre over South America
(Karoly 1989).

Over Europe, the impact of ENSO is small but discernible. In a previous study,
we analysed long (ca. the past 300 years) climate records and found significant
differences between the frequency distributions of winter temperatures in Sweden,
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Fig. 3.30 Frequency distribution of temperature anomalies in Uppsala, the NAO index, and
precipitation in Paris from January to March for strong El Niño and La Niña events based on
data from 1706 to 2000 (From Brönnimann et al. 2007b, with kind permission from Springer
Science+Business Media)

precipitation in Paris, and the NAO index during strong El Niño and strong La
Niña events (Fig. 3.30; Brönnimann et al. 2007b). Climate models reproduce these
teleconnections. However, the relation is weak and mainly occurs for “dateline”
events (Graf and Zanchettin 2012).

ENSO also affects the stratosphere. Over the Pacific, the response consists of an
east–west dipole in lower stratospheric temperature and column ozone, reflecting
the shift in convection. In addition, ENSO imprints on the high-latitude stratosphere.
During ENSO events, the northern polar vortex is weakened (Labitzke and van Loon
1999; Manzini et al. 2006; Sassi et al. 2004). Moreover, column ozone is decreased
in the tropics and increased at high latitudes due to a strengthened Brewer–Dobson
circulation.

The effect on the high-latitude stratosphere is presumably related to an increase
of planetary wave activity, which propagates from the troposphere to the strato-
sphere and accelerates the meridional circulation. A schematic of this mechanism
is given in Fig. 3.29. This increase in planetary wave activity is an ENSO telecon-
nection to the extratropics. Garfinkel and Hartmann (2008) have suggested that the
strengthening of the Aleutian low is an important contributor.

Through the mechanism of downward propagation (Sect. 3.1.3), the weakened
polar vortex during El Niño might induce a negative NAO pattern in late winter.
In fact, this might be one cause for the statistical ENSO signal in the Atlantic–
European region in late winter (Fig. 3.29; Ineson and Scaife 2009). Alternatively, the
European signal might also be a downstream effect from the North Pacific towards
Europe (see discussion in Brönnimann 2007). Graf and Zanchettin (2012) suggest
that central Pacific events may activate the subtropical jet as a wave guide and excite
a wave disturbance that propagates to the Atlantic and weakens the Azores high.
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Fig. 3.31 Schematic depiction of Atlantic and Indian Ocean modes of variability in terms of sea-
surface temperature anomalies

3.2.7 Variability Modes in the Atlantic and Indian Ocean

What is the role of other oceans in climate variability? Their effects on climate may
not be as far reaching as those related to the tropical Pacific, but they are important
on regional-to-continental scales. In particular, the tropical Atlantic and Indian
Ocean have several modes of variability. Their sea-surface temperature patterns are
shown in Fig. 3.31.

The Bjerknes feedback also works in the tropical Atlantic Ocean and in a similar
way as in the Pacific. However, the Atlantic Ocean has a smaller east–west extension
than the Pacific. Therefore, a strong coupled mode such as ENSO cannot grow in
the same manner. The corresponding Atlantic mode is called the Atlantic Equatorial
Mode or Atlantic Niño (Fig. 3.31). It is an interannual, internal mode of the Atlantic,
but it can be excited by Pacific ENSO events (e.g., Keenlyside and Latif 2007) or
advection of warm Atlantic waters from north of the equator (Richter et al. 2013).
The Atlantic Equatorial Mode affects the West African monsoon and rainfall in
coastal regions.

In addition to this interannual mode, the tropical Atlantic exhibits a decadal mode
known as the Atlantic Meridional Mode (e.g., Xie and Carton 2004). This consists
of an interhemispheric north–south gradient in sea-surface temperatures (Fig. 3.31;
e.g., Chang et al. 1997; Nobre and Shukla 1996) and is understood to be related
to ENSO, the NAO, and radiative forcings such as aerosols (see Christensen et al.
2013).

Finally, an important feature of tropical North Atlantic sea-surface temperatures
is the formation of a warm pool in the western tropical Atlantic, Caribbean Sea,
and Gulf of Mexico. The Atlantic Warm Pool varies in size from year to year. This
affects, among other things, precipitation in the Caribbean region and the southern
United States (Wang et al. 2007a).

The tropical North Atlantic is the genesis region of tropical cyclones. These
can travel westward, develop into North Atlantic hurricanes, and then turn north
where they can impact North America. Tropical Atlantic variability modes impact
the genesis and path of hurricanes through changes in sea-surface temperatures as
well as wind. An important role in this variability is also played by the Azores high,
which affects the paths of the hurricanes (Colbert and Soden 2012).



120 3 The Machinery: Mechanisms Behind Climatic Changes

Two modes of variability are often distinguished in the Indian Ocean Basin.
The Indian Ocean Dipole Mode (Fig. 3.31) reflects an east–west dipole in sea-
surface temperatures. As in the Pacific, the Bjerknes feedback is involved in the
generation of this mode. The Indian Ocean Dipole Mode affects hydroclimate over
the Australasian region and East Africa, and impacts the Indian summer monsoon
(Cai et al. 2013; Christensen et al. 2013).

A second climate mode in the Indian Ocean, the Indian Ocean Basin Mode,
reflects a basinwide warming or cooling (Fig. 3.31; see Xie et al. 2009) that affects
precipitation in the Indian and western Pacific regions. This mode can be understood
as the response of the Indian Ocean Walker cell to Pacific ENSO events, as outlined
in the previous chapter (Cai et al. 2013).

Do we have information on the past behaviour of these modes? Sea-surface
temperatures have been reconstructed based on multiple proxies by Mann et al.
(2009a) and were used to drive our model simulations shown in this book. These
reconstructions allow us to explore Atlantic and Indian Ocean variability modes to
an extent. The Indian Ocean Dipole has been reconstructed using corals (Abram
et al. 2008). Chapter 4 will further explore the past behaviour of oceanic variability
modes.

3.2.8 Decadal Climate Variability Modes

Is the climate stable? Is the year-to-year variability found in the Atlantic, Indian, and
Pacific random around a stable mean state? Today, there is consensus that climate
varies on all time scales, including from decadal to multidecadal. During Brückner’s
time that consensus did not exist. The predominant belief was that climate was
essentially stable. Against this belief, Brückner proposed multidecadal changes in
his book “Climatic Changes since 1700” (his view is summarised in Sect. 4.1.2).
Though his claim of a 35-year cycle of global climate may not be correct, his focus
on multidecadal scales is noteworthy.

Today, variability on decadal scales is considered relevant for decadal predictions
and climate diagnostics (such as the current “global warming hiatus”). Many
decadal-to-multidecadal variability modes have been suggested. With respect to
underlying mechanisms, three basic families of explanations exist: mechanisms
inside the machinery that operate on decadal-to-multidecadal scales, quasi-periodic
external forcings, or stochastic forcing of a system with a very large inertia (in
other words, the slow response of the machinery). Many modes are believed to be
related to oceanic processes, although external forcings (solar, volcanic, and aerosol
forcings) also have multidecadal components. Because most observational data only
cover the past 150 years, quasi-oscillatory behaviour on multidecadal time scales is
hard to detect. Therefore, palaeodata and climate models are often used to acquire
more information.

In this chapter, I mention two prominent modes of decadal-to-multidecadal
variability: the Atlantic Multidecadal Oscillation (AMO) and the Pacific Decadal
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Fig. 3.32 Regression coefficients of annual mean sea-surface temperatures on indices of (left) the
Pacific Decadal Oscillation (Mantua et al. 1997) and (right) the Atlantic Multidecadal Oscillation
(Trenberth and Shea 2006) (Based on HadSST3 data)

Oscillation (PDO). In addition, multidecadal changes have been suggested for
the Arctic Ocean. Figure 3.32 shows the main decadal-to-multidecadal variability
modes. Most of the definitions used for multidecadal modes involve either a
detrending or a subtraction of global means, that is, the modes are independent of
long-term climate trends.

The Pacific Decadal Oscillation (Mantua et al. 1997), which is very similar to
the Interdecadal Pacific Oscillation (IPO; Folland et al. 1999), describes a mode
of variability of extratropical North Pacific (PDO) or global (IPO) sea-surface
temperature anomalies (see Christensen et al. 2013). Both modes are similar and
describe a dipole between sea-surface temperature anomalies in the eastern tropical
Pacific and along the west coast of North America on the one hand, and the western
and central North Pacific on the other hand (Fig. 3.32).

The PDO and AMO can be captured with indices based on sea-surface temper-
atures; the time series of these indices for the past 400 years will be discussed in
Chap. 4. The PDO index reached its last high phase in the 1980s and 1990s and has
become increasingly negative since the 2000s. The PDO is linked to changes in the
Aleutian low as captured by Walker’s North Pacific Oscillation or the North Pacific
index (Trenberth and Hurrell 1994). It is considered to be an internal, unforced mode
of variability. However, the mechanisms underlying the PDO remain unknown.

In the North Atlantic, prominent variability on scales of around 70 years appears
in basinwide sea-surface temperatures (e.g., Delworth and Mann 2000; Enfield et al.
2001). The North Atlantic was warm in the 1870s, cold in the 1910s, warm in the
1940s, cold in the 1970s, and again warm in the 2000s. The AMO has been linked
to various changes in the summer climate of North America (Seager et al. 2008)
and Europe (Sutton and Hodson 2005), changes in the West African monsoon, and
changes in hurricane frequency (see Christensen et al. 2013; Knight et al. 2006).
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The AMO might be an expression of changes in the strength of the meridional
overturning circulation of the Atlantic Ocean (Knight et al. 2005; McCarthy et al.
2015) and is reproduced in some climate models. It may be understood as an internal
variation in the Atlantic ocean circulation, but the atmosphere may influence the
AMO. For instance, the NAO has an impact on the Atlantic meridional overturning
(Delworth and Greatbatch 2000) and the AMO, leading to a lag relation between the
NAO and AMO (Li et al. 2013; McCarthy et al. 2015). Atmospheric blocking has
been suggested to cause multidecadal oceanic variability by weakening ocean gyres
and heat exchange (Häkkinen et al. 2011). Tropospheric aerosol-induced cooling
of the North Atlantic might affect North Atlantic sea-surface temperatures (Booth
et al. 2012). Volcanic forcing has been found to strengthen the Atlantic meridional
overturning circulation (Stenchikov et al. 2009) and greenhouse gas forcing has been
shown to weaken the AMO (Collins et al. 2013) in climate models. Interest in the
AMO is because of its similar evolution as global-mean temperatures, its impacts
(including on hurricane frequency), and its potential for decadal predictability.

AMO and PDO indices have been reconstructed by various groups using corals
and tree rings (Biondi et al. 2001; Gray et al. 2004; MacDonald and Case 2005).
They can also be derived from the global sea-surface temperature reconstructions of
Mann et al. (2009a). These reconstructions will be further discussed in Chap. 4.
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3.3 Forced Climatic Changes

The previous chapters outlined the working principles of the machinery. Due to scale
interactions and interactions of subsystems, the machinery produces both random
and coherent variations in macroclimate. This section addresses how the machinery
responds to external influences, that is, forcing factors. Understanding the response
mechanisms is crucial for assessing the role of external forcings for climatic changes
since 1700. The section covers the most relevant forcings on the time scales
considered in this book. I do not consider orbital or geogenic forcings, which are of
little relevance on a 300 year time scale. The main radiative forcings of the climate
system during the past 300 years, according to current understanding, were exerted
by volcanic aerosols, solar irradiance changes, greenhouse gases, tropospheric
aerosols, and land surface changes. These forcing factors are considered in this
section. Feedback mechanisms in the climate system, which may enhance these
forcings, are discussed in Sect. 3.4.

3.3.1 Volcanic Effects

Anyone who eye witnesses a large volcanic eruption with its impressive plume has
no doubt that volcanic eruptions are able to affect climate. Imagery of eruption
plumes, such as the one produced by Mount Pinatubo (Fig. 3.33), demonstrate
the irresistible force with which material from the earth’s interior penetrates the
atmosphere. Volcanic eruptions are the main external factor affecting global climate
on an interannual time scale. However, it is not the visible plume, consisting
of volcanic ash and water, which affects climate. Volcanic ash only has a short
residence time in the atmosphere. It is quickly washed out or settles gravitationally.
Most of the climatic effects of volcanic eruptions are related to sulphur compounds
that are emitted in gaseous form. Once in the atmosphere, these are oxidised to
sulphuric acid, which then forms aerosols.

Volcanic effects on the atmosphere are shown in Fig. 3.34. Here, the volcano is
tropical and it is assumed that a large amount of sulphur reaches the stratosphere
(later, more detail regarding eruption processes will be provided). Within weeks,
stratospheric sulphur gases react with the hydroxyl radical (OH) or oxygen to form
sulphuric acid (H2SO4). The sulphuric acid condenses and forms aerosols. Both
gases and aerosols quickly spread in the longitudinal direction and travel around
the globe, similar to the ash cloud of the Krakatau eruption (see Box 3.2, p. 124).
However, the meridional transport through the stratospheric meridional circulation
(see Sect. 3.1.3) is much slower. This is illustrated by satellite-borne measurements
of optical depth (a measure of extinction through aerosols) before, during, and after
the Pinatubo eruption in Fig. 3.35. Before the eruption (top left), very low levels
of aerosol extinction were observed. This state is often called the “stratospheric
background”. During the eruption (top right), optical depth increased over the
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Fig. 3.33 Volcanic plume of the Mount Pinatubo eruption (Photograph was taken on 12 June 1991
from the Clark Air Base by Richard P. Hoblitt (United States Geological Survey/Cascades Volcano
Observatory))

tropics but a large fraction of sulphur compounds was still in gaseous form. Three
months after the eruption (bottom left), an aerosol layer had formed in the tropics.
Although optical depth also already started to increase in the extratropics, there was
a very clear meridional gradient.

Box 3.2 Learning from volcanic eruptions
In 1783, a strange haze was observed in various places in Europe and
the following winter was very harsh. Benjamin Franklin16 (Franklin 1784)

(continued)

16Benjamin Franklin, 1706–90, was an American scientist, inventor, and statesman. Despite never
being a president, Franklin was one of the founding fathers of the United States.
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Fig. 3.34 Schematic of the atmospheric effects of a tropical volcanic eruption

Box 3.2 (continued)
speculated that both could be a consequence of the Laki eruption on Iceland.
This fissure eruption injected large amounts of sulphur into the troposphere
over a period of 8 months. Franklin’s paper is often quoted as the first
scientific study on the effects of volcanic eruptions on climate.

Volcanic eruptions can be considered “experiments of nature”. They pro-
vide an opportunity to learn, depending on the research questions of interest
(see also Box 2.2, p. 22). The Krakatau eruption of 1883, a few years before
Brückner’s book appeared, triggered not only immediate media interest, but
also “global science” (see Dörries 2003). The report commissioned by the
Royal Society (Symons 1888) made lasting contributions to atmospheric
sciences (although climatic effects were not the focus). For instance, the report
noted that the volcanic cloud circled the globe in little over 2 weeks, which
points to strong easterly winds at high altitudes. These so-called “Krakatau
easterlies” (Hamilton 2012) are now understood as a phase of the Quasi-
Biennial Oscillation in the stratosphere (see Sect. 3.1.3).

(continued)
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Fig. 3.35 Aerosol optical depth at 1020 nm before, during, and after the eruption (Data source is
Stratospheric Aerosol and Gas Experiment II. Figure is provided by Larry Thomason)

Box 3.2 (continued)
Large eruptions in the early 20th century, namely Santa Maria in 1902

and Katmai in 1912, triggered further interest in volcanic effects. Humphreys
(1913) and others discussed the cooling effect of large eruptions in the light
of ice age theories—then a topic of interest. The first radiation measurement
series were available, allowing observational studies. During each subsequent
eruption, science was at a different stage, posed different questions, and got
different answers.

Using historical data, science can also revisit previous eruptions and test
new research questions using old “experiments” (Bodenmann et al. 2011).
For instance, Humphreys (1913) analysed the climatic effects of the Tambora
eruption of 1815. Since then, this historical eruption has been revisited in
many different contexts (see also Box 4.3, p. 280). In fact, as shown by this
book, we can still learn from this eruption that occurred almost 200 years ago.

(continued)
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Box 3.2 (continued)

Fig. 3.36 Photographs of the earth’s atmosphere taken from Space Shuttle missions. (left)
Before the Pinatubo eruption. (right) After the eruption. The aerosol layer is clearly visible
(NASA images STS41D-32-14 and STS043-22-23)

Today, the main effects of volcanic eruptions on the atmosphere are
relatively well understood. However, some puzzles remain. Our current
knowledge is based, to a considerable extent, on a single eruption—Pinatubo
in 1991 (Fig. 3.36). This was the biggest tropical eruption of the century and it
occurred when a satellite-based observing system was in place and modelling
capabilities were developed. This allowed a plethora of fruitful studies.

The transport towards the poles is much slower than the zonal transport and
takes 1–3 years. Figure 3.35 (bottom right), representing the situation 2.5 years after
the eruption, shows a globally increased optical depth, although the level is not as
high as 2 years earlier in the tropics. Interestingly, optical depths are higher in the
extratropics than in the tropics, where aerosol-laden air had already been largely
replaced by cleaner air after the eruption.

3.3.1.1 Direct (Radiative) Effects

Sulphate aerosols are nearly spherical and both absorb and scatter light of different
wavelengths (the ratio of scattering to the sum of absorption and scattering is called
single-scattering albedo). The scattering is mainly relevant for short wavelengths.
Because part of the solar radiation is scattered back to space, less solar radiation (a
high fraction of which is diffuse radiation) reaches the ground. This direct volcanic
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Fig. 3.37 Temperature at the (left) earth’s surface and (right) stratosphere at 50 hPa in months 4–
15 following 14 tropical volcanic eruptions in the CCC400 model simulation since 1600. Shown is
the average of 30 ensemble members relative to a reference period surrounding the date of eruption
(see Wegmann et al. 2014)

effect must lead to a cooling of the earth’s surface, which is largest in areas and
seasons with high incoming surface shortwave radiation. In the following, I will
elaborate on volcanic effects on the atmosphere on the basis of our CCC400 model
simulations.

In the annual mean, tropical and midlatitude continents show the strongest
cooling (Fig. 3.37, left). Because of their larger heat capacity and strong thermal
inertia, the oceans respond slower to the change in radiation. The initial change
in sea-surface temperature is damped, but the signal persists longer and multiple
eruptions within a short time can have large effects.

The absorption is mainly relevant for (solar and terrestrial) near-infrared and
(terrestrial) infrared radiation. The absorption of radiation heats the aerosol layer
in the stratosphere considerably (Fig. 3.37, right). The warming (which is arguably
overestimated in the model) is strongest in the tropics. Here, surface temperature
and hence upwelling longwave radiation fluxes are higher. Further radiative effects
of volcanic eruptions are due to the amount of water vapour entering the stratosphere
and the interaction with ozone chemistry. Aerosol particles provide a surface for
heterogeneous reactions that reduce nitrogen oxides (NOx) and enhance chlorine
oxide radicals (ClOx), In the presence of anthropogenic halogens, this can lead to
ozone depletion but to an ozone increase prior to the era of chlorofluorocarbons
(CFCs).

3.3.1.2 Indirect Dynamical Effects

In addition to the direct radiative effects, indirect dynamical effects of volcanic erup-
tions develop. Many of the climatic effects of volcanic eruptions owe their origin to
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these indirect effects. On the interannual time scale, arguably the most prominently
studied are dynamical effects of the changes in stratospheric circulation, the land–
sea thermal contrast, and the sea-surface temperature gradient across the tropical
Pacific. On decadal and longer time scales, effects that operate via changes in ocean
circulation may become important. These effects are discussed in the following.

Due to the unequal latitudinal distribution of aerosols as well as the unequal
latitudinal distribution of infrared (and solar) radiation, particularly in the winter
hemisphere, stratospheric heating is not globally uniform (depicted in Fig. 3.38).
This causes a substantial anomaly in the equator-to-pole temperature gradient in
the lower stratosphere. This change in the gradient alters stratospheric circulation,
leading to a strengthening of westerly winds in the winter hemisphere (i.e., a
strengthening of the polar vortex). Through downward propagation (Baldwin and
Dunkerton 2001, see Section 3.1.3), anomalies in stratospheric zonal winds may
affect tropospheric circulation through wave–mean flow interaction.

This mechanism is believed to cause the counter-intuitive winter warming that is
often found over the northern continents in winters following major tropical volcanic
eruptions (Robock 2000). This warming also appears clearly in European temper-
ature reconstructions reaching back to 1500 when analysing post-eruption winters
(Fischer et al. 2007a, see Fig 3.39). The warming is related to circulation anomalies;
specifically, increased pressure over the Mediterranean Sea and the subtropical
North Atlantic (i.e., an eastward-extended Azores high) and a strengthened Icelandic
low. This situation, which is similar to a positive mode of the NAO (Wanner et al.
2001), favours advection of mild Atlantic air masses to Eurasia.

The winter warming used to be well reproduced in model simulations (Shindell
et al. 2004). However, more recent generations of coupled climate models (Driscoll
et al. 2012) have greater difficulties representing the warming. Our atmospheric
model simulations of the past 400 years reproduce both the winter warming
(Fig. 3.39) and the summer cooling over Europe (Wegmann et al. 2014). A corre-
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Fig. 3.39 Boreal winter (December-February) (top) temperature and (bottom) precipitation
anomalies averaged across 14 tropical volcanic eruptions. Difference from statistical climate
reconstructions (left) and ensemble-mean difference in the CCC400 simulations (right; composite
of 420 simulated eruptions) are given. Differences are relative to a reference period around each
eruption and are averaged across all 14 eruptions (Wegmann et al. 2014, © copyright 2014 AMS)

sponding SAM response in the Southern Hemisphere is found in model simulations
for strong eruptions, but empirical evidence is lacking (Krüger and Toohey 2015).

The direct radiative effect due to reduced shortwave radiation, that is, the cooling
of the surface, is not globally uniform (see Fig. 3.37). Due to their large thermal
inertia, oceans cool slower than the land surface, which leads to a weakening of the
land-sea temperature contrast in summer. As a consequence, the summer monsoon
circulation systems and monsoon rainfall are weakened after volcanic eruptions
(Fig. 3.40). This is not only seen in climate models, where the West African,
Indian, and Asian summer monsoons systems are affected (Joseph and Zeng 2011;
Wegmann et al. 2014), but also in tree ring–based summer drought reconstructions
in Asia (Anchukaitis et al. 2010, see Fig. 3.40).

The weakening of monsoon rainfall following tropical eruptions deserves par-
ticular interest in the light of the debate on climate engineering through sulphate
injection (Crutzen 2006). Monsoon rainfall is vital to a billion people. Hence, any
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Fig. 3.40 Climate anomalies during boreal summers following tropical volcanic eruptions. (Top)
Reconstructed anomalies of precipitation over Europe and of the Palmer Drought Severity Index
over East Asia. (Bottom left) Precipitation anomalies in CCC400 simulations (a composite of 420
simulated eruptions). (Bottom right) Anomalies of vertical velocity at 500 hPa and wind at 850 hPa.
All fields represent an average over 14 eruptions since 1600. Differences are relative to a reference
period around each eruption, then averaged across all eruptions (Wegmann et al. 2014, © copyright
2014 AMS)
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Fig. 3.41 Schematic of the influence of volcanic forcing on tropical Pacific longitudinal sea-
surface temperature gradients (note that this simple schematic does not consider effect on clouds)

intervention that carries the danger of changing the monsoon system needs to be
carefully evaluated (see also Haywood et al. 2013).

Our simulations suggest that the weakened Asian and West African summer
monsoons also decrease convection over the Sahel-Sudanese region and thus
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weaken the northern Hadley circulation over the African-European sector (Fig. 3.40,
right; see also Gaetani et al. 2011). The descent in the subtropics is weakened,
which promotes convection and allows a southward shift of the Atlantic storm track.
As a consequence, summer precipitation may increase over south-central Europe
following tropical volcanic eruptions (Wegmann et al. 2014). This mechanism,
which appears in our simulations and is consistent with reconstructions, may explain
why summers following tropical volcanic eruptions in the past were often rainy in
parts of Europe (e.g., Auchmann et al. 2012; Stothers 2000). The mechanism is
schematically depicted in Fig. 3.38.

A further indirect effect of volcanic eruptions might operate via El Niño–
Southern Oscillation. It is shown schematically in Fig. 3.41. According to Adams
et al. (2003) and Mann et al. (2005), volcanic forcing may affect the tropical
Pacific east–west sea-surface temperature gradient. Reduced solar radiation has a
larger effect in the central and western tropical Pacific than in the east, where
temperatures are determined by the strength of upwelling (and hence wind stress).
As a consequence, the cross-Pacific temperature gradient might be reduced after
volcanic eruptions, weakening the Pacific Walker circulation. Via the Bjerknes
feedback (see Sect. 3.2.6), this weakens wind stress and upwelling over the eastern
tropical Pacific and hence increases temperature. In this situation, El Niños have a
higher chance of occurrence and an ENSO cycle may be initiated, as was found in
empirical analyses and simple model simulations (e.g., Mann et al. 2005). However,
the mechanism is still a matter of debate (McGregor and Timmerman 2011; Maher
et al. 2015).

A brief analysis of the timing of the 134 strong ENSO events listed in Brön-
nimann et al. (2007b) relative to 16 strong tropical volcanic eruptions since 1500
shows that 7 out of 73 El Niños, but only 1 out of 61 La Niñas, occurred in winters
following volcanic eruptions (8 eruptions coincide with neutral or weak ENSO
years). Due to the low number of eruptions, however, no conclusions can be made.

Indirect climatic effects of volcanic eruptions might also exist on longer time
scales. The winter warming discussed above might have a decadal component
(Zanchettin et al. 2013). It has also been suggested that multiple eruptions occurring
in a short interval might strengthen the Atlantic meridional overturning circulation
(e.g. Iwi et al. 2012; Stenchikov et al. 2009). Thus, volcanic eruptions may have
the potential to induce centennial changes. In fact, Miller et al. (2012) recently
suggested that a series of explosive volcanic eruptions in the 13th century might
have triggered the onset of the “Little Ice Age” through a sustained sea ice–ocean
feedback mechanism in the North Atlantic (see further discussion in Sect. 4.2.1.).

3.3.1.3 Aerosol Size

What determines whether a volcano has a strong or a weak effect? Arguably, the
most important factor is the amount of sulphur that reaches the stratosphere, which
again depends on various factors. Different magmas have a different composition
and the sulphur content can change; a “mass factor”. Very important is the eruption
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itself. The sulphur must reach the stratosphere in order to be effective; an “injection
factor”. Global climatic effects almost exclusively come from explosive eruptions,
but only a minor part of this is due to the initial kinetic energy of the eruption.
The rise of volcanic plumes is mainly buoyancy driven. Often it is not the initial
eruption column (called a “Plinian plume”) that is too dense to rise high, which
injects SO2 into the stratosphere. Rather, the collapse of this initial column may
create a buoyant plume (called a “co-ignimbrite plume”) which may rise into the
stratosphere (Herzog and Graf 2010). Entrainment of air and water vapour during
the rise also plays an important role. How high will the plume rise? A good measure
of the plume height is the so-called “neutral buoyancy height”, which denotes the
level where buoyancy vanishes, although some overshooting will occur initially.
The neutral buoyancy height depends on, among other things, the temperature of
magma and the temperature profile of the atmosphere. The neutral buoyancy height
is typically in the 20–25 km range (Arfeuille et al. 2013).

In the stratosphere, the meridional transport plays a role: a “transport factor”. The
residence time of volcanic aerosols is longest if the eruption occurs in the tropics.
Then, the aerosols are transported with the stratospheric meridional circulation
until the air parcels are mixed again into the troposphere at mid- to high latitudes
(although other transport and mixing routes may also play a role).

Because the Brewer–Dobson circulation (see Sect. 3.1.3) is directed towards the
winter hemisphere, the transport factor has a distinct seasonality. As a consequence,
the interhemispheric distribution depends on the eruption season. Tropical eruptions
in boreal summer and early fall are more likely to affect the Northern Hemisphere
(Fig. 3.42), whereas eruptions in boreal late winter and early spring might affect the
Southern Hemisphere more strongly.

Once the sulphur has reached the stratosphere, there is another factor that matters,
the “aerosol size factor”. The optical properties of aerosols depend on their geometry
and size. Scattering depends on the number of aerosols, whereas absorption depends
on the aerosol mass. Small particles efficiently scatter solar shortwave radiation. At
this stage, the mass and aerosol size factors may cause a “concentration factor”.

Fig. 3.42 Schematic of the
effect of the eruption season
on the spreading of the
stratospheric aerosol cloud
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Fig. 3.43 Schematic depiction of the difference between high and low initial concentrations of
sulphur dioxide in the stratosphere

Let us assume, for simplicity, that the mass of sulphur injected into the stratosphere
depends on the eruption, whereas the volume into which it is injected depends on the
thermal structure of the stratosphere. In the case of a big eruption, a larger mass of
sulphur would be injected into the stratosphere than for a small eruption. However,
the mass would be injected into a similar volume of air. As a consequence, the
concentration of sulphur gases would be higher. Initially, this would lead to more
small particles and hence more scattering and absorption. However, due to the higher
concentrations, the particles coagulate more quickly. As a consequence, growth is
faster. Large particles are less efficient in scattering than small particles, but are
still efficient absorbers. Thus, after a big eruption, the stratosphere is heated very
strongly, but scattering does not necessarily scale with the eruption size (Timmreck
2012). Figure 3.43 shows this situation.

After further growth, sedimentation will remove the large particles so that after
2 or 3 years, the aerosol mass may actually be smaller after a big eruption than a
small eruption—as should the climate effect (e.g., Timmreck et al. 2009). In fact,
the concentration may be one of the factors behind a question that is still open in
palaeoclimate research and that has caused intense debate (see Anchukaitis et al.
2012). Why is the presumed big eruption of 1257 (now identified as Samalas,
Indonesia; see Lavigne et al. (2013)) and others such as Kuwae 1458, the unknown
eruption of 1808 or 1809, and Tambora in 1815 prominent in all model simulations
but less so in some proxies? Was the climate effect weaker than estimated because
of larger particle sizes or do we not correctly understand the proxies or models?

Climate effects of volcanic eruptions are a fascinating research topic because they
involve many different components of the climate system (from the stratosphere
to the oceans) and incorporate microphysical, chemical, radiative, and dynamical
effects. It is an opportunity to test our knowledge and to learn continuously.
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3.3.1.4 Quantification of Past Volcanic Forcing

This brings us to the question of how the strength of volcanic eruptions is measured
today and for the past. Today, stratospheric aerosols can be measured from satellites
and ground-based instruments. However, we still have difficulties quantifying
aerosol properties (Arfeuille et al. 2013). Uncertainties increase farther back in
time. Based on solar radiation measurements, stellar extinction, and lunar eclipses,
aerosol optical depth can be computed back to the late 19th century. However, there
are large uncertainties due to errors in observations and sparse coverage (Sato et al.
1993; Stothers 2001).

Another way of constraining the forcing is to analyse the composition of polar ice
cores. Volcanic aerosols, after entering the troposphere, are washed out and may end
up in polar ice cores. Using ice cores from Greenland and Antarctica and making
assumptions concerning the stratospheric meridional transport, several authors have
tried to estimate the amount of sulphur injected into the stratosphere during an
eruption (Gao et al. 2008; Sigl et al. 2013, 2015). From this, aerosol optical depth
can be estimated (Crowley et al. 2008). Instead of parameterisations, the aerosol
forcing can be calculated from an aerosol microphysics model that is fed with the
assumed sulphur emissions from ice core estimates; an approach that we have used
in our group (Arfeuille et al. 2014). A comparison of two recent reconstructions of
aerosol optical depth is shown in Fig. 3.44. Differences between different estimates
are still considerable—even more so when addressing hemispheric partitioning (not
shown).

Concerning the period analysed in this book, there are approximately two or
three big eruptions per century plus another two or three smaller (but stratospheric)
eruptions. However, the eruptions are not equally distributed over time.
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Fig. 3.44 Aerosol optical thickness since 1600 from two recent estimates (Arfeuille et al. 2013;
Crowley et al. 2008). Note that most of the eruptions are known, which reduces the error in the
attribution of sulphate spikes in the ice cores records, on which both estimates are based
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Fig. 3.45 Large sunspot
group in September 2000
(Picture is from the MDI
instrument onboard the Solar
and Heliospheric Observatory
(SOHO) space mission of
ESA and NASA)

3.3.2 Solar Influences

The sun is the main energy source of earth’s climate system. The wind systems,
storms, jets, and anticyclones are ultimately driven by the sun. The diurnal and
seasonal cycles, both of which are solar, are the most prominent variations in the
climate system. Therefore, it is natural to think that changes in the energy the earth
receives from the sun, even just slight changes, might have a strong effect on climate.

Sun–climate relations are an old topic of research. Systematic sunspots obser-
vations (Fig. 3.45) with telescopes started in 1609 and demonstrated the sun’s
variability. At least since the late 18th century, there have been speculations linking
climatic anomalies to sunspots. Herschel (1801) compared sunspot data with wheat
price data (a climate proxy) and sunspots were blamed for causing good or bad
weather by learned (or less learned) citizens throughout the 19th century. The
discovery of the 11-year sunspot cycle by Samuel Heinrich Schwabe, further
elaborated by Rudolf Wolf,17 in the 1840s further fuelled speculation because
periodicity implies predictability. Weather was seen by many as an overlay of cycles
and the sunspot cycle was certainly a promising one. Imprints of the sunspot cycle
were not only looked for in European weather, but Meldrum (1872) and others
claimed an effect of solar variability on Indian Ocean cyclones. Brückner (1890)
tried to summarise the already overwhelming literature. Although he denied that
sunspots could have caused the multidecadal changes he was investigating, he

17Samuel Heinrich Schwabe, 1789–1875, was a German pharmacist, astronomer, and botanist.
Schwabe is known for his work on sunspots. Rudolf Wolf, 1816–93, was a Swiss astronomer and
mathematician. Wolf was professor of mathematics and astronomy in Bern and in 1855 became
director of the Swiss astronomical observatory. Wolf’s method of counting sunspots is still in use.
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nevertheless saw changes in the sun as the only possible cause for decadal climatic
changes (see Sect. 4.2.1 for a discussion of Brückner’s view).

Sunspots provide evidence for changes in solar activity, at least in its visual
appearance, but does irradiance vary over a sunspot cycle? In 1902, Charles Abbot
and Fredrick Fowle18 began a programme with the Smithsonian Institution to
measure the solar constant (see Hoyt 1979). They measured radiation in the visible
and near infrared at many dry, high-altitude sites. Measurements continued until
1962, but remained inconclusive with respect to variations in solar irradiance. The
solar constant is extremely difficult to measure from the earth due to variable
atmospheric effects. Even from space, the absolute measurement of solar irradiance
is difficult because of the rapid degradation of radiometers in space. Although
all satellite missions provide very precise measurements, most are inaccurate (see
Fig. 2.13 for a definition of these terms). A very recent space mission succeeded
and present total solar irradiance is now estimated in the range of 1361–1362Wm2

rather than 1367–1369Wm2 as held earlier (Kopp and Lean 2011).
In addition to changes in the sun’s output of energy (or changes in the earth–sun

geometry, which are not discussed here), there are additional ways of how the sun
might affect earth’s climate. Examples include effects of changes in UV radiation,
energetic particles, or galactic cosmic rays. Sun–earth connections have become a
hotly debated topic in climate science and the public. In this section, I briefly follow
the main lines of this discussion (for more details, see recent reviews by Gray et al.
(2010) and Lockwood (2012)).

3.3.2.1 Changes in Solar Activity

The most prominent features of activity on the sun are sunspots (dark regions
appearing in the midlatitudes of the sun during the early phase of the sunspot
cycle and near the equator towards the end of a cycle) and faculae (bright regions
occurring concomitantly with the sunspots). Both are expressions of magnetic
activity. The features change in frequency and size with an 11-yr periodicity—the
sunspot cycle.

Sunspots are cool regions with decreased irradiance; the opposite is true of
faculae. The latter dominate the solar radiation response. Hence, when more
sunspots are visible there is more total solar irradiance (TSI) reaching the earth.
Variations in TSI are relatively well quantified (although the absolute value is not)
for the past 30 years through space-borne instruments. Over a solar cycle, TSI varies
by approximately 1 Wm2 or 0.1 %—a relatively small amount. Ultraviolet radiation,
which originates from different regions of the solar atmosphere, changes much more
than TSI (by 1–10 %; Ermolli et al. 2013).

18Charles Abbot, 1872–1973, and Frederick Fowle, 1869–1940, were American astrophysicists at
the Smithsonian Institution. Abbot was the director of the Smithsonian Observatory and later the
secretary of the Smithsonian Institution.
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Changes in magnetic activity and the solar magnetic field have other relevant
effects. During certain phases of the solar cycle, the emission of energetic particles
by the sun is enhanced. Another effect is that electrons in the earth’s outer
atmosphere can be accelerated towards the earth by the interaction of the sun and
earth’s magnetic fields. Finally, the solar magnetic field also modulates the flux of
galactic cosmic rays to the earth. The flux is higher during periods of weak solar
activity (Gray et al. 2010).

Much is still unknown about the changes outlined above, despite our observation-
ally well-constrained satellite period. For instance, recent work found much stronger
UV changes than expected, but changes of the opposite sign in the visible range over
the declining phase of the last sunspot cycle (see Haigh et al. 2010). The uncertainty
increases when trying to quantify changes back in time. There is also uncertainty
about the mechanisms of how these changes (some of which only affect the middle
atmosphere) are able to change climate on the ground. Before I turn to mechanisms
and reconstructions of past solar activity, I briefly summarise the (limited) well-
established observed effects of solar variability on climate. More detailed reviews
can be found in Gray et al. (2010) and Lockwood (2012).

3.3.2.2 Observed Solar Effects

The solar imprint in the earth’s atmosphere on various time scales is still neither
well documented, nor well understood. Among the most established effects are
the imprints of the 11-yr solar cycle on temperature and on ozone in the upper
stratosphere (Fig. 3.46). During a solar maximum, ozone and temperature increase
near an altitude of 40 km. Both also show an increase (although patchy) in the
tropical lower stratosphere and in the polar regions.

40

30

20

10

0.100.050-0.05-0.10

80N40NEq.40S80S

-3 -2 -1 0 1 2 3
Ozone (10 molec./cm )6 3

80N40NEq.40S80S

)
mk( edutitl

A

40

30

20

10

Temperature (K)

Fig. 3.46 Latitude–height cross section of the difference between solar maxima and minima
(defined as the 24-month averages with the highest and lowest sunspot number per cycle) (left)
ozone (HISTOZ 1927–2007, see Brönnimann et al. (2013a) for details) and (right) temperature
(ERA-Interim, 1979–2013 covering 4 maxima and 3 minima)
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Effects on stratospheric winds depend on the season. The northern polar strato-
spheric vortex is weaker in midwinter and stronger in late winter during solar
minima compared to maxima. However, the effects of solar activity and the QBO
(see Sect. 3.1.3) modulate each other, complicating the analysis (Labitzke et al.
2006).

At the earth’s surface, the solar cycle imprints on the global-mean temperature,
but the effect is not very strong—only about 0.1 ıC over a cycle (Lean and Rind
2009). Regionally, the effects are more pronounced. This indicates that it is not
only the total energy change, but the redistribution of energy through an altered
circulation that is relevant. In zonal-average temperature and geopotential height
fields, positive correlations with solar activity are found at midlatitudes, indicative of
a strengthening and poleward shift of the Ferrell cell (Gray et al. 2010; Haigh 2003).
Over the Atlantic–European sector, circulation in winter tends to be more meridional
during solar minima, with increased cold-air advection to central and eastern Europe
(Fig. 3.47; see Brugnara et al. 2013). Several authors report a signature of the 11-yr
solar cycle in sea level pressure. For solar minima, this corresponds to a pressure
increase between Iceland and the British Isles (see Fig. 3.47, left), in line with
cold winters in central and eastern Europe (e.g., Ineson et al. 2011; Woollings
et al. 2010). Effects over the Pacific were found by van Loon and Meehl (2008).
However, the detection of an influence of the 11-yr solar cycle at the earth’s
surface is difficult and depends on the statistical methods, the incorporation of other
influencing factors, and the incorporation of a lag (Gray et al. 2013).

3.3.2.3 Possible Mechanisms

How can changes in solar activity affect weather and climate? Figure 3.48 shows
the main mechanisms responsible for solar imprints in climate. The imprints of the
11-yr solar cycle on temperature and on ozone in the upper stratosphere (Fig. 3.46)
are understood to be caused by changes in the UV part of the spectrum (e.g., Sitnov

Fig. 3.47 Solar cycle imprint on (left) sea level pressure from 1749 to 2002 (solar maxima minus
solar minima) and (right) wind vectors at 300 hPa from 1927 to 2002 (red: solar maxima, blue:
solar minima) during January–March (Brugnara et al. 2013)
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Fig. 3.48 Schematic of the effects of solar variability on climate (see also Gray et al. 2010)

2009). More UV radiation is absorbed in the process of ozone formation and as
more ozone is produced, more energy is absorbed. The overall effect is a heating of
the upper stratosphere.

The response in the lower stratosphere cannot be explained as a direct effect.
This is because the UV radiation necessary for ozone formation does not penetrate
this far down. Rather, this can be explained through an indirect effect. Because the
solar effect in the upper stratosphere is stronger in the tropics than in the polar
night region, the meridional temperature gradient is strengthened. The polar night
jet strengthens and the meridional circulation weakens (Kodera and Kuroda 2002).
The reduced upwelling in the tropics leads to higher temperatures and more ozone.

Energetic electrons mainly affect the thermosphere, mesosphere, and upper
stratosphere. Here, they interact with N2 and O2. Through subsequent changes in
nitrogen oxides (NOx) and hydrogen oxide radicals (HOx), energetic particles can
deplete ozone (e.g., Päivärinta et al. 2013). From the mesosphere or upper strato-
sphere, the effect may propagate downwards to the mid- and lower stratosphere and
also affect atmospheric circulation. Strong particle events (e.g., solar proton events)
leave significant imprints in the stratosphere, but their effect on longer time scales
is considered small (Funke et al. 2011, but see also Andersson et al. 2014).

Tropospheric effects of solar variability may originate in the stratosphere and
propagate downward. However, are there also direct effects of changes in TSI?
Energy balance models suggest that solar cycles only cause small changes in
temperatures (ca. 0.05–0.08 ıC). The changes are even smaller and lagged over the
oceans (North et al. 2004). Note that the change in TSI during a sunspot cycle of
about 1 Wm2 translates to a radiative forcing of only 0.18 Wm2 due to the ratio
between earth’s cross section and surface area (factor of 4) and albedo. To put this
number into context, this is one-sixth of the estimated change in anthropogenic
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forcing from 1980 to 2011. Nevertheless, the direct forcing is not negligible,
particularly because the amplitude of the forcing on longer time scales remains
unknown.

It is possible that the solar effect on temperature is larger than would be estimated
from radiative forcings alone due to mechanisms other than direct radiation and
feedback effects within the machinery. A candidate for the former are galactic
cosmic rays, which may lead to ionization and the formation of cloud condensation
nuclei. It has been suggested (Svensmark and Friis-Christensen 1997) that through
such a mechanism, solar activity (which modulates galactic cosmic rays) could
change cloud cover on earth. This work has bred controversy for over a decade.
Other observational studies have not confirmed the results (Calogovic et al. 2010).
Recent experiments at the Conseil Européen pour la Recherche Nucléaire (CERN)
research facility (Kirkby et al. 2011) showed that cosmic rays affect aerosol
formation in the presence of certain specific precursor gases. However, the climatic
relevance could not be established.

Amplification of the global signal or regional feedbacks might operate through
water vapour (see Sect. 3.4.1) or the enhancement of natural modes of variability
such as the NAO or ENSO. The NAO might be affected from the stratosphere. In
fact, the imprint of the 11-yr sunspot cycle on circulation over the North Atlantic
is sometimes interpreted as a signature of stratosphere–troposphere coupling (e.g.,
Ineson et al. 2011; Woollings et al. 2010). This is plausible because the 11-yr solar
cycle is known to affect the stratosphere and downward propagation is empirically
established (Baldwin and Dunkerton 2001). However, the mechanism is still unclear.

What about ENSO? According to the “thermostat” mechanism (Fig. 3.49, top;
Mann et al. 2005), an increase in TSI contributes to stronger heating of waters
on their path from the eastern to the western tropical Pacific. This leads to
warmer waters in the western Pacific, but not in the east, where temperatures are
dominated by upwelling. A stronger temperature gradient emerges, which, through
the Bjerknes feedback, might change the wind stress and upwelling and lead to
cooler waters in the east. This situation would damp the probability of El Niño and
favour La Niña.

Meehl et al. (2009) suggest a different mechanism that involves a cloud feedback
(see Fig. 3.49, bottom): The effects of changes in solar irradiance on the surface
are strongest over the cloud-free areas such as the subtropics. Here, evaporation
increases, and more latent heat is transported into the ITCZ, where it is released and
contributes to a strengthened Hadley circulation. In the downwelling branch of the
Hadley circulation, the strengthened subsidence leads to more cloud-free areas, and
thus more solar radiation.

3.3.2.4 Beyond the Sunspot Cycle

The sun also varies on longer time scales than the 11-yr cycle. Cycles of 90 years
(Gleissberg cycle), 205 years (De Vries cycle), and longer have been suggested.
During the past 1200 years, several “grand maxima” and “grand minima” of solar
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Fig. 3.49 Schematic of the possible effects of solar irradiance changes on (top) ENSO and
(bottom) Hadley circulation (see also Meehl et al. 2009)

activity occurred. These include the Wolf, Oort, Spörer, Maunder, and Dalton
minima (e.g., Steinhilber et al. 2012). Presently, we are experiencing a grand
maximum or perhaps the end of it. The weak last solar cycle suggests that solar
activity may be dropping into a new minimum.

Periods of solar maxima coincide with warmer temperatures in the Northern
Hemisphere and vice versa. It is generally assumed that the sun played a role in
forcing climatic events such as the “Little Ice Age”. Chapter 4 will go into more
detail with respect to some of these events. However, a fundamental uncertainty
in statistically linking these climatic changes to the sun is that during the past
millennium low solar activity often coincided with high volcanic activity (Masson-
Delmotte et al. (2013); see also Sect. 3.3.1). In our work, separating volcanic
and solar signatures from very long temperature-sensitive tree ring chronologies
(Breitenmoser et al. 2012), we fitted a simple empirical model of the volcanic effect:

Tt D aF C Tt�1e�b�t (3.4)

In this model, the anomaly of temperature (or tree ring width) T at time t depends
on the instantaneous volcanic forcing F (in our case negative global aerosol optical
depth) and a decay term that depends on the previous year’s temperature anomaly
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Tt�1 (�t = 1 year). I will use this simple, illustrative approach again in Chap. 4
to address the role of forcings. After subtracting Tt from the tree ring series, the
residual series showed significant variability near the time scale of the solar De Vries
cycle (ca. 205 years), confirming the existence of a centennial-scale solar imprint in
tree ring climate proxies.

Most studies on longer-term solar effects use climate proxies and derived
reconstructions, which allow limited interpretation with respect to atmospheric
circulation changes. Documentary sources might be more informative. For instance,
Sirocko et al. (2012) show a relation between solar activity and the freezing
of the Rhine that is related to an altered frequency of atmospheric blockings.
Moffa-Sánchez et al. (2014) find connections between solar activity and North
Atlantic hydrography at centennial scales. However, some studies have considerable
methodological uncertainties (van Oldenborgh et al. 2013) and further studies must
confirm these links. Therefore, a clear relation between weather-scale events (such
as blocking) and longer-term changes of the sun is not yet established.

3.3.2.5 Time Series of Solar Forcing

Solar variability encompasses changes in many different properties. Consequently,
different measures are used to describe changes in solar activity. Quantifying these
changes is even difficult today, in the satellite era. In fact, 30-yr time series of TSI
produced by three different groups by merging satellite data provide conflicting
results for whether TSI during the recent solar minimum was lower or higher than
during previous minima (Myhre et al. 2013). Reconstructing TSI or other measures
back in time is even more difficult and current estimates of past solar activity differ
widely.

Solar radiation measurements from the earth’s surface do not help because
atmospheric effects dwarf solar changes. The 10.7-cm radio flux, observed since the
1940s, is not perturbed by the atmosphere. Therefore, it is often used as a measure
of solar activity once calibrated against TSI.

In addition to irradiance, solar magnetic activity can be measured from the earth’s
surface by observing changes in the earth’s magnetic field that occur due to its
interaction with the solar magnetic field. The so-called aa index of geomagnetic
activity, for which measurements date back to the 19th century, contains information
about changes in solar activity.

Observations of the solar disk from the ground also reveal changes of the sun’s
magnetic activity. Photographs that reach back to the early 1900s and that are taken
in certain wavelengths allow us to explore changes in activity. By far, the most
widely used measure of solar magnetic activity is the number and area of sunspots.
Time series of observations reach back to the 17th century and most reconstructions
of solar activity covering the last 400 years use sunspots. Also the sunspot data have
uncertainties and a substantial revision and switch to a new sunspot number has
recently taken place (http://www.stce.be/press/01/welcome.html).

http://www.stce.be/press/01/welcome.html
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Because the flux of galactic cosmic rays is modulated by solar activity, recon-
structions of past solar activity may be acquired through measuring the imprint of
galactic cosmic rays. Data from neutron monitors or cloud chambers reach back
to the 1950s or 1930s, respectively, and are a direct measure of the interaction of
galactic cosmic rays with the atmosphere. Further back in time, climate scientists
use cosmogenic nuclides (10Be and 14C), which are formed through spallation pro-
cesses in the stratosphere, as a measure of galactic cosmic rays. They are recorded in
natural archives such as ices cores (10Be) and tree rings (14C). Reconstructions need
to consider many different system effects. First, the earth’s magnetic field affects
the production and distribution of cosmogenic nuclides and variations in space and
time of earth’s magnetic field need to be considered. Second, the two nuclides take
very different routes until they enter the archive. 10Be attaches to aerosols, which
are then quickly deposited (a process that depends on atmospheric circulation). 14C
is globally distributed and eventually taken up by organisms including trees.

After accounting for all system effects, cosmogenic nuclides provide a recon-
struction of the so-called solar modulation potential (see Steinhilber et al. 2012),
which is calibrated against TSI or used for more complex, physical–empirical
approaches (Shapiro et al. 2011). Statistical calibration is limited by the availability
of observations (which only cover recent decades and have large uncertainties even
in the satellite age), while other approaches are limited by our understanding of
the sun.

Unfortunately, results from different approaches differ widely, even for TSI
alone. Reconstructed time series going back to 1700 are shown in Fig. 3.50 (Myhre
et al. 2013). While they are qualitatively consistent, they differ in the amplitude of
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Fig. 3.50 Reconstructions of total solar irradiance since 1745; annual resolution from Wang et al.
(2005), with and without an independent change in the background level of irradiance, Krivova
et al. (2010) combined with Ball et al. (2012) and 5-year resolution time series from Steinhilber
et al. (2009) and Delaygue and Bard (2011). The series are standardized to the Physikalisch-
Meteorologisches Observatorium Davos (PMOD) measurements (From Myhre et al. 2013)
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the forcing. Hence, while we do know that total solar irradiance was lower during
the Dalton minimum in the early 19th century than today, we do not know by how
much. Furthermore, feedback mechanisms within the earth’s climate system are not
well known. This explains why, despite more than two centuries of research, our
knowledge about the sun’s influence on climate is still limited.

3.3.3 Well-Mixed Greenhouse Gases

During Brückner’s time, the most prominent and thought-provoking concept of
climate change was the ice age theory. In fact, it was a conglomerate of many
theories—some of which were peculiar. One of these theories was that of carbon
dioxide’s greenhouse effect by De Marchi (1895a) and Arrhenius (1896) (see
Box 4.2, p. 256). Now that humans have profoundly altered the atmospheric
composition, this mechanism has become the dominant driver of long-term climate
change. It plays a major role for understanding climatic changes not only during the
last 40 years, but also the last 400 years.

In the following, I will briefly introduce the effect of well-mixed greenhouse
gases. This is shorter than the text on solar and volcanic forcings because the
greenhouse effect is well covered in other studies and assessments. Specifically, I
do not attempt to cover the ability of models to reproduce future climate. Instead,
the reader is referred to the technical literature and to the Fifth Assessment Report
of the IPCC (IPCC 2013).

3.3.3.1 Mechanism

The greenhouse effect is exerted by gases with a dipole moment. They absorb
infrared radiation to change their vibrational state. They also reemit radiation.
Important greenhouse gases are water vapour, carbon dioxide, and methane. In the
presence of these gases, the atmosphere is partly opaque for longwave radiation, but
rather transparent for shortwave radiation.

The incoming shortwave radiation must be approximately balanced by outgoing
longwave radiation at the top of the atmosphere (Sect. 3.1.2). However, due to water
vapour and other greenhouse gases, a large fraction of the outgoing radiation is
absorbed within a short distance and re-emitted both up- and downwards. How
can the outgoing longwave radiation be maintained? Consider the atmosphere as
a thin layer, opaque for longwave radiation but transparent for shortwave radiation
(Fig. 3.51, left). In equilibrium it will emit the same amount of radiation to space as
the earth receives as shortwave radiation, but the same amount of radiation will also
be emitted from that layer downwards. To maintain this double flux, the layer must
receive this energy from below. If this occurs in the form of longwave radiation,
upward longwave radiation from below must be twice the amount of shortwave
radiation. Assume that below there is a second layer. This layer must emit this
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Fig. 3.51 Schematic of the greenhouse effect in (left) a hypothetical world in which the atmo-
sphere consists of thin layers and (right) in a more realistic world

double flux upwards and the same amount downwards, and thus receive 4 times the
amount of shortwave radiation. One-quarter of this amount comes from the layer
above. The remaining three-quarters must come from below.

Expanding this thought to an atmosphere with many thin and opaque layers, we
find that longwave fluxes must increase the further down in the atmosphere we go.
At the surface, the up- and downwelling longwave radiation greatly exceeds the
incoming solar shortwave radiation. In order to deliver such a large flux, the surface
must heat up considerably.

In reality (Fig. 3.51, right), the atmosphere is not completely transparent for
shortwave radiation and not completely opaque for longwave radiation. For some
specific wavelengths, the atmosphere is even transparent (e.g., 8–12 �m atmo-
spheric window) and wavelength dependencies are crucial. Furthermore, processes
in addition to radiation play a role. Turbulent heat fluxes transport energy from the
surface upwards through the troposphere. In the stratosphere, chemical processes
contribute to heating. However, if the amount of greenhouse gases increases,
the atmosphere becomes more opaque. In the example above, this is similar to
adding another layer—the lower layers of the atmosphere must maintain higher
longwave fluxes. The earth’s surface, which is cooled by turbulent heat fluxes,
will warm further. From the heated surface, the energy is transported upwards into
the troposphere via turbulent fluxes (sensible and latent heat), and the ocean is
warmed.

The stratosphere, in contrast, is not heated from the ground. Rather, it has its
own heating source: the ozone layer. The stratosphere is heated by absorbing UV
radiation. As vertical turbulent fluxes are suppressed in the stratosphere, energy is
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more efficiently transported by means of longwave radiation. From the stratosphere,
longwave radiation can easily escape to space without being absorbed and re-
emitted. Here, longwave radiation cools and additional greenhouse gases amplify
this cooling.

Incremental amounts of greenhouse gases (the same holds for thin clouds) have
a different net effect depending on their altitude. The largest net effect occurs in
the cold tropopause region. Normally this region does not emit much radiation, and
most of the radiation seen from space originates from warmer, lower layers. With
more efficient absorption and radiation in the cold tropopause region, the radiation
from the warmer, lower layers can less easily escape and downwelling radiation
increases in the levels below.

The climate system responds to an increase in greenhouse gases by tropospheric
warming and stratospheric cooling. This leads to a rising tropopause. Furthermore,
an increase in greenhouse gases leads to warming of the upper ocean, melting of
ice and permafrost, and acceleration of the hydrological cycle due to larger latent
heat fluxes. Our understanding of the fundamental physics of the greenhouse effect
is very good (Myhre et al. 2013), and climate models capture the main effects well
(Flato et al. 2013). Uncertainties arise when it comes to feedbacks, effects on the
weather scale, and effects on atmospheric circulation (Shepherd 2014).

3.3.3.2 Impacts on Future Climate

Greenhouse gases are the dominant global force in climate evolution in the twenty-
first century. Figure 3.52 shows the projected warming for the period 2081–2100
assuming that the world follows a radiative forcing pathway of 4.5 W m�2.19 The
figure is based on the median of multiple models (see also Collins et al. 2013). The
salient features are that warming takes place everywhere, but is more pronounced
over land than over ocean and more pronounced over polar latitudes, particularly
in winter, than in the tropics. The vertical structure shows that in the tropics, the
warming is higher in the upper troposphere (where the latent heat is released)
than near the ground (Collins et al. 2013). In contrast, in the Arctic the heating
is strongest near the ground because feedback processes involving sea ice operate
near the ground and because strong inversions in winter inhibit the transport of heat
to upper layers.

Precipitation is far more difficult to model than temperature and projected
changes are less certain and less consistent among models. Projections show a

19The Fifth Assessment report of the IPCC uses scenarios with a given approximate total
radiative forcing in the year 2100 relative to 1750. They are termed “Representative Concentration
Pathways” (RCP). For instance, RCP2.6 means that the total radiative forcing in the year 2100
is 2.6 W m�2 higher than in 1750. RCPs are based on a combination of integrated assessment
models, climate models, and atmospheric chemistry and global carbon cycle models (IPCC 2013).
The RCPs encompass a very low forcing scenario (RCP2.6), two stabilization scenarios (RCP4.5
and RCP6), and a high greenhouse gas emission scenario (RCP8.5).
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Fig. 3.52 Projections of (left) temperature for (top) December–February and (bottom) June–
August, and (right) precipitation for (top) October–March and (bottom) April–September for the
RCP4.5 emission scenario (multi-model median). Shown is the difference 2081–2100 minus 1986–
2005 (Generated on the Climate Explorer, see IPCC (2013))

precipitation increase in the inner-tropical regions, the midlatitudes, and the polar
regions, but a decrease in the subtropical regions, particularly in summer. This
pattern is also called “the rich get richer, the poor get poorer”.

3.3.3.3 Effects of Greenhouse Gases on Past Climate

How important were greenhouse gases in the past? Very important, at least for the
past 50 years. The Fifth Assessment Report of the IPCC states (IPCC 2013):

“It is extremely likely that human influence has been the dominant cause of the observed
warming since the mid-20th century.”

Statements linking observed climate trends to underlying causes are termed
attributions (see Box 3.3, p. 149). Since the first attribution study was published in
the 1990s (Hegerl et al. 1996), attribution of climate trends to greenhouse gases was
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successful for trends in surface air temperature (global and regional temperature,
global temperature extremes), free-atmospheric temperature, tropopause height,
atmospheric humidity, upper-ocean heat content, and Arctic sea ice and snow cover
(Bindoff et al. 2013). Studies have also addressed the response of the machinery.
For instance, anthropogenic signals were detected in sea level pressure (Gillett et al.
2003).

The same detection and attribution methodology has also been used to analyse
past climatic changes (Hegerl et al. 2011; Schurer et al. 2014). More simple
approaches include comparisons of observations with model simulations or multiple
regression methods (Hegerl and Zwiers 2011). In this book, for illustrative purposes,
I will use a simple regression approach. Chapter 4 will go into more detail as to the
roles of greenhouse gases and other forcings prior to the 1950s.

Box 3.3 Detection and attribution of climate change
How can scientists conclude that humans contribute to climate change? Dur-

ing the last 20 years, statistical techniques and a methodological framework
have been developed for this purpose. This framework is known as “Detection
and Attribution”, which highlights the two-step procedure. Detection of
observed climate change requires demonstrating that the observed change
is unlikely to have occurred by chance due to internal variability alone.
However, detection does not provide a cause for that change (IPCC 2013).
Internal variability is often estimated from model simulations, although
observations or proxies can also be used.

Attribution then is the “process of evaluating the relative contributions of
multiple causal factors to a change or event with an assignment of statistical
confidence” (IPCC 2013). Attribution to a given factor, for example, green-
house gases, requires demonstrating that (a) a trend has been detected, (b) the
observed change cannot be explained by any combination of other factors,
and (c) the observed change can be explained by a combination of factors that
include greenhouse gases.

A statistical method for attributing climate change is the “optimal fin-
gerprint method”. Here, the expected spatiotemporal response patterns to
individual forcings (solar, volcanic, greenhouse gases, tropospheric aerosols)
is specified beforehand based on climate model simulations (Hegerl and
Zwiers 2011). The method then aims at finding linear combinations of the
patterns that best explain the observed trend. Recent work has addressed not
just trends, but also interannual variability (Estrada et al. 2013). Attribution
of individual extreme events to anthropogenic factors is also often attempted
(Pall et al. 2011).
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Fig. 3.53 Concentrations of CO2, CH4, and N2O in the atmosphere since 1600 based on ice cores
and measurements (Data from Yoshimori et al. 2005)

3.3.3.4 Changes in Greenhouse Gas Concentrations Since 1600

The greenhouse gas forcing changed considerably during the last part of the period
considered in this book (see Hartmann et al. 2013; Myhre et al. 2013). Atmospheric
concentrations of carbon dioxide, methane, and nitrous oxide are shown in Fig. 3.53
and are based on direct measurements for the past few decades and ice core
data before (Yoshimori et al. 2005). From 1600 to 1850, CO2 concentrations
remained below 285 ppm, but since then have been increasing almost exponentially.
Concentrations have now reached 400 ppm. Most of this increase is from fossil fuel
combustion. Land use changes further contribute.

The second most important greenhouse gas is methane, which is emitted by
wetlands and through agricultural (but also industrial) activities. Methane con-
centrations have more than doubled since preindustrial times, but with peculiar
variations in the growth rate in the 1990s and early 2000s. The third most important
gas is nitrous oxide, which is emitted by soils treated with synthetic or organic
fertiliser. N2O is not only relevant as a greenhouse gas, but also as an ozone-
depleting substance (Ravishankara et al. 2009). Finally, ozone also acts as a
greenhouse gas. With respect to climatic changes since 1700, Fig. 3.53 implies that
most changes in greenhouse gases have occurred since the 1950s, but there were
also changes in the first half of the twentieth century and earlier. In fact, Ruddiman
(2003) argued that humans have been altering greenhouse gas radiative forcing since
the early Holocene through methane emissions.

3.3.4 Tropospheric Aerosols and Reactive Trace Gases

“The sky at the horizon up to 20 degrees towards the zenith is almost always blurred by a
hazy mist, often preventing a good view. This is due to the smoke of the enormous grass
fires, which take place in the entire tropical South African region every year during the dry
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season. They produce an amount of smoke that can hardly be imagined and in comparison to
which the smoke produced by all steam engines, moor fires etc. in Europe is insignificant.”
(von Danckelman 1884)

The effect of tropospheric aerosols on climate and, particularly, their interaction
with clouds, remains one of the largest uncertainties of climate change. While effects
of changing aerosols since the 1940s and recent changes in the spatial patterns
are relevant for assessing current climate change, this quote from the 19th century
suggests that aerosols were present before that time and may also play a role in our
discussion of climatic changes since 1700.

3.3.4.1 Properties of Aerosols

Aerosols are suspensions of liquid or solid particles in the air. They encompass
mineral particles from soils or volcanic ash, biogenic particles (e.g., pollen or
spores), sea salt, combustion products (e.g., soot), sulphate, and secondary organic
aerosols. Figure 3.54 shows a range of different particles. Their sizes span three
orders of magnitude (ca. from 10 nm to 10�m), and their properties vary widely.

Their importance for atmosphere and climate derives from their physical,
radiative, and chemical properties. An overview is given in Fig. 3.55. Tropospheric
aerosols scatter and absorb radiation, similar to sulphate aerosols in the stratosphere.
Black carbon (soot) and mineral dust are efficient absorbers; for most others,
scattering dominates. Aerosols also serve as cloud condensation nuclei. Thus, they
have a large effect on the properties of the cloud that is forming. Some are efficient
ice nuclei. The altered cloud properties affect the short- and longwave radiation
balance and thus affect surface climate, as will be discussed below.

Aerosols also provide surfaces for heterogeneous reactions in the atmosphere
which may affect, for example, ozone chemistry (see Solomon 1999). Finally, after
being deposited, aerosols may change the albedo of snow or ice surfaces, changing

Fig. 3.54 Scanning electron
microscope images (not at the
same scale) of volcanic ash,
pollen, sea salt, and soot.
Micrographs courtesy USGS,
UMBC (Chere Petty), and
Arizona State University
(Peter Buseck)
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Fig. 3.55 Schematic depiction of the effects of aerosols on climate

Fig. 3.56 Sources of aerosols (left) biomass burning, (middle) mineral dust from a sandstorm
transported to the North Atlantic on 26 February 2000, and (right) industrial combustion (Pictures
by NASA, STS048-71-090, the SeaWiFS Project, NASA/GSFC and ORBIMAGE)

the radiation balance. Aerosols are quickly rained out or washed out or they settle
gravitationally. Their atmospheric lifetime is therefore from days to weeks. Aerosols
and their climate effects are thus spatially and temporally variable.

3.3.4.2 Sources and Spatial Distribution of Aerosols

Aerosols have a variety of sources; some of which are shown in Fig. 3.56. Natural
aerosols, which dominate by mass, include mineral dust, sea salt, pollen, fungal
spores, natural biomass burning aerosols (ash and black carbon) and biogenic
sulphate particles. Anthropogenic aerosol sources include combustion processes
such as domestic burning, biomass burning (black carbon), combustion processes in
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Fig. 3.57 Emissions of (left) sulphate and (right) black carbon in the 1990s (September) as used
in our ECHAM5.5-HAM simulations (Sect. 2.9)

vehicles or industry (sulphate and black carbon), agricultural activities (ammonium
nitrate), or land use change (mineral dust). Secondary organic aerosols are formed
from anthropogenic or natural emissions of hydrocarbons.

These aerosol sources have different spatial emission patterns (Fig. 3.57).
Because of their short lifetime, the emission patterns are well reflected in the
aerosol spatial distributions. Domestic burning (cooking and heating) mirrors the
population density, particularly in tropical and subtropical regions. Biomass burning
occurs in the tropical savannah regions (Africa, Brazil, and Borneo). Aerosols from
industrial activities primarily originate from North America, Europe, and East Asia.
As to the mineral dust, a large fraction originates from a few localised desert sources
such as the Bodélé depression in the Sahara.

3.3.4.3 Impacts on Climate

Von Danckelman described the Sun as a matte disk covered by biomass burning
smoke. He also speculated that smoke might act as cloud condensation nuclei and
affect precipitation type (von Danckelman 1884). These are today addressed as
“direct” (aerosols directly interfering with radiation) and “indirect” effects (aerosol
indirectly interfering with radiation through cloud modification). In addition to
these effects in the atmospheric column, the spatial distribution of aerosol radiative
effects may induce changes in atmospheric circulation and atmospheric stability, and
further effects such as snow darkening need to be taken into account. This makes
aerosols one of the most complex climate factors. There are still significant gaps in
our knowledge.

Direct effects are comparably easy to understand. Scattering aerosols increase the
planetary albedo and lead to shortwave cooling of the surface. Absorbing aerosols
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Table 3.3 Characterisation of aerosol effects (Adapted from Boucher et al. 2013)

Mechanism Effect Description Climate effect

Aerosol–radiation
interaction

Direct Absorption or scattering of
solar radiation

Surface cooling (warming
aloft for absorbing aerosols)

Semi-direct Lapse rate adjustment to
direct effect, evaporation of
cloud droplets by absorption

Less clouds

Aerosol–cloud
interaction

Cloud albedo
effect

“Twomey effect”: more but
smaller cloud droplets cause
brighter clouds

Brighter clouds (cooling)

Cloud lifetime
effect

Life time effect: suppression
of rain formation due to
smaller droplets

More clouds

Glaciation effect: ice conden-
sation nuclei change precipi-
tation efficiency

Complex

Thermodynamic effect:
smaller droplets require
cooler temperatures to freeze

Complex

heat the layer in which they reside, but pass less radiation to the ground and thus
decrease the surface solar radiation, leading to cooling.

The indirect effects of aerosol resulting from their interaction with clouds are
more difficult to study. Some aerosols act as cloud condensation nuclei or ice
nuclei and change cloud properties such as the number and size of droplets and
the precipitation efficiency. This leads to different optical properties and lifetime of
clouds and, indirectly, to changes in radiation. Table 3.3 gives a brief summary of
the direct and indirect effects of aerosols.

Aerosols increase the number of cloud condensation nuclei. Therefore, the
resulting clouds have more (although smaller) droplets. The optical properties of
clouds depend on droplet size. “Dirty” clouds with smaller droplets are brighter
(Fig. 3.58, top) and reflect more radiation (albedo effect). However, as a conse-
quence of the small droplets, it takes longer for clouds to form rain droplets. Thus,
the clouds last longer (lifetime effect). Clouds shield the surface from shortwave
radiation, contributing to cooling, but also radiate longwave radiation, contributing
to warming. Low, optically thick water clouds tend to cool more. High, thin cirrus
clouds tend to warm. The resulting net effect of these mechanisms depends on the
albedo and temperature of the surface and cloud tops and other factors. Over bright
surfaces, shortwave cooling is less important. Overall, the climatic effects of clouds
induced by aerosol–cloud interactions act to cool the globe (Boucher et al. 2013).

Another indirect effect of aerosols unrelated to clouds is snow darkening. In
models, black carbon efficiently lowers the albedo of snow, which can have rather
strong effects in the Arctic. This effect has been verified in the laboratory (Hadley
and Kirchstetter 2012).



3.3 Forced Climatic Changes 155

Fig. 3.58 Schematic depiction of the albedo effect and the lifetime effect of aerosols on clouds
(Adapted from Stevens and Feingold 2009)

Finally, many recent studies suggest that the spatially heterogeneous imprint
of aerosols on sea-surface temperature may induce anomalous circulation. For
instance, aerosols have been suggested to affect North Atlantic hurricanes (Dun-
stone et al. 2013), the West African monsoon (Rotstayn and Lohmann 2002), the
Indian monsoon (Wang et al. 2009a) and Southern Hemisphere circulation via
ocean–atmosphere interactions (Cai and Cowan 2007). In Chap. 4, some of these
mechanism will be discussed in more detail.

How has aerosol forcing changed over time? As the quote at the beginning
of this chapter shows, aerosols were emitted from various sources—natural and
anthropogenic—long before the onset of industrialisation. Although often inten-
tionally ignited, substantial biomass burning can also occur naturally if ignition
sources (e.g., lightning) are available. Historical biomass burning is a function of
temperature and precipitation (affecting the amount of fuel), population density, and
land use changes. Sedimentary charcoal suggests that biomass burning decreased up
to 1750 (arguably due to cooling), increased up to 1870 (due to increased population
density), and then decreased again, arguably due to land use changes (Marlon et al.
2008).

With the onset of industrialisation, economies in western Europe started to
produce aerosols. Time series of aerosol burdens since 1850 are shown in Fig. 3.59.
For a long time, the atmospheric effects of aerosols may have been rather local
as compared to those from biomass burning aerosols (von Danckelman 1884).
However, industry and thus aerosol emissions grew rapidly, particularly after the
Second World War (Sect. 4.4.2). The increase of sulphate aerosols was especially
dramatic. In Europe and North America, aerosol concentrations peaked in the 1980s.
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Fig. 3.59 Time series of global aerosol burdens relative to the 1850s from model simulations
used in the IPCC Fifth Assessment Report (Data are from CAM3.5 simulations driven by
CCSM3 (CMIP4) sea-surface temperatures and the 1850–2000 IPCC emissions, provided by J.-F.
Lamarque)

Air quality measurements measures and the collapse of socialist economies led to a
decrease of aerosols in some regions, while aerosols continue to increase in rapidly
developing regions (specifically, East Asia).

3.3.4.4 Tropospheric Trace Gases

Besides aerosols, other tropospheric constituents also affect the radiation of the
atmosphere. One of the most prominent among them is ozone. On the one hand,
ozone is a greenhouse gas and contributes to the greenhouse effect. On the other
hand, ozone photolysis (and subsequent reaction with water vapour) is the main
source of OH radicals in the troposphere. Reaction with OH, in turn, is the major
sink for most tropospheric trace constituents, including the greenhouse gas methane.
Section 3.4.4 will discuss this aspect further.

The main natural source of tropospheric ozone is influx from the stratosphere. In
the troposphere, ozone is photochemically produced from nitrogen oxides in pres-
ence of hydrocarbons or carbon monoxide, which are predominantly anthropogenic
(although soils, vegetation, lightning, and biomass burning also contribute). Its main
sink is dry deposition.

Ozone is highest in boreal summer over industrialised regions as well as in sub-
tropical regions such as the Arabian Peninsula. Tropospheric ozone concentrations
doubled from the 1930s or 1950s to the 1980s (Staehelin et al. 1994), and the
increase continues on a global level, though now mostly in East Asia rather than
Europe and North America (Hartmann et al. 2013).

The increase of tropospheric ozone since the 1950s affects local radiative forcing
because ozone is a greenhouse gas (Shindell and Faluvegi 2002). The total radiative
forcing due to tropospheric ozone corresponds to approximately 0.6 W m�2.
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3.3.5 Land Surface

The part of the atmosphere that is very close to the earth’s surface is home to 7
billion people and a large part of the living world. This part of the atmosphere
is strongly influenced by its lower boundary, the land surface. Properties of the
land surface affect the radiation balance (via albedo), the mass balance (via
evapotranspiration), and the momentum balance (via surface roughness, which
relates to the mechanical generation of turbulence). Important properties of the land
surface are vegetation fraction and type (or presence of snow), soil moisture, and
albedo.

The land surface affects climate locally, but also on larger scales. Conversely,
the atmosphere affects the land surface and thus the land surface and local climate
evolve as a coupled system.

The land surface may change over time (e.g., changes in vegetation or the
built environment) and its influence on the atmosphere also changes. Land surface
changes were long ago recognised as a factor causing (perceived or real) climatic
changes (see Glacken 1967; Grove 1995). Changes in rainfall after deforestation of
tropical island colonies was a source of concern in the Renaissance and was studied
by scientists in the 17th century (Halley 1694). In his book, Brückner (1890) gives
a very extensive, critical review of research on the effects of land use changes on
climate. In particular, deforestation (sometime reforestation) was blamed in the 18th
and 19th century to have caused climatic changes. In North America, numerous
publications claimed a climatic change due to deforestation. Some authors argued
that the climate had become warmer, some felt it had become colder and winds
more easterly (e.g., Jefferson 1787; Volney 1803; Williamson 1771). The climatic
changes may or may not have occurred, but were perceived as such and were widely
discussed.

In Europe, land cover–climate relations were discussed in the context of the
presence or absence of climatic changes since the Roman period (Ideler 1832; Mann
1790) and in the context of extreme flooding in the 19th century. The latter were
often blamed on deforestation and in many countries discussions reached political
levels. Another emerging topic related to land use, climate change, and environment
in colonial science in the late 19th century was desertification. The discovery of
ancient pluvial epochs in the Sahara region fuelled plans for desert transformation
(Lehmann 2013).

Today, land surface changes and their effect on climate are again an important
research area (Seneviratne et al. 2010). Hence, one of the main topics of climate
science during Brückner’s time is again in the spotlight of research.

3.3.5.1 Mechanisms

A schematic view of land surface effects is shown in Fig. 3.60. Land surface
properties including albedo, leaf area index, surface roughness, and soil moisture
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interact with the atmosphere in various ways. First, some of the properties affect the
surface energy balance. The net radiation depends on the albedo, which is one of the
most important land surface properties. The albedo varies from almost zero (tarred
street) to almost one (fresh snow). The land surface also affects the partitioning
of the heat fluxes into sensible and latent heat, the so-called Bowen Ratio. If the
soil is dry, a larger fraction of the energy fluxes is put into sensible heat. Thus,
the atmosphere is heated more strongly over dry surfaces. The roughness of the
terrain or the vegetation affects wind speed and turbulence, which changes not only
the momentum budget, but can also affect the turbulent fluxes of gases and heat.
Evapotranspiration is the physical link between the energy balance and the (soil)
water balance (see review by Seneviratne and Stöckli 2008).

For vegetated surfaces, further effects need to be considered. Plants affect
radiation (via shading) and turbulent water vapour fluxes (via transpiration), and
provide a storage term for water, energy, and carbon. Carbon assimilation is
correlated with evapotranspiration, which thus is one of the most fundamental
properties for describing land–vegetation–atmosphere feedbacks. Vegetation emits
hydrocarbons, and when it burns it can become a source of aerosols and gaseous
species. Conversely, vegetation can also react to changes in climate.

On time scales of decades, the land surface is an important component of the
carbon cycle. Soils also need to be taken into consideration on centennial time
scales. Spatially, land–atmosphere interaction is most relevant in transitional zones
between wet (where evapotranspiration is not limiting) and dry climates (where
evapotranspiration is not varying much). This includes the Mediterranean area, the
Sahel, the Midwest United States, and India (Koster et al. 2004; Seneviratne and
Stöckli 2008).

Land–atmosphere interaction is particularly relevant for droughts. Once a pre-
cipitation deficit has occurred and evapotranspiration is reduced, the land surface
may also act as a feedback to the atmosphere and worsen or prolong the drought.
Section 3.4.4 will go into more detail regarding climate feedbacks including the land
surface.
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Fig. 3.61 Land cover can be
spatially very heterogeneous
and with it, local climate. The
image shows a delta,
agriculture, and settlements
near Rostov-on-Don, Russia
(Near-natural colours,
LandSat-5 image 2010
(LT51740272010161MOR00),
provided by NASA)
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Fig. 3.62 Global cropland area in 1700 and 1992 from (adapted from Pongratz et al. 2008)

Land use is extremely spatially variable (Fig. 3.61) and land cover differences
may induce changes in local circulation systems. Therefore, in addition to the energy
balance, local-to-regional exchange processes need to be taken into account (see
Fig. 1.6).

3.3.5.2 Climate Impacts and Development of Land Cover Since 1600

Over the past 400 years, the landscape has changed dramatically in many regions.
Forests have diminished and increased, cities have been built, and deserts have
grown. Historical land cover data were reconstructed by Pongratz et al. (2008).
Figure 3.62 shows two time slices, 1700 and 1992, for the example of cropland.
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This shows the intensification (in Europe, India, and Africa) and expansion (North
and South America) of agriculture at the expense of pasture and forest area. Forests
decreased rather strongly in the tropics and northern subtropics, but increased in the
southern extratropics.

The surface roughness length decreased in all regions until the second half of the
20th century but arguably increased over the past three decades. Vautard et al. (2010)
and McVicar et al. (2012) report widespread ”stilling” of surface winds over large
parts of the world’s land masses since the 1970s, which they attribute to increased
roughness due to increased biomass.

Land surface changes can be much larger and climatically much more relevant
on regional-to-local scales. For instance, clearing of forests may have contributed to
the “Medieval Climate Anomaly” in Europe (Goosse et al. 2006). The land surface
is therefore a factor that we need to consider when studying climatic changes of the
past 300 years.
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3.4 Coupling Between Systems and Feedback Mechanisms

3.4.1 Interaction Within the Machinery

Many elements of the machinery interact to produce climatic variability, as Brückner
noted in 1890. Sometimes the response emerges from interaction of seemingly
separate parts of the machinery. For instance, the response of the climate system
to volcanic eruptions or solar activity changes (see Sect. 3.2) emerges through
the interaction of quite different mechanisms—atmospheric chemistry, radiative
processes, and atmospheric dynamics. The notion of climate as the product of all
interactions between different components of a system goes back at least to the
German scientist Alexander von Humboldt who wrote in 1845:

“Climate [: : :] depends on the perpetual interaction of the ocean surface, with its currents
and temperature contrasts, and the dry, radiating land surface with its physical complexity,
bare or with vegetation cover.” (Translated from von Humboldt (1845), p. 304)

Interactions in the climate system can act to modify an initial perturbation. If
they amplify the initial perturbation (until other restoring forces grow and balance
the system in a new state), we speak of a positive feedback. If the system acts to
damp the initial perturbation and return to the base state, the feedback is negative.
There are many examples in the climate system for both types of feedback. For
instance, the radiative forcing due to the increase of greenhouse gases is amplified
by the climate system.

The possibility of positive climate feedbacks was very topical during Brückner’s
time because the existence of an ice age could hardly be explained without such
mechanisms. One of the first scientists to discuss the role of feedbacks in the climate
system was James Croll, who suggested that ice ages could have been caused by a
rather small initial cooling that was amplified by the ice–albedo feedback (Croll
1875). If snow or ice accumulates on the Northern Hemisphere land masses, the
planetary albedo is increased and less solar radiation is converted to heat. Thus,
Croll discovered a key mechanism of the climate system.

Today, we know of many more feedbacks (many have already been mentioned
by this chapter). In these last few pages of this chapter, I would like to highlight the
particular role played by one constituent (while neglecting many other important
feedback mechanisms) that participates in almost all coupling processes and
feedback mechanisms: water.

Box 3.4 Negative feedbacks: The Daisy World, CLAW, and Gaia
Consider an earth-like planet in which the land surface is covered with
flowers: daisy world. Assume that there are only two kinds of daisies: black
and white. Both have the same growth response curves with an optimum
growth temperature bounded on both sides by temperature regimes with

(continued)
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Box 3.4 (continued)
suboptimal growth. Because black daisies absorb more solar radiation than
white daisies, they heat up more strongly. If temperature is not too far above
the optimal temperature, white daisies may still grow while black daisies heat
up excessively and recede. As a consequence, the albedo decreases and so
does the air temperature in the climate system of the earth-like planet. If
temperature decreases, black daisies grow at the expense of white daisies,
which suffer more from the cooling; air temperature increases. Through their
albedo, the daisies themselves regulate temperature.

This simple model of a negative land surface–climate feedback was
proposed in 1983 (Watson and Lovelock 1983) and was refined in the 1980s
and 1990s. Though it may not be relevant for climatic applications per se, toy
models of climate feedbacks are important heuristic tools.

A more complex negative feedback cycle was suggested in the 1980s, the
CLAW hypothesis, named after the authors of the paper (Charlson, Lovelock,
Andreae, and Warren) (Charlson et al. 1987). In essence, the hypothesis
highlights a specific aspect of the global sulphur cycle. It starts with increased
emissions of DMS from oceanic phytoplankton due to higher temperatures.
DMS is oxidised in the atmosphere and forms aerosols (see Fig. 3.14). These
change cloud properties and lead to a decrease of incident solar radiation
and, thus, temperature. Though its importance has been overstated, CLAW
has triggered attention as it may be seen as a particular aspect of James
Lovelock’s20 overarching “Gaia” hypothesis (Lovelock and Margulis 1974),
which considers the earth as a self-regulating body.

Another interesting aspect of CLAW is that it points to the crucial role
of the sulphur cycle. Apart from its role in forming tropospheric aerosols,
which then act as cloud condensation nuclei (Sect. 3.3.4), sulphur is partic-
ularly important in the stratosphere. It arrives in the stratosphere through
volcanic eruptions (Sect. 3.3.1) or transport upwards from the troposphere.
Volcanic sulphate aerosols interact with ozone, but first of all, they cool the
surface. Nobel laureate Paul Crutzen21 suggested in 2006 that injection of
sulphur into the stratosphere may have to be considered to counteract global
warming (Crutzen 2006), a much discussed “climate engineering” solution
(see Box 4.5, p. 299).

20James Lovelock, born 1919, is a British chemist and earth system scientist. Apart from his work
on the Gaia theory, Lovelock also developed instruments for environmental chemistry analytics.
21Paul Crutzen, born 1933, is a Dutch atmospheric chemist. Crutzen continuously contributed
insightful concepts to the field of atmospheric chemistry. For his work on the chemistry of
atmospheric ozone, he was awarded the Nobel Prize in chemistry in 1995.
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3.4.2 Feedbacks Involving Water Vapour and Clouds

Water is everything—it is the key constituent of the climate system. Water is an
agent, mediator, and response in the climate system. Water exists in the climate
system in all three aggregate states. Water vapour is a powerful greenhouse gas.
Water is a solvent and a chemical reactant and participates in gas phase, liquid, and
heterogeneous chemical reactions. Water forms clouds, which are very important in
the climate system. Water links the mass balance and energy balance. Water is the
most important link between the atmosphere, ocean, cryosphere, land surface, and
biosphere. Therefore, it is not surprising that many of the known feedback effects
of the climate system involve water. At the same time, the distribution of water in
the climate system is very complex (Fig. 3.63). In the following, I outline selected
feedback mechanisms that revolve around water in the climate system.

The most well-known feedback involving water is arguably the greenhouse gas–
water vapour feedback. Water is a very powerful greenhouse gas and its abundance
depends upon temperature (assuming constant relative humidity; see Sect. 3.1.1).
Because greenhouse gases increase surface and tropospheric temperature, this
feedback is positive and hence water vapour amplifies the forcing by greenhouse
gases (Boucher et al. 2013). It also amplifies other warming mechanisms and
feedbacks. The water vapour feedback is more efficient in the tropics than in the
extratropics and in the mid- and upper troposphere than near the ground.

Related to the water vapour feedback is the lapse rate feedback. If temperature
increases faster at higher than lower altitudes, more radiation is emitted and thus
the feedback is negative (Boucher et al. 2013). However, at the same time, the
warmer air is able to contain more water vapour (in a region where water vapour is
a particularly effective greenhouse gas) and, thus, less radiation is emitted to space.
Therefore, water vapour and lapse rate feedbacks are often studied together.

Potentially powerful feedback mechanisms are those that are related to clouds,
similar to those related to aerosols listed in Table 3.3. However, feedbacks involving

Fig. 3.63 The distribution of
water in the climate system is
amazingly complex and
fascinating (Photo: S.
Brönnimann)
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water vapour and clouds are still poorly understood and are an important source
of uncertainty in climate models (Boucher et al. 2013). Furthermore, feedbacks
with between clouds and atmospheric circulation need to be considered (Bony et al.
2015).

3.4.3 Feedbacks Involving Freezing Water: Arctic
Amplification and the Cryosphere

In polar or high-altitude regions, ice and freezing or thawing processes are important
players involved in many feedback mechanisms. In fact, climatic changes are much
larger in the Arctic than elsewhere, and temperature signals due to global forcings
appear most strongly in the Arctic, a phenomenon known as Arctic amplification
(Manabe and Stouffer 1980).

The Planck feedback (cooler regions radiate less energy) and the lapse rate
feedback (warming occurs near the ground from where it is less efficiently radiated)
both contribute to the Arctic amplification (Pithan and Mauritsen 2014).

Croll’s ice–albedo feedback is arguably the most important contributor. However,
changes in sea ice extent and snow cover affect more than just the radiation
fluxes. They also affect sensible heat fluxes between ocean (or land surface) and
the atmosphere, moisture fluxes into the atmosphere, and ocean salinity. Heat
and moisture fluxes into the atmosphere may in turn affect cloud cover and thus
longwave radiation fluxes. Furthermore, the changes may feedback on atmospheric
circulation and thus affect the transport of heat and moisture (Serreze and Barry
2011), eventually affecting snow cover (Wegmann et al. 2015). Because the
atmosphere over the Arctic is normally statically stable, feedbacks operating at the
surface only affect the lowest layers of the atmosphere. Hence, the effect at the
surface is stronger.

These Arctic feedback processes amplify recent greenhouse gas–induced warm-
ing. However, in the past, some of the mechanisms may also have contributed to
Arctic warming episodes. Examples for both will be discussed in Chap. 4.

3.4.4 Water as a Reactant: The Role of the Hydroxyl Radical

Atmospheric chemistry and climate are linked in manifold ways. The climate effects
of volcanic and solar variability and of tropospheric aerosols partially proceed
through chemical mechanisms. Conversely, chemical reaction rates depend on
ambient atmospheric conditions including temperature or radiation. Water plays a
crucial role also in atmospheric chemistry. In the following brief discussion, I focus
on gas phase chemistry in the troposphere.
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Fig. 3.64 Schematic of
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The reaction of water vapour with atomic oxygen, which results from the
photolysis of ozone by UV radiation, is arguably one of the most important reactions
in tropospheric chemistry. It produces the hydroxyl radical (OH), which is also
called the detergent of the atmosphere. Most atmospheric trace gases are eventually
removed through oxidation by OH. Hence, OH determines their lifetime. This is
also true for the greenhouse gas methane. A schematic view of the related chemical
mechanisms is given in Fig. 3.64.

The formation of OH requires water, ozone, and UV radiation; thus, it depends
on climate. Let us look at methane’s lifetime in Fig. 3.64. Methane’s dominant sink
is its reaction with the OH radical and vice versa. Thus, if methane increases,
OH decreases and methane increases its own lifetime. However, in a changing
atmosphere and a changing climate, the sources of OH also change. The presence
of nitrogen oxides allows an alternative oxidation pathway for methane in which
ozone and thus OH are produced rather than consumed. In a warmer and hence
wetter world, with everything else remaining the same, OH is expected to increase
due to the increased water vapour. Hence, in a changing climate and a changing
atmosphere, with increasing emissions of nitrogen oxides, the lifetime of methane
also changes. Similar mechanisms may also operate on interannual time scales,
e.g. during El Niños, when the global atmosphere is more humid than during La
Niñas. Also, years with strong biomass burning may alter the chemical regimes.
Section 4.4.2 will go into more detail with respect to changes in the lifetime of
methane during the 20th century.

3.4.5 Feedbacks Involving Evaporating Water: Land Surface
Feedbacks

One of the most important positive feedback mechanisms are land surface feedbacks
on drought development. This mechanism also involves water, or more specifically,
evapotranspiration. The starting point here is a change in rainfall. Once a precip-
itation deficit has led to the drying out of the soil, this will affect the heat fluxes.
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Sensible heat will increase and heat waves (which often accompany droughts) will
increase. Furthermore, vegetation may react to water stress and reduce transpiration.
This change in the energy balance may affect atmospheric circulation. For instance,
Fischer et al. (2007b) found in a model that land surface feedbacks may amplify
the anticylconic flow, contributing to a prolongment of the drought conditions. Soil
moisture feedbacks have also been shown to be relevant for heat waves (Hirschi
et al. 2011).

Land surface feedbacks, sometimes amplified by land use practices, have been
suggested to operate in various parts of the globe and have played a role in some
major climatic phenomena such as the “Dust Bowl” droughts in the Midwest United
States (see Sect. 4.3.3). Some regions are particularly susceptible to land surface
feedbacks (Koster et al. 2004). In a changing climate, however, regions in which
such feedbacks are not yet operating in today’s climate may become susceptible in
the future, including regions in central Europe (Seneviratne et al. 2006).

Land surface feedbacks that involve vegetation responses may also occur on
longer time scales. They may proceed through the carbon cycle, or may lead
to desertification. This brief overview of some feedbacks in the climate system
highlights the importance of the water cycle not only as a component of the climate
system that affects ecosystems and humans, but also as an ingredient in many
feedback mechanisms. Past and future changes in the water cycle, especially at local
to regional scales, may modify these feedbacks effects and may act to amplify or
damp other perturbations.

With this, I finish my brief overview of climate processes. It is now time to focus
on the main topic of this book: climatic changes since 1700.



Chapter 4
Climatic Changes Since 1700

With contributions from: Florian Arfeuille, Jonas Bhend, Jörg Franke, Jenny
Grütter, Sina Lenggenhager, Renate Auchmann, Peter Stucki, Alexander Stickler and
Martin Wegmann

Over the last 300 years, countless climatic variations at different places and
times have been witnessed, some affecting millions of people and changing the
course of history, some going largely unnoticed. In this chapter, I discuss selected
climatic changes in European and global climate history from about 1700, the
end of the Little Ice Age, to the present. The 20 events start with the cold
Maunder Minimum and end with the global warming hiatus, covering different
aspects of the climate system. We will encounter continental-scale temperature
dips, hydroclimatic anomalies, perturbations of the stratosphere, and changes in
atmospheric composition. Thereby, we will see the mechanisms discussed in
Chap. 3 at work: oceanic modes and atmospheric variability, volcanic eruptions, and
humans changing their environment.

Datasets and literature on these events are available and this book is largely based
on these studies. In fact, the introductory section compares many of the different
reconstructions over the last few centuries. However, a full review of literature and
datasets is outside the scope of this book. Rather, for reasons of consistency, the
main aim of this chapter is to trace the 20 events using a small set of data products—
reconstructions, reanalyses, and model simulations (see Sect. 2.9)—using simple
analyses. Some of the datasets are new and allow a more mechanistic perspective of
past climate changes than hitherto possible.

The chapter is structured chronologically and is divided into four subperiods
(1700–1890, 1890–1945, 1945–1985, and 1985 to present). Each of the correspond-
ing section starts with an overview, followed by a description of selected climate
events and ending with a brief synthesis. Before starting with the first subperiod,
however, I will give an overview of climatic changes over the entire 300-yr period
and even look further back, to cover the entire last millennium.
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4.1 Climatic Changes of the Past Centuries: An Overview

The year 1700 is an admittedly arbitrary starting point for this chapter. It roughly
corresponds to the beginning of early instrumental observations; this was the reason
why Brückner chose it for his title. It is not, however, the beginning of a specific
climate phase. The year 1700 lies in the middle of a phase called the “Little Ice
Age”. Therefore, this section starts by taking a step back to look at the last 300 years
in the context of the last millennium. Then, it will zoom in on climatic changes of
the last several hundred years (our main datasets reach back to 1600) and address
changes in global and regional temperature and precipitation, mostly in the form of
time series. The machinery will be explored by analysing large-scale atmospheric
circulation indices. The last parts of the section will cover the changes in extremes
and the role of external drivers of global and hemispheric temperature—the forcings.

Section 4.1 presents climate reconstructions based on tree rings, ice cores, corals,
and documentary sources (see Sect. 2.2). In addition, I use our GCM simulations
(CCC400) and our assimilated data set (EKF400, see Sect. 2.9). The GCM simu-
lations are helpful to address long-term and large-scale climatic changes—that is,
the forced signal—while EKF400 more accurately captures interannual-to-decadal
variability, at least in well-constrained regions. In some sense, climate proxies and
early instrumental measurements provide “ground truth”, while EKF400 provides a
comprehensive climate state, though uncertain, which is physically consistent with
the forcings and the sparse assimilated information and its errors.

4.1.1 The Last Millennium

According to recent reconstructions of Northern Hemisphere mean temperatures
(Fig. 4.1; see Stocker et al. 2013; Masson-Delmotte et al. 2013), the 17th and early
18th centuries were the coldest phase of the last millennium. Temperatures were ca.
0.5 ıC below those in the periods around 1400 and around 1000 and they were 1.5 ıC
cooler than today. A similarly cold phase (albeit much shorter) occurred in the early
19th century. Less is known about the temperatures of the Southern Hemisphere.
However, recent reconstructions (Neukom et al. 2014a) suggest lower temperature
variability in the Southern Hemisphere and asynchronous climate variations in the
two hemispheres. Climate models fail to produce these findings. Common among
the hemispheres is that both achieved their lowest temperatures around 1700 and
have been experiencing pronounced warming over the last few decades.

Although Brückner and contemporaries addressed historical warm and cold
periods in the northern North Atlantic region (Pettersson 1914; Brooks 1922; see
Jansen et al. 2007),1 our current view of climate of the last millennium dates back

1In fact, the demise of the Greenland Vikings was related to climatic changes already in 1824
(Ehrenheim 1824).
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Fig. 4.1 Simulated (red) and reconstructed (shading) Northern Hemisphere temperature changes
from 850 to 2000. The thick red line depicts the multi-model mean while the thin red lines show
the multi-model 90 % range. The overlap of reconstructed temperatures is shown by grey shading;
all data are expressed as anomalies from their 1500–1850 mean and are smoothed with a 30-
year filter. Note that some reconstructions represent a smaller spatial domain or a specific season,
while annual temperatures for the Northern Hemisphere mean are shown for the simulations (From
Stocker et al. 2013)

to the 1960s, specifically to the work of two great historians of climate, Hubert
Lamb2 and Emmanuel Le Roy Ladurie.3 Lamb analysed the climate history of the
last millennium, mainly based on European sources, and found a warm period from
around 1100 (or earlier) to 1300 or so, which he called “Medieval Warm Epoch”
(Lamb 1965, 1972, 1977). The period was followed by a rather cool period that
ended around 1850 and is now called the Little Ice Age.4 After the end of the Little
Ice Age, a period of global warming began. At least since the 1950s, this has been
largely anthropogenically caused. Many other climate historians (e.g. Brázdil et al.
2005; Glaser 2008; Le Roy Ladurie 1971; Pfister 1982) have since refined Lamb’s
analysis for Europe (see the summary on historical climatology in Glaser (2008)
and Mauelshagen (2010)).

Lamb’s concept of a Medieval Warm Epoch (now commonly known as the
Medieval Climate Anomaly (MCA)) followed by a Little Ice Age was very
successful. In fact it was so successful that it was often applied indiscriminately
to other regions. According to Diaz et al. (2011), the MCA conditions were warmer
than those of the Little Ice Age over much of the northern mid- and high latitudes,

2Hubert Lamb (1913–1997) was a British climatologist who is known for his work on climate
history and for his dynamical perspective of past climate. Lamb was the founder of the Climatic
Research Unit (CRU) of the University of East Anglia, Norwich, UK.
3Emmanuel Le Roy Ladurie, born in 1929, is a French historian, known among other things for
his work on climate history. He advocated for the separation of human and climate histories. Le
Roy Ladurie is one of the leading figures of the French “Annales” school of historiography, which
considers history from the point of view of mentalities.
4The term “Little Ice Age” was introduced earlier, but referred to a much longer period (the last
ca. 5000 years), which is nowadays referred to as the neoglacial (Mann 2002).
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Fig. 4.2 Continental-scale temperature reconstructions. Thirty-year mean temperatures for the
seven PAGES 2k network regions, standardised over the period of overlap among records (1190–
1970). North America includes a shorter tree ring- and a longer pollen-based reconstruction.
Dashed outlines enclose intervals of pronounced volcanic and solar negative forcing since 850
(From Ahmed et al. 2013, reprinted by permission from Macmillan Publishers Ltd: Nature
Geoscience, copyright 2013)

but specific results depend on the season and region. Recent continental climate
reconstructions (Ahmed et al. 2013; displayed in Fig. 4.2) suggest warm periods
between 830 and 1100 on the northern continents (see also Bradley et al. 2003).
However, no evidence for warming is found in South America and the Australasian
warming was later, partly compensating for the centennial changes in the northern
continents (see also Neukom et al. 2014a). During the MCA, the equatorial eastern
Pacific may have been rather cool (more La Niña-like, see Graham et al. 2007).
Moreover, there were widespread hydroclimatic anomalies (Graham et al. 2011),
such as prolonged droughts in the western United States and northern Mexico
(Seager and Burgman 2011), dry conditions in tropical Africa and partly dry
conditions in Asia.

After the MCA, many regions exhibited a period of transition and cooling
towards the Little Ice Age. The definition of the start of the Little Ice Age varies from
author to author. Glaser (2008) uses the term for the period 1550–1850, Masson-
Delmotte et al. (2013) for the period 1450–1850, and Le Treut et al. (2007) for
the period 1350–1850. Although the term Little Ice Age was based on information
from the North Atlantic domain, this may have been a phase of global cooling.
Many regions exhibit their strongest cooling periods during the 14th–19th centuries,
although not synchronously. The recent continental-scale climate reconstructions of
the PAGES 2k initiative (Ahmed et al. 2013; see Fig. 4.2) confirm that there is little
synchronous decadal-to-multidecadal variability across continents. All continents
exhibit low temperatures in the period 1580–1880, punctuated with warm periods
in the 18th century (but again not synchronous). In Antarctica, the cooling was least
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pronounced. Section 4.2 will go into more detail with respect to the last part of the
Little Ice Age climate, the subperiod 1700–1890.

After Brückner’s book was published, temperatures started to rise globally. A
first 50-yr phase of increase ended in the 1940s and was followed by a 30-yr-
long temperature plateau. Since the 1970s, global temperatures have continued their
increase. Sections 4.3–4.5 cover these three phases and discuss their prominent
climatic events.

The phase since 1850 is sometimes called the anthropocene—a time charac-
terised by humans-driven environmental change. In fact, the changeover from a
climate system controlled by natural variability to one increasingly dominated by
anthropogenic factors is the main characteristic of the development of climate since
1700.

4.1.2 An Overview of Climatic Changes Since 1700: Brükner’s
View

It is much easier to study climatic changes of the past few hundred years than those
of the medieval period. This is evident by the reduced spread of reconstruction
preceding 1600 in Fig. 4.1. From the 17th century onward, far more sources of
information—even instrumental data—are available (see Sect. 2.2.1 and Fig. 2.3),
covering a larger part of the globe than earlier sources. The following text zooms
in on this phase and analyses global- and large-scale climatic changes in the form
of time series. For this phase we can rely on existing proxy-based reconstructions
(which we discuss in Sect. 4.1.3), as well as our CCC400 simulations and the
EKF400 assimilation (which we analyse in Sect. 4.1.4). Before we look at these
datasets, however, it is apt to start with a brief summary of Brückner’s book,
“Climatic Changes Since 1700”.

Brückner summarised his main findings in the form of a figure, which is
reproduced in Fig. 4.3. It shows six time series, each in the form of 5-year averages.
The series comprise the sunspot number, an instrument-based global temperature
series (back to 1735), a global precipitation series (back to 1775), a series of
European grape harvest dates, a chronology of European cold winters, and a series
of ice conditions of Russian rivers. Remarkably, Brückner drew a global temperature
time series (extended from Köppen 1881) and a global rainfall time series. For this
purpose he used 280 temperature station series and 321 rainfall series, which he
aggregated regionally. In a second step he formed an average of regional averages
(although many regions were poorly covered or not covered at all). The global
temperature series shows cold conditions around 1735, 1770, 1815, and 1840 and
warm phases in between; features that are still found in current reconstructions. The
series of cold winters in Europe, which is in rough agreement with the chronology
of Glaser (2008), and the grape harvest dates point to cool conditions between
around 1685 and 1715. This latter period is today considered the coldest phase of
the Little Ice Age in Europe and coincided with the “Late Maunder Minimum” of
solar activity (discussed in Sect. 4.2.2). In his summary, Brückner found cold and
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wet periods around 1700, 1740, 1780, 1815, 1850, and 1880; the warm and dry
periods were centred around 1720, 1760, 1795, 1830, and 1860.

Analysing the timing of the maxima and minima, Brückner proposed a 35-yr
cycle of global climate, or rather: a quasi-periodic variation of climatic conti-
nentality.5 According to Brückner, this cycle, which was later largely rejected by
palaeoclimatologists, could be of considerable relevance. Lines of equal precipi-
tation move by several hundred kilometres over the course of a cycle. Since the
data only covered land areas, Brückner argued that ocean regions would show the
opposite sign. Indeed, this was confirmed by island and coastal stations. Dry periods
on land (on the annual average) were also characterised by higher temperatures
(globally, although with some exceptions) and a larger amplitude of the annual
temperature cycle. Although Brückner’s starting point was lake levels—an analysis
that he then extended to precipitation—he saw the precipitation signal as merely an
indication of a change in the mode of operation of the machinery. He argued that the
precipitation changes were caused by changes in atmospheric circulation. Analysing
long sea-level pressure time series (a rarity), he found that during dry periods the
Azores high in boreal winter extended to central Europe and the Icelandic low
was strong. Brückner argued that high pressure over the land masses inhibits the
penetration of moist oceanic air to continental regions. Conversely, during “wet”
periods, more moist air from the ocean is transported to the land and rains out.
However, his explanation is partly at odds with the current view of the North Atlantic
Oscillation (see Sect. 3.2.3), which finds a redistribution of precipitation rather than
a continental increase or decrease.

In Brückner’s view, the ultimate driver of circulation changes was temperature
changes. In fact, he found a near-global signal of temperature variations concurrent
with precipitation changes. The amplitude of the global temperature cycle found by
Brückner was on the order of 0.5–1 ıC.

How did Brückner explain these changes? In fact, he did not. Although he
showed a sunspot record in this figure, he discarded an effect of sunspots. However,
in his view the sun was the only possible pacemaker of the cycle. Hence Brückner
speculated about a 35-year oscillation in solar activity that is not apparent in visual
sunspot records. Interestingly, Brückner did not address volcanoes as a possible
cause.6

In the second last chapter of his book, Brückner looked at the consequences of his
climate cycle. He considered the effects on natural systems (e.g., glaciers), traffic,
and economy. He even addressed effects on epidemics. This view towards practical
applications of climatological knowledge (today we would say climate impacts) is
typical for Brückner’s work (Stehr and von Storch 2000).

5Climate or weather cycles were a typical, often-criticised perspective of 19th century science.
Unlike many contemporaries, Brückner did not see his cycle as an exact, deterministic component;
the cycle length of 35 years was an average length and could vary.
6Although the effects of the Krakatau eruption on the atmosphere and climate were actively
discussed at the time Brückner wrote his book, volcanoes were only seen as possible drivers of
climatic changes since the 1910s with the work of Humphreys (1913) and others, see Box 3.2,
p. 124.
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Brückner’s cycle and the suspected mechanism has long been rejected. What
remains outstanding is his perception of multidecadal climatic changes, his incentive
to reconstruct global and regional temperatures for past centuries, and his strive
towards emphasising practical application of climate science. Today, his efforts
remind us that, in addition to a long-term climate trend, we should take into account
the variability of the climate system on multidecadal scales. On these time scales,
variations of continental-scale temperatures by 0.5ıC or more may occur.

4.1.3 Climatic Changes Since 1700 in Climate Reconstructions

4.1.3.1 Global and Northern Hemisphere Temperature Changes

Do Brückner’s reconstructions stand the test of time? They were certainly a good
first try. Three recent reconstructions of global land temperatures, namely a multi-
proxy reconstruction based largely on tree rings (Mann et al. 2008), a reconstruction
based on glaciers (Leclercq and Oerlemans 2012), and a more recent multi-proxy
reconstruction of land and ocean temperature (Crowley et al. 2014), are shown in
Fig. 4.4 (top). Also shown is the ensemble mean land surface temperature from
CCC400 (further discussed in Sect. 4.1.4) and observations from 1860 onwards
(Jones et al. 2012). A first glance reveals a different character of the five curves;
evidently they do not measure the same thing. The observations are arguably
closest to the true variations in climate. The glacier-based reconstruction captures
only multidecadal-to-centennial variability and does not exhibit the decadal dips
or spikes. The reconstruction by Mann et al. (2008) captures decadal changes,
but suppresses much of the interannual variability (see also Sects. 2.8.2 and 2.8.4
for the spectra of proxies and reconstructions). CCC400, which uses the latter
reconstructions as boundary conditions, is not expected to show the full interannual
variability of climate. However, the main reason for its smoothness is the fact that
this figure shows the ensemble mean, thus averaging out atmospheric randomness.
The reconstructions from Crowley et al. (2014) show somewhat more variability
on interannual and decadal scales than the other reconstructions, but less than
instrumental observations (which are for land only).

All curves (note that they are referenced to their 1900–1990 average) show
warming over the period. This is slow at first and then accelerates. Global land
temperatures from Mann et al. (2008) show little change during the 17th century, a
dip around 1700, a slight increase during the 18th century, and then two further dips
in the 19th century. The agreement with Brückner’s curve (Fig. 4.3) is remarkable.
The glacier-based temperature reconstruction shows very little warming before
1850. In both reconstructions, the main warming period started in the late 19th
century and then occurred in two phases. In this respect both reconstructions agree
with observations. The reconstruction by Crowley et al. (2014) shows pronounced
decadal variability in the late 18th and early 19th centuries, with the lowest global
temperatures reached in 1816.
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Fig. 4.4 (top) Global land surface temperature anomalies from glacier-based reconstructions by
Leclercq and Oerlemans (2012), multiproxy reconstructions by Mann et al. (2008) and Crowley
et al. (2014) (the latter is for land and ocean), CCC400, and observations (CRUTEM4). (second
from top) Temperature anomalies for the Northern Hemisphere by Frank et al. (2010) obtained by
rescaling existing reconstructions. (second from bottom) Temperature anomalies of the northern
extratropics from tree ring-based reconstructions of Esper et al. (2002) (arbitrary units) and Wilson
et al. (2007) (right y-axis; z-scores) and multiproxy reconstructions of Christiansen and Ljungqvist
(2012) and Crowley et al. (2014) (left y-axis, ıC). Also shown are April–September averages
of temperature over land, 20ı–65ıN (CRUTEM4). (bottom) EKF400 ensemble mean April–
September temperatures for northern extratropical land areas (blue; ıC). Light and dark shadings
denote the 50 % and 90 % ensemble ranges, respectively. The purple and black lines in the bottom
denote the best ensemble member and observations, respectively. All anomalies are with respect to
the 1901–1990 average

Do these reconstructions really represent global-mean temperatures? In fact,
reconstructions of the Southern Hemisphere are difficult and only few attempts
have been made (Neukom et al. 2014a). There is certainly more information
available for the northern extratropics than for the rest of the globe. Therefore, the
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following will focus on the northern extratropics. Corresponding tree ring-based
reconstructions (Esper et al. 2002; Wilson et al. 2007; see Sects. 2.8.1 and 2.8.3),
a multiproxy reconstruction (Christiansen and Ljungqvist 2012), an ensemble of
recalibrated reconstructions of Northern Hemisphere temperatures (Frank et al.
2010), and the reconstructions by Crowley et al. (2014) for the northern extratropics
(note again that this reconstruction is for land and ocean) are shown in Fig. 4.4
(middle), together with observations over land areas (I used April–September
temperatures, which arguably correspond best with the season captured in tree ring
reconstructions). The extratropical Northern Hemisphere series show a very similar
behaviour as the (arguably Northern Hemisphere dominated) global temperature
reconstruction. However, the amplitude is rather uncertain. The reconstructed
temperatures by Christiansen and Ljungqvist (2012) have a much larger magnitude
than all others, particularly those by Frank et al. (2010). Low temperatures are found
in the 1600s, in the 1640s, and around 1700. Temperatures rose more rapidly in the
Northern Hemisphere than globally during the 18th century. The temperature drop
in the 1810s was particularly sharp in some of the reconstructions, and a second drop
occurred in the 1830s. Temperatures recovered in the 1840s and increased slowly
until 1890. Afterwards temperatures increased more rapidly.

The agreement among all northern extratropical temperature series is excellent.
The mutual correlations among the reconstructions are between 0.7 and 0.95. The
timing of temperature variations in the northern extratropics since around the 17th
century is thus well constrained from proxies, but the magnitude is not.

4.1.3.2 Continental Temperature Reconstructions

Brückner also constructed continental climate time series. In the following, I also
address the continental scale and look at available temperature reconstructions from
the recent PAGES 2k project together with selected other reconstructions (Fig. 4.5;
the series from EKF400 are included. However, they are only discussed in the
next section because they should not be interpreted as reconstructions but rather
as constrained model results).

The Arctic exhibits a large magnitude of interannual temperature variability.
The older reconstructions by Overpeck et al. (1997) and the recent PAGES 2k
reconstruction agree very well. The coldest period was the early 19th century. The
warming over the entire period amounts to 2 ıC and is concentrated in the first
half of the 20th century (this period is further discussed in Sect. 4.3.2). The second
strong warming period since the 1970s, which is known from instrumental data
(Sect. 4.5.8), is less well reflected in the proxies.

Climatic changes of the past few hundred years are arguably best studied in
Europe. One selected multiproxy reconstruction of annual temperature (Xoplaki
et al. 2005) is shown in Fig. 4.5 together with the PAGES 2k continental reconstruc-
tions. Both reconstructions indicate stable (slightly rising) temperatures throughout
the 18th century. Then, after the drop in the 1810s and the subsequent recovery,
stable temperatures are reconstructed from the 1820s to the 1890s. Brückner’s
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Fig. 4.5 Continental temperature reconstructions. Shown are the PAGES 2k annual reconstruc-
tions (light blue) with maximum and minimum (light blue). Brown lines denote other continental-
scale recontructions: Xoplaki et al. (2005) for Europe, Wahl and Smerdon (2012) for western
North America, Villalba et al. (2003) for South America, and Overpeck et al. (1997) for the
Arctic. For Asia and Australasia, two tree-ring chronologies from Kathmandu (Cook et al. 2003)
and Tasmania (Cook et al. 2006) are shown, respectively. Dark blue lines denote corresponding
series from the ensemble mean of EKF400 (defined as averages poleward of 65ıN and 65ıS
for the Arctic and Antarctica, respectively), and averages of land temperature over the Europe
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30ıW). All series are anomalies with respect to the 1901–1960 period



178 4 Climatic Changes Since 1700

European temperature reconstruction agrees well with both curves. European
temperature reconstructions are based on a variety of sources, including early
instrumental temperatures (Sect. 2.2.1). This allows a seasonal–even monthly–
resolution back to the 17th century, showing that the temperature rise in the early
18th century was due to warming in spring, while the drop during the 19th century
concerned spring, summer, and fall, but not winter (Luterbacher et al. 2004).

For North America, a large number of excellent tree ring chronologies (Fig. 2.30)
are available prior to the onset of early instrumental temperature series in the mid-
19th century. Reconstructions from tree rings and pollen, both were performed
under the umbrella of the PAGES 2k project, disagree in many respects. Figure 4.5
shows the tree ring-based reconstruction, together with a previous annual tempera-
ture reconstruction from tree rings for western North America (Wahl and Smerdon
2012). Both indicate warm periods towards the end of the 17th century, followed
by a cold period around 1700 and quick recovery. A gradual cooling started in the
1770s, dropping into a cold period from around 1810 to the 1840s. A brief warming
then followed in the early 1850s (in contrast, Brückner’s North American series
shows warm peaks in 1801–1805 and particularly in 1826–1830; not in the 1850s).
The pronounced warming in the early 20th century is noteworthy. The warming after
the 1970s is not reflected in these series.

The PAGES 2k reconstruction for Asia has a large error range. It shows dips
around 1600, 1700, the 1810s, and the 1920s. Peaks appear in the 1610s and 1800s.
Most of the features are also found in the Kathmandu tree ring chronology (Cook
et al. 2003), and a good agreement with Brückner’s reconstruction for Asia is also
found.

PAGES 2k reconstructions for Australasia show almost no trend and little
variability until the mid-20th century. The latter can partly be explained by the fact
that this is a combined land–ocean temperature reconstruction. The selected tree-
ring chronology from Tasmania (Cook et al. 2006), which is also included in the
PAGES 2k reconstructions, shows more variability, including a pronounced dip in
the early 20th century.

Climate reconstructions for South America behave somewhat differently than
those in the rest of the globe. In the PAGES 2k reconstructions, as well as those by
Villalba et al. (2003), temperatures slightly increased in the 17th and 18th centuries,
peaking near 1800. The subsequent dip is much more pronounced in the Villalba
et al. (2003) reconstructions than in PAGES 2k.

Information from ice cores in Antarctica indicates that the peninsula was warm
in the second half of the 18th century (Abram et al. 2013). West Antarctica was
warm in the 1830s, when the tropical Pacific was in a more El Niño-like state (Steig
et al. 2013). The latter warm period also appears in the continental PAGES 2k
reconstruction. Overall, the PAGES 2k reconstruction shows large interannual-to-
decadal variability and comparably little multidecadal-to-centennial variability. The
proxies used for this reconstruction do not reflect the recent temperature increase
in West Antarctica since the 1950s, which has been found in observation-based
analyses (Bromwich et al. 2013; Steig et al. 2009).
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Overall, the continental reconstructions show that little of the variability at
interannual-to-decadal timescales is common to all regions, but there is some
common variability among the northern continents. Some pronounced cold dips
(such as those in the 1810s or 1830s), and episodes of warming are concurrent in
most of the Northern Hemisphere series, others are not. The southern continents
show a smoother temperature development (which is perhaps expected due to the
larger ocean area) and variations are not synchronous with those in the Northern
Hemisphere.

4.1.3.3 Precipitation and Drought Reconstructions

Precipitation generally varies on smaller spatial scales than temperature. Therefore
a continental or even global perspective (as taken by Brückner) may have limi-
tations. Towards the end of this section and in Sect. 4.1.4, I address precipitation
reconstructions in central Europe and in the Alps. Here, an overview of some close-
to-continental-scale changes is given. Large-scale reconstructions of hydroclimate
are still very rare because, compared to temperature, more data are usually required
to obtain skilful results at regional-to-continental scales.

In many or even most parts of the world, precipitation changes are more relevant
to societies than temperature changes. One of these regions is Africa. Nicholson
(2001), based largely on lake-level data, concluded that in most of Africa, including
the Sahel region, it was dry in the early 19th century (Nicholson 2001). A pluvial
period then set in after around 1850, concurrent with a positive AMO phase.
Pronounced decadal variations in Sahel rainfall then occurred during the 20th
century (see Sect. 4.4.3). A recent precipitation reconstruction for southern Africa
back to 1796 (Neukom et al. 2014b) indicates high precipitation in the 1870s and
1880s in both the winter and summer rainfall zones and a drying (although with
marked decadal variability in the winter rainfall zone) during the 20th century.

Several hydroclimatic reconstructions from Asia indicate pronounced historical
droughts, some of which will be addressed in more detail in Sects. 4.1.4 and 4.2.6.
The most comprehensive source of information is the Monsoon Asian Drought
Atlas (Cook et al. 2010). Time series of droughts in this atlas, subdivided into
the regions India, Southeast Asia, and China are shown in Fig. 4.6. Large drought
events documented in this atlas and in the associated literature include the 1638–
1641 drought in northeastern China, the 1756–1768 “Strange Parallels” drought
in Myanmar, Vietnam, and Thailand (D’Arrigo et al. 2013; Lieberman 2003), the
1790–1796 eastern India drought, which may have been part of a larger-scale event
(Rodysill et al. 2013; Sect. 4.2.3), and the 1876–1878 global drought (Sect. 4.2.6).

Hydroclimatic reconstructions from North America (Cook et al. 2004), reveal
that from the 17th to the 20th century, the western United States was wetter than on
the millennium average, suggesting that the preceding period of megadroughts had
come to an end. Time series for western and eastern North America are shown in
Fig. 4.6. A pronounced pluvial period occurred in the 1830s (Brückner’s continental



180 4 Climatic Changes Since 1700

1600 1700 1800 1900 2000

1600 1700 1800 1900 2000

China

Western North America

North America Midwest and East

India

2

1

0

-1

-2

2

1

0

-1

-2

2

1

0

-1

-2

2

1

0

-1

-2
2

1

0

-1

-2

xednI ytireve
S thguor

D re
mla

P

Southeast Asia

Fig. 4.6 Drought time series from the North American Drought Atlas (Cook et al. 2004) and
the Monsoon Asian Drought Atlas (Cook et al. 2010) for the regions western North America
(17.5ı–62.5ıN, 137.5ı–110ıW), the Midwest and eastern North America (17.5ı–62.5ıN, 110ı–
57.5ıW), China (30ı–56.3ıN, 61.3ı–143.8ıE), India (8.3ıS–30ıN, 61.3ı–90ıE), and Southeast
Asia (8.3ıS–30ıN, 90ı–143.8ıE). The arrows indicate those droughts (orange) and pluvials (blue)
mentioned in the text

precipitation series for North America peaked in 1846–1850). Short dry periods
occurred in the 1660s, the 1700s, the 20th century, and in the present. The “Dust
Bowl” (Sect. 4.3.3), the 1950s droughts, the 1998–2004 drought (Sect. 4.5.6) and
the 2010–2013 drought were the most prominent recent events. For southern South
America, Neukom et al. (2010) found a long-term increase in summer precipitation
and decrease in winter precipitation into the 20th century (not shown).

For Australia, Gergis et al. (2012) reconstructed a 206-yr hydroclimatic recon-
struction that put recent droughts, such as the 1995–2009 “Big Dry” or “Millennium
Drought” (see Sect. 4.5.6) into perspective. Thus, although reconstructions reveal
some pronounced droughts, they are not nearly sufficient to provide an overview of
large-scale hydroclimatic changes over the past several centuries.
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4.1.3.4 Sea-Surface Temperature Reconstructions

Sea-surface temperatures are more difficult to reconstruct than temperatures over
land. Few annually resolved, marine proxies such as corals are available. Therefore,
coastal continental proxies such as tree rings are typically used. The only annual
reconstruction of global sea-surface temperature fields, to my knowledge, is that of
Mann et al. (2009a). These data were used as a boundary condition for our CCC400
simulations prior to 1870 (adding intraseasonal, ENSO-related variability as the
reconstructions only provide annual means; see Sect. 2.9). The ENSO-augmented
sea-surface temperature data (hereafter termed MC) are used in the following
analyses. For individual oceanic indices, other reconstructions also exist and can
be compared to the MC data.

Four different sets of indices derived from MC, observations, and other recon-
structions are shown in Fig. 4.7. In general, the agreement among different recon-
structions is not very good prior to around 1940. Observations are also uncertain
prior to the Second World War (see Sect. 2.6.1). However, there are also common
features among the reconstructions.

Using corals, tree rings, and a tropical ice core record, D’Arrigo et al. (2008)
reconstructed tropical sea-surface temperatures (30ıS–30ıN) by building upon the
coral-based reconstruction of Wilson et al. (2006). Both series (shown in Fig. 4.7)
resemble the global temperature reconstructions (Fig. 4.4). D’Arrigo et al. (2008)
found pronounced dips in the years following strong tropical volcanic eruptions.
This includes the very low temperatures in the early 19th century. The corresponding
MC curve agrees well with the reconstructions, although the individual dips are
smoothed out. Entirely coral-based reconstructions have recently been published
for different tropical oceans (Tierney et al. 2015) and indicate cooling rather than
warming in the 18th century.

With respect to the tropical Pacific Ocean, ENSO indices (see Table 3.2) have
been reconstructed based on various proxies (documentary data, tree rings, corals,
and a combination of proxies; see Sect. 2.1). In Fig. 4.7, five reconstructions are
shown Cook et al. (2000), Braganza et al. (2009), McGregor et al. (2010), Li et al.
(2011), and Emile-Geay et al. (2013), along with the corresponding NINO3.4 index
from MC (note that the last part in the Emile-Geay et al. (2013) series is from
HadSST2 observations). Although most of these reconstructions share common
proxy records, they differ widely. This is particularly the case in the 17th century.
The recent reconstructions from McGregor et al. (2010) and Emile-Geay et al.
(2013) agree that the 1750–1770 as well as the second half of the 19th century were
rather La Niña like. Meanwhile, the 1720–1750, 1830–1860, the 1900s, the 1980s,
and the 1990s were more El Niño-like. The MC NINO3.4 index fits well with other
reconstructions, but clearly shows suppressed interannual variability, thus showing
more of a PDO than ENSO signal. Prominent El Niño events that will be discussed
occurred in 1877/1878, 1939–1942, and 1997/1998 (Sects. 4.2.6, 4.3.4 and 4.5.5).

The PDO (see Sect. 3.2.8 and Table 3.2) has been reconstructed by Biondi et al.
(2001) and MacDonald and Case (2005). Figure 4.7 shows these reconstructions,
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together with the PDO derived from MC data and from HadSST3 observations
(Kennedy et al. 2011). The pre-20th century part of these reconstructions—unlike
the later part—does not show coherent multidecadal variability. In the 20th century
(period with sufficient sea-surface temperature data), all series agree. The index
was positive from the 1920s to the early 1940s, then negative from the 1950s to the
1970s, positive in the 1980s and 1990s and becoming increasingly negative since
the 2000s.
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For the Atlantic Ocean, the AMO index (see Sect. 3.2.8 and Table 3.2) was
reconstructed by Gray et al. (2004) and can be calculated from MC data (Fig. 4.7).
It was low in the 17th century and had dips in the early 19th century, early 20th
century, and in the 1970s. The index was high in the second half of the 17th century,
in the 1870s, around the mid-20th century, and again in the 2000s. The correlation
between the two reconstructions is low, and a good agreement with observations
only emerged after 1910.

There is still considerable uncertainty with respect to the past climate of
marine regions. Large areas of the oceans are not covered by annual-resolution
climate reconstructions. For basins with existing data, reconstructions often differ
considerably.

4.1.3.5 Regional Climate: Central Europe and the European Alps

To end the discussion of 400 years of climate variability, I would like to zoom into
Brückner’s main region of work: central Europe and the European Alps. Summer
temperature reconstructions for central Europe based on tree rings (Büntgen et al.
2011) and documentary data (Dobrovolnỳ et al. 2010; Glaser and Riemann 2009 for
Germany) are compared in Fig. 4.8. The agreement is good for the documentary
series (correlation of 0.86 prior to 1880), but poorer with the tree ring-based
reconstruction, which shows pronounced cooling around 1820. The tree-ring based
series shows long-term warming, which is less obvious from documentary sources.
There is a clear similarity to Brückner’s series of grape harvest dates (Fig. 4.3).
Prominent features are a drop in summer temperatures around 1700, another strong
drop in the 1810s, and three warming periods: 1820–1880, 1910–1950, and from
the 1970s to present.

Multi-proxy reconstructions of summer temperature for the Alps by Casty et al.
(2007) and Trachsel et al. (2012) are also shown in Fig. 4.8, together with a tree
ring-based reconstruction by Büntgen et al. (2006), an index based on documentary
series representing the Swiss Plateau Pfister (1999) and early instrumental data
from HISTALP (Auer et al. 2007; Sect. 2.9). Together, they provide an overview
of summer temperature variations and their agreement is good (median correlation
coefficients from 1780 to 1880 of 0.75). The tree ring-based reconstruction agrees
well with the multi-proxy reconstructions, but less so with the other reconstructions.
Summer temperatures in the Alps show an increase over time—especially during
the last 50 years—and exhibit multidecadal variability. The recent hot summers,
particularly in 2003, clearly exceed the temperature range of the last 400 years. Cold
summers were basically absent since the mid-1980s. Likewise, the cold summers of
the 1810s (see Sect. 4.2.4) were below the normal temperature range.

The temperature curves for central Europe and the Alps show very strong
similarities and are highly correlated (some of the correlations exceed 0.9).
However, the dip in the 1810s was stronger in the Alps. Although regional
differences may be large on seasonal or shorter scales, on a decadal scale both
regions agree and show strong similarities to the reconstructions for Europe and
even the northern extratropics.



184 4 Climatic Changes Since 1700

00020091008100710061

00020091008100710061

Central Europe

2

0

-2

2

0

-2

GlaserDobrovolny

Büntgen

yla
mon

A
xednI

)
C°( yla

mon
A

erutarep
me T EKF

Pauling Dobrovolny

)nosaes/
m

m( noitatipicer
P

100

0

-100

2

0

-2

yla
mon

A
xednI

2

-2

0

)
C°( yla

mon
A

erutarep
meT

Pfister

Alps

Büntgen

Trachsel
HISTALP

Casty

100

0

-100

2

0

-2

yla
mon

A
xednI

)nosaes/
m

m( noitatipicer
P

Pauling HISTALP

Casty

Pfister

Fig. 4.8 Summer (Jun.–Aug.) temperature and precipitation reconstructions for (top) central
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respectively), multiproxy reconstructions (Casty et al. 2005, 2007; Trachsel et al. 2012), tree ring-
based reconstructions (Büntgen et al. (2006) for the Alps and Büntgen et al. (2011) for Central
Europe; shading indicates one std. dev.), and the ensemble mean of EKF400 (blue). All series are
anomalies from their 1900–1990 average

For summer precipitation, Fig. 4.8 shows reconstructions for central Europe
from multiple proxies (Pauling et al. 2006) and from documentary and early
instrumental data (Dobrovolnỳ et al. 2015). Because the multi-proxy reconstruction
uses documentary and instrumental information, they are not independent. The
precipitation reconstructions exhibit interannual-to-decadal variability, but little
multidecadal variability and no trends. This results in a “white” or “blue” spectrum.

In contrast to temperatures, summer precipitation in the Alps is not well
correlated with central European precipitation. It is difficult to identify common
features in all reconstructions for both regions. However, we might be able to
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address low summer precipitation values in the 1740s, the 1800s, and the period
from the late 1850s to the early 1870s. We can also address high values before and
after the latter period. This sequence partly agrees with Brückner’s wet and dry
periods and was associated with droughts, floods, and glacier advances. These are
dealt with in Sects. 4.2.3, 4.2.5, and 4.2.7.

4.1.4 Climatic Changes in CCC400 and EKF400

From the available reconstructions, a picture of large-scale climatic changes
emerges containing particularly detailed information about temperature. In the
following, I add the modelled climates using the CCC400 and EKF400 data sets.
The data sets are not better than the reconstructions but, in addition to providing
climate on global and regional scales, they provide insight into the machinery, that
is, changes in atmospheric circulation.

In all following figures based on CCC400 or EKF400, maps always show the
ensemble mean or the best ensemble member (Sect. 2.9). Plots of time series include
the ensemble mean, the 50 % and 90 % range of the members, the best member
of EKF400 (in boreal summer), and occasionally the ensemble mean of CCC400.
Annual time series of seasonal or annual means are displayed without smoothing or
filtering.

4.1.4.1 Global, Hemisphere and Continental Scales

On the global scale, CCC400 temperatures over land (Fig. 4.4, top) agrees well with
reconstructions and observations. A gradual warming during the 18th century peaks
shortly before 1800 and is followed by a dip (more pronounced than in Mann et al.
2008) and subsequent recovery.

With respect to summer temperatures over northern extratropical land areas,
existing reconstructions agree in terms of correlation but not in terms of amplitude.
How does EKF400—which is well constrained by instrumental data, documentary
data, and tree rings over this region and season—fit in the picture? Correlations
of the different reconstructions with the EKF400 ensemble mean are around 0.7–
0.8. With Frank et al. (2010), the correlation exceeds 0.9. Part of this agreement
is because EKF400 and the reconstructions share some proxies. Another part is
due to external forcings and sea-surface temperatures. The amplitude of EKF400
is somewhat higher than that of Frank et al. (2010), but lower than Christiansen
and Ljungqvist (2012). The best ensemble member shows a similar amplitude
of variability as observations and is well correlated with observations in the
overlapping period.

Continental temperature series from EKF400 are shown in Fig. 4.5. Again, they
are not independent from the reconstructions because both use tree ring series.
The agreement is good for regions having observations available for EKF400 (e.g.,
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Europe from the 17th century onward or other regions from the 19th century
onward). The series also agree with the continental averages presented in Brückner
(1890), who used many of the same early instrumental series for his analyses. The
farther back the series go, the more they represent the pure model response. In the
ensemble mean, this shows lower variability than the reconstructions on interannual-
to-decadal time scales. This is particularly the case in polar regions, where sea-ice
variability (an important boundary condition) is almost absent in CCC400 prior to
around the Second World War. Therefore, EKF400 is more suitable for studying
anomalies on interannual-to-multiannual scales in well-observed areas.

Conversely, EKF400 and CCC400 allow us to go beyond temperatures and to
analyse the large-scale circulation. In the next two sections, we will have a closer
look at circulation changes in EKF400 and CCC400.

4.1.4.2 Changes in the Zonal-Mean Circulation

A first overview of large-scale circulation variability can be gained from analysing
the zonal-mean flow (Sect. 3.1.2). This paragraph addresses zonal mean circulation
indices (see Table 3.2) since 1600 calculated from EKF400. For the most recent
140 years, additional data sets are available and corresponding indices are presented
in Sect. 4.3.1. Note that the plotted series (ensemble mean) emphasise the forced
component (external forcing and sea-surface temperatures) and damp unforced
variability unless it is well constrained by observations.

Indices for the zonal-mean circulation (Fig. 4.9) mostly focus on the Northern
Hemisphere in boreal winter. They encompass the strength of the northern Hadley
circulation, the northern subtropical jet, the boreal winter polar vortex, and the
position of the ITCZ in winter and summer (see Table 3.2 for definitions). Thus, the
indices measure the pace and efficiency of the machinery. Expressions of climatic
changes in variability modes (see Sect. 3.2) that are not zonally symmetric are
discussed thereafter.

The boreal winter Hadley cell (here defined as the maximum zonal mean upward
velocity at 500 hPa between 30ıS and 30ıN) shows a strengthening over the entire
period that is interrupted by a strong dip after 1800. The Hadley cell is the motor
shaft of the machinery. It directly shows how the machinery changed its pace during
the past 400 years. Some of the dips broadly follow tropical volcanic eruptions,
which can be explained by reduced net radiation and reduced evaporation in the
tropics (see Sect. 3.3.2). However, minima in the strength of the Hadley circulation
also coincide with solar minima. Generally, the Hadley circulation was weak when
global temperatures were low, but not exclusively (see Schneider et al. 2010).

The position of the boreal summer ITCZ is related to cross-equatorial energy
flux and equatorial ocean heat uptake (Schneider et al. 2014b; Ori et al. 2015) and
severely affects large-scale hydroclimate. It shows little change prior to the late 19th
century. There is a northward shift in the late 1940s followed by a southward shift
into the 1970s. According to a study of lake sediments on Pacific Islands (Sachs
et al. 2009), the ITCZ over the Pacific Ocean had a more southerly position during
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the Little Ice Age (1400–1850) than today. Conversely, Ridley et al. (2015) find a
southward shift of the ITCZ over Belize since the 1850.

The boreal winter subtropical jet (i.e., SJ; see Table 3.2) hardly shows any
long-term change. The weak jet in the 1920s is the most noteworthy feature. The
year-to-year variability of the subtropical jet is strongly determined by the tropical-
to-extratropical temperature difference and does not react strongly to climate
forcings. However, it is related to internal modes of variability such as ENSO.

Similarly, the lower stratospheric boreal winter Polar Vortex Index (i.e., PVI;
Table 3.2) does not show a clear long-term trend. Strong negative spikes (indicating
a strong vortex) consistently follow volcanic eruptions. Pronounced positive spikes
(indicating weak vortex events) occur more erratically. While these spikes appear
in individual members, the ensemble mean does not show a strong imprint. Periods
with a strong vortex occurred in the early 19th century and again in the 1990s. A
weak vortex occurred around 1900.
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In summary, among the zonal-mean circulation features in EKF400, only the
Hadley cell strength and the boreal summer ITCZ show decadal-to-centennial
variability. The other indices vary mostly on interannual time scales with little long-
term change.

4.1.4.3 Changes in Regional Circulation Indices

Atmospheric circulation is not zonally symmetric, and zonally asymmetric circula-
tion and variability (see Sect. 3.1.2) are important for climatic changes on a regional
scale. In this paragraph, we analyse the following circulation indices (see Table 3.2):
the Pacific Walker circulation in boreal winter, the Dynamic Indian Monsoon Index
for boreal summer, and the NAO and PNA indices in winter (Fig. 4.10). For some
of these indices, other reconstructions exist and are incorporated into the figures.

The Pacific Walker circulation (i.e., PWC; Table 3.2) is closely connected to sea-
surface temperatures. These are prescribed in the simulations underlying EKF400.
Because at the same time only few tropical Pacific proxies are included in the
assimilation, the PWC largely exhibits the response of the model and is strongly
correlated with the NINO3.4 index. It shows pronounced decadal variability in the
ensemble mean (less so in the individual members), reflecting the fact that MC sea-
surface temperatures have insufficient interannual variability. A negative excursion
around 1900 is noteworthy.

Over the last 400 years, the PWC in EFK400 shows a decreasing trend,
amounting to one-tenth of its strength. Based on observations, a weakening of the
Pacific Walker circulation has also been suspected (see Vecchi et al. 2006). However
it is offset by a strong, recent strengthening (Hartmann et al. (2013), see Sect. 4.3).

The Dynamic Indian Monsoon Index (i.e., DIMI; Table 3.2) is correlated with
the PWC (r D 0:69 for the ensemble mean, r D 0:21 for the members). Some
reconstructions (Anderson et al. 2002; Gong and Luterbacher 2008) suggest a
strengthening of the Asian monsoon during the past four centuries, particularly
through the 18th century and again from the 1850s to 1900. However, EKF400
only reproduces the latter increase. The most pronounced feature is the dip starting
around 1900, concurrently with a drop in tropical (and global) temperatures, and
continuing to the 1930s. This is found in reconstructions (Zhou et al. 2010), in
20CR (Fig. 4.42), and to some extent in Gong and Luterbacher (2008). In general,
however, the DIMI in EKF400 does not agree well with the DIMI reconstructed by
Zhou et al. (2010).

Reconstructions of indices of the North Atlantic Oscillation (i.e., NAO; see
Sect. 3.2.3, Table 3.2) by Luterbacher et al. (2002), and by Cook et al. (2002) and
an instrumental index by Jones et al. (1997) are shown together with the index from
the EKF400 ensemble mean (the latter is plotted as pressure differences between the
Azores and Iceland). Correlations among the reconstructed indices are high for the
past 150 years. Significant correlations among the indices are also found in earlier
periods. However, the agreement is poor for certain cases such as the first half of
the 18th century. Note that a two-point circulation index constrained by only a few
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proxies may easily be affected by slight changes in the centres of action (Lehner
et al. 2012; Ortega et al. 2015). One of the most compelling features of decadal
variability is the strong increase in the NAO from the 1960s to the 1990s (Sect. 4.5.4,
see also Chap. 3) following an almost century-long phase of decrease.

For the Pacific-North American pattern (i.e., PNA; see Table 3.2) we can consult
(in addition to EKF400 and 20CR) reconstructions of the Pacific climate based on
accumulation rates in the Mt. Logan ice core (Moore et al. 2002) and a tree-ring
based reconstruction (Trouet and Taylor 2010). The agreement among these series
is obviously poor prior to the 1950s. Thus, one of the most important modes of
variability is poorly constrained in the past.
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The set of indices presented here allows us to diagnose—at least to some
extent—the state of the machinery. The tropical branch (Pacific Walker circulation
and Hadley cell), monsoon, and extratropical variability modes each represent
different—although dependent—aspects of the machinery. The strengthening of the
Hadley circulation over time (and the drop in the 1810s), the lull in the Indian
summer monsoon in the early 20th century, and the increasing zonal circulation
over the North Atlantic from the 1960s to the 1990s are among the most pervasive
changes of the machinery since 1600.

By construction, a large part of the variability in the EKF400 ensemble mean (and
a smaller part of the variability in the best ensemble member) in Figs. 4.10 and 4.11
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is forced externally or by sea-surface temperatures. Thus, the series represent a
model response constrained by observations rather than a reconstruction.

Sections 4.2–4.5 will revisit prominent excursions, steep drops, and increases
found in these series. In the remainder of this section, we turn to another important
aspect, namely changes in extreme events, and then very briefly analyse the role of
external forcing factors for global temperature changes.

4.1.4.4 Changes in Extremes

Extremes are increasingly in the spotlight of climate change discussions. Can we
learn from past extremes? Certainly! Extreme weather events and their impacts have
been well documented by past societies. These data allow precise (and sometimes
quantitative) assessments. Certain archives (e.g., sediments) preserve records of
storms and/or floods, which can be used to explore extremes (e.g., de Jong et al.
2006; Martin-Puertas et al. 2012; Pfahl et al. 2009; Stewart et al. 2011). Obviously,
long instrumental series can also be used to acquire information (Dangendorf et al.
2014). However, the spatial representativity of conclusions based on proxies and
instrumental series might be limited. In the following, I focus on two examples:
hurricanes in the Atlantic, and heatwaves in Europe and North America. Other
extremes (e.g., floods and storms) will be addressed in Sects. 4.2 and 4.5.

Certain aspects of Atlantic hurricane statistics have been reconstructed
(Fig. 4.11). These statistics describe different phenomena, which makes it difficult
to obtain a clear picture of past Atlantic hurricane activity. Based on lacustrine
sediments in eastern North America that capture land-falling hurricanes, Mann
et al. (2009a) found relatively low hurricane activity during the Little Ice Age, an
intermediate peak around 1790, and a sharp increase after the 1850s. Chenoweth
(2003) and Chenoweth and Divine (2008, 2012) found no long-term trend in
tropical storm activity based on documentary data from the Lesser Antilles. The
reconstruction by Nyberg et al. (2007), derived from corals and marine sediments,
shows a lower number of hurricanes in the mid-20th century than previous centuries.
Black et al. (2007) reconstructed sea-surface temperatures in the Carioca basin from
a foraminiferal Mg/Ca record, which also serves as a proxy for hurricane activity
(Fig. 4.11). This record shows peaks in hurricane activity in the 1890s, the 1930s,
and the present. Troughs are found in the mid-19th century, the 1920s, and the
1960s. Observation-based data from Mann et al. (2009a) and Vecchi and Knutson
(2008, 2011) are shown in Fig. 4.11. These series only partly share the trends seen
in Nyberg et al. (2007) and Chenoweth (2003), even though the latter is based on a
subset of the same data. Estimates of hurricane frequency based on observations are
biased low in the early days, when not all hurricanes might have been noticed, and
need to be corrected. The effect of this correction is large prior to 1910 (Neu 2008).

Atlantic hurricanes are triggered by so-called African Easterly Waves—
instabilities in the African Easterly Jet (Sect. 3.1.4). Their preconditioning and
development depends, among other things, on sea-surface temperature (high
temperature favours their development) and wind shear (strong vertical wind shear
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inhibits growth) over the tropical Atlantic. The number of Atlantic tropical storms
that grow to hurricanes is larger during warm phases of the AMO (e.g., Zhang and
Delworth 2006). Correspondingly, there is a positive correlation between the AMO
index and hurricane number over the instrumental record.

In contrast to hurricanes, heatwaves are resolved in CCC400. A statistic of
heatwave area based on 6-hourly CCC400 data from all ensemble members (the
area of exceedance of the 90th percentile of 20th century annual maximum
temperatures, averaged over the United States and central Europe) is shown in
Fig. 4.11. According to CCC400, few heatwaves occurred before the late 19th
century. In the 1940s, the heatwave area increased. However, the most striking result
is the dramatic increase in the area affected by heatwaves over the last decades,
which coincided with increasing global temperatures. Analyses of observations
revealed an increase in heatwave severity in most regions over the last decades
(Hartmann et al. 2013); for Europe, this occurred over the last century and possibly
beyond (Della-Marta et al. 2007). This is further discussed in Sect. 4.5.7.

In addition, the area affected by heatwaves shows decadal-to-multidecadal
variability. The resulting series shares close similarities with the AMO (see also
Fig. 4.72). Thus both hurricane activity and heatwaves in North America and
Europe—although unrelated from a dynamical point of view—vary with slow
modes of the climate system such as the AMO.

Because heatwaves here are defined as the exceedance of a fixed threshold,
their frequency is expected to increase with higher mean temperatures. A shift in
the temperature distribution (assuming no change in the shape of the distribution)
could provide an explanation. However, a higher rate of exceedance could also
occur if there is a change in the variability or shape of the distribution without
a change in the mean, or a combination of these factors (see Katz and Brown
1992). Changes in the tails of the temperature distribution can occur through
feedback processes. Heatwaves can be amplified by land–atmosphere interaction
at midlatitudes (see Sect. 3.4). Conversely, temperature maxima in polar, marine, or
high-altitude regions can be damped by the melting of ice or ocean heat uptake. A
warmer climate with more water vapour (thus more latent heat) can also affect other
extremes. Storm systems can become more energetic and precipitation events more
intense.

The question, whether increasing temperature variability due to a warming
climate causes more frequent heat extremes was raised by the 2003 heatwave in
Europe (e.g., Schär et al. 2004). To analyse how extremes relate to the mean
temperature, we can study CCC400. Let Tmax and Pmax be the maximum 6-
hourly temperature and precipitation sum, respectively, per ensemble member and
year, averaged over all ensemble members. Variable Tmean is the annual mean
temperature. We now express Tmax�Tmean and Pmax as a function of Tmean (Fig. 4.12).
For temperature, a stronger change of maxima than change in mean (red colours)
appears over midlatitude land regions. However, a weaker change (blue colours)
occurs in polar regions, as expected from the above considerations. It is important
to note that land cover trends are misrepresented in our simulations (Sect. 2.9).
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Fig. 4.12 Change as a function of annual mean temperature in (left) the ensemble average of the
difference between annual maximum and mean temperature and (right) the ensemble average of
the ratio of annual maximum precipitation and long-term mean annual maximum precipitation.
The figure shows coefficients of a least squares regression (Figure by Sina Lenggenhager)

Maximum precipitation rates (Fig. 4.12, right) increase with rising annual mean
temperatures. This is especially the case in the ITCZ region. Meanwhile, decreasing
precipitation rates are found in the outer tropics. Although intensities increase
over the North Atlantic storm-track region, a slight decrease is seen over the
northern midlatitude continents. Trends in precipitation intensity over the past few
decades suggest an increase in some regions and seasons (Fischer and Knutti 2014;
Hartmann et al. 2013). In contrast, analyses of flood frequency from Alpine lake
sediments from the past 2,500 years suggest more floods during cold periods (Glur
et al. 2013; Stewart et al. 2011). Although other factors (e.g., the snow line altitude)
also matter for floods, reconciling the two results is not straight forward.

Overall, CCC400 suggests that a warmer annual mean temperature is charac-
terised by amplified temperature extremes in the midlatitude land regions (but
damped temperature extremes in polar regions) and intensified rainfall over the
equatorial oceans and storm-track regions (but damped rainfall extremes in sub-
tropical arid zones).

4.1.5 Drivers of Global Climate Since 1600

What are the main drivers of global climate since 1600? In this section, I will
focus on global-scale forcing mechanisms. These may differ from the regional
drivers that are addressed in later sections. On a global scale, the response of the
machinery to climate forcings may be fairly direct. For instance, climate models are
basically sophisticated smoothers when it comes to global-mean temperatures. They
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convert incoming energy fluxes into a temperature signal and the machinery is little
more than a smoothing function. Is it really that simple? Surprisingly, models often
reproduce Northern Hemisphere temperature reconstructions accurately (this is not
similarly true for the Southern Hemisphere) and within the range of reconstruction
uncertainty (plotting 30-yr-smoothed ensemble means further removes non-forced
variability).

Time series of all forcings factors from 1600 to present—as used in CCC400—
are shown in Fig. 4.13 in their native units (i.e., not converted to radiative forcing).
Despite the large uncertainty (see Sect. 3.3), it is obvious that external forcing was
lower during the 18th and 19th centuries than at present. How much lower was the
forcing and how did this influence climate?

Unfortunately, both the magnitude of the forcings and climate sensitivity have
uncertainties. Fortunately, however, combining relative (rather than absolute) num-
bers for the forcings time series with simple statistics, we can roughly estimate
the contribution of forcings to the temperature development. In Sect. 3.3.2, I used
a simple regression model to separate volcanic and solar contributions to tree ring
width. We can use the same model, extended beyond volcanic forcing, to assess the
role of forcings (note that this type of fitting is overly simplistic and does not yield,
for instance, reasonable estimates of climate sensitivity; see Wigley et al. (2005),
see also Box 3.3, p. 149):

Tt D c0 C c1F1 C c2F2 C c3F3 C c4F4 C Tt�1e�c5�t (4.1)

Here, Tt stands for anomalies in global—or Northern Hemisphere—averaged
land temperatures at time t. Variables F1–F4 stand for the forcings exerted by
greenhouse gases (we use the CO2 concentration for simplicity), tropospheric
aerosols (Muthers et al. 2014b), solar variability (total solar irradiance by Lean
2000), and volcanic activity (global- or hemispheric-averaged aerosol optical depth
by Crowley (2000)). In a simple form, this model expresses the response of the
“machinery” to external forcings. That is, it acts as a smoothing function. Here, the
model is fitted to the observed global land surface temperatures from 1856 onward
(see Fig. 4.4) and the fitted series is then extended backward (Fig. 4.13).

The resulting curve can now be compared with reconstructions or CCC400 land
temperatures. The latter are also shown in Fig. 4.13. Not surprisingly, agreement
between the fit and CCC400 is good because the modelled global temperatures
(particularly in the ensemble mean) are strongly determined by the forcings.
However, it also agrees with the independent reconstructions shown in Fig. 4.4. The
most notable deviation is the warming in 1910–1940 (Sect. 4.3) and subsequent stag-
nation. This multidecadal signature in the observed and reconstructed temperatures
is absent from the fit to the forcings. Throughout the remainder of this book, I will
make use of this fitted curve and its decomposition to obtain a rough estimate of the
forced components of the temperature signal in a given period. However, the reader
should be aware that this is not a proper attribution approach (the model is very
simple; it will not capture the correct autocorrelation in time and does not account
for the extent to which responses are uncertain due to climate variability).
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Fig. 4.13 Temperatures of (top) the global land areas (green) fitted to observations (pale green)
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The pale blue line is the global land temperature in CCC400. (bottom) Climate forcings (in
native units; aerosols are scale-inverted; all series are expressed as anomalies from the 1985–2005
average). The scale (top, right) shows the contribution of the different forcings (color coded as
(bottom)) to the fitted temperature difference (asterisk) between 2000 and 1700

This method can be applied to an extreme reconstruction such as the northern
extratropical temperatures by Christiansen and Ljungqvist (2012). This reconstruc-
tion does not include the recent warming and ends with a cooling period from the
1940s to 1970s. The fit to this curve (Fig. 4.13) shows very similar results (including
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a highly significant influence of greenhouse gases) although the coefficients are
much larger. In particular, the deviation in the early 20th century is large.

The contributions of different forcings to the global temperature difference
between 2000 and 1700 (Fig. 4.13, top right) indicates a similar magnitude of
global temperature changes and the effect of greenhouse gases. Contributions of
tropospheric aerosols and total solar irradiance are much smaller (20 % of the total
temperature change) and opposing. All coefficients are significant at the 95 % level.
Although temporary, volcanic eruptions can have a large contribution even when
averaging over one or two decades. For instance, the dips in the 1690s, 1810s,
and 1830s can be explained by volcanic eruptions. Because 1700 and 2000 were
volcanically unperturbed years, volcanoes do not contribute to their differences.

On a global and Northern Hemisphere scale, multidecadal-to-centennial temper-
ature changes are closely related to forcings. By exchanging and transporting heat,
the machinery integrates and smoothes the forcings. However, this is not the case
on regional scales or for other variables. Even on a global or hemispheric scale,
our simple model may not be able to accurately capture the forced response, which
emerges through exciting slow modes of the machinery. In the following section,
I will go into more detail with respect to internal variability within the machinery
and responses to forcings on a regional scale by looking at subperiods. Within these
subperiods, I will also explore individual events. The first subperiod is the last phase
of the Little Ice Age (1700–1890), and I will analyse six climatic events.
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4.2 The Period from 1700 to 1890: The Little Ice Age

The subperiod from 1700 to 1890 coincides with the last phase of the Little Ice
Age (Note that although most authors define the last year of the Little Ice Age
as 1850, the climate in many parts of the globe remained cool for another 30–
40 years (see Ahmed et al. 2013; Figs. 4.4–4.6). A characteristic feature of the Little
Ice Age was the glacier advances in the European Alps. A detailed view of these
advances emerges from the rich historical documentation of glaciers and climate
(e.g., Holzhauser 2010; Zumbühl et al. 2008) as well as from abundant dendro-
climatological, geomorphological, and geological evidence (e.g., Holzhauser 2010;
Nicolussi and Patzelt 2001). From the 18th century onwards, glaciers triggered the
interest of painters. Some of these paintings (see Fig. 4.14) are sufficiently accurate
to reconstruct glacier lengths at an almost annual resolution (Nussbaumer et al.
2012; Zumbühl et al. 2008, see also Sect. 4.2.5).

Glaciers also advanced outside of Europe during the 17th–19th centuries (Oerle-
mans 2005); for instance, in New Zealand’s Southern Alps (Lorrey et al. 2013).
This is reflected in glacier-based global temperature reconstructions (Leclercq
and Oerlemans 2012). However, advances on other parts of the globe were not
necessarily synchronous with those in the European Alps.

The Little Ice Age is often associated with frozen rivers and canals in western
Europe. Paintings of winter landscapes by Dutch artists of the 16th and 17th
centuries are often used to illustrate the different impacts of the Little Ice Age
on Europe, from everyday life to politics. Some authors claim that the climate
had a large impact on political history during this time (e.g., Behringer 2007;
Fagan 2000). Meanwhile, climatic changes have always affected agrarian societies.
However, societies have always had strategies to cope with climatic hardship and
to overcome crises. Therefore, climatic changes rarely suffice as a monocausal
explanation (“climate determinism”) for social or political changes.

Fig. 4.14 View of the
Glacier du Bois and the
hamlet “Des Pras” (Painting
by Jean-Antoine Linck, 1813.
Swiss Alpine Club, Geneva,
reproduction by H. J.
Zumbühl)
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The subperiod from 1700 to 1890, which is also the focus of Brückner’s book,
was not constantly cold. It consisted of several particularly cold phases punctuated
by warm phases on all continents (Ahmed et al. 2013). In this section, I will give an
overview of climate during the 1700–1890 subperiod, starting with a summary of
climate during the 18th and 19th centuries from a large-scale perspective. Then,
I will go into more detail for several prominent variations: the Late Maunder
Minimum around 1700, the high temperatures and regional droughts around 1800,
the “Year Without a Summer” of 1816, the Alpine glacier advance around 1850, the
global drought of 1876–1878, and the frequent floods in central Europe in the 1860s
to 1880s. Many other periods could have also been selected. Examples include the
“Strange Parallels” drought in Southeast Asia (1756–1768), the dry conditions in
Africa in the early 19th century (Nicholson 2001), the West Antarctic warming of
the 1830s (Steig et al. 2013), the climate anomalies following the Krakatau eruption
of 1883, and the European storminess peak in the 1880s (Cornes and Jones 2011;
Matulla et al. 2008).

4.2.1 Climate of the 18th and 19th Centuries

4.2.1.1 Mean Climate of the 1700–1890 Period

Brückner’s study period 1700–1890 represents the last phase of the Little Ice Age.
Figure 4.15 shows maps of the mean temperature anomalies of this period (with
reference to 1985–2005; following IPCC 2013) from the CCC400 simulations
and reconstructions (Mann et al. 2009a). This figure suggests that globally, the
1700–1890 subperiod was approximately 0.5–2 ıC cooler on average than present.
Reconstructions and model simulations closely agree. CCC400 is driven by the

-3 -2 -1 0 1 2 3
Temperature Anomaly (°C)

Fig. 4.15 Global map of the annual mean temperature difference in 1700–1890 relative to 1985–
2005 in the (left) CCC400 simulations and (right) reconstructions (Mann et al. 2009b). The dots
indicate temperature anomalies from the PAGES 2k reconstructions (Fig. 4.5; only shown if they
reach at least to 2001)
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Mann et al. (2009a) sea-surface temperatures. Hence, the agreement over the oceans
is good by construction. However, both datasets also agree that the cooling was
strongest over the continents. Furthermore, the cooling over North America and
Eurasia in both data sets agrees with other reconstructions (e.g., Luterbacher et al.
2004). The mean temperature anomalies from the PAGES 2k reconstructions (dots)
suggest a good agreement also for Australasia and the Arctic, but not over Antarctica
where—according to the PAGES 2k reconstructions—temperatures were similar to
those at present.

This figure implies regional changes in the meridional temperature gradient
(e.g., over the North Atlantic or North Pacific), as well as the land–sea contrast.
Both might have affected circulation systems such as monsoons or storm tracks
(see Sect. 3.1). In fact, in terms of atmospheric circulation with 1985–2005 as a
reference, the 1700–1890 subperiod featured a decreased strength of the northern
Hadley cell in boreal winter, but an increased strength of the Pacific Walker cell. In
simpler terms, there was a slightly different mode of the machinery.

4.2.1.2 Triggers of the Little Ice Age

What could have triggered the Little Ice Age? In Sect. 4.1.5, we addressed the
drivers of global temperatures over the past 400 years using a simple regression
model. In the following, I will briefly look even farther back—to the start of the
Little Ice Age.

For a long time, a decrease of solar irradiance was considered the main culprit for
a cold climate. In fact, this may be true (a schematic of the suggested mechanisms
is given in Fig. 4.16). Solar activity was low from 1260 to 1330, from 1390 to 1560,
and from 1645 to 1715 (Steinhilber et al. 2009). However, the magnitudes of these
minima are difficult to quantify (see Sect. 3.3). Several studies show agreement
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More
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Less
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Snow Line
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Fig. 4.16 Schematic view of the possible processes triggering and sustaining the Little Ice Age
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between temperature proxies and solar activity (e.g., Eichler et al. 2009b). However,
reconstructions are also compatible with smaller solar effects (see also Schurer et al.
2014). Models can reproduce the Little Ice Age climate for a large range of solar
forcing conditions (Ammann et al. 2007), but not necessarily for an extremely large
forcing (Feulner 2011).

Thus, other factors likely contributed to—or even dominated—the climate
response during the Little Ice Age. The most important factor is volcanic eruption.
The temperature response to an individual eruption lasts only 2–3 years. However,
periods of high volcanic activity may possibly affect the Atlantic meridional
overturning circulation (Stenchikov et al. 2009, see Sect. 3.3.1) and ocean heat
content in general. In this way, volcanoes can influence the North Atlantic and
European climate on longer time scales. Miller et al. (2012) showed that volcanic
eruptions are sufficient to trigger a Little Ice Age in model simulations. They posit a
sustained sea ice–ocean feedback mechanism in the North Atlantic that causes cold
summers and a snow line depression. In their simulations, cool summers following
volcanic eruptions led to increased southward sea ice export. In turn, this caused
an anomalously cold and fresh North Atlantic subpolar gyre. Reduced basal sea ice
melt led to enhanced sea ice extent. Furthermore, poleward oceanic heat transport
was reduced in the model (Miller et al. 2012). In this way, the Samalas eruption of
1257 (or a sequence of strong eruptions) could have triggered the Little Ice Age (see
also Sects. 3.1.4 and 3.3.1).

Solar minima, which last longer than the negative forcing from volcanic erup-
tions, can also induce changes in the ocean. Feedback processes can further amplify
the effect of either forcing. Lehner et al. (2013) proposed that the Little Ice Age cli-
mate was maintained by a feedback between sea-ice and ocean circulation through
salinity changes in the Nordic seas. Moffa-Sánchez et al. (2014) suggested that the
Little Ice Age was linked to solar irradiance changes amplified via a feedback of the
Atlantic meridional overturning circulation. A major obstacle in determining the
role of solar or volcanic forcing is that the magnitudes of both forcings, particularly
solar forcing, are poorly constrained for the past (see Sect. 3.2). Furthermore,
during the last millennium, periods of low solar activity coincided with periods of
high volcanic activity, which makes it difficult to distinguish the two. However,
other factors may help to explain temperature changes prior to 1900. For instance,
Jungclaus and Koenigk (2010) and Schurer et al. (2013) found a small contribution
of reduced greenhouse gas forcing to the temperature difference between the Little
Ice Age and the Medieval Climate Anomaly.

These studies show that the trigger of the Little Ice Age remains unclear and may
consist of more than one mechanism. They also suggest that the response in the
North Atlantic region may be different from the global response due to the complex
response of the machinery.

A starting point for analysing the Little Ice Age is the Maunder Minimum,
a period that was particularly cold in Europe and coincided with a minimum in
sunspot activity. This period is studied in more detail in the next section on behalf
of EKF400 data.
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Fig. 4.17 Drawing of the procession on frozen Lake Constance in 1830 (Wikimedia Commons)

4.2.2 The Maunder Minimum: A Compelling Case for Solar
Forcing?

The winter of 1694/1695 was harsh in central Europe (Glaser 2008; Pfister 1999).
Lake Constance froze over, and in a solemn procession, a wooden statue of John
the Apostle was brought from Hagnau on the northern shore to Münsterlingen on
the southern shore. This tradition continues today. Every time the lake freezes and
the ice is sufficiently thick to carry a procession, the statue crosses the lake and
remains there until the next freezing event (Fig. 4.17 shows the procession in 1830
from Münsterlingen to Hagnau. Presently the statue is in Münsterlingen).

The winter of 1694/1695 was not the only harsh winter around 1700 (Glaser
2008; Pfister 1999). Johann Laurenz Bünti, a Swiss chronicler (Bünti 1973), wrote:

“In January 1709 it was so cold for three weeks that no old man has ever seen such a long
cold spell. (. . . ) Many people perished because of the cold, got sick and died etc. The large
rivers were frozen and ice covered; when the ice broke the floating ice caused undescribable
damage (with destruction of bridges, also houses, flooding of many villages and fields, also
drowning of many people and cattle).” (translated from Bünti 1973, p. 180)

In the mid- and late 17th century, European lakes and rivers froze frequently and
temperatures were particularly low. This marked the peak of the Little Ice Age in
central Europe.

These cold winters have drawn the attention of climate scientists for many
decades. Based on historical observations of the sun, aurorae, and 14C, Eddy (1976)
confirmed that solar activity was very low and called this period the “Maunder
Minimum” of solar activity (1645–1715). Is this proof of the important role of
the sun on earth’s climate? Eddy’s paper revived old discussions on sun–climate
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relations. However, volcanic activity was also high (Fig. 4.13). In the following,
I will focus on the last part of the Maunder Minimum—the “Late Maunder
Minimum” (1685–1715). This was a particularly cold period (note that one of
Brückner’s cold phases was centred around 1700) with abundant documentary
evidence and even sparse instrumental observations (see Sect. 2.8.1). However, most
of the documentary and all of the instrumental information is from Europe, and only
few proxies provide reliable winter temperatures.

4.2.2.1 The Late Maunder Minimum: Rock Bottom of the Little Ice Age
Climate

The Late Maunder Minimum climate has been the target of many studies. Luter-
bacher et al. (2001) analysed reconstructed temperature fields in Europe. They
found a strong cooling in central and eastern Europe and a weak cooling along
the Atlantic coast. Winter sea-level pressure was increased in northeastern Europe
but decreased in central Europe and the western Mediterranean, with more frequent
blocking situations. In spring, the Atlantic storm track was displaced to the south. In
summer, there were wet conditions across all Europe (Luterbacher et al. 2001). In
the following I subdivide the Late Maunder Minimum into the periods 1686–1700
and 1701–1715 (see also Zorita et al. 2004).

Several model-based studies were able to reproduce some of these features.
Shindell et al. (2001) obtained a similar temperature anomaly pattern with an
atmospheric model coupled to a mixed layer ocean and a parameterised response
to ozone changes. They attributed the climatic conditions to solar irradiance
changes. These operate via changes in stratospheric ozone, a slowdown of the
stratospheric circulation, and downward propagation (see Sects. 3.1.3 and 3.3.2,
Langematz et al. 2005). Zorita et al. (2004) were also able to reproduce the tempera-
ture anomaly pattern in a coupled climate model with reduced solar irradiance. They
found a temperature drop and reduced high-latitude salinity in the North Atlantic,
which they attributed to reduced wind-stress forcing. So, how did the sun affect
climate? Via the stratosphere or the oceans? Or did it not?

The difference in total solar irradiance between the Maunder Minimum and
the present is not known. Estimates range �6 to 0 W m�2 (Shapiro et al. 2011;
Steinhilber et al. 2012; see Sect. 3.3.2). The spectral pattern of the decrease, which
might be relevant, is also unknown—further adding to the uncertainty. Several
strong volcanic eruptions also contributed to a negative forcing (especially Serua
in 1694). However, these data are also burdened by large uncertainties. Our simple
forcing–temperature regression (Eq. 4.1) indicates a forced contribution (relative to
1700–1890) to global land surface temperatures in 1686–1700 and 1701–1715 of
�0:24 and �0:13 ıC, respectively. The main contributors were variations in solar
irradiance (�0:12 and �0:10 ıC) and greenhouse gases (�0:08 ıC). The difference
(0.09 ıC) between the two sub-periods is due to volcanic forcing. However, the two
subperiods are short and internal variability might have played an important role.
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Fig. 4.18 Temperature anomalies in (top) central England in winter from instrumental data (Parker
et al. 1992), (middle) in the Czech land from documentary data (Dobrovolnỳ et al. 2010) and
(bottom) Fennoscandia in April and May from reconstructions by Loader et al. (2011) based on
the freezing of rivers, and EKF400 (ensemble mean is given in blue with 50 % and 90 % ranges
shaded). All series are anomalies from their 1900–1990 average

The PAGES 2k reconstructions show that the Late Maunder Minimum was a
large-scale event that appears in the polar reconstructions as well as in the series for
Europe, Asia, and North America. However, it was not reflected in reconstructions
for Australasia or South America. For Europe, the Late Maunder Minimum also
appears in Brückner’s figure (Fig. 4.3) as a period with cold winters and late grape
harvest dates. However, cold winters were even more frequent in the early and mid-
17th century. Reconstructions of summer temperatures in central Europe (Fig. 4.8)
also show a slight dip during the Late Maunder Minimum. Winter temperatures
were low in central Europe (e.g., in the Czech lands, Fig. 4.18) and in central
England. Ice duration in Fennoscandia (a series that starts in 1693) shows frequent
cool springs, but also warm ones. EKF400 and proxies are consistent (although
the Late Maunder Minimum appears somewhat less pronounced), allowing us to
explore this event in more detail.
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Fig. 4.19 Differences in temperature and sea-level pressure (contour interval is 2 hPa, 0 hPa
contour is not shown, and negative contours are dashed) in EKF400 (best member and ensemble
mean) in boreal winter (Dec.–Feb.) and summer (Jun.–Aug.) relative to 1700–1890

4.2.2.2 The Late Maunder Minimum in EKF400

North America–Europe is the region best covered by tree ring, documentary, and
instrumental data (Sect. 2.9, note that winter data are only available over Europe).
The EKF400 results for this sector imply that summers in both periods were
cool over North America and Europe between 30ıand 60ıN (Fig. 4.19). Winter
conditions were cold over North America in both periods. The winters 1686–
1700 were cold in western and central Europe, with light positive temperature
anomalies in northeastern Europe. Positive pressure anomalies to the west of France
indicate frequent blocking; negative anomalies appear over the Adriatic Sea. The
winters 1701–1715 were cold over northeastern Europe, but warm over western
Europe (despite the cold winter of 1708/1709). This feature also appears in other
reconstructions (Luterbacher et al. 2004). The NAO in the 1701–1715 winters was
negative.

Do these results favour either solar or volcanic forcing? During 1686–1700,
which featured more volcanic eruptions, the winter NAO index was neutral – not
typical for volcanic forcing. Alternatively, during 1701–1715, which had fewer
eruptions, the winter NAO index was negative, as expected from low solar activity.
The cool summers could have been the result of either forcing. Hence, results are
not clear and internal variability of the machinery must have been at work.
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Fig. 4.20 Cold (Oct.–Mar.) and warm season (Apr.–Sep.) anomalies of temperature, sea-level
pressure (contour interval is 4 hPa, 0 hPa contour is not shown, and negative contours are dashed),
and precipitation in 1694/1695 in the EKF400 best ensemble members relative to 1700–1890

Let us return to the winter of 1694/1695 and the following summer, which
were cold in Switzerland and southern Germany (Fig. 4.20). EKF400 is in good
agreement with documentary information; there was a cold winter over Central
Europe. The summer (shown with the best ensemble member) indicates cool and
rainy conditions over large parts of Europe, including the south-central region. The
summer followed the Serua eruption of 1694 and the described features are in good
agreement with the expected effects of volcanic eruptions. At least for this specific
year, volcanic forcing might have played a role.

4.2.3 The 1790s: Temporary Warmth and Strong Tropical
Circulation

After the end of the Maunder Minimum, solar activity increased, and only few
tropical volcanic eruptions occurred. Tropical sea-surface temperature increased,
and the boreal winter Hadley circulation strengthened. Both peaked around 1800.
Global temperatures also reached an intermediate peak in the 1790s.

Concurrently, the enlightenment transformed the way people perceived weather
and climate. Observations and measurements became much more frequent
(Sect. 2.2). Major changes to societies also were underway. The United States
obtained independence and the French revolution brought the rise of democracy
and nationalism. In the following we take a look at the 1790s, a period of temporary
warmth.
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4.2.3.1 The Summers of 1800–1804 in Switzerland

In the 1790s, the republic of Geneva was a hub of European science and culture.
Influential thinkers such as Jean-Jacques Rousseau7 contributed to this reputation.
A famous scientist from Geneva, Horace Bénédict de Saussure,8 promoted meteo-
rological and phenological observations in the city of Geneva. These observations
confirm warm and dry conditions in Geneva around 1800. On the monthly observa-
tion sheet for August 1803, the observer Marc-Auguste Pictet wrote

“Les regains sont brûlés par la sécheresse constante. Les pâturages sont nuls. Les sources
sont taries, ou extrêmement basses. Les charrures sont arrêtées dans bien des endroits. On
ne se souvient pas d’avoir vû de sécheresse aussi opiniâtre: elle est plus grande que celle de
1800, et de 1802.”

Twice daily meteorological data from Geneva were recently digitised by our
group. The data allow constructing daily weather types back to the 18th century.
As the station moved several times, we used the homogeneous record during 1799–
1821 (see Auchmann et al. 2012) to analyse warm summers around 1800. The
classification uses pressure, pressure tendency, and wind direction to distinguish
16 weather types (see Sect. 4.2.4 for more details). The 16 types were grouped
into 5 main types (high and low pressure, northeasterly and southwesterly winds,
and the rest) and 5-yr periods were analysed, as done by Brückner. Results for the
summer half-years 1800–1804 (predominantly warm and dry summers) and 1805–
1809 (cool and wet) are shown in Fig. 4.21. Clearly, the warm pentad featured
fewer low pressure and more high pressure situations than the cold period. Also,

Low
High

Northeast

Southwest

Rest

1800-1804 1805-1809

Fig. 4.21 Frequency of weather types in Geneva in April–September (left) 1800–1804 and (right)
1805–1809. The classification is based on Auchmann et al. (2012) and summarising high and low-
pressure classes (including frontal passages) as well as (among the remaining classes) those with
southwesterly or north-to-northeasterly winds

7Jean-Jacques Rousseau, 1712–1778, was a political philosopher whose work influenced the
French revolution and the romantic movement.
8Horace Bénédict de Saussure, 1740–1799, was a physicist and traveller. He was among the first
to study the vertical structure of the atmosphere by climbing Mont Blanc (4,808 m asl) with a
barometer.
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Fig. 4.22 Differences in April–September (left) temperature and (right) precipitation between
the periods 1800–1804 (1801–1804 for precipitation) and 1805–1809 (Data source: HISTALP).
Topography above 2 km is marked

southwesterly flow situations, which usually bring warm air to Geneva, were more
frequent during the summers of 1800–1804 than in subsequent years. Thus, the
differences in temperature (1.3 ıC) and precipitation (15 %) between the periods can
be partly explained by a shift in the weather types. Conversely, the weather types
independently confirm the anomalous warmth.

4.2.3.2 Warming in Europe

The anomalous weather was not restricted to western Switzerland. Gridded tem-
perature and precipitation data from HISTALP reach back to 1781 and 1801,
respectively. Although the first drought year is missing in the case of precipitation,
the data provide a spatial overview (Fig. 4.22). The difference fields clearly show
warm and dry conditions in the entire domain relative to the subsequent 5-yr period
(Auer et al. 2007). The strongest drying is found in the southern Alps and northern
Mediterranean. However, high summer temperatures are not supported by local
proxy records. This phenomenon is known as early the instrumental paradox (see
also Frank et al. 2007; Hiebl 2006). In fact, some instrumental data from Austria
were later revised due to a suspected radiation bias (Böhm et al. 2010).

Warm summers around 1800 are also known from farther away sites, such as
Prague (Brázdil et al. 2013) and Scandinavia (Moberg et al. 2003). In Alpine sum-
mer temperature reconstructions (Fig. 4.8), slightly elevated temperatures appear
around the late 1780s to the 1800s and are roughly comparable to the 1930s but far
from present-day values. Can we trust the instrumental series or are they all affected
by radiation biases? Warm summers around 1800 are independently confirmed by
documentary data (Fig. 4.8). Warm springs are indicated by early thawing dates of
Fennoscandian rivers (Fig. 4.18). Documentary data also indicate dry summers and
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springs in central Europe (Dobrovolnỳ et al. 2010; Glaser and Riemann 2009; Pfister
1999). The Geneva weather types (which are unaffected by radiation errors) point
to a change in atmospheric circulation.

How does EKF400—which incorporates instrumental data, tree rings, documen-
tary data, and model forcings—depict the anomalies around 1800? Spatial maps of
spring-summer temperature anomalies, 500 hPa geopotential heights, and precipita-
tion in the best ensemble member (Fig. 4.23) show a continental warming of Europe
during the 1790–1804 period, with an overall increase of about 0.4 ıC, accompanied
by a precipitation deficit in southern and south-central Europe. This was related to
an extended ridge to the European continent and increased subsidence.

4.2.3.3 Regional or Global?

Anomalous climatic conditions were not restricted to Europe. Reconstructed anoma-
lies of the Palmer Drought Severity Index for North America and Asia are shown
with summer precipitation anomalies for Europe in Fig. 4.23. Although the results
are rather noisy, several regions with a higher frequency of drought can be found.
Literature provides further evidence of drought or, in the western U.S. and central
Asia, a pluvial. Cook et al. (2010) found droughts in Asia and Rodysill et al. (2013)
reported droughts in Mexico during this period. Were these events connected?

Zonally, EKF400 exhibits a fairly symmetric picture. This implies that regional
anomalies can be seen in a global context. Precipitation increased in the Inner
Tropics whereas a decrease occurred in subtropical regions. Specifically, drought
conditions are seen in Asia, parts of Europe, and Mexico in the best ensemble
member. However, the pattern remains noisy. Precipitation in EKF400 is almost
identical to CCC400, confirming that the pattern is reproducible from the sea-
surface temperatures and forcings.

The pattern for temperature is more uniform than for precipitation. The warming
in EKF400 encompasses Europe. A global and hemispheric temperature maximum
is also seen in many reconstructions (Figs. 4.1 and 4.4). In fact, one of Brückner’s
global warm phases was centred around 1795.

4.2.3.4 Causes of the 1790s Warmth

Can the temperature difference from 0.1 ıC (global land surface temperature) to
0.4 ıC (European temperature) between 1790–1804 and 1700–1890 be explained by
external forcing? Based on our simple forcing-temperature regression (i.e., the fit to
global land surface temperature observations; Fig. 4.13), the contribution of external
forcings was only around 0.03 ıC. This is mostly due to the lack of volcanic forcing.
Though warmer than all previous decades in the 18th century, the 1790s temperature
in the fitted curves was quickly surpassed in the 19th century. However, CCC400
ensemble-mean land temperatures deviate from the fitted curve and quantitatively
capture the global warming. They also reproduce an enhanced summer warming
over Europe of around 0.15 ıC. This indicates that sea-surface temperatures may
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Fig. 4.23 Anomaly fields of March–August (left) surface air temperatures overlaid with 500 hPa
geopotential heights (contour spacing is 3 gpm, zero contour not shown) and (right) precipitation
in 1790–1804 relative to 1700–1890. These were derived from (top) reconstructions, (middle) the
EKF400 best ensemble member, and (bottom) the EKF400 ensemble mean. Reconstructions for
North America and Asia give the Palmer Drought Severity Index (same scale as precipitation)

have played a role. However, the remaining 0.2–0.3 ıC of summer warming found
in reconstructions must be explained by the internal variability of the atmosphere
or a response to forcings that is not captured (e.g., local responses or feedbacks) in
CCC400. Note that this analysis carries large uncertainties on all sides (forcings,
model response, observations, assimilation, and attribution statistics).
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Do we understand why sea-surface temperatures reproduce some of these
anomalies? Tropical oceans might have been warm during this period. In fact,
the temperature peak around 1800 is particularly pronounced in some tropi-
cal sea-surface temperatures reconstructions (Fig. 4.7), although new coral-based
reconstructions (Tierney et al. 2015) do not show this feature. Alongside warming
tropical oceans (at least in CCC400), the Hadley circulation strengthened. This
is evident in the boreal winter Hadley circulation index (Fig. 4.9). The vertical
velocity at 500 hPa, captured from EKF400 (which is almost exactly mirrored in
the precipitation field in Fig. 4.23), indicates a strengthening of subsidence over the
subtropics (i.e., the poleward side of the Hadley cell) in summer. This situation
is conducive to subtropical drought. A corresponding change of the high pressure
systems at 500 hPa is also found (Fig. 4.23).

Thus, the warm and dry summers around 1800 that were experienced by
inhabitants of Geneva and recorded by Pictet might not be an isolated regional
event. Instead, it might have been the expression of a change of the machinery
on a global scale. Frequent high pressure situations might have been part of a
strengthening or poleward shift of the edge of the Hadley cell. This situation,
including the high summer temperatures in Geneva, ended in 1805. Temperatures
decreased even further, reaching a minimum in the 1810s. Specifically, the lowest
summer temperatures on record were achieved during the summer of 1816. This
will be discussed in the next section.

4.2.4 Tambora Eruption, Dalton Minimum, and the Year
Without a Summer of 1816

“On the 6th of July I was in Pfalzburg. Yesterday wheat was 23 f per Frl, a loaf of bread
costs 27 S. The rainy weather continues. The hay has not been made anywhere. The grass
is rotting on the meadows, all mountains are full of water. There is nothing but misery
everywhere. The beggars are so frequent that there is no council, the poor suffer a lot.
Potatoes can almost not be found. The sester costs 30 to 34 S and are hard to get. Nothing
can grow, it is always too cold, I do not know what will happen until harvest which will be
very late. Fortunately, as to what concerns ourselves, there is no paucity.”

This quote is from the unpublished diary of Johann Peter Hoffmann (1753–1842),
a farmer and local magistrate in Alsace. It shows the hardship endured in central
Europe during the summer of 1816. Consequently, 1816 is known as a “Year
Without a Summer”. Adverse weather caused widespread crop failure and severe
famine (Pfister 1999; Luterbacher and Pfister 2015) and people reportedly resorted
to eating grass from the meadows (Fig. 4.24). Malnutrition caused an increase
in mortality. However, demographic data indicate pronounced local differences.
This implies that governance was at least as important as climate (Krämer 2015).
Nevertheless, the Year Without a Summer of 1816 highlights the societal importance
of abrupt climatic events.
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Fig. 4.24 Painting from Anna Barbara Giezendanner (1831–1905), showing people eating grass
during famine in Switzerland

4.2.4.1 Anatomy of the Year Without a Summer

There is never a good time for a climate disaster. However, the Year Without a
Summer of 1816 came at a particularly bad time—in the wake of the Napoleonic
wars and the midst of politically troubled times—which might have worsened the
societal impacts of the climate event (Oppenheimer 2015). It also affected the qual-
ity of observations. Many instrumental series have gaps in these years. Nevertheless,
based on early instrumental measurements, documentary data, and proxies, it is
possible to obtain an overview of the event. Temperatures were very low in central
and western Europe, eastern North America (while in Europe several Years Without
a Summer are known, 1816 is the only one for North America), and Asia. The
summer of 1816 was particularly cold in the European Alps (Fig. 4.8). Tree ring
width was reduced in eastern North America and across Eurasia, but normal or even
enhanced in Scandinavia or North Africa (see also Briffa et al. 1998). Little evidence
is found for an imprint in the Southern Hemisphere. Interestingly, Brückner does not
mention the year 1816 in his book because he exclusively considered 5-yr averages.
However, he listed 1815 as the centre of a cold and wet period.

In central Europe, cold conditions persisted throughout the entire summer
(Harington 1992; Oppenheimer 2003). In western Europe, rainfall was much higher
than normal, as expressed in the opening quote of this section. Snow fall repeatedly
continued to reach Alpine valleys until early summer (Pfister 1999). Harvest yields
were very low and late; grapes in northwestern Switzerland were harvested on
10 November (Meier et al. 2007), the latest date on record. In contrast, on the
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Iberian Peninsula, precipitation was low in some places (Trigo et al. 2009). In
Scandinavia, temperatures were near normal. In Russia, conditions were warmer and
drier than normal. The west–east difference was noted in contemporary European
newspapers. In the eastern U.S., storms, cold surges, and late snowfall (Chenoweth
2009) characterised the summer of 1816 (see also Klingaman and Klingaman 2013).

4.2.4.2 Causes

What caused the Year Without a Summer? At that time, the causes of cold and rainy
summers were unknown. Newspapers speculated about sunspots and others blamed
lightning conductors (see Bodenmann et al. 2011). Obscure astronomical theories
were advocated, while chroniclers pointed to historical precedents. In the following
summer, large masses of drifting ice were found in the North Atlantic and were
held responsible for the cold weather of 1816 in Europe (Barrow 1819). Today, the
Year Without a Summer of 1816 is mainly attributed to the April 1815 eruption of
the volcano Tambora in Indonesia, which injected huge amounts of sulphur into the
stratosphere (e.g., Stommel and Stommel 1979; Stothers 1984).

Other mechanisms or factors may have contributed to the Year Without a Summer
of 1816. For instance, a strong eruption in 1808/1809 (Guevara-Murua et al. (2014),
see also Sect. 2.9) may have set the stage for a sustained ocean cooling (Stenchikov
et al. 2009). Furthermore, the Tambora eruption fell into a secular phase of low solar
activity called the “Dalton Minimum”. This may have contributed to cool summers
around 1816 (Anet et al. 2014). Another sequence of two major volcanic eruptions
over a short time period occurred in the 1830s and resulted in similar—though
smaller—imprints in continental-to-hemispheric climate series (Figs. 4.4–4.7). In
this sense, the Tambora eruption and the unknown 1808/1809 eruption were typical
for the first half of the 19th century.

Do we understand the mechanism? Sea-level pressure reconstructions (Luter-
bacher et al. 2002) indicate that during the winter of 1815/1816 the NAO was
neutral. The summer of 1816 was characterised by negative pressure anomalies off
of Great Britain (Trigo et al. 2009). In the following, I add to this by analysing, on
the one hand, EKF400. On the other hand, I will explore daily weather from early
instrumental data.

4.2.4.3 The Year Without a Summer of 1816 in EKF400 and Early
Instrumental Data

Let us return to Geneva where Marc-Auguste Pictet was continuing his observations
and growing concerned about a negative temperature trend over the preceding 20
years in his observations (Pictet 1818). Geneva is a suitable place to start our
analysis for several reasons. In addition to having weather observations, Geneva
lies near the heart of the 1816 climatic anomalies. Comparing the summer of 1816
weather data from Geneva with a contemporary homogeneous reference period
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Fig. 4.25 Statistics of daily weather from Geneva from June to August 1816 relative to the
reference period 1799–1821. (left) and (second from left) Histograms of temperature anomalies
(with respect to the 1799–1821 mean seasonal cycle) at sunrise and 2 p.m. local time (second
from right) Precipitation amount and frequency, and (right) intensity (precipitation on days with
>0.1 mm of precipitation) (Auchmann et al. 2012)

(1799–1821), we found that the low daily mean temperatures were mainly due to the
afternoon observation. In the sunrise observation, a much smaller signal was found
(Auchmann et al. 2012). With respect to variability, the afternoon measurement
(Fig. 4.25; second from left) shows a shift in the distribution, while the early
morning measurement (Fig. 4.25; left) shows an absence of warm mornings, but no
increase in extremely cold mornings. Also, there is an overall reduced variability.
These features were related to an increase in cloud cover, which is found in the
observations. Increased cloud cover reduced incoming radiation during the day but
prevented clear, cold nights.

With respect to precipitation, the 80 % increase in the summer of 1816 can be
explained by an increase in the frequency (Fig. 4.25; second from right). However,
the intensity distribution (Fig. 4.25; right) did not change.

We also analysed the daily weather type classification in Geneva with 16 classes
(Auchmann et al. 2012) for the reference period and for the summer of 1816.
High pressure situations were almost completely absent in 1816, whereas some
cyclonic situations tripled or even quadrupled. This explains a considerable fraction
of the temperature and precipitation differences and becomes apparent when colour
coding the classes according to their temperature anomalies in the reference period
(Fig. 4.26; middle). In Fig. 4.26 (right), colour coding is according to the observed
anomalies and shows that temperatures in each weather type were lower in 1816
than the reference period.

This suggests that a general cooling as well as a change in atmospheric
circulation occurred. Both can be seen in EKF400, which shows a low pressure
anomaly over Britain (Fig. 4.27) in the summer of 1816. The weather types suggest
that Switzerland was in the track of depressions moving across western Europe
from around April to July, which is confirmed by European subdaily pressure data
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(Brugnara et al. 2015). Only August brought a brief relief. With respect to cooling,
CCC400 already shows a moderate cooling and a precipitation surplus (i.e., these
features are forced). However, after assimilation, EKF400 shows much stronger
anomalies.

The relation of this anomalous circulation and rainfall to the eruption is unknown.
CCC400 simulations suggest that rainy summertime conditions in south-central
Europe following tropical volcanic eruptions might be a consequence of weakened
African and Asian monsoons (Sect. 3.2.1), which in turn is related to reduced short-
wave radiation following an eruption (Wegmann et al. 2014). However, further
evidence is needed to support this hypothesis for the case of the Tambora eruption.

4.2.4.4 The Mistery Continues

Recent work has shed some light on the causes of the Year Without a Summer of
1816. However, there are still several major uncertainties, for instance with respect
to the tree-ring signature (Anchukaitis et al. 2012; Büntgen et al. 2015). Another
uncertainty is the aerosol amount in the Northern Hemisphere. Because the eruption
occurred in April a large fraction of the aerosol cloud may have moved to the
Southern Hemisphere. This is also the case in our model-based reconstruction of
volcanic forcing (Arfeuille et al. 2014) as displayed in Fig. 4.28 (right). However,
temperature reconstructions for the Southern Hemisphere (Neukom et al. 2014a)
show little cooling in 1816 or during many other major volcanic eruptions.
Therefore, this topic needs further research.
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Fig. 4.27 Anomaly fields of temperature, sea-level pressure (contour spacing is 2 hPa, 0 hPa
contour is not shown, and negative contours are dashed) and precipitation in EKF400 (best member
and ensemble mean) in boreal winter (Dec.–Feb.) and summer (Jun.–Aug.) of 1816 relative to
1700–1890

Another uncertainty concerns the mass and size distribution of the volcanic
aerosols. In Fig. 4.28 (left), modelled aerosol extinction for Tambora and Pinatubo
are compared (note the logarithmic scale). Although aerosol extinction immediately
following Tambora reaches higher values than following Pinatubo, the decrease
occurs more rapidly due to coagulation (large particles scatter less efficiently, see
Sect. 3.3.1). Around 2.5 years later, Tambora aerosol extinction falls below Pinatubo
values because gravitational settling removes particles faster. Do we expect the
effects of a large eruption to be shorter lasting than those for a small eruption?
Perhaps Tambora could provide answers. More than 200 years after the eruption,
there are still opportunities to learn from this event.
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Fig. 4.28 (left) Aerosol extinction (1.02�m) at 20-km altitude above the equator for the Tambora
and Pinatubo eruptions. (right) Aerosol optical depth (500 nm) modelled for the Tambora eruption.
These are obtained from a two-dimensional aerosols microphysics model, assuming a sulphur
amount of 80 and 20 Mt for Tambora and Pinatubo, respectively (See Arfeuille et al. (2014) for
details)

4.2.5 The Maximum State of Alpine Glaciers in the 1850s

The British travellers who started to visit the Alps around the 1850s must have had a
majestic view. Glaciers extended much farther than today and some even reached the
valley floors. Glacier ice was not debris covered, as it is today. It was blue, shiny,
and ragged, as is typical for advancing glaciers. Glacier maxima were reached in
the 17th and 18th century and around 1820, following the Year Without a Summer.
However, the maximum around 1850 was the last substantial advance of Alpine
glaciers and marked the final phase of the Little Ice Age.

After 1850, Alpine glaciers started to recede to their present positions, sometimes
halting for brief phases of stagnation or temporary advances.

4.2.5.1 A 19th Century View of Glacier Changes

Although glaciers in the mid-19th century attracted the first tourists, they were
traditionally seen as a threat. It was only in the late 18th century that the Alps and
the glaciers became a matter of interest to science. One of the first to study glaciers
was Jakob Samuel Wyttenbach9 (see Zumbühl 2009). Glacier length changes were
seen as an indication for climatic changes since the 1800s. Following the Year
Without a Summer of 1816 (see Box 2.2, p. 22) evidence for historical changes in

9Jakob Samuel Wyttenbach, 1748–1830, was a Bernese priest and natural scientist. Wyttenbach
travelled the Alps together with painter Caspar Wolf and published his observations. He was a
co-founder of the Bernese and Swiss Natural Sciences Societies.
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Fig. 4.29 (left) Aletsch Glacier from the “Topographische Karte der Schweiz” (Dufour Karte),
1:100000, Blatt XVIII, 1854 (updated in 1866 and 1876) (right) Aletsch Glacier as seen from
space in 2001 (ASTER on Terra). NASA/GSFC/METI/ERSDAC/JAROS, and U.S./Japan ASTER
Science Team

glacier extent was compiled (Venetz 1830). Eventually, evidence for pre-historical
glacier maxima was found in Switzerland; one of the origins of the ice age theory
(see also Krüger 2013).

With the lively discussion of ice age theories in the 19th century, glaciers
and their changes were more intensely studied. To understand why glacier length
changes, one must understand how a glacier’s mass balance and flow responds
to climatic changes. Sonklar (1858) helped to establish the relationship between
climate variables and glacier growth. He suggested that precipitation from October
to April and temperature from May to September were the decisive factors
for glacier growth in the Alps, in addition to local wind conditions. Brückner
continued Sonklar’s work in the eastern Alps in the 1880s. Around the same time,
systematic monitoring of glaciers started in Switzerland and internationally. First
this involved length measurements, later it included mass balance measurements. In
fact, Brückner published the reports of the International Glacier Commissions on
glacier monitoring from 1908 to 1911. Since 1986, the World Glacier Monitoring
Service at the University of Zurich has monitored numerous glaciers around the
world based on in-situ measurements and remote sensing data.

It is appropriate to give Alpine glaciers a special emphasis in this book. After all,
Brückner devoted a substantial part of his scientific career to the study of Alpine
glaciers. In this section we analyse climatic conditions during the last maximum of
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Fig. 4.30 Time series of the length of the Lower Grindelwald Glacier relative to the 1600
extent. Orange: reconstruction based on documentary evidence (Zumbühl 1980; Zumbühl et al.
1983, 2008), blue: accumulated glacier growth index following Sonklar (1858), calculated from
HISTALP data (47ıN, 7ıE, the offset and scaling factor of the index were chosen to best match
the long term trend in the observed glacier length)

Alpine glaciers. The glacier advance in the European Alps in the 1850s—the centre
of a cold and wet phase in Brückner’s cycle listing—is well documented because
this coincided with the first tourist exploration of the Alps. Early photographic
documents are available from several glaciers. Topographical and geodetic surveys
also provide information for some of the glaciers (Fig. 4.29). Even more information
is available for the receding phase, which occurred during the high phase of Belle
Époque tourism.

4.2.5.2 Causes of the 1850s Glacier Advance

The phases and causes of the glacier advance in the Alps from the 1600s to 1850s
were studied in Sonklar (1858); a paper that greatly impressed Brückner. Sonklar
found a widespread glacier advance in the Alps in the 17th and early 18th century,
local advances or stagnation in the second half of the 18th century, and a phase of
renewed advance in the first half of the 19th century. Soon after this publication
glaciers started to recede.

Some of the phases outlined by Sonklar are reflected in more recent reconstruc-
tions of the length of the Lower Grindelwald Glacier (Fig. 4.30; Zumbühl 1980;
Zumbühl et al. 1983, 2008). The time series shows earlier advances around 1600
and the 1640s. The advance from 1820 to 1860, peaking in 1855, clearly stands out.
This was also successfully modelled (through a so-called “neural network” fed with
reconstructed climate data; Steiner et al. 2008), although it slightly underestimated
magnitudes. Steiner et al. (2008) identified the same influencing factors as Sonklar
(1858)—winter precipitation and summer temperature.

With respect to the 1850s advance, Sonklar (1858) found a sequence of years
that were particularly conducive to glacier growth. From 1837 to 1845, summers
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in the Alps were cool. Meanwhile, precipitation was abundant in winter. This is
confirmed by the Alpine summer temperature reconstructions shown in Fig. 4.8 as
well as Alpine precipitation data from HISTALP and Pauling et al. (2006) (see also
Gimmi et al. 2007). However, not all available precipitation series from the region
reflect this increase.

4.2.5.3 Climate and Glacier Growth Assessed from HISTALP Data

In the following, we will analyse the climatic causes of the glacier advance using
HISTALP data. Glaciers advances resulted from cool summers and wet (albeit
relatively warm) winters. Following Sonklar (1858), we can calculate a simple
“glacier growth index” using the weighted average of seasonal temperature and
precipitation (I used HISTALP data, standardised within the 1800–1890 period,
with the weights determined by Sonklar 1858). The index was subsequently scaled
and an offset was added to match, when accumulated, the long-term trend in the
historical series of the length of the Lower Grindelwald Glacier (Fig. 4.30). The
growth and retreat phases of the glaciers are very well reproduced in this curve, as
in Steiner et al. (2008), though the maximum in 1856 was slightly underestimated.10

Glacier length follows the glacier growth index with a lag of a few years. Although
the dynamics of the glacier also need to be taken into account, this comparison
suggests that the climatic drivers dominated the glacier length changes. The series
also shows that the climate in the early and mid-19th century was conducive to
glacier growth.

Sonklar (1858) suggested that the years from 1837 to 1845 were crucial for
glacier growth. Anomaly fields of temperature and precipitation for these years
(Fig. 4.31, note that 1871–1900 was used as a reference) confirm that the machinery
produced a sequence of cold summers and wet winters, particularly in the western
Alps. A map of the glacier index anomalies during these years indicates that
conditions were favourable for glacier growth, especially in the western Alps.
Meanwhile, in the eastern Alps, climatic conditions were average due to lower
precipitation.

4.2.5.4 Retreat

“Of all the Alps’ characteristics, none appeals more to the people of the plains than the
everlasting snow covering the highest mountain peaks, none attracts more than the distant
glowing glaciers.” (from Brückner, 1893, in (Stehr and von Storch 2000), p.193)

10The overestimation of the recent retreat might be due to the fact that the glacier tongue has
remained stationary since the 1980s as a block of dead ice in a narrow gorge, buried under
rockslides.
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Fig. 4.31 Anomaly fields of temperature and precipitation from HISTALP for (top, left) May–
September and (top, right) October–April during 1837–45 and expressed as anomalies from
1871–1900. (bottom) Average glacier growth index according to Sonklar (1858) calculated from
HISTALP data (see text for explanation) from 1837–45. Topography above 2 km is marked

Brückner, a scientist from the plains (he grew up in the Baltic region), was
fascinated by glaciers—their advances and retreats, and their dynamics over time.
When Brückner wrote his book, the retreat had already started. He wrote that in
the eastern Alps, glacier area had already diminished by 20 % between the 1850s
maximum and the 1880s. However, during Brückner’s time glaciers were still large
compared to the present. This can be seen in the photograph of the Eiger Glacier
around 1900 (Fig. 4.32). Since then, Alpine glaciers have receded with only short
phases of advance. Particularly strong negative growth rates occurred in the 1940s
and since the 1990s (see Fig. 4.30).

The Alpine glaciers will continue to retreat in the future. Many of them will be
lost for a long time to come and future generations will never have the exciting
views the first British tourists had in the 19th century.
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Fig. 4.32 Eiger Glacier, with
Eiger and Mönch in the
background (top) around
1900 (Photochrom, courtesy
of S. Nussbaumer) and
(bottom) on 12 July 2009
(Photograph by S
Nussbaumer)

4.2.6 Global Droughts During 1876–1878 and El Niño

The Year Without a Summer of 1816 and related widespread famine may have been
perceived as a major catastrophe by the population in Switzerland. However, this
catastrophe is dwarfed by the 1876–1878 global drought studied in this section. This
was one of the most devastating climate events in history (see also Cook et al. 2010).
Monsoon failure in India (Fig. 4.33) and China and drought in South America cost
around 20 million lives (Aceituno et al. 2009; Davis 2001). Some authors call this
the “late Victorian Great Drought” of 1877/1878 (although in some Asian regions it
started in 1876).

The regions affected by drought are shown schematically in Fig. 4.34 and
include much of India (where it is called “Great Famine”; Kripalani and
Kulkarni 1997), northern and eastern China (“Great North China Famine”;
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Fig. 4.33 Governance worsened the consequences of drought. This image shows grain bags
stacked for export in Madras (Chennai) during the drought (Digby 1878)

Hao et al. 2010; Kang et al. 2013; Zhang and Liang 2010), Southeast Asia, and
northeastern Brazil (Aceituno et al. 2009). Were these droughts related to each
other?

Some research suggests that they were related. The cause of the droughts—at
least of some of them—might have been an El Niño event that started in late 1876
and matured in 1877/1878 (e.g., Aceituno et al. 2009; Kripalani and Kulkarni 1997).
In India, however, the drought began a year earlier.

4.2.6.1 The 1877/1878 Drought in EKF400, CCC400, and 20CR

Let us look at this event in tree ring-based reconstructions (Cook et al. 2010),
20CR, EKF400, and CCC400. To some extent, this will allow us to address the
contribution of sea-surface temperatures.11 For the summers of 1877 and 1878,
drought conditions are reconstructed across large parts of India and China, and
20CR shows a precipitation deficit over India and China. However, the two datasets
disagree over Southeast Asia, where 20CR indicates increased precipitation. The
best ensemble member of EKF400 reproduces a precipitation deficit over the Korean

11The sea-surface temperature field used to prescribe the GCM simulations contains atmospheric
influences (internal variability). Hence, the resulting response of the atmosphere in the model
cannot be addressed solely as an effect of the ocean on the atmosphere.
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Fig. 4.34 Map of regions affected by drought in 1877/1878 (based on the work of Andrea
Gammeter and Carmen Minder)

peninsula, China, Malaysia, and Indonesia. However, hardly any deficit is indicated
over India, resulting in another disagreement over South Asia.

Analysis of 500 hPa geopotential height and vertical velocity (Fig. 4.35) as well
as 850 hPa wind in 20CR shows anticyclonic conditions over China with associated
subsidence (red solid contours) and a weakening of the East Asian monsoon (not
shown). Over India, the monsoon circulation was similarly weakened.

If the drought was caused by a weak monsoon, what caused the monsoon to
weaken? No major volcanic eruptions are reported. Hence, the drought must have
come from internal variations in the machinery. A likely candidate is anomalous
sea-surface temperatures. In fact, CCC400 simulations reproduce dry conditions in
China, which explains part of the drought. However, the simulations also produce
a zonally elongated wet band further south, covering all of India, which contradicts
the well-known droughts there. Because this band also appears in 20CR, it might
represent the response of models (CCC400 and 20CR) to the imposed sea-surface
temperatures. Hence, either the models are inadequate or the drought in India was
due to unforced atmospheric variability.

Reverting to statistics, the negative precipitation anomalies over China and India
in 1877/1878 are in agreement with well-known El Niño teleconnections (e.g.,
Larkin and Harrison 2005). Precipitation over maritime areas of Southeast Asia
is not well known from observations. Thus, the signal is difficult to interpret. The
reported drying in parts of Africa and the Amazon basin, and increased precipitation
along the Andes, in Patagonia, and in parts of North America are in agreement with
El Niño teleconnections. In summary, a strong El Niño might be partly responsible
for the droughts in 1877/1878. Its teleconnections were expressed very strongly and
brought a lack of rainfall to densely populated regions, some of which had already
suffered from antecedent dryness. Thus, the droughts were produced by the most
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Fig. 4.35 The drought summers of 1877 and 1878 in (bottom left) tree ring-based reconstructions
of the Palmer Drought severity index (Cook et al. 2010) and precipitation from July to September
from (top left) the best member of EKF400, (top right) 20CR and (bottom right) CCC400.
Anomalies are relative to 1871–1900. Solid and dashed red contours denote positive and negative
vertical velocities at 500 hPa of 10�3 Pa s�1 , respectively

forceful mode of the machinery. However, additional atmospheric variability played
a role, particularly for the drought in India.

Box 4.1 Francis Galton, Gilbert Walker, and Felix Exner: Statistics in
climatology
The Great Famine in India of 1876–1878 also affected the development of
meteorology and climatology. Specifically it impacted the use of statistical
methods. The India Meteorological Department had just been founded when

(continued)
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Box 4.1 (continued)
the famine struck. In its wake, director Henry Francis Blanford collected all
available data from the Indian Ocean and Australasian region to study this
event and its relation to climate. He noted anomalous pressure conditions
over Asia, studied relations between the monsoon and other variables and
performed experimental monsoon forecasts. Among other things, Blan-
ford (1884) also related the variability of the Indian summer monsoon to
Eurasian snow cover changes—a theory that is still being studied today (see
Sect. 3.1.4). In the subsequent decades, Blanford and his successor aimed to
strengthen the empirical work, but sought a more mathematical background.

In the early 1900s, the mathematician Gilbert Walker joined the India
Meteorological Department to continue the work on monsoon forecast. He
introduced the concept of correlation (a method developed by Francis Galton
in 1888 (Galton 1888)) to climatology. He produced point correlation maps,
but also analysed correlations across variables and with different leads and
lags (e.g., Walker 1909). Walker’s concept was successful. Using correlations,
he discovered the main global- or large-scale circulation variability modes
(see Sect. 3.2 and Table 3.2): the Southern Oscillation, the North Atlantic
Oscillation (Fig. 4.36), and the North Pacific Oscillation (Walker 1924). Thus,
Walker paved the way to modern climatology.

Other scientists adopted this new concept. Felix Exner (1913) performed
similar analyses for the Northern Hemisphere. He discovered the Arctic Oscil-
lation (Sect. 3.2.3 and Table 3.2) and quantified month-to-month predictability
using lag correlation. The concept of correlation was far superior to analysing
tables or visual inspection of time series—the method used by scientists such
as Hann (1890) or Hildebrandsson (1897) working on the same topics.

Fig. 4.36 Correlation map from Walker and Bliss (1932). Shown is the correlation (�100)
of an NAO index with contemporary temperature for the December–February average.
Copyright RMetS
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Fig. 4.37 Contemporary depictions of the 1868 flood in the Alpine section of the Rhine River
(Source: Staatsarchiv St. Gallen)

4.2.7 Frequent Flooding in the Central European Alps:
1830–1880s

Few flood events are still remembered after 150–200 years. One of such events,
located along the Alpine section of the Rhine River, was the flood of 1817. This
was caused by the melting of an enormous snow pack, which at higher altitudes
consisted of the snow of two winters and the summer in between (Wetter et al.
2011): a consequence of the “Year without a Summer” of 1816 (Sect. 4.2.4). Another
remembered flood event in Switzerland occurred in 1868 and affected the Valais and
Ticino, destroying many bridges in the Alpine section of the Rhine valley (Fig. 4.37).
This was deliberately used by lobbyists to influence opinions in the debate on the
consequences of deforestation because floods in the lowlands were seen as a result
of deforestation in the mountains. This paved the way to the Swiss forestry law,
which was accepted by the Swiss parliament a few years later and entered into force
in 1876 (Pfister and Brändli 1999). Sometimes an event at the right time makes all
the difference in a decision-making process.

The 1868 event was typical for this period. During the 1850s–1880s, Switzerland
experienced an increased frequency of severe floods (Fig. 4.38; e.g., Pfister and
Brändli 1999; Schmocker-Fackel and Naef 2010a,b; Stucki et al. 2012). These
floods not only caused economic losses, but soon became the focus of political
discussions, as shown above for Switzerland. The paradigm of floods in the lowlands
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Fig. 4.38 Floods of the Rhine in Basel since 1714. Moderate, severe, and extreme floods were
defined as runoff exceeding 4000, 4500, and 5000 m3/s. Prior to 1878, the completion of a major
hydroengineering project in the Aare subcatchment, thresholds were defined as 4500, 5000, and
5500 m3/s (Data from Wetter et al. 2011)

being caused by mountain deforestation was also prominent in other countries and
affected national policies. In fact, Brückner devoted several pages of his book to the
political implications of this debate.

The increased frequency of floods was not restricted to Switzerland but arguably
also affected surrounding countries. However, a consistent picture is difficult to
obtain (Bichet et al. 2014). Most of the floods occurred from late summer to
early fall and were related to heavy precipitation (Stucki et al. 2012). Atmospheric
circulation patterns played an important role because few distinct weather patterns
trigger floods in Switzerland and central Europe. A particularly flood-prone weather
type is the Vb cyclone track whereby Mediterranean cyclones move east and north
around the Alps to bring moisture to central Europe and the northern slope of the
Alps. Based on an analysis of daily sea-level pressure fields, Jacobeit et al. (2004)
suggested that this weather type was more frequent in these decades, consistent with
more frequent floods.

4.2.7.1 The 1868 Flood in 20CR and Instrumental Data

The 20CR reanalysis allows us to study the flood of 1868 in depth (see Stucki et al.
2012, for more details on the following). As with any other flood in the largest
watersheds of Switzerland, the 1868 event was triggered by heavy precipitation.
However, heavy precipitation alone is not sufficient to produce a flood of that
magnitude. Most floods are preconditioned by other factors such as saturated soils,
a rapid temperature rise and associated snow melt, and high lake levels (Stucki et al.
2012). The 1868 case was no exception.

In the weeks leading up to the event, precipitation was excessive. Soils were
saturated and the level of the Lago Maggiore (in southern Switzerland) was high
(Stucki et al. 2012). Fresh snow had fallen in the mountains. The heavy precipitation
triggering the 1868 flood occurred in two phases within about a week (from the end
of September into early October 1868). The precipitation maximum for the entire
event was measured at San Bernardino (1118.2 mm over 8 days). An analysis of
20CR (see Fig. 4.39; top, left) reveals that the first precipitation phase was triggered
by a cutoff low over Ireland and southwesterly flow toward the Alps. In the second
phase, a few days later (Fig. 4.39; top, right), an elongated upper-level trough moved
southward with lifting on its eastern flank. Moist air was transported from the south,
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Fig. 4.39 Meteorological conditions during the heavy precipitation triggering the 1868 flood.
(top) 500 hPa geopotential height and vertical velocity on (left) 28 September and (right) 2 October,
(bottom left) precipitation on 28 September and (bottom right) equivalent potential temperatures
(blue, black, and yellow isolines show 16, 24, and 32 ıC), wind at 850 hPa (arrows) and precipitable
water (green shading) on 2 October 1868. All data except (bottom, left) are from 20CR (Stucki et al.
2012)

across the Mediterranean, towards the Alps. At the same time, high temperatures
led to the melting of snow. This resulted in flooding on both sides of the Alps. At
the Lago Maggiore, it was the second largest flood since 1177. Fifty casualties were
registered in Switzerland (Stucki et al. 2012).

What was the cause of the increased flood frequency? More flooding situations
can be expected when the Azores high retreats due to a narrowing or weakening
Atlantic Hadley cell. This allows more frequent disturbances from the Atlantic and
the Mediterranean to reach central Europe and the Alps. However, CCC400 does
not provide evidence for increased summer or autumn precipitation during these
years (in fact, it even suggests a decrease). Then again, observations also show no
clear peak (Fig. 4.8). Recently, Bichet et al. (2014) reproduced increased European
summer precipitation in these decades from a climate model simulation prescribing
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sea-surface temperatures. They suggest a forcing from the tropical Pacific. However,
further research remains to be done. First, it needs to be established whether
the increased flooding was due to precipitation events or due to changes in the
river beds.

After the 1880s, flood frequency decreased. For a long period, floods became
extremely rare (Wetter et al. (2011); see also Fig. 4.38). The next big event (apart
from an event in 1910) occurred in 1987, when a massive flood affected the
central parts of Switzerland. Pfister (2009) calls the period between these events
the “disaster gap” because floods, wind storms, and other disasters were rare (see
Sects. 4.4 and 4.5.4). While the climatic factors leading to the disaster gap are
unknown, it did have lasting effects on society. The disaster gap led to a loss of
traditional disaster memory. Therefore, when the frequency of disasters increased in
the 1980s, society had to relearn how to deal with them.

4.2.8 The Broad Lines: The Little Ice Age

Let us recapitulate the main lines of climatic changes in the 1700–1890 subperiod.
This represents the last part of the Little Ice Age, which was a globally cool
period with some exceptions. In particular, the 18th century was punctuated
by warm episodes in many places. The Late Maunder Minimum 1685–1715 as
well as the sharp temperature drop in the 1810s were the coldest phases of the
subperiod in Europe and the Northern Hemisphere continents. The latter has been
mostly attributed to the eruption of Tambora, which caused the Year Without a
Summer of 1816. Volcanic forcing also contributed to the Late Maunder Minimum
cooling. Reduced solar irradiance likely contributed to both cold phases. Another
temperature drop, related to volcanic eruptions, occurred in the 1830s. These drops
in summer temperatures initiated the growth of Alpine glaciers, the materialisation
of the Little Ice Age.

In contrast, around 1800 was one of several comparatively warm phases at
subtropical and midlatitudes that was well documented (though not well quantified)
for Europe and visible on the global scale (Crowley et al. 2014). The warmth
was accompanied by drought in subtropical regions due to changes in the tropical
circulation. The Hadley circulation had been strengthening since the 17th century
and reached an intermediate maximum in these years, before dropping off during
the 1810s cold phase. Whether remote tropical influences also were responsible for
the Alpine glacier growth and increased flooding in the mid-19th century remains
to be studied.

Several pronounced decadal climatic features within this period were analysed
in this section, indicating the importance of interannual and multiannual variability
such as the El Niño of 1877/1878. In the 1880s, when Brückner wrote his book,
the Little Ice Age came to an end. In central Europe this end was not only marked
by the retreat of the glaciers (which Brückner documented), but also by a sequence
of severe flood events, which even affected national policies in several European
countries.
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4.3 The Period from 1890 to 1945: Out of the Cold

Toward the end of the 19th century, temperatures finally increased in many areas of
the globe. A period of global warming started around 1890 (somewhat later over the
oceans), slowly at first, and then accelerated during 1920–1945. At the same time,
societies, economies, and nations—and thus the livelihood of people—changed
rapidly in Europe and North America. From a phase of industrial transformation,
nationalism, imperialism, and scientific positivism, the world plunged into two
World Wars, genocides, political divisions, and economic crises.

Several climatic events impacted society during the crises. The “Dust Bowl”
droughts affected the U.S. in the midst of the Great Depression and extremely
cold winters struck eastern Europe during the Second World War. An even more
prominent climate event, a rapid warming of the Arctic, occurred in the 1930s—a
time when the geostrategic importance of the Arctic was increasing. In this section, I
summarise these three climate events based on the literature and trace the respective
findings in the datasets and model simulations described in Sect. 2.9. In addition to
reconstructions, 20CR (EKF400 is no longer used in this section), and CCC400,
I also address the stratosphere based on the CASTRO chemistry-climate model
simulations and the global historical ozone dataset HISTOZ.

With respect to climate change science, the period around 1900 saw an engaged
discussion on ice ages and related theories (including those involving greenhouse
gases; discussed in Box 4.2, p. 256), in which Brückner was a central figure (in
fact, he co-authored the standard textbook on the topic; Penck and Brückner 1909).
However, as to what concerns shorter time scales, many scientists had the opinion
that the climate was varying about a fixed mean state and thus was essentially stable
(Stehr and von Storch 2000).

This view changed in the 1930s and 1940s, when it became increasingly clear
that the climate was changing. Global temperatures rose rapidly (Groissmayr
1949; Scherhag 1939a,b; Wagner 1940). However, the causes were unclear. When
Callendar (1938) ascribed it to an increase in CO2, his work was not well received.
However, nor were competing theories (Fleming 2007; Weart 2008; see Box 4.2,
p. 256).

Today’s climate scientists looking back at this period find an increase in the
amount and quality of data (though distinct from the “modern” weather and
climate data that start with the International Geophysical Year 1957/1958). National
weather services had been established and data had been globally compiled (see
Sect. 2.2.2; Edwards 2010). These data have been analysed more or less continu-
ously, leading to the current state of climate science. In addition to conventional
weather observations, other geophysical observations started to become available,
such as upper-level observations, radiation measurements, or spectroscopic data
(Sect. 2.3). These provide information about the climate system that goes beyond
temperature or precipitation and include quantitative data on volcanic eruptions
or solar forcing. Previously, only indirect information was available for these
variables.
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Fig. 4.40 Global (left) sea surface and (right) land surface temperatures from different data
sources expressed as anomalies from 1961–1990

4.3.1 Global Drivers and Global Changes

Global-mean temperatures are available from several datasets that reach back to
�1850. Sea surface temperatures (Fig. 4.40, left) and land surface temperatures
(Fig. 4.40, right) both show an overall warming pattern that occurred in two
phases: one from 1900 to the 1940s, and one from the 1970s to the present.
The phases are separated by a stagnation. Can we trust these global datasets?
Coverage errors can still be large in global datasets and affect trends (Cowtan
and Way (2014); also see Sect. 4.5.9). In addition, it has been argued that biases
(e.g., due to urbanisation) remain in the data and distort the trend. The IPCC Fifth
Assessment Report states that urbanisation effects are very small at the global scale
(Hartmann et al. 2013). Triggered by debates of this sort, the “Berkeley Earth
Surface Temperature” initiative recreated a global temperature dataset from raw
observations using completely different approaches and arrived at practically the
same result (Rohde et al. 2013). Further support for the correctness of the global
temperature trend during the past 150 years comes from a recently constructed,
non-instrumental global temperature index based on proxies (Anderson et al. 2013).

In the following, I will focus on the warming in the first half of the 20th
century. Figure 4.41 (left) shows a spatial map of the annual-mean surface air
temperature trends from the HadCRUT4 data. A clear warming appears from 1890
to 1945, particularly at high latitudes of Europe and over the northern North
Pacific and Canada. This is distinct from the warming pattern since the 1970s
(see Sect. 4.5.1). A latitude-time plot of decadally averaged temperature anomalies
(Fig. 4.41, right) reveals a rapid change from the 1910s to the 1920s in the entire
Northern Hemisphere and tropics, followed by a strong high-latitude warming in
the 1930s and 1940s. The latter period was also accompanied by more frequent
heatwaves (see Fig. 4.11).

Since the work of Callendar (1938), many hypotheses have been proposed to
explain the warming from 1890 to 1945. Solar irradiance increased from 1900
onward (the period around 1890 is sometimes called the “Gleissberg minimum”).
However, the increase may have been rather small (see Sect. 3.3.2). Tropical
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volcanic eruptions, which were still frequent in the 1880s (e.g., Krakatau), became
increasingly rare after the Santa Maria eruption of 1902 (Fig. 3.44). The reduction
of volcanic activity implies a positive forcing—another possible contribution to the
warming. In fact, Scherhag (1939b) attributed the warming to a combination of solar
and volcanic forcing. In addition, anthropogenic greenhouse gas emissions might
have already had an effect, as suggested by Callendar (1938).

Our simple forcing–temperature regression (Eq. 4.1) suggests that half of the
observed trend of land surface temperatures (0.1 ıC decade�1 for 1890–1945)
can be explained by forcings, most of which comes from greenhouse gases. The
contributions of solar forcing and tropospheric aerosols cancel each other out
(C0:02 and �0:02 ıC decade�1, respectively). In this calculation, the warming due
to the lack of eruptions is negligible.

More sophisticated attribution studies (Hegerl et al. 2007; Schurer et al. 2014)
find that anthropogenic forcing likely contributed to—or even dominated—the
warming. However, the relative role of solar, volcanic, greenhouse gas, or aerosol
forcing is not robust across studies (Bindoff et al. 2013). Similar to our simple
approach, the sum of the forced components is still less than the observed trend. A
large contribution, therefore, must have come from internal variability of the climate
system (see Delworth and Knutson 2000; Zhang et al. 2007)—a major gear shift in
the machinery.

4.3.1.1 Changes in Circulation Indices

So, how did the machinery change? For the oceanic part of the machinery, we have
seen in Fig. 4.7 that indices of the PDO and AMO were low in the 1890s. The
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Fig. 4.42 Zonal-mean circulation indices. The strength of the northern Hadley cell and the
subtropical jet in December–March (anomalies with respect to 1961–1990), the width of the
tropical belt in May–October, the vertical component of the Eliassen-Palm, flux and the boreal
Polar Vortex Index in December–March, and the Southern Annular Mode in December–February
(Fogt et al. 2009; Jones et al. 2009a; Marshall 2003). Shading indicates the 95 % confidence
interval of the reconstructions (see Brönnimann et al. 2009b)

PDO index first increased rapidly, then increased slowly, and peaked in the early
1940s. The AMO index first remained low, then increased sharply in the 1920s,
and was high in the 1940s. Tropical sea surface temperatures and, in CCC400,
the NINO3.4 index (of El Niño) increased similarly to the PDO. In the following,
I will take a look at the same atmospheric circulation indices as in Sect. 4.1.4,
but now using reanalyses (20CR, NCEP/NCAR Reanalysis, and ERA-Interim; see
Table 2.3), statistical reconstructions, and the CASTRO simulations (see Figs. 4.9
and 4.10 for EKF400). I will also show some new stratospheric indices (described
below) that can only be derived after 1900 from HISTOZ and CASTRO. Indices are
subdivided into zonal-mean circulation indices (Fig. 4.42) and regional circulation
indices (Fig. 4.43), and the discussion will give a preview of what follows in the
remainder of the book.

A strengthening of the boreal winter Hadley cell until aorund 1930 is seen
in 20CR but not statistical reconstructions. However, trends in the strength of
the Hadley circulation need to be addressed cautiously; even trends over the
past 30 years are debated because the quality of reanalysis datasets precludes
firm conclusions (see Hartmann et al. 2013). In fact, the signal seen in EKF400,
CASTRO, and 20CR might reflect the model response to sea-surface temperatures
rather than atmospheric observations. However, interannual variability is consistent
across datasets and well reproduced by GCM simulations.
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Fig. 4.43 Regional circulation indices. The Pacific Walker circulation in September–January, the
Dynamic Indian Monsoon Index in June–August, and the NAO and PNA indices in December–
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The time series of the boreal winter subtropical jet strength (see Table 3.2) shows
interannual variability but no trend. Agreement is good among datasets and the
model simulations reproduce the observations well. Strong El Niño events (such as
those in 1918/1919 and 1939–1942 (Sect. 4.3.4)) were accompanied by a strong jet.

Two new indices of the zonal-mean circulation are introduced here: the width
of the tropical belt in the boreal warm season (based on the strongest meridional
column ozone gradients in HISTOZ)12; and an index of the wave-driving of
stratospheric circulation, that is, the vertical component of the Eliassen-Palm flux
at 100 hPa averaged from 40ıto 80ıN in January–February from NCEP/NCAR
Reanalysis and CASTRO simulations.

The width of the tropical belt shows no centennial trend. However, a contraction
between the 1940s and the 1970s (Allen et al. 2014) is followed by a widening.
Both changes will be addressed in more detail in the remainder of the book. The
Eliassen-Palm flux index from the NCEP/NCAR Reanalysis shows a long-term
increase (which, however, is not reflected in the CASTRO simulations), decadal
changes, and interannual variability. The interannual variability is partly reflected
in the CASTRO simulations, which implies an effect of external forcings and sea-
surface temperatures.

12The index of the width of the tropical belt is defined as the distance between the two latitudes
with the strongest zonal-mean total ozone gradient in each hemisphere (restricted within 32ı and
45ı in each hemisphere) in monthly data, averaged for the May–October season (see also Hudson
et al. 2006).
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The boreal winter Polar Vortex Index (see Table 3.2) is correlated with the
Eliassen-Palm flux. A weak vortex is seen in 20CR until the 1940s, much less so
in reconstructions. A considerable strengthening from 1980 to the 1990s is seen in
the reanalysis (very slightly also in the CASTRO simulations) and in other indices
such as the NAO (see below). This strong trend will be discussed in Sect. 4.5.4.

The Southern Annular Mode index (Table 3.2) shows a clear increase from the
1960s to 2000 as well as interannual variability. An SAM reconstruction for the first
half of the 20th century (Fogt et al. 2009) shows no trend.

Regional circulation indices are shown in Fig. 4.43. While the Hadley circulation
might have been strengthening, the Pacific Walker Circulation (see Table 3.2) shows
a slight weakening up to the 1990s. Based on sea-level pressure, Vecchi et al.
(2006) and others found a weakening of the Pacific Walker circulation between the
late 19th century and the 1990s (Power and Kociuba 2011). This was particularly
apparent during boreal summer (Nicholls 2008). However, trends in boreal winter or
in other indices are inconclusive (Hartmann et al. 2013). Over the last two decades,
the Pacific Walker circulation has strengthened considerably (Sect. 4.5). Interannual
variability in the Pacific Walker circulation is in very good agreement among the
datasets and is well reproduced by the model simulations. Individual events such as
the 1918/1919 (Giese et al. 2010) or 1939–1942 El Niños (Sect. 4.3.4) appear in all
series.

The Indian monsoon, according to the DIMI (Table 3.2), was rather strong in the
1880s and then dropped into a pronounced minimum from 1900 to 1915. This was
accompanied by other climatic changes in the Australasian and Asian regions (see
Sect. 4.1.3). After a recovery in the 1920s, interannual-to-multiannual variability
dominated and no strong decadal signal is seen. The interannual variability of DIMI
is less consistent among the datasets than other indices. Furthermore, it is not well
reproduced in the model simulations.

A strong peak in the early 1940s and during other El Niño events is also found in
the Pacific-North American pattern (see Table 3.2) from 20CR and reconstructions
(Ewen et al. 2008). These peaks are captured in GCM simulations, arguably due
to the close relation between the PNA and sea-surface temperatures in the tropical
Pacific. Noteworthy is a shift in the level of the PNA in the 1970s, which will be
discussed in more detail in Sect. 4.4.5.

The North Atlantic Oscillation (see Table 3.2) index shows pronounced variabil-
ity and a strengthening from 1965 to 1995, concurrent with the strengthening of the
Polar Vortex Index. The latter will be discussed in detail in Sect. 4.5.4. A cluster of
strong negative NAO winters occurred around 2010.

What is the suspected major gear shift of the machinery in the early 20th century?
While large changes appear in the Pacific and Atlantic Oceans in Fig. 4.7, changes
in the large-scale atmospheric circulation are less pronounced. The subtropical
jet, PNA, DIMI, and Hadley cell were arguably strengthening; the NAO was
weakening. However, regional circulation changes over the Arctic occurred in the
early 20th century, as discussed in the Sect. 4.3.2. Additionally, there are pronounced
deviations on an interannual scale in most series, such as in 1940–1942 (Sect. 4.3.4)
or in 1998 (Sect. 4.5.5). Both of these are related to El Niño events.
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Fig. 4.44 Map of boreal (top) winter and (bottom) summer trends in 700 hPa geopotential height
from 1890 to 1945 in (left) 20CR and (right) REC1 (only for the northern extratropics). Trends
are only shown if significant at the 90 % level after accounting for autocorrelation (as in Hartmann
et al. 2013)

Time series give an incomplete view of atmospheric circulation. Upper-level
fields are available from several data sources, but their trends are uncertain. Trend
maps for 700 hPa geopotential height for summer and winter from 20CR and
reconstructions REC1 (Fig. 4.44) are clearly different, even though the datasets are
not entirely independent. Obviously, these datasets have not reached trend quality.
The features that do agree among the datasets are the increase over northern Russia
and western North America, and the decrease over Labrador. In boreal summer, a
decrease over large parts of the Eurasian land mass appears.

Apart from the global temperature change during 1890–1945, several prominent
climatic events occurred. Before I address the global view of early 20th century
warming in Sect. 4.3.5 and before I discuss the role of various possible drivers, I
will analyse some of these climatic events—the Arctic warming from the 1910s to
the 1940s, the “Dust Bowl” droughts of the 1930s, and the global climatic anomalies
related to El Niño from 1939 to 1942.

This is a narrow selection of climatic events in this period. Other possible
choices include the “Federation drought” in Australia (1895–1902), the Indian
summer monsoon weakening in the early 20th century, the already mentioned
1918/1919 El Niño (Giese et al. 2010), the pluvial period in the western U.S.
in the 1910s (Cook et al. 2004), the decrease in European storminess during the
first half of the 20th century, and the 1936–1945 “World War Two drought” in
Australia (briefly discussed in Sect. 4.5.6). The external forcing from the eruptions
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Fig. 4.45 Temperatures at Spitsbergen for winter (December–February) and the annual average
(from Nordli et al. 2014), along with sea ice area in the Greenland and Barents Seas (note the
reverse scale) from Johannessen et al. (2004)

of Santa Maria (1902) and Katmai (1911) or the famous but inconsequential
Tunguska meteorite impact in 1908 could have also been addressed.

4.3.2 The Warming of the European Arctic from the 1910s
to the 1940s

Few cases exist where a step change in a temperature time series of several degrees
Celsius is accepted as real. This is the case for Spitsbergen (Fig. 4.45). From 1918
to 1919 (note that this coincided with the above-mentioned El Niño), annual-mean
temperatures rose by more than 3ıC from an average of �9:7ıC (1913–1918) to
�6:5ıC (1919–1924). The step change was even more pronounced—almost 7ıC—
for winter (Dec.–Feb.) averages. Although contemporary and subsequent scientists
noticed and questioned this big step, no changes could be found in the instrument or
the station (Birkeland 1930; Scherhag 1939a). The series has been reanalysed many
times and was recently extended backwards (Nordli et al. 2014). Another large step
in winter-average temperature of 4.2 ıC (again comparing 6 years before and after
the step) took place in 2005/2006 (Fig. 4.45).

After the step in 1919, temperatures at Spitsbergen remained high throughout the
next decade. Then, temperatures increased even further, remaining at that level until
the late 1930s (or, after a dip, even to the 1950s). The marked temperature increase in
Spitsbergen is arguably the strongest expression of the early 20th century warming.
Overall, this warming was pronounced in the Arctic—specifically the European
Arctic—in winter. The launch of the first Soviet drifting ice research station in 1937
(“North Pole”; Fig. 4.46) coincided with the peak of the warming.



238 4 Climatic Changes Since 1700

Fig. 4.46 The first Soviet
drifting station “North Pole”
during the research
expedition of Glavsevmorputi
in 1937. In the European
Arctic, this coincided with the
peak of the early 20th century
warm period

The change in Arctic temperatures, which is evident in proxies (see Fig. 4.4) and
in records of sea ice in the Greenland and Barents Seas (Fig. 4.45; Johannessen
et al. 2004), did not remain unnoticed. Scherhag (1939a,b) and others discussed the
warming, including its relation to the global scale, to spatial progression, and to
North Atlantic sea surface temperatures. However, the Second World War put an
end to many scientific activities.

4.3.2.1 Mechanisms of the Early 20th Century Arctic Warming

Today, the Arctic is seen as an important component of the climate system due
to many known or suspected feedback mechanisms, some of which have been
suggested to affect European weather and climate (see Sects. 3.1.4 and 3.4.3).
Studying the early 20th century Arctic warming in comparison with the present-day
warming is therefore seen as relevant for understanding Arctic climate processes.

The early 20th century Arctic warming has often been addressed in terms of
circulation changes, that is, a strengthening of the NAO and a southwestward shift
of the Icelandic low (e.g., Fu et al. 1999; Rogers 1985). Wood and Overland
(2010) found that a meridional circulation pattern known as the Arctic Dipole (Wu
et al. 2006) was responsible for the warming. The pattern consisted of a dipole
of pressure anomalies over the eastern and western Arctic, particularly between
northern Eurasia and Greenland. This led to the advection of warm air into the
European sector of the Arctic. The pattern was accompanied by unusual sea surface
temperatures, which may have invoked the atmospheric circulation anomalies or,
conversely, may have been a consequence of the atmospheric circulation anomalies
(Wood and Overland 2010). Thus, the question remains as to whether the early 20th
century Arctic warming was a large, random climatic event (Wood and Overland
2010); whether it was forced by changes in sea ice or oceanic circulation within
the Arctic (Polyakov et al. 2004) or the North Atlantic inflow region (Semenov and
Bengtsson 2003); or whether anthropogenic and decreasing volcanic forcings were
the main cause.
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4.3.2.2 The Early 20th Century Arctic Warming in CCC400, 20CR,
and REC1

How is the early 20th century Arctic warming expressed in our datasets? In addition
to instrumental observations from the ground and upper air, 20CR and REC1 are
used to address atmospheric circulation and CCC400 is used to address the forced
component. The focus is on winter in the European sector of the Arctic, the region
of most pronounced warming.

Several factors distinguish the early 20th century Arctic warming from the
present Arctic warming. The sea ice area was larger than today and the vertical
structure of the warming was different. Sea ice was decreasing during the early 20th
century in the European sector (see Fig. 4.45) and possibly other areas of the Arctic
(Polyakov et al. 2003) but was still well above present-day levels.

With respect to the vertical temperature structure, few direct measurements of
upper-level temperatures are available for the early period. Thus, the uncertainty
is large and conclusions are speculative. However, it is interesting to note that
the sparse observations show exceptionally high winter temperatures at 700 hPa
in the mid-1930s (Fig. 4.47). In fact, the anomaly at 700 hPa was as large as—or
even larger than—at the surface. The same result is found in 20CR, which does
not include upper-air data (note that 20CR suffers from a bias in Arctic surface
air temperatures due to a misspecification of sea ice; see Compo et al. 2011). A
different vertical structure is found during the present warm period. According
to observations and all reanalysis datasets, current surface temperature anomalies
are almost twice the magnitude of 700 hPa anomalies (Brönnimann et al. 2012a).
Section 4.5.8 will go into more detail for the recent Arctic warming.

Large amounts of heat are transported into the Arctic at 850–700 hPa (Overland
and Turet 1994). A stronger warming at 700 hPa than at the surface is consistent with
circulation changes being the main cause. In fact, our reconstructions (REC1) reveal
distinct atmospheric circulation patterns during the pre-warming phase (1912–
1918), the warm period (1919–1929), and the peak of the warm phase (1930–1939;
Fig. 4.47; Grant et al. 2009). The first period shows weak anomalies of 850 hPa
geopotential height over the region. The second period shows an east–west dipole
between a strong Siberian high and a strong Icelandic low, similar to the Arctic
Dipole. The pressure contrast further increases in the third period when the anomaly
centre of the Siberian high strengthens and moves westward to Scandinavia. The
large gradients in 850 hPa geopotential height over the North Atlantic are consistent
with warm air being advected into the Arctic. The patterns seen in this analysis also
dominate the trend maps of 700 hPa geopotential height for the 1890–1945 period
shown in Fig. 4.44.

20CR shows similar circulation patterns (not shown). Support for these patterns
also comes from an unexpected source: ice cores. Ice cores archive aerosols, which
originate from lower-latitude continental regions and are transported to the Arctic
by atmospheric circulation, particularly in winter. Thus, large amounts of aerosols
provide indirect evidence for increased meridional transport. In fact, peculiar spikes
in sulphate concentrations are found in an ice core from Svalbard, which are
consistent with reconstructed circulation changes (note, however, that ice cores do
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Fig. 4.47 (top) Time–height cross section of seasonal-mean temperature anomalies as a function
of pressure and year for the European Arctic in winter (Data: CHUAN/IGRA at upper levels from
Stickler et al. (2010) and CRUTEM3v at the surface from Brohan et al. (2006)). (middle) Sulphate
concentrations as a function of time from the Lomonosovfonna ice core (Svalbard). (bottom)
Reconstructed 850 hPa geopotential height anomalies (relative to 1961–1990) for annual means in
(left) 1912–1918, (middle) 1919–1929, and (right) 1930–1939 (From Grant et al. 2009, reproduced
with permission, www.schweizerbart.de)

not provide a reliable record of year-to-year variability). The first period was cool
and exhibited low aerosol deposition at Svalbard, presumably reflecting clean Arctic
air. The first warming phase (1919–1929) had an east–west pressure gradient over
the northern North Atlantic that brought more warm (though still rather clean) air
from the Atlantic sector. Sulphate in the ice core increased to medium values. During
the peak of the warming, the pressure gradient was strengthened and the advection
of warm and polluted air from western Europe was more frequent. This led to a large
spike in sulphate concentrations (Grant et al. 2009). The machinery was operating
at full strength. Over the Pacific, a similar east–west dipole had developed earlier
and remained remarkably persistent.

The poleward flow over the eastern North Pacific and especially over the eastern
North Atlantic indicates an increased poleward atmospheric heat flux. For the entire

www.schweizerbart.de
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Fig. 4.48 Atmospheric meridional heat flux by stationary eddies at 60ıN and 700 hPa, calculated
based on monthly data and then averaged for December–February from 20CR (green), REC1 (blue;
here 3-km winds were used), and CCC400 (grey; shading indicates the 50 % and 90 % ensemble
spread)

Arctic, we can quantify the role of the unusual circulation pattern by analysing the
contribution of stationary waves (monthly averages) to the meridional heat flux
Œv�T

�
� at 60ıN and 700 hPa (see Fig. 3.7) from 20CR, REC1, and CCC400. The

results (Fig. 4.48), averaged for the December–February season, show considerable
year-to-year variation. They also imply an increase in the poleward heat flux from
stationary waves (note that the data do not allow us to quantify the contribution
of eddies to the heat flux) from the 1890s to the 1940s, with a peak around 1930.
The agreement between 20CR and REC1 is very good. This increase in stationary
wave heat flux is another feature that distinguishes the early 20th century warming
of the Arctic from the recent warming of the Arctic (see Sect. 4.5.8). Although no
conclusions about the total heat flux can be drawn, the trend in the stationary wave
component is unique to this period.

Thus, anomalous atmospheric circulation over the North Pacific and North
Atlantic sectors arguably played a role for the early 20th century Arctic warm
period. A schematic depiction of the processes leading to the Arctic warming is
given in Fig. 4.49.

Was the anomalous atmospheric circulation a forced response of the machinery
or random variability? A candidate for the latter is sea surface temperatures,
particularly in the North Atlantic. Our CCC400 simulations (Fig. 4.50), forced
with observed sea-surface temperatures, allow us to address the forced component
to an extent. The simulations reproduce the Arctic warming in the early 20th
century. They also reproduce a pressure dipole over the eastern North Atlantic, a
strengthening of the Siberian high, and a dipole over the eastern North Pacific, par-
ticularly in winter. CCC400 simulations also show a slight increase in the stationary
wave heat flux from 1906 to 1960 (Fig. 4.48). However, the magnitude is strongly
underestimated. Thus, sea surface temperatures might have played a role in forcing
and maintaining the anomaly, but they are insufficient to explain the warming.
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Fig. 4.49 Schematic
depiction of the early 20th
century Arctic warming
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Fig. 4.50 Difference fields of (left) surface air temperature and (right) 850 hPa geopotential height
in CCC400 between the periods 1920–1939 and 1900–1919 for the (top) boreal winter (Dec.–Feb.)
and (bottom) annual average
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Once the anomalous circulation was established, Arctic amplification processes
may have set in through changes in snow, ice, radiation, clouds, and water
vapour. These powerful feedback mechanisms can amplify an initial warming (see
Sect. 3.4). In addition, the transport of aerosols into the Arctic might have further
enhanced the warming. This may sound counterintuitive at first, since aerosols are
normally expected to have a cooling effect. In the Arctic, however, the aerosol-
induced reduction of surface solar shortwave radiation is less important than on a
global scale because of the bright Arctic surface. During the polar night, indirect
effects such as an aerosol-induced increase in cloud cover—and, thus, in downward
longwave radiation—may become relevant (e.g., Garrett and Zhao 2006). Moreover,
aerosol-induced snow darkening may have a converse effect on the energy balance.
However, both hypotheses remain to be confirmed.

The early 20th century is a key period for our understanding of global climate.
It seems that increased atmospheric heat flux from the midlatitudes was mainly
responsible for the warming. Anomalous sea-surface temperature in the Atlantic
may have played a role in setting up the atmospheric circulation anomaly. The
magnitude of the event might point to additional feedback mechanisms, some of
which remain to be discovered. This case demonstrates that the machinery may
produce large variations.

4.3.3 The “Dust Bowl” Droughts of the 1930s

In the 1930s, concurrent with the Arctic warming, the United States experienced a
decadal-scale climatic anomaly: the “Dust Bowl” droughts. This event was partic-
ularly devastating because it concurred with the Great Depression. The drought,
which primarily affected the U.S. Midwest, was accompanied by intense dust
storms, sometimes lasting for days, which blew away the topsoil and turned
farmland into desert (see Fig. 4.51). Thousands of farmers in Oklahoma and Kansas
were forced to leave their homes. The social history and economic consequences
of the droughts are described in the works of Worster (1979) and Hurt (1981).
This drought, more than any other, persists in the collective memory of America
through Steinbeck’s “The Grapes of Wrath”, the songs of Woodie Guthrie, or the
photos of Dorothea Lange.13;14;15 It is often seen as a manmade catastrophe because
unsustainable land use techniques enhanced soil erosion. However, climate was
exceptional during that period. What was the cause of this decade of drought? Could

13John Steinbeck, 1902–1968, was an American writer. Also of interest to climatologists is his
1945 novel “Cannery Row”. It describes the boom of sardine fishery in California in the early
1940s, which was followed by rapid demise in the 1950s, both of which have been attributed to the
Pacific Decadal Oscillation.
14Woodie Guthrie, 1912–1967, was an influential singer and songwriter of folk music.
15Dorothea Lange, 1895–1965, was an American documentary photographer and photojournalist.



244 4 Climatic Changes Since 1700

Fig. 4.51 Aerial view of the beginning of a dust storm over the prairies east of Denver in 1935.
Northerly winds removed topsoil and clouds of dust were raised to the free troposphere. Prevailing
west winds carried some of the dust as far east as the Atlantic coast (Photo from NOAA’s NWS
Collection)

it have been predicted? In this section, I will summarise recent studies on this cli-
mate event and trace its development in reconstructions and historical upper-air data.

4.3.3.1 Development and Causes of the Dust Bowl

Tree ring-based drought reconstructions for the U.S. (Cook et al. 2004) show that
the Midwest and western U.S. are frequently affected by droughts. From a long-
term perspective, it was not the drought but rather the pluvial period preceding
the drought and peaking in the 1910s (see Cook et al. 2004) that was unusual
and facilitated the intensification of agriculture in the region (see Fig. 4.6). In fact,
Brückner witnessed and reported this pluvial period in 1912 and forecasted it to
peak in 1920.16 The study of past droughts, some of which have lasted for several
decades, helps to clarify the processes responsible for droughts in the Midwest and
western U.S., including the Dust Bowl droughts of the 1930s.

16Brückner participated in an expedition across the U.S. in 1912. He reported on agricultural
activities in the semi-arid Great Basin and noted that settlement in the western U.S. during 1870–
1890 was facilitated by pluvial conditions, while land was abandoned in the 1890s due to drought.
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Fig. 4.52 Sea-surface temperature and precipitation anomalies during the Dust Bowl (1931–1939)
relative to 1921–50 (From Brönnimann et al. 2009a, John Wiley & Sons)

Considerable progress was made during the last decade to isolate the mechanisms
behind this event. Based on model simulations, oceanic forcing has been suggested
as a trigger (e.g., Cook et al. 2008; Schubert et al. 2004a; Seager 2007). This is
consistent with studies based on climate archives (McCabe et al. 2004; Woodhouse
and Overpeck 1998). The oceanic setting that is conducive to droughts in the U.S.
Midwest consists of a cold tropical Pacific and a warm tropical Atlantic—exactly
the pattern that occurred in the 1930s. The sea-surface temperature anomalies during
the Dust Bowl (Fig. 4.52) show a cool Pacific (both tropical and extratropical) and
a warm Atlantic (also, both tropical and extratropical). The negative precipitation
anomaly covered the entire U.S. Midwest and extended to the Canadian Plains and
to the Pacific Northwest.

Prescribing these sea-surface temperatures in climate model simulations, many
authors find a precipitation deficit in the U.S. Midwest (see Fig. 4.53) and an
increase in the Gulf of Mexico (the latter is also seen in the observations; see
Fig. 4.52) in the 1930s. However, the precipitation anomalies are neither pronounced
nor in the right place in many studies (Fig. 4.53). For instance, in CCC400 the
anomaly is too far east and in CASTRO too far south. While there is a lot of evidence
that the oceans have provided the large-scale setting for drought, they alone are not
sufficient to explain the Dust Bowl droughts.

The precipitation deficit induced by anomalous sea surface temperatures was
probably amplified by land–atmosphere interactions (e.g., Schubert et al. 2004a;
also see Sect. 3.4). Additional contributions may have come from atmospheric dust
and human-induced land degradation (see Cook et al. 2008, 2009). When Cook et al.
(2009) included these factors in their model simulations, the drought strengthened
and became increasingly realistic (see Fig. 4.53).

To understand how sea surface temperatures may have triggered the Dust
Bowl drought, we have to look at the machinery on a continental scale (see
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Fig. 4.53 Modelled precipitation deficit during summer for the “Dust Bowl” drought using
different models and setups. Results from (left) Schubert et al. (2004b, reprinted with permission
from AAAS), (middle) Cook et al. (2009, reproduced with permission), and (right) from (top)
CCC400 and (bottom) CASTRO. Note the different definitions of drought years, reference period,
and season. The bottom left and middle panels show experiments in which the land surface was
not interactive (left) or in which additionally atmospheric dust and crops were considered (see
Schubert et al. (2004b) and Cook et al. (2009) for details)

Brönnimann et al. (2009a) for the following). Specifically, we need to consider the
typical pathways of moisture advection into the region during summer. Apart from
occasional storms from the Pacific, most of the moisture originates from the Gulf of
Mexico and the Caribbean Sea. It is drawn into the region by a nocturnal circulation
system over the Great Plains known as the “Great Plains low-level jet” (Helfand
and Schubert 1995; Higgins et al. 1997; Rasmusson 1967). Apart from transporting
moisture, the Great Plains low-level jet also affects low-level convergence and
nocturnal convective systems (Higgins et al. 1997).

Interannual changes in the Great Plains low-level jet can be induced by changes
of the subtropical highs: the North Pacific high and especially the Azores high. In
turn, these changes can be initiated by sea-surface temperature anomalies in the
tropical Pacific and the Atlantic (e.g., Rodwell and Hoskins 2001).

A second factor affecting drought in the Great Plains is persistent midtro-
pospheric ridging (Chang and Wallace 1987; Namias 1982). The accompanying
subsidence suppresses convection to reduce precipitation (note that precipitation
is predominantly convective in the U.S. Midwest during the warm season). The
flow in the upper troposphere must be conducive to ridge formation, with the jet
shifted poleward. Various factors such as large-scale oceanic forcing, regional land–
atmosphere interaction, and atmospheric dust have been suggested to be important
in maintaining the ridge (Namias 1982).
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Another factor for drought is low antecedent precipitation. Soil moisture, and
hence precipitation in spring, has been suggested to affect summertime precipitation
in the Great Plains (Oglesby 1991; van der Schrier and Barkmeijer 2007). In winter
and spring, depending on the upper-level flow, rain-bearing disturbances from the
Pacific can propagate onto the continent. This is also the season when the flow
over the North Pacific responds to tropical Pacific sea-surface temperatures via the
Hadley circulation (see Sect. 3.2.3).

Thus, decisive factors for drought in the U.S. Midwest are a decreased strength
of the low-level jet, a buildup of the Great Plains ridge, and an anomalous upper-
level flow from late winter to summer, which includes a poleward shift of the jet and
positive geopotential height anomalies over the contiguous United States.

4.3.3.2 The Dust Bowl in CCC400, 20CR, Reconstruction
and Upper-Level Data

Were these features present during the Dust Bowl? The available gridded datasets as
well as historical upper-air data can help to diagnose atmospheric circulation during
the Dust Bowl. In the following, we complement our previous studies on this topic
(Brönnimann et al. 2009a) with analyses of new datasets such as 20CR.

Historical upper-air wind observations allow us to focus on nocturnal conditions
over the Great Plains. When we used these data in 2009 to compare the low-level jet
in the 1931–1939 period with that in the wet years 1941–1944 (Brönnimann et al.
2009a), we were unable to assess their homogeneity. Only with the emergence of
20CR, could the data be assessed. Ramella Pralungo and Haimberger (2014) found
a major network-wide inhomogeneity in wind direction around 1940. This shows
how important it is to work with homogeneous data (see Sect. 2.5.2).

The new homogenised data (Fig. 4.54) show a change in the Great Plains low-
level jet relative to the surrounding years that is similar to (although less pronounced
than) the original results. The jet was weakened above the maximum and east of
the core during the Dust Bowl. However, the 1941–1994 period was also atypical.
Relative to 1901–1999, the 700 hPa wind in reconstructions and 20CR show a
different zonal wind anomaly, but the weakening of the southerly component
remains (Fig. 4.55). Thus, the weakening of the low-level jet is confirmed by various
analyses.

The Great Plains ridge is also prominent during the Dust Bowl droughts in 20CR
and in reconstructions. Subsidence associated with the ridge may have led to a more
stable atmosphere. Sparse aircraft ascents (Fig. 4.54) indicate that this might have
been the case in the lowest 1.5 km.

With respect to the upper-level flow, reconstructions and 20CR show that during
the Dust Bowl drought in spring and summer, positive 200 hPa geopotential height
anomalies extended from the North Pacific across North America to the Atlantic.
Thus, the expected features can be confirmed from the historical data products and
a good mutual agreement is found among the products.
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Fig. 4.54 Observed nocturnal winds over the Great Plains during the “Dust Bowl” droughts
1931–1939 and the subsequent wet years 1941–1944. (left) The vertical profile of meridional
wind at Wichita, Kansas, averaged for each summer. (middle) Map of the nocturnal wind at
1 km altitude averaged for the two periods. (right) Temperature profiles from Omaha, Nebraska,
averaged for each summer (Adapted from Brönnimann et al. (2009a), using homogenised winds
from Ramella Pralungo and Haimberger (2014))
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Fig. 4.55 Anomalies of (left) 700 hPa wind and (right) 200 hPa geopotential height in (top)
reconstructions and (bottom) CCC400 for April to August, 1931–1939 relative to 1902–1999

To what extent were these features caused by sea-surface temperature anomalies?
It turns out that CCC400 and CASTRO reproduce the three features to some extent,
although the drought is too far east. The magnitudes of the anomalies are much
smaller in the ensemble mean of CCC400 than in the observation-based data, but
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individual members capture the drought. The flow pattern at 700 hPa (Fig. 4.55)
shows a decreased southerly flow—similar to reconstructions and 20CR—pointing
to a weakening of the Great Plains low-level jet. The Great Plains ridge is
less well reproduced in CCC400. Geopotential height anomalies at 200 hPa in
CCC400 over the Great Plains roughly correspond to those in REC1. Because sea
surface temperature anomalies are arguably the most important boundary condition
in CCC400, the flow structure at 200 hPa might be a response to sea surface
temperature anomalies.

4.3.3.3 Puzzle Solved?

From these results and the numerous recent papers (e.g., Cook et al. 2009; Schubert
et al. 2004a; Seager 2007), a conceptual view of the Dust Bowl droughts emerges
that exposes some characteristics of the machinery (Fig. 4.56). The air flowing into
the Gulf of Mexico was arguably moister than normal due to the warmer Caribbean
Sea. However, it rained out more quickly (leading to increased precipitation over
the Gulf of Mexico) so that less precipitation fell over land. The tropical Atlantic
(by affecting the low-level flow from the tropical Atlantic to the Great Plains) and
the tropical Pacific (by inducing a planetary wave pattern that reduces the Pacific
influence and enhances the Great Plains ridge) may have led to the establishment
of a circulation pattern that caused a precipitation deficit in the Great Plains. The
pattern might have been further amplified by land–atmosphere interaction (which
reduced evaporation) and dust (which heated upper layers and cooled the surface,
thus stabilising the atmosphere), both of which also depend on land management.

The suspected oceanic trigger is relevant because sea-surface temperatures are
partly predictable a year ahead. In this sense, the Dust Bowl remains an interesting
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Fig. 4.56 Schematic depiction of the mechanisms causing the “Dust Bowl” droughts (Adapted
from Brönnimann et al. 2009a)
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Fig. 4.57 German soldiers in
Russia in January 1942.
Temperatures dropped to
�56 ıC (Provided by Barry
L. Geipel, www.geipelnet.
com/war_albums/otto/)

test case for seasonal forecasting. Although not all U.S. Midwest droughts are of
this type, the Dust Bowl serves as an example for other droughts, including those of
2010–2013. Thus, the machinery seems to fall into this mode repeatedly.

4.3.4 Global Climate Anomalies During the 1939–1942
El Niño

In 1939, the world plunged into the Second World War. Concurrently, the global
climate entered a peculiar phase with various climatic anomalies during the 1940–
1942 period. Winters were bitter cold in eastern Europe (Fig. 4.57), but very warm
in Alaska, resulting in an increased forest fire area (though non-climatic factors also
contributed; see Lutz 1956). Springs were rather wet in central Europe, drought
occurred in Australia (see Sect. 4.5.6), and very warm conditions took place in
West Antarctica during these years (Steig et al. 2013). The sequence of warm
winters in Spitsbergen (Sect. 4.3.2) ended abruptly. In the stratosphere, total column
ozone was extremely high over Europe, the Arctic, North America, and East Asia.
Concurrently, a long-lasting date line El Niño event was ruling in the tropical Pacific.
So, were the climate anomalies different aspects of the same phenomenon?

Despite (or because of) the fact that the anomalies occurred during the Second
World War, some were noted and discussed, while others were not. The cold
winter of 1942 in northeastern Europe (see Fig. 4.57) even had an effect on the
outcome of the war. Conversely, the war also had large effects on observations and,
consequently, this interesting period was not well monitored at the ground (where
data were destroyed or measurements were interrupted; see Fig. 2.19 for sea-surface
temperature data). However, upper-level data were particularly well documented
(because of the war). Although mentioned parenthetically in several papers, the
1940–1942 climate anomalies were only later on revisited in more detail (Lejenäs
1989).

www.geipelnet.com/war_albums/otto/
www.geipelnet.com/war_albums/otto/
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4.3.4.1 The 1940–1942 Climate Anomaly in REC1, CCC400, and HISTOZ

This period is analysed in more detail for several reasons. First, I think it is one
of the most pronounced and interesting climatic anomalies of the 20th century.
Second, for me personally this climatic event stood at the beginning of a long
enterprise that started in 1999 and eventually led to this book. In an effort to
explain total column ozone anomalies over Switzerland during 1940–1942, I started
to digitise long-forgotten historical upper-air data and produced three-dimensional
hemispheric climate reconstructions that reach into the stratosphere. Finding El
Niño as a major player was then a complete surprise. This not only convinced me
to consider climatic changes as variations in a global three-dimensional, physical-
chemical system, but also showed me the potential of sparse historical weather
information. Recovering historical upper-air data remained a key activity. Fifteen
years later, I am still devoting much of my energy towards that aim.

Let us first focus on the three (boreal) late winter–early spring periods (Jan. to
Apr.) of 1940, 1941, and 1942 (Fig. 4.58) relative to 1961–1990 (CCC400 data are
contrasted with La Niña winters 1939, 1943, and 1944). The three El Niño winters
were characterised at the surface by extreme negative temperature anomalies over
northeastern Europe but positive anomalies in Alaska. The sea-level pressure field
shows a negative NAO and positive PNA pattern. Statistical reconstructions indicate
a weak polar vortex and a lower stratosphere that was warm over northern Eurasia
but cold over North America.

The cold Eurasian winters can be related to frequent cold-air outbreaks that can
be directly studied in historical radiosonde ascents (Fig. 4.59, left) and 20CR. They
were often related to blocking situations over the Atlantic and upper-level troughs or
cutoff lows over central Europe. Two examples of omega-shaped blocks are shown
in Fig. 4.59. The frequency of green stripes (as opposed to brown ones) in the lower
left part of the figure indicates that such situations were particularly frequent during
the 1940–1942 period. These situations are accompanied by a low tropopause and,
thus, a high stratospheric mass, with locally increased total column ozone due to
convergence in the lower stratosphere (Fig. 4.59, upper left). This explains part of
the ozone increase over Switzerland.

However, this is not the whole story. If redistribution alone was responsible for
the increase, we would expect it to cancel out when averaging in space. Although
our sampling is sparse (there are six series from the northern extratropics), it
is noteworthy that positive anomalies occurred at all locations, including central
Europe, North America, China, and the Arctic (Fig. 4.60, left). Our HISTOZ data
(Fig. 4.60, right) show an ozone increase in the mid- to high latitudes in the years
1940–1942 relative to the neighbouring years 1939, 1943, and 1944; and a decrease
in the tropics (where no observations are available). This pattern is typical for
a change in the strength of the Brewer-Dobson circulation (also see Sect. 3.1.3),
transporting ozone from its tropical source regions to the extratropics.

How do these pieces fit together? The large-scale circulation anomaly featured
a negative NAO and positive PNA pattern. This anomalous wave pattern expressed
itself in the surface climate as more frequent troughs and cutoff lows over central
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Fig. 4.58 Boreal late winter (Jan.–Apr.) anomalies of surface air temperature, 100 hPa geopo-
tential height, and 100 hPa temperature for 1940–1942 (relative to 1961–1990) from (top)
observations and reconstructions, and (middle) strong El Niño events in the control simulation
of the Community Climate System Model CCSM 2.0 (from Brönnimann et al. 2004). (bottom)
The corresponding anomalies (relative to La Niña years 1939, 1933, and 1944) from the CCC400
ensemble mean

Europe. In the troposphere, these were accompanied by frequent cold-air outbreaks.
In the stratosphere, these affected the local total column ozone through redistri-
bution. Easterly weather types in 20CR (see Sect. 2.9) were more frequent over
Switzerland than normal; westerly to northerly types were rare. Weather patterns
also changed in the North Pacific region. In the Southern Hemisphere, a change
in the planetary wave pattern led to high temperatures over West Antarctica. The
combination of a positive PNA and a negative NAO was conducive to increased
upward propagation of planetary wave activity to the stratosphere (see Sect. 3.2.5
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Fig. 4.59 (left) Daily anomalies of total ozone at Arosa, Switzerland, and standardised daily
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temperature at Freiburg, Germany, from December 1939 to March 1942, smoothed with a Gaussian
filter (� D 3 days) (Brönnimann et al. 2004, John Wiley & Sons). (middle), (right) Two examples
of omega-shaped blockings over the Atlantic, with cutoff lows over central Europe from 20CR.
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Fig. 4.60 (left) The 1940–1942 total column ozone anomaly. Standardised monthly anomalies
(with respect to the 1938–1944 mean annual cycle) of total ozone at Arosa (Switzerland), Tromsø
and Dombås (Norway), Århus (Denmark), New York (United States), and Shanghai (China)
smoothed with a 12-month moving average. (right) Zonally averaged ozone concentrations from
HISTOZ in 1940–1942 (annual means of the ensemble mean) relative to the annual averages of
1939, 1943, and 1944. The short arrows denote the upward-propagating planetary wave activity.
The long arrows indicate the Brewer-Dobson circulation, which was strengthened in this case
(Adapted from Brönnimann et al. 2004, 2013a)
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and Fig. 3.26). More upward-propagating planetary wave activity is also modelled in
CASTRO (Fig. 4.42). This weakened the polar vortex and strengthened the Brewer-
Dobson circulation, leading to an increased transport of ozone to the midlatitudes.

4.3.4.2 Wider Effects of El Niño

So, was all of this related to El Niño? The signature over the North Pacific is
typical for El Niño events (Sect. 3.2.6; Fig. 3.29). The European climate anomaly
could have been a downwind effect of the primary North Pacific signal (e.g.,
via the Aleutian-Icelandic see-saw; see Honda et al. 2001). It is also possible
that ENSO activated the subtropical jet as a waveguide and the propagation of
the signal to Europe proceeded via a weakening of the Azores high (Graf and
Zanchettin 2012). Once established, the stratospheric circulation anomaly may have
also helped to prolong the surface anomalies from the mid- to late winter and
early spring (Ineson and Scaife 2009). The change in the stratospheric ozone field
may have further weakened the stratospheric flow by changing the equator-to-pole
temperature gradient. In any case, the climatic anomaly pattern of the 1940–1942 El
Niño, though much larger in amplitude, fits well with statistical results for date line
El Niño teleconnections.

We do not know why the machinery produced a date line El Niño event in the first
place. Internal variability of circulation over the tropical Pacific is the most likely
trigger. Nevertheless, it is interesting in this context to read the recent work of Ham
et al. (2013), who suggest that the tropical Atlantic can possibly activate date line
El Niño events.

4.3.5 The Broad Lines: Out of the Cold

Large-scale warming is the most distinctive feature of climatic change during the
1890–1945 period, and has been given as an example of a warming that may not
have been primarily caused by human activity. In a pioneering study, Delworth and
Knutson (2000) showed that climate models were in principle able to reproduce
the magnitude of the early 20th century warming. However, it is a rare event.
Only one out of six ensemble members showed a prominent warming. More recent
model studies mostly confirm this view (see Bindoff et al. 2013). In Sect. 4.3.1, we
argued that part of the warming might have been forced, while another fraction can
likely be explained by internal variability such as changes in oceanic or atmospheric
circulation—an extreme mode of operation of the machinery.

The cases discussed in this chapter elucidate this mode of operation. The Arctic
warming was related to circulation anomalies, which may have been triggered by
a warm North Atlantic. However, regional amplification factors such as aerosols,
clouds, and sea ice may have also played a role. Likewise, the Dust Bowl was trig-
gered by sea-surface temperature anomalies—the same warm North Atlantic and the



4.3 The Period from 1890 to 1945: Out of the Cold 255

cool Pacific. Again, there is a possible role for regional feedback mechanisms such
as dust emissions or land–atmosphere interaction. The global climatic anomalies of
1940–1942 were due to high tropical sea surface temperatures with a possible role
of stratospheric processes.

The early 20th century warming allows an appreciation for the connectedness of
the earth’s climate system. The climatic changes can be seen in the ocean, atmo-
sphere, land surface, and sea ice, and reached into the stratosphere. Atmospheric
constituents such as mineral dust, sulphur, and ozone may have also played a role.

Together, these three cases make up a large fraction of the early 20th century
warming. Excluding the Arctic winters and the North American summers from the
global land surface temperature record, the warming appears weaker and smoother
than the global average (Brönnimann 2009). This suggests that the warming tropical
oceans and the abruptly warming North Atlantic shaped the early 20th century
warming, with regional feedbacks possibly amplifying the responses.

A key role seems to have been played by the Atlantic Ocean. In fact, many studies
on the early 20th century warming in the 1990s and 2000s focused on the Atlantic
(Schlesinger and Ramankutty 1994). The early 20th century warming thus might be
part of an oscillatory mode of the Atlantic meridional overturning circulation. On
the other hand, Fyfe et al. (2013) found that climate models are able to reproduce
the early 20th century Arctic warming without reproducing changes in the Atlantic
circulation.

Recently, Thompson et al. (2015) suggested that an increase in westerly winds
over the central tropical Pacific (i.e., more frequent El Niño situations) might have
caused the initial phase of the early 20th century warming by releasing heat to the
atmosphere. They show that understanding the accelerated global warming phase of
the early 20th century also has implications for understanding the current slowdown
of global warming (Sect. 4.5.9).

While speculating about oceanic warming, it should be kept in mind that sea-
surface temperatures are also uncertain. Thompson et al. (2008) and Brohan et al.
(2009) showed that the well-known (but inadequately corrected) change in the
measurement technique (see Sect. 2.6.1) and the poor data coverage during the
Second World War (see Fig. 2.19) led to large errors in records of global sea surface
temperatures. The latest version of sea surface temperatures has corrected some of
these errors (Kennedy et al. 2011). However, uncertainties remain.

If the Atlantic played a key role, what was driving its sea-surface temperatures?
Obviously, forcings such as greenhouse gases may have played a role. Booth et al.
(2012), in a much-discussed paper, point to aerosols as possible drivers. Häkkinen
et al. (2011) suggest that atmospheric blocking warmed the subpolar Atlantic. A
recent paper by Estrada et al. (2013) also detected anthropogenic influences down
to an interannual scale. Perhaps the atmosphere was driving the oceanic anomalies
(Wood and Overland 2010). Or, perhaps the causes are to be found within the
Atlantic itself, for instance, a change in deep water formation.

An understanding of processes in the Atlantic Ocean and its interaction with the
atmosphere is considered important for seasonal-to-decadal climate predictions in
Europe and North America. This is not new. In fact, the relevance of a connection
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between the tropical Atlantic and Europe for climate prediction was already
recognised during Brückner’s time. In 1905, Napier Shaw (Shaw 1905) wondered

“whether there is any definite and (. . . ) useful connection between the pulsations of the
south-east trade wind [over the tropical Atlantic] and the rainfall in north-western Europe”

If only we had a better understanding of the machinery!

Box 4.2 Early greenhouse effect theories: A bright future
The theory of temperature changes being caused by greenhouse gases goes
back to the work of Tyndall and, in the 1890s, De Marchi (1895b) and
Arrhenius (1896).17

Arrhenius’ famous 1896 paper was the first to quantify the global effects
of a doubling of CO2 levels (see Fig. 4.61). His work sought an explanation
for the ice ages—the major unsolved problem of that time. His theory was
rapidly dismissed and only resurfaced in the 1930s (Callendar 1938) and in
the 1950s (Plass 1956). Several books have been written about the history of
the greenhouse gas theory (Fleming 2007; Weart 2008). From a present-day
perspective, the value judgements inherent in some of these early greenhouse
gas theories are interesting. This is exemplified by the quote from Arrhenius
(1906; translated from p. 57):

“As a consequence of increased carbonic acid in the air, we may look forward to
times of more stable and better climatic conditions, particularly in the colder regions
of the world; times in which the earth will be able to bear a multiple of today’s
harvest yields, for the benefit of the growing human population.”

Likewise, Guy Stewart Callendar,18 in his seminal 1938 paper (the first
paper relating a global temperature increase to CO2; see Fig. 4.62; also see
Fleming (2007) and Weart (2008)), concluded that

“the combustion of fossil fuel (. . . ) is likely to prove beneficial to mankind (. . . ).”

In fact, global warming (including the anthropogenic greenhouse effect)
had for a long time been considered beneficial from the dominating temperate
latitude point of view. Even worse, plans were discussed (but mostly not
taken seriously) to make the climate warmer (e.g., Wexler 1958). Weather
modification was a major military driver of climate research at that time

(continued)

17John Tyndall, 1820–1893, was a British physicist known for his work on the interaction between
radiation and air.

Luigi De Marchi, 1857–1936, was an Italian geophysicist.
Svante Arrhenius, 1859–1927, was a Swedish physicist and physical chemist. He received the

Nobel Price in chemistry in 1903.
18Guy Stewart Callendar, 1898–1964, was a British steam engineer. He wrote several papers on
atmospheric carbon dioxide and global temperature.

17
18
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Box 4.2 (continued)
(Edwards 2010; Weart 2008). A different angle was taken by Revelle and
Suess (1957) for the problem of carbon dioxide in the air. They wrote that

“Human beings are now carrying out a large-scale geophysical experiment of a kind
that could not have happened in the past nor be reproduced in the future. (. . . )
This experiment, if adequately documented, may yield a far-reaching insight into
the processes determining weather and climate.”

Although the anthropogenic greenhouse effect is not depicted as negative
or as a threat, this often-quoted perspective puts an emphasis on the scale,
irreversibility, and responsibility of the carbon dioxide problem. The positive
impression slowly gave rise to a predominantly negative one, but this process
took a long time (also see Kellogg (1987) and von Storch and Stehr (2000);
also see Box 4.3, p. 280). Well into the 1970s, many media reports on the
carbon dioxide greenhouse effect emphasised increased food production and
a hope for palms trees in England.

Fig. 4.61 Two pioneers of the science of the greenhouse effect. (top) Svante Arrhenius
with his 1896 paper “On the Influence of Carbonic Acid in the Air on Temperature of
the ground” and (bottom) Guy Stewart Callendar (Callendar Archive, University of East

(continued)
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Box 4.2 (continued)
Anglia) with his 1938 paper “The Artificial Production of Carbon Dioxide and Its Influence
on temperature” (Copyright RMetSI). Note that Callendar, in the tradition of Köppen and
Brückner, continued a global-mean temperature series

Fig. 4.62 Map of
annual-mean temperature
trends from 1945 to 1985
(based on anomalies from
1961 to 1990). At least
9 months per year and 75 %
of all years must have data
(Data source: HadCRUT4)
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4.4 The Period from 1945 to 1985: Delusive Stability

A new era started after the Second World War. Geopolitics, societies, and economics
changed. It was also a new era with respect to institutions, international organisa-
tions, and technology. Furthermore, the earth’s climate experienced a turning point
around 1945, entering a new phase. In terms of global-mean temperatures, the next
three decades were a period of stagnation. This is often attributed to an increase of
cooling anthropogenic aerosols in the atmosphere after the Second World War.20

Although the 1950s were a decade of increased drought frequency (Sheffield
et al. 2009), many people perceived it to be the start of a period of climatic
stability. The technological futurism of the 1950s and 1960s included climate and its
consequences. Climate control appeared feasible, and even if climate cannot be fully
controlled, then humankind would easily master the consequences. However, the
climate stability was delusive in several ways. In Switzerland, for instance, the rather
stable climate during this period (which coincided with a period of economic growth
and planning of large infrastructure projects) and the absence of climate-related nat-
ural disasters (Pfister 2009) led to a loss of traditional disaster memory. In the Sahel
region, steady rainy seasons facilitated the expansion of agriculture and growth
of the population, which could not be sustained during the 1970s and 1980s. The
stable global-mean temperature was also delusive because greenhouse gas forcing
continued to increase. However, it was masked by other factors. When greenhouse
gas forcing resurfaced in the late 1970s, it led to an even faster rise of temperatures.

The period 1945–1985 also witnessed considerable changes to the atmospheric
constituents. With the post-war recovery of economies, there was an increase in
production and consumption. In the United States and Europe, the automobile pro-
vided mobility for many, and a new lifestyle of mass production and consumption
began—the “1950s syndrome” (Pfister 1995). The increase of CO2 accelerated and
followed an exponential growth curve. Air pollution became a large-scale (even
global) issue. In the 1960s, acid rain started to damage sensitive lake ecosystems
in Sweden, and transboundary pollution effects became a political issue. In short,
atmospheric constituents became a new challenge and component of the machinery.

For contemporary climate scientists analysing past climate variations, a new
era started in the years following the Second World War due to changes in the
availability of data. The Conference of Directors in 1947 established the World
Meteorological Organization. Within the United Nations, this finally achieved the
goals of its precursor organisation, the International Meteorological Organisation
(Edwards 2010). Scientific collaboration resumed after the Second World War
(although now in a Cold War setting), especially with the “International Geophysical
Year” in 1957/1958, a programme that has affected the state of climate sciences up to
the present (see Sect. 2.2.2). At the same time, electronic processing of geophysical

20The stagnation ended in the 1970s. Nevertheless, I chose another year for delimitating the last
phase of the book—1985, when the ozone hole was discovered.
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data began. This enabled (at least) portions of weather data to be electronically
archived, copied, analysed, aggregated, supplemented, and repeatedly analysed up
to the present. Due to their repeated analysis, these data are better understood than
those that were more recently digitised. For a good reason, many of today’s global
climate datasets (including some reanalyses; see Table 2.3) reach back to 1957.

In the following, we will take a closer look at the climate from 1945 to 1985
using the same datasets and models as in the previous section. This section starts
with the global temperature record and some other characteristics. A subsection
looks at changes in atmospheric constituents during this period. Then, I go into more
details with respect to individual climate anomalies. These include the droughts and
heatwaves in Europe in the late 1940s, the Sahel pluvial in the 1950s and 1960s
and subsequent droughts of the 1970s and 1980s, and the 1976/1977 climate shift
in the Pacific. Again, there were many other possible choices. These include the
snow-rich and cold Eurasian winters of the 1950s, the Mt. Agung eruption of 1963,
or the “Great Salinity Anomaly” in the North Atlantic (Häkkinen 1999) with a
(possibly associated) shift in sea-surface temperatures in the late 1960s and early
1970s (Thompson et al. 2010).

4.4.1 Global Drivers and Global Changes

Even though global-mean temperatures do not show a trend over the 1945–1985
period, it is still interesting to analyse a map of temperature trends (Fig. 4.62). While
some continental areas (large parts of Eurasia and Australia) and the South Atlantic
continued to warm; cooling occurred over the Pacific, Indian, and North Atlantic
Oceans. Cooling also occurred in northern Siberia and the United States. In the
tropical Atlantic, the temperature trend resembles the Atlantic Meridional Mode
(see Sect. 3.2.7). Thus, the spatial pattern of this temperature trend is quite different
from the 1890–1945 trend (note, however, that the periods are of different lengths).

Trends in precipitation are extremely uncertain (see Hartmann et al. 2013). Those
shown in Fig. 4.63 are taken from 20CR over the oceans and GPCC (Schneider et al.
2014b) over land. Results imply a southward shift of the ITCZ (which is clearly seen
in EKF400; see Fig. 4.9). Regions of increasing precipitation are found in South
America, Western Eurasia and North America, decreasing rainfall occurred in China
and in the Sahel. In fact, the change from a pluvial to a pronounced drought in the
Sahel is one of the most characteristic features of global climate trends in this period.
This will be analysed in this section.

Trends in sea-level pressure show an increase of atmospheric mass in the tropics
and a decrease at polar latitudes of the winter hemisphere, particularly at high
southern latitudes. The hemispheric asymmetry in the temperature trend is mirrored
in the 500 hPa geopotential height, particularly in boreal winter, with a decrease in
the northern extratropics and an increase in the tropics and Southern Hemisphere.
Note, however, that uncertainties in the trends of these variables are large in 20CR.

The boreal winter Hadley cell might have been weaker than before or after
this period (Fig. 4.42). Furthermore, the northern edge of the boreal winter Hadley
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Sea-level Pressure 500 hPa Geopotential Height Precipitation

Fig. 4.63 Map of boreal (top) winter and (bottom) summer trends from 1945 to 1985 of (left) sea-
level pressure, (middle) 500 hPa geopotential height, and (right) precipitation from 20CR (over
the oceans) and GPCC (over land). Trends are only shown if significant at the 90 % level after
accounting for autocorrelation (as in Hartmann et al. 2013)

circulation seems to have moved equatorward during this period (a tropical con-
traction is seen in Fig. 4.42 for the May–October period). Interestingly, Lamb
(1969) diagnosed an equatorward shift of circulation and arid zones. Figure 4.64
shows latitude–height cross sections of trends in the zonal-mean meridional mass
streamfunction and in the zonal-mean zonal wind for boreal winter from 20CR, the
NCEP/NCAR Reanalysis (starting in 1948), and the CASTRO simulations. 20CR
and (to some extent) the NCEP/NCAR Reanalysis suggest a strengthening of the
ascending branch of the Hadley cell and a southward shift of the subtropical jet.
Overall, they suggest a shift of tropical circulation towards the warming hemisphere
(similar to precipitation; Fig. 4.63). The same features, although weaker, are also
seen in the CASTRO simulations. Hence, the contraction of the tropical circulation
can (at least partly) be reproduced from sea-surface temperatures and forcings.

Greenhouse gases started to increase more rapidly after the 1950s (see Fig. 3.53),
which implies a stronger greenhouse gas forcing. So, what caused the stagnation
of warming in the 1945–1985 period? The early 20th century warming was partly
an expression of internal climate variability such as due to changes in the oceans.
If the sign of this internal contribution changes—and eventually it must—this would
affect the trend. In fact, the trends in the two main oceanic modes of variability, the
AMO and PDO (see Table 3.2), reversed. Furthermore, from the 1950s onward,
aerosol concentrations increased. This had a cooling effect on climate (Sect. 3.3.4),
temporarily offsetting greenhouse gas warming.
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Fig. 4.64 Zonal-mean trends (colours) and mean values (contour spacing is 0:04 � 1010 kg s�1

centered around zero) from boreal winter (Dec.–Mar.) 1945–1985 (left) meridional streamfunction
and (right) wind from (top) 20CR (ensemble mean), (middle) NCEP/NCAR reanalysis (1949–
1985), and (bottom) CASTRO (ensemble mean). Wind contours start at 25 m s�1; spacing is
5 m s�1

In our simple forcing–temperature regression (Eq. 4.1), forcings alone yield an
increase in global land surface temperature of 0.068 ıC decade�1 from 1945 to 1986.
However, the observed trend was only 0.036 ıC decade�1. Thus, natural variability
might have compensated part of the forced signal. The main forced contributions are
from greenhouse gases (+0.133 ıC decade�1) and tropospheric aerosols (�0:055 ıC
decade�1). The next section goes into more details with respect to the latter.

4.4.2 Changes in Atmospheric Constituents

After the Second World War, a new component of the machinery became noticeable:
atmospheric constituents. I will briefly present examples of trends in atmospheric
constituents, based on our own datasets and on model simulations. I will address the
increase in tropospheric aerosol concentrations, the change in tropospheric ozone
and the oxidising capacity of the atmosphere, and changes in the stratospheric ozone
distribution and their relation to climate.
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Fig. 4.65 10-yr average of major ion concentrations from an ice core from the Belukha glacier,
Siberian Altai. Dating uncertainties are <3 (1815–2000) and <5 yr (earlier) (Data from Eichler
et al. 2009a, 2011)

4.4.2.1 Tropospheric Aerosols

The increase in tropospheric aerosols is arguably one of the most characteristic
features of the 1945–1985 period. It can indirectly be inferred “bottom up” from
emissions data or “top down” from measured optical properties. It is also well
documented in ice cores from the Alps, Greenland, and remote continental sites.
Figure 4.65, for example, shows ion concentrations in an ice core from the Altai
in Siberia (Eichler et al. 2009a). Ammonium, nitrate, and (particularly) sulphate
increased steeply from the 1950s to the 1980s, demonstrating the global reach of
anthropogenic aerosols. After the 1980s, aerosol concentrations decreased.

The increase in aerosols led to a decrease in atmospheric transmissions from
the 1950s to the 1980s (see Sect. 3.3.4). This is known as the “global dimming”
period (Ohmura and Lang 1989) and was accompanied by a decrease in surface solar
radiation. In Sect. 4.5.1, I will go into further details with respect to atmospheric
transmission changes since the 1950s.

A spatial view of aerosol trends (both emission and deposition) is given in
Fig. 4.66 based on our ECHAM5-HAM nudged simulations (see Sect. 2.9). During
the period 1960–1985, aerosol emissions changed dramatically. Emissions of
sulphate and black carbon aerosols increased in most regions of the globe. For
sulphate, this was strongest in industrialised regions of the northern extratropics
(sulphate), and over the oceans (due to increasing ship traffic), for black carbon
the increase was strongest in tropical-subtropical regions (where population growth
might have been an important driver). A decrease, particularly of black carbon
emissions, is found in some traditional industrial regions. For instance, the typical
“London smog” of the early 1950s subsided in the 1970s and 1980s.

Trends in the modelled atmospheric deposition (Fig. 4.66, bottom) reflect both
emissions and transport of aerosols. Increasing emissions from tropical continents
are transported westward with the trade winds, leading to increasing aerosol deposi-
tion over the tropical North Atlantic. Conversely, the aerosols from the midlatitude
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Fig. 4.66 Trends of (top) emissions and (bottom) deposition of (left) sulphate and (middle) black
carbon aerosols from 1960 to 1985. (right) The trend in net solar clear-sky radiation (note that
this includes volcanic aerosol effect, but not indirect effect due to clouds). Atmospheric aerosol
concentrations and radiation are from ECHAM5-HAM simulations, nudged with ERA-40 (From
Florian Arfeuille)

continents are transported eastward (e.g., in East Asia, South America, or North
America) and deposited over the oceans. The trend in aerosol concentrations is
reflected in the trend in net surface clear-sky solar radiation, whose decrease in
our nudged model simulation was particularly apparent in tropical and subtropical
continents.

There are similarities among the spatial distribution of aerosol trends, radi-
ation trends, and temperature trends (Fig. 4.62). Most importantly, the Northern
Hemisphere cooled during this period, whereas the Southern Hemisphere did not.
Aerosols had become part of the machinery.

4.4.2.2 Ozone, Methane and Earth’s Changing Oxidation Capacity

In addition to aerosols, gas-phase pollution increased during these years. With a
growing fleet of automobiles, this change became relevant. In the 1950s, the first
episodes of photosmog occurred in Los Angeles (Fig. 4.67) and ozone was found
to be one of its constituents. Although photosmog was first considered to be a
peculiar local phenomenon, emissions of NOx and hydrocarbons increased over
industrialised countries.

Changes in air pollution after the 1950s, particularly in the form of increasing
tropospheric ozone, affected the atmospheric oxidising capacity on a global level.
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Fig. 4.67 Messengers of the
“Rapid Blueprint Company”
in Los Angeles were
equipped with gas masks in
the fall of 1955. Ellensburg
Daily Record, Washington,
15 September 1955
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Fig. 4.68 The global methane lifetime in CASTRO chemistry-climate simulations (see Fischer
et al. 2008), smoothed with a 12-month moving average. Results are from a simulation with all
forcings (red), with methane concentrations held constant at their 1900 values (blue), and with
emissions of CO and NOx held constant at their 1951 levels. Note that methane is not emitted in
the model, but concentrations are prescribed (Figure by Dogushan Kilic)

This lowered the lifetime of many trace constituents, including the greenhouse gas
methane. To illustrate this, I will use CASTRO simulations over the 20th century
(see Sect. 2.9), which include basic tropospheric chemistry (Fischer et al. 2008;
Schraner et al. 2008). In the “all forcings” setup (Fig. 4.69), the global methane
lifetime increases until the 1970s and then decreases (note that, in general, the
methane lifetime is underestimated in this model). Sensitivity simulations were
performed with either methane concentration fixed at its 1901 starting value, or
with emissions of NOx and CO (the main precursor gases of tropospheric ozone
formation) fixed at their 1950s levels (see Fig. 4.68). If the methane concentration
is kept constant, methane lifetime decreases. This is most notable after the 1950s. If
NOx and CO concentrations are fixed, methane lifetime continues to increase.

How can we interpret this result? Changes in the lifetime of methane strongly
depend on the concentration of the hydroxyl radical OH. Conversely, according to
our results, up to the 1960s the concentration of OH was determined by methane
(also see Sect. 3.4.4). As the amount of methane increased, there was a higher
consumption of OH. In other words, methane was increasing its own lifetime.
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Fig. 4.69 November–April averages of zonal-mean total column ozone near 48ıN in (top)
HISTOZ (ensemble mean), 20CR, and CASTRO (thick line); and (bottom) four ensembles of
CASTRO chemistry-climate model simulations (all-forcings simulations (thick line) as well as
scenarios with fixed greenhouse gas (GHG) concentrations, ODS concentrations, or emissions of
CO and NOx) (Brönnimann et al. 2013a)

Around the 1960s, the increase in OH due to ozone formation became more
important than the decrease due to methane emissions. Thus, the methane lifetime
decreased. This result is also interesting because of the observed decline in the
methane growth rate since the 1980s (see Hartmann et al. 2013). This phenomenon
is not fully understood. Possible causes are changes in (anthropogenic or natural)
emissions or changes in the atmospheric lifetime of methane.

In CASTRO, the prescribed methane concentrations only change on a decadal
scale. Nevertheless, the simulations exhibit interannual variability in the methane
lifetime. This must be related to climatic factors. An important contributor to the
variability is ENSO. One way that ENSO is able to affect methane lifetime is
through changes in water vapour and the formation of OH. However, these variations
are rather small. Montzka et al. (2011) find interannual variations in global OH
concentrations of only a few percent and conclude that the system is well buffered.
Nevertheless, the relation between methane lifetime and El Niño demonstrates the
close link between chemistry and climate—another cog in the machinery.
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4.4.2.3 A Thickening Ozone Layer?

Although little was known about atmospheric chemistry in the 1950s, total column
ozone was considered an important geophysical variable. Therefore, since the 1950s
total column ozone has been observed with a global network. These observations
show an increase in total column ozone over the northern midlatitudes from 1950
to 1970 (Goldsmith et al. 1973; Johnston et al. 1973; Komhyr et al. 1971). The
HISTOZ total column ozone data at 48ıN in boreal winter clearly reflect this trend
(Fig. 4.69). Was the ozone layer getting thicker?

CASTRO “all forcing” simulations and 20CR (which does not have atmospheric
chemistry) reproduce the trend in total column ozone over the northern midlatitudes
(Fig. 4.69, top). This agreement allows us to explore contributors to the trend. That
20CR reproduces the trend suggests that there were dynamical contributions. As
expected, an opposite trend is found in 200 hPa geopotential height at 48ıN during
this period (not shown). According to Shindell and Faluvegi (2002), an increase
in tropospheric ozone contributed to the trend in total column ozone, which is
consistent with the CASTRO sensitivity simulations with CO and NOx emissions
fixed at their 1951 levels (note, however, that tropospheric chemistry in this model
is very basic). Further simulations were made with greenhouse gases fixed at their
1900 levels and ozone-depleting substances (ODS) fixed at their 1950s levels. These
simulations indicated that greenhouse gas-induced climate change enhanced the
total ozone trend, while ozone-depleting substances diminished the trend (also see
Sect. 4.5.2).

The dynamical contribution to the midlatitude ozone trend is consistent with
an equatorward shift of the poleward edge of the northern Hadley cell. This was
mentioned earlier in this section for the boreal summer season (Fig. 4.42) and was
seen in trends of the zonal-mean meridional streamfunction (Fig. 4.64). As a result,
the midlatitudes were more often in the range of the subpolar, high ozone column.
Allen et al. (2014) found a contraction of tropical circulation from 1950 to 1979
using observations and models. They ascribe this to a decrease in the Pacific Decadal
Oscillation, possibly induced by increasing amounts of aerosols.

The examples in this section show that atmospheric composition changed on
a large scale, interacting with climatic changes. Even larger changes were yet to
come, as will be addressed in Sect. 4.5. For the remainder of this section, I will turn
to changes of climate near the ground.

4.4.3 European Summers of 1945–1949

Between 1945 and the mid-1950s, a sequence of years with droughts occurred in
central Europe. When they struck, the economy had not yet fully recovered from
the Second World War. Because some of the winters were cold in central Europe,
several scientists and the media spread fear of an increase of continentality and
desertification (Groissmayr 1949; Paret 1947; Schmauss 1948).



268 4 Climatic Changes Since 1700

Particularly noteworthy was the summer of 1947, whose temperature records in
many regions were not broken until the summer of 2003. In Basel, for instance,
38.7 ıC was measured on 29 July 1947 (Grütter et al. 2013). During the same
year, Switzerland experienced the largest reduction of crop yield (Calanca 2007).
In Germany, heatwave and droughts affected transportation, energy production, and
forests (e.g., through pests and fires; Baumgartner 1950).

The droughts from the mid-1940s to mid-1950s coincided with a high phase of
the Atlantic Multidecadal Oscillation (see Sect. 3.2.7 and Fig. 4.6). The AMO index
had increased until the 1940s but remained high into the 1950s. At the same time, the
Pacific Decadal Oscillation dropped to a negative state. Was this another consistent
global mode of the machinery, or regional (seemingly random) processes?

4.4.3.1 Causes and Mechanisms

Central Europe is a region that is regularly—but not permanently—affected by
droughts. Consequently, droughts are a major economical and ecological hazard in
this area (e.g., Ciais et al. 2005). Atmospheric precursors to droughts and heatwaves
in western Europe are well understood. Typically, atmospheric blocking or sustained
high pressure influence accompanies heatwaves (e.g., Carril et al. 2008; Della-Marta
et al. 2007; Fischer et al. 2007b; Schär et al. 2004). The anomalous circulation
pattern persists for about a week or longer, causing high temperatures. A sequence of
such situations can cause a drought. On a seasonal scale (the scale of a drought), high
pressure anomalies are found over west-central (Fischer et al. 2007b), northwestern
(Cassou et al. 2005; Folland et al. 2009), or northern Europe (Della-Marta et al.
2007). This depends on the spatial pattern of the drought. Similar to the “Dust Bowl”
case, we can ask what triggered the drought and what affected its persistence?

For the triggers of European droughts, various authors have emphasised the
role of sea-surface temperatures with a focus on the Atlantic Ocean (e.g., Sutton
and Hodson 2005), but also the Indian and Pacific Oceans (see Black and Sutton
2007). The Mediterranean region is influenced by Asian summer monsoon systems
(Gill 1980; Rodwell and Hoskins 1996; Tyrlis et al. 2013). The monsoon heating
can trigger a Rossby wave response, which propagates westward and induces
descending motion over southern Europe. In addition, the African monsoon has
been suggested to affect precipitation in southern Europe via changes in the Hadley
circulation (Gaetani et al. 2011). In terms of persistence, as for the “Dust Bowl”
droughts (see Sect. 4.2.3), a precipitation deficit that is set in place by a circulation
anomaly can be amplified and maintained through land–atmosphere interactions.

Which mechanisms were at work during the droughts of the 1940s? Sutton and
Hodson (2005) found that the AMO may have facilitated the occurrence of these
droughts. In the following section, we will revisit these droughts using our new
datasets and model simulations and focusing on Switzerland.
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Fig. 4.70 Time series of the
6-month Standardized
Precipitation Index (with
respect to 1961–1990) at
Bern from observations
(Hirschi et al. 2013)
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4.4.3.2 The Droughts in CCC400, 20CR, and REC2

An analysis of the droughts of the late 1940s was made using the 6-month stan-
dardized precipitation index (McKee et al. 1993) with data from a meteorological
station in Bern, Switzerland (Fig. 4.70, Hirschi et al. 2013). The index was almost
always negative from 1945 to 1950. The most pronounced drought years were 1947,
followed by 1949 and 1945. Analysing precipitation data from these three summers
reveals distinct spatial differences (Fig. 4.71). The 1945 drought affected mostly the
Mediterranean area, the 1947 drought was in central Europe, and the 1949 case
concerned western Europe. Interestingly, the drought of 1947 was preceded by a
dry winter in Switzerland (Hirschi et al. 2013).

All drought summers were accompanied by above-normal 500 hPa geopotential
height over south-central Europe and negative anomalies over North Africa. How-
ever, the position of the strongest anomaly is not the same for all summers and the
patterns differ over the North Atlantic.

Sea-surface temperatures were anomalously high over the Atlantic. To assess
their effect, we analysed the CCC400 simulations (Grütter 2014). It turns out that
CCC400 reproduces a considerable part of the precipitation signal (Fig. 4.71) and,
in some cases, even the spatial pattern. In the model, this must be due to sea-surface
temperature anomalies. Similarly, some of the anomalies in 500 hPa geopotential
height are reproduced. Thus, anomalously high sea-surface temperatures in the
Atlantic presumably contributed to the drought.

How did the influence work? Droughts are intimately related to anticyclonic
conditions over central Europe. In fact, analysing daily weather types in 20CR
(GWT18; see Sect. 2.9), we find an increase in the frequency of anticyclonic weather
types during the late 1940s (Fig. 4.72). Interestingly, the filtered time series closely
resembles the AMO index, as does the heatwave area (Fig. 4.11). Thus, the positive
AMO is related to more frequent anticyclonic situations and heatwaves over central
Europe. A schematic view of the processes responsible for the drought summers is
given in Fig. 4.73.
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Fig. 4.71 Anomalies (with respect to 1961–1990) of precipitation, 500 hPa geopotential height,
and 850 hPa wind for the drought summers (Apr.–Sep.) of 1945, 1947, 1949, 1950, and 1952 and
in observations (GHCN for precipitation; REC2 for geopotential height and wind) and CCC400

In some respects, this situation is similar to that around 1800 (Sect. 4.2.3).
However, the AMO for that period is not well known. Circulation indices suggest
that the tropical belt may have been relatively wide in the 1940s (Fig. 4.42), the
ITCZ (in EKF400) was shifted northward (Fig. 4.9), and the Hadley circulation was
possibly stronger than in the following years. However, the available datasets are
still uncertain and more evidence is needed.
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Fig. 4.72 Frequency of anticyclonic weather types in the GWT18 weather type classification
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Fig. 4.73 Schematic of the suggested processes contributing to European droughts in the late
1940s

Remote influences might have played a role in the European droughts. Some
of the drought years coincided with wet years in the African and Asian monsoon
regions (variations in Sahel precipitation are discussed in Sect. 4.4.4) and strong
monsoonal circulation as indicated by converging wind anomalies over the Sahel-
Sudanese region at 850 hPa in REC2. Both might have affected the high pressure
anomalies over south-central Europe. More detailed studies are needed to separate
the different influences. Most likely, there were different causes for the European
drought years of the 1940s and early 1950s.
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4.4.3.3 The 1947 Heatwaves

On the weather time scale, the summer of 1947 was characterised by intense
heatwaves. In many places, these were the strongest of the 20th century. Focusing
on the heatwaves in Switzerland, Grütter et al. (2013) found that the summer of
1947 was comparable to the summer of 2003 in terms of the number of heat
days and the number and duration of heatwaves. However, peak values were lower
than in 2003. In Basel (Fig. 4.74), there were five main heat episodes between
May and September 1947 during which the daily maximum temperatures exceeded
30 ıC over consecutive days. 20CR represents these episodes well (the offset can
be explained by the difference in altitude between the station of Basel and the
grid cell in 20CR). Each of these heat periods coincided with elevated 500 hPa
geopotential height (in radiosonde data from Switzerland and 20CR; Grütter et al.
2013). However, the absolute values in this case remain uncertain because the
observations and 20CR could have biases.

In central Europe, the heatwave of 1947 marked the peak of the early 20th century
warming. An increase in heatwave area over Europe is also found in CCC400
during these years (see Fig. 4.11). Thus, apart from internal atmospheric variability,
an ocean-forced contribution to the 1940s heatwaves is plausible. Brückner did
not live to experience these drought years, which were associated with increased
continentality that was much discussed in the public. These years would have nicely
fit his concept of a warm and dry period.
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4.4.4 Sahel Pluvial and Drought

Among the most prominent features of global, decadal-scale hydroclimatic vari-
ability during the 20th century are the changes in the Sahel region between the
1950s and the 1980s. From the 1920s to the early 1960s, but particularly in the
1950s, precipitation was abundant (Paeth 2007). Then, precipitation decreased,
which led to droughts after the late 1960s with two main peak phases (in the early
1970s and in the mid-1980s). Droughts in the Sahel region have a large effect on
the local population, which depends on agriculture and pastoralism. The famine
accompanying the 1970s and 1980s droughts triggered worldwide attention and,
starting in 1973, international disaster relief activities led by the United Nations
and the United States. The first drought period (1968–1973) caused some 250,000
fatalities. It also destroyed the livelihood for two million pastoral people and
severely impacted societies in the region (Sheets 1974). The second drought period
in the early 1980s in Sudan and Ethiopia coincided with conflicts and caused an
excess mortality of approximately one million people (Devereux 2000). Overall,
the droughts caused considerable economic losses, triggered large-scale migration
processes, and led to irreversible land degradation (Paeth 2007).

It is also important to consider the influence of the pluvial period preceding the
drought. In fact, similar to the “Dust Bowl” case, severe and long droughts are a
recurring phenomenon in the region (Shanahan et al. 2009) and the pluvial period
of the 1950s also was not a common occurrence. However, the pluvial came at
a critical moment in the regional history. Rapid population growth in the 1950s
due to decreased mortality (Norton-Griffiths and Rydén 1989) was accompanied
by agricultural expansion. Between 1956 and 1960, many Sahel countries obtained
their independence, just before climate turned from pluvial to drought conditions.

One interesting fact is that the Sahel has pronounced climatic persistence. This
is also apparent in Fig. 3.18, where observations of temperature and precipitation
exhibit a red spectrum. Therefore, a mechanism explaining the drought must be
able to explain a high persistence.

4.4.4.1 Causes and Mechanisms of the Drought

Summer rainfall in the Sahel is related to the West African monsoon (see
Sect. 3.1.4). The heated Sahara desert draws the ITCZ to the north, leading to
monsoon flow from the tropical Atlantic to the Sahel-Sudanese region. Was the
monsoon flow weakened in the 1970s and 1980s and, if so, why persistently?
Or, were local factors such as land degradation and feedback to the atmosphere
responsible for the drought?

The Sahel droughts were attributed by some scientists to unsustainable land
use practices, which led to desertification (Hammer 2000). Other scientists put
climatic factors in the foreground. A schematic of suggested mechanisms is shown
in Fig. 4.75. In the simplest form, Sahel rainfall depends on the interhemispheric
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Fig. 4.75 Schematic of the suggested processes leading to Sahel drought

temperature gradient. If the African continent to the north of the equator is heated,
the monsoon is intensified and the Sahel rain belt is drawn toward the warmer region
(Held et al. 2005). Such interhemispheric temperature gradients are often ascribed
to changes in sea-surface temperatures, as is outlined in more detail below (also
see the temperature trend map in Fig. 4.63). Additionally, teleconnections to other
ocean basins alter the monsoon circulation and lead to a shift of the rain belts (e.g.,
Diatta and Fink 2014; Giannini et al. 2003; Janicot et al. 1998; Nicholson 2001).

A second mechanism is related to tropospheric stabilisation. A warming of
tropical sea-surface temperatures (e.g., related to ENSO) leads (via zonal circulation
cells) to areas of increased subsidence and a large-scale warming of the free
troposphere. Over regions with sea-surface temperatures that are not as warm, this
mechanism tends to stabilise the atmosphere and suppress convection (see, e.g.,
Herceg et al. 2007).

Some model-based studies also suggest a role of aerosols through changing
sea-surface temperatures (Frierson et al. 2013; Rotstayn and Lohmann 2002), the
vertical temperature profile, or cloud microphysics (e.g., Konare et al. 2008).
Aerosols increased during the period of drought, but mostly north of the equator
(see Fig. 4.66). They could have affected the cross-equatorial temperature gradient.

Because approximately half of the moisture in the Sahel region is recycled, land
surface processes might also play an important role (Nicholson 2000). Vegetation
reacts slowly (Wang and Eltahir 2000). Therefore, such a mechanism could produce
decadal changes. Giannini et al. (2003) found that their model is only able to
reproduce the Sahel drought if the land surface is allowed to react to the atmosphere.
Therefore, Giannini et al. (2008) conclude that the ocean acts as a trigger for
drought, which is then amplified through land–atmosphere interactions. This opens
the possibility for an effect of land management on climate. However, Lauwaet
et al. (2009) and Seaquist et al. (2009) find a negligible influence of land use
changes on Sahelian droughts and total precipitation. As for the “Dust Bowl”,
climate simulations with prescribed sea surface temperatures generally reproduce
the multidecadal rainfall variability qualitatively. However, they may miss the
amplitude (Scaife et al. 2009). These studies indicate a possible role of the ocean,
which is relevant for predictability.
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4.4.4.2 The Sahel Pluvial and Droughts in CCC400, REC2,
and ECHAM-HAM Nudged Simulations

In the following section, we will analyse the changes in Sahel rainfall encompassing
the pluvial and the subsequent drought. In addition to 20CR, we analyse REC2
(which is based on upper-level wind observations) because the African monsoon
is not well reproduced in reanalyses (see Stickler and Brönnimann 2011; note
that the wind field in REC2 is not necessarily physically consistent) and model
simulations (CCC400, CASTRO, and the nudged aerosol simulations performed
with ECHAM5-HAM).

Consistent with other studies (Diatta and Fink 2014), we find that Sahel rainfall
correlates with an index of the Atlantic Meridional Mode prior to monsoon
onset (see Sect. 3.2.7) and with the AMO (Fig. 4.76). In addition, we analysed
the interannual variability of aerosols over the tropical Atlantic in our nudged
aerosol simulations. A gradient between the areas from north to south of the
equator in aerosol deposition and radiation appears in Fig. 4.66. The time series
of the corresponding difference prior to the monsoon onset (Fig. 4.76) shows a
significant correlation with Sahel rainfall in summer, in line with the hypothesis that
tropospheric aerosols contributed to the drying by changing the meridional gradient.
However, a change in the temperature gradient could have other reasons including
ocean-induced changes in the Atlantic Meridional Mode.
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Fig. 4.76 (Top) Indices of the AMO, the Atlantic Meridional Mode (AMM; Vimont and Kossin
2007) (see Fig. 3.27), and the difference in sulphate aerosol deposition from our ECHAM5-HAM
nudged simulation between the areas (0ı–20ıN, 60ı–0ıW) and (20ıS–0ıN, 40ı–0ıW), both
during April–July (note reverse scale). (Bottom) July–October averaged precipitation over the
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volcanic eruptions (Data source: GHCN/JISAO, Univ. Washington, doi:10.6069/H5MW2F2Q)
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Fig. 4.77 Difference in precipitation and 950 hPa winds in July–October between 1950–1970 and
1970–1990 in GHCN (precipitation), REC2 (850 hPa winds), 20CR, CCC400, and CASTRO

Most climate models reproduce the variations in Sahel rainfall over the 20th
century (Held et al. 2005). Similarly, both CASTRO and CCC400 simulations
(Fig. 4.77) reproduce the decrease in rainfall from the 1950–1970 period to the
1970–1990 period, meaning that a sizable fraction of the decrease is reproducible
from forcings and sea-surface temperatures. In the model, as in REC2 and 20CR,
the decrease in rainfall is due to a weakening of the African monsoon system.
Although a minor influence on a decadal scale, tropical volcanic eruptions (marked
in Fig. 4.76) also contribute to a precipitation decrease in the following summer (see
Sect. 3.3.1).

4.4.5 The Climate Shift of 1976/1977

We end our characterisation of the 1945–1985 period with a brief description of a
truly global climate change that originated in the Pacific Ocean: the climate shift
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of 1976/1977. This was not a single event in the sense that it had severe impacts in
a certain region. Rather, it was a change in the entire system—a gear shift of the
“machinery”.

Around 1976, the Pacific Decadal Oscillation (see Sect. 3.2.7 and Table 3.2)
shifted from predominantly negative to positive values (Mantua and Hare 2002;
also see Fig. 4.7). A strong eastern Pacific La Niña gave rise to a weak El Niño
(see Fig. 3.27), and a period began in which the base state of the equatorial Pacific
was more El Niño-like. Consistently, many ENSO time series (Fig. 4.7) indicate a
shift towards El Niño conditions. Between 1978 and the 1990s, El Niños became
more frequent, although of varying strengths. Accompanied by this shift was a
strengthening of the Aleutian low and a change in the boreal winter subtropical jet
and the PNA index (see Figs. 4.42 and 4.43). These are reproduced by atmospheric
models forced with sea-surface temperatures. Variations in Alaskan temperatures
are reported (Hartmann and Wendler 2005), as well as changes in storms, hydro-
climate, and other climate variables over North America (see Miller et al. 1994,
for a review). Changes are also found in more distant regions. The South Pacific
high weakened, an anticyclonic anomaly appeared at the tip of South America,
temperatures in the Andes increased (Jacques-Coper and Garreaud 2015; Vuille
et al. 2008), and Sabeerali et al. (2012) found a change in the Indian rainy season.

In Fig. 4.78, I show the upper-ocean heat content in the North Pacific from
January to March and the equatorial SOI (see Table 3.2) calculated from 20CR data
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Fig. 4.78 (top) September–January averages of the equatorial SOI (see Table 3.2) in 20CR (blue,
note the inverse scale), filtered with a 9-point triangular filter, and annual values of ocean heat
content in the uppermost 700 m of the North Pacific Ocean (red, data source: NOAA/NODC).
(bottom) 29-point moving correlation between the DIMI and NINO3.4 from observations and
reconstructions (purple), CCC400 (blue), and CASTRO (green). Light and dark shading denotes
the 50 % and 90 % ensemble spread of the correlations
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for the September–January season (the latter series is smoothed to focus on decadal
variability). The shift in 1976 appears as a sudden jump in ocean heat content and
as a drop in the equatorial SOI. Similar changes are found in other indicators from
the Pacific region.

What happened? How could the machinery produce such a massive change in a
large ocean body? Some authors attribute the change in the North Pacific to a remote
forcing from the tropical Pacific; others attribute it to oceanic changes in the North
Pacific. In fact, the concept of the PDO partly grew out of the analyses of this climate
shift. However, extraordinary atmospheric circulation anomalies might have also
driven the 1976/1977 shift, which is often called a “regime shift” (Miller et al. 1994).

Above all, the 1976/1977 climate shift was a change in the base state. This is
reflected in different climate variables in different places. It was also a change in
variability, which primarily occurred in the tropical Pacific. El Niño events were
not only more frequent after the shift, but more occurred in the eastern Pacific
and fewer occurred along the date line. The change in variability might have had
additional effects. As a consequence of the fewer date line El Niños or for other
reasons, teleconnection patterns between the tropical Pacific and other areas of the
globe might have changed.

One of the changes in teleconnections was the disappearance of the long-standing
relation between El Niño and the Indian monsoon (Kumar et al. 1999). In Fig. 4.78,
this is reflected in the 29-yr moving-window correlation between NINO3.4 and
DIMI. The correlation is currently around zero; earlier it was �0:6. Whether
this is related to the 1976/1977 climate shift is unclear. It has been suspected
that the warming of the Eurasian land mass interfered with the ENSO-monsoon
relationship (Zhou et al. 2010). If this is the case, the observed result may be
more than just a temporary lack of correlation. Rather, it could be a change in the
structure of the teleconnection (because continents warm faster than the oceans in
the future). Do climate models reproduce this result? The corresponding moving-
window correlations for CCC400 and CASTRO are also shown in Fig. 4.78. Both
models show decadal changes in the moving-window correlations and those of
CASTRO loosely resemble the observed changes. However, it cannot be claimed
that the models have skill in reproducing the changes.

Reverting to the Pacific, 1976/1977 may not have been the only shift in the
Pacific. Past changes in the PDO index (Fig. 4.6) occurred in the 1950s and
(arguably) in the 1900s. The latter concurred with a change in the Indian monsoon
system (see Fig. 4.10). A more recent change in the Pacific Ocean occurred after the
1997/1998 El Niño. This period was dominated by a La Niña-like base state and
weak El Niños. The consequences of this change for the global energy balance and
global-mean temperature are further discussed in Sect. 4.5.9.
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4.4.6 The Broad Lines: Delusive Stability

Let us briefly pause to summarise climatic changes during the 1945–1985 period;
a period of true or perceived climatic stability. Stability means stagnating global
temperatures. The Northern Hemisphere even cooled up to 1970. This stagnation is
often attributed to aerosol cooling balancing greenhouse warming, which illustrates
that atmospheric composition became an important player on a global scale.
Aerosols may have also changed the mode of operation of the machinery. They
are suspected to have caused changes in the North Atlantic (Booth et al. 2012) and
Pacific (Allen et al. 2014) sea-surface temperatures, which may have contributed to
anomalies in atmospheric circulation. Through forcing an interhemispheric gradient
in sea-surface temperatures, aerosols have also been considered for the Sahel
drought.

The lack of warming was also due to changes in the oceans. First the PDO, then
the AMO changed from positive to negative states during the period. Changes in
PDO and AMO are suspected to affect ocean heat storage (Chen and Tung 2014).
Hence, the Pacific and Atlantic Oceans may have taken up heat from the atmosphere
and stored it below the surface.

As found in previous sections—and, in fact, throughout this book—many of
these changes in atmospheric circulation and climate are reproducible by models
from external forcings and sea-surface temperatures. This raises the question of
whether oceanic influences are the key to these anomalies. Because imputed sea-
surface temperatures carry the signature of atmospheric circulation anomalies, a
clear separation is not possible. However, the importance of tropical sea-surface
temperatures and their effects on the extratropics is well established (see Sect. 3.2.6).
In any case, possible effects of the tropical or subtropical ocean temperatures on
atmospheric circulation appear for the three climatic events analysed in this section:
the European droughts, the Sahel pluvial, and the climate shift of 1976/1977.
To some extent, all three were reproduced in climate model simulations forced by
observed sea-surface temperatures.

With respect to large-scale atmospheric circulation, there is evidence that the
tropical belt contracted (the northern tropical edge retracted) and the ITCZ shifted
to the south during the 1945–1970 period. The European droughts at the beginning
and the Sahel droughts towards the end of the period may indicate an equatorward
shift of subtropical anticyclones and arid zones in boreal summer. This is the
characteristic of a different mode of operation of the machinery than in the preceding
period. Figure 4.79 summarises the suspected main features and mechanisms of
global climatic change during the 1945–1985 period.

The period of climate stability may have allowed some sectors or regions to
prosper. However, the stability was delusive. Soon, fear emerged of a climate system
that is out of balance (see Box 4.3, p. 280).
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Fig. 4.79 Schematic showing some of the mechanisms affecting large-scale climatic variations in
the 1945–1985 period

Box 4.3 The Great Fear
The scientific optimism and technological futurism with respect to the
1950s and 1960s climate slowly gave rise to fear in the 1970s. Political,
social, and cultural changes, as well as new attitudes towards technological
solutions contributed to this fear. Environment-related problems called for
political solutions: nuclear threat, energy crisis, technology disasters (such
as Three-Mile Island in 1979 and Bhopal in 1984), hunger catastrophes
(such as that in the Sahel), Malthusian fears (also reflected in the Club of
Rome Report “Limits to Growth” (Meadows et al. 1972)) and omnipresent
pollution worried Europeans and Americans. The environmental concerns
were expressions of a new age. Although many scientists in the 1960s and
1970s discussed the possibility of future greenhouse gas-induced climate
change, aerosol-induced cooling was also considered a possibility (Rasool
and Schneider 1971), particularly in view of the downward temperature trend
in the Northern Hemisphere (Fig. 4.80). Among the public, this triggered fears
of an impending ice age, as visualised by an artist in Fig. 4.80.

(continued)
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Box 4.3 (continued)
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Fig. 4.80 (Top) Temperature from 10ı to 80ı N after Bryson and Kutzbach (1968).
(Bottom) On the verge of a new ice age? “Zürich-Eiszeit” (Zurich-Ice Age) gouache on
pavatex, 90 � 120 cm, by Giuseppe Reichmuth, 1975, reprinted with permission

(continued)
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Box 4.3 (continued)
The possibility of solar-terrestrial catastrophes leading to climate change

was demonstrated by Alvarez et al. (1980), who identified an asteroid impact
and subsequent climatic collapse as the cause for the Cretaceous-Tertiary
extinction. Inspired by this work, Crutzen and Birks (1982) and Turco et al.
(1983) analysed the effect of a nuclear war on climate, later known as a
“nuclear winter” (Edwards 2010). Interestingly, the Tambora eruption and its
climatic aftermath, the “Year Without a Summer” of 1816 (see Sect. 4.1.4),
was revisited in the context of these discussions (also see Box 3.2, p. 124).
Apocalyptic forest dying scenarios and the discovery of the ozone hole,
discussed in the next section, seemed to confirm the biggest fears. In 1985,
the end was near.
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4.5 The Period Since 1985: Accelerated and Slowed
Warming

In the late 1970s, scientists such as Bert Bolin21 and Hans Oeschger22 (Siegenthaler
and Oeschger 1978) began to warn their peers and the public about the potential
impact of the carbon dioxide greenhouse effect on global climate. Around the
same time, temperatures began to rise. In 1988, with a record heatwave in the
United States, the topic of greenhouse gas-induced climate change attained global
awareness. Rapidly increasing atmospheric temperatures (into the 2000s), losses of
sea ice, rising sea levels, megaheatwaves, and epochal droughts characterise this
ongoing period.

In addition to a warming climate, this period was characterised by atmospheric
composition change. Pollutants had begun to alter the atmosphere in the 1950s
and were becoming a major global environmental concern. The term “global
atmospheric change” was coined and encompasses global warming, ozone deple-
tion, and air pollution. I will start the discussion of this time period with the
discovery of the ozone hole (including its implications for climate). However,
this is just one example. Photochemical pollution and aerosols—and their effects
on climate—became important topics (see Sect. 4.4.1). The eruption of Pinatubo
in 1991 highlighted the importance of atmospheric chemistry and stratospheric
processes. The “Atmospheric Brown Cloud” (ABC; masses of aerosols and haze
over the Indian subcontinent, the Indian Ocean, and Southeast Asia during the dry
season) affects temperature and possibly monsoon systems. The following sections
will give more details.

The changes in atmospheric constituents were just one element in a system that
was about to change fundamentally. In addition, strong decadal variability continued
in the North Atlantic and the Pacific. Frequent winter storms hit Europe, rain belts
shifted, and droughts occurred in Australia, North America, and elsewhere. It is
daunting to list, let alone analyse, the major climatic events of this period that is
closest to our memories and, perhaps, too recent to be assessed.

Nevertheless, this section will briefly take a look at the most recent 30 years of
climate history. From the perspective of a present-day scientist, this is the satellite
era. Spaceborne observations of the earth provide more detail than previous data
sources. Satellite data have now reached the length (though maybe not yet the
quality) necessary for climate trend calculations. Satellite information has also been
used to create numerous reanalysis datasets for this period. This section will make
use of these datasets—in particular, ERA-Interim (also see Sect. 2.9, Table 2.3).

21Bert Bolin, 1925–2007, was a Swedish meteorologist. He was one of the founders and first chair
of the IPCC.
22Hans Oeschger, 1927–1998, was a Swiss physicist and climate scientist. Apart from his
work on carbon dioxide in the atmosphere, Oeschger pioneered the measurements of trace gas
concentrations and climatic changes in polar ice cores.
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Fig. 4.81 Map of annual-mean temperature trends from 1985 to 2013 from HadCRUT4

4.5.1 Global Drivers and Global Changes

4.5.1.1 Global Warming and More

From 1985 to 2013, global temperatures increased strongly, but at a variable rate.
After the 1997/1998 El Niño, a rapid temperature increase was followed by a period
of slower change. This is sometimes referred to as the “global warming hiatus”
(further discussed in Sect. 4.5.9). The annual-mean temperature trend during the
1985–2013 period (Fig. 4.81) is almost globally positive. The strongest temperature
increase was over northern midlatitudes and certain subtropical continental regions.
Satellite data indicate that the warming of the Arctic was particularly strong.
According to Bromwich et al. (2013), the post-1950s warming of West Antarctica
was dramatic and possibly at a similar rate to the Arctic. Conversely, parts of the
North Pacific cooled over this period. Pronounced warming is also found over the
western Pacific, the Indian Ocean, and the tropical Atlantic; the latter projecting
onto the Atlantic Meridional Mode (see Sect. 3.2.7 and Table 3.2).

Figure 4.81 reveals large white areas that indicate a lack of surface observations.
Other data products try to fill these gaps through interpolation (e.g., making use of
satellite data or other information). Interpolated data suggest a stronger global-mean
warming than purely instrumental records (Cowtan and Way 2014, see Sect. 4.5.9).

The lower troposphere warmed at a similar rate to near-surface air (Fig. 4.82,
right). With respect to the vertical structure of the trend (Fig. 4.82, left), warming
since 1985 encompasses the entire troposphere (except for in the southern high
latitudes) and cooling is observed in the stratosphere. In the tropics and subtropics,
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Fig. 4.82 (left) Latitude–height cross section of the zonal-mean temperature trend from 1985 to
2013 from ERA-Interim. The solid line represents the highest orography in the model and triangles
show the altitude of selected peaks. (right) Global temperatures of the lower stratosphere (From
different radiosonde datasets) and lower troposphere (From different satellite datasets) (Source:
Hartmann et al. 2013)

rates of warming peak in the upper troposphere because of latent heat release. This
feature is expected to continue into the future. Tropical mountains reach this altitude
(see triangles in Fig. 4.82), highlighting the role of vertical trend structure for water
resources for regions such as the tropical Andes (Bradley et al. 2006; Pepin et al.
2015). The stratospheric cooling trend, which is expected from the increase in
greenhouse gases and stratospheric ozone depletion, is punctuated with temperature
increases due to volcanic eruptions. Since 2000, stratospheric cooling has been
levelling off. However, this is dataset dependent and not yet fully understood
(Thompson et al. 2012).

Along with this warming, the water cycle has sped up during the last 30 years.
Specific humidity has increased at approximately the rate expected from the
Clausius-Clapeyron relation. Relative humidity has stayed relatively constant.
Precipitation trends are more difficult to measure. Trends in Fig. 4.83 are from
ERA-Interim. They show an increase over tropical regions such as the Amazon-
Orinoco basin, East Africa, India, and the western tropical Pacific. Decreasing
trends are indicated over subtropical regions such as North America and the Sahel.
There are differences across datasets. However, the spatial patterns of observed
trends in precipitation and evaporation are mirrored in those of oceanic surface
salinity (Stocker et al. 2013). Other aspects of the water cycle have also changed.
Precipitation events seem to have become more extreme (Hartmann et al. 2013; also
see Fischer and Knutti 2014). Combined satellite and in situ observations show a
reduction in Northern Hemispheric snow cover since the 1920s (but an increase
over Siberia in fall, see Cohen et al. 2012). Most of the reduction occurred in the
1980s (Stocker et al. 2013); a phenomenon that will be revisited in Sect. 4.5.4.
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Fig. 4.83 Maps of boreal (top) October–March and (bottom) April–September trends from 1985
to 2013 of (left) sea-level pressure, (middle) 500 hPa geopotential height, and (right) precipitation
from ERA-Interim. Trends are only shown if significant at the 90 % level after accounting for
autocorrelation

Changes in the water cycle are influenced by atmospheric temperature, sea-
surface temperatures, the land surface, and atmospheric circulation. So, how has the
machinery changed over the period 1985–2013? According to reanalysis datasets,
whose trends may not be reliable, the Hadley circulation has strengthened (also
see Hartmann et al. 2013). Also, since the late 1990s (and following a long period
of gentle decrease), the Pacific Walker circulation has strengthened (Kosaka and
Xie 2013). This is puzzling because climate models usually respond to increases in
greenhouse gases with a weakening of tropical circulation (Collins et al. 2013).23

It is, however, consistent with other changes observed in the Pacific Ocean (see
Sect. 4.5.9).

With respect to the zonally symmetric circulation, a widening of the tropical belt
since the 1970s is found (Forster et al. 2011; Hu et al. 2011; Seidel et al. 2008).
Although widening rates are uncertain (they depend on the datasets and methods
used, see Birner 2010), the widening itself is considered robust because it can be
derived from independent observing systems (e.g., outgoing longwave radiation,
total column ozone, and reanalyses). For example, Fig. 4.84 shows the trend in

23This is because, for a given temperature change, the latent energy response according to the
Clausius-Clapeyron relation is very large. Atmospheric circulation becomes overly efficient in
transporting energy, which cannot be radiated equally efficiently. Slowing down the atmospheric
circulation is the only way to thermodynamically compensate for this discrepancy.
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Fig. 4.84 Trends (colours) and mean values (contour spacing is 0:04 � 1010 kg s�1, centered
around zero) from 1985 to 2013 in the zonal-mean (top) meridional mass streamfunction and
(bottom) zonal wind during boreal (left) winter (Dec.–Mar.) and (right) summer (Jun.–Sep.) (Data
source: ERA-Interim)

the meridional mass streamfunction from ERA-Interim. The poleward edge of the
southern Hadley cell seems to have shifted (negative trends) in both seasons and a
similar (though less clear) trend is also found in the Northern Hemisphere.

Consistent with a widening of the Hadley cell, a poleward shift is also found in
the maxima of the zonal-mean zonal wind in both hemispheres (Fig. 4.84), a mea-
sure of the subtropical jet. More sophisticated definitions of jet position indeed show
that the subtropical jets have moved poleward since 1979 (Hartmann et al. 2013). A
poleward shift after 1979 is also seen in the various indices displayed in Fig. 4.42.

The widening of the tropical belt is expected from greenhouse gas forcing,
according to recent climate model studies (Hu et al. 2013), and responds to warming
tropics and changes in meridional sea-surface temperature gradients. Allen et al.
(2014) find that the increase in the PDO contributed to the widening trend. Ozone
and aerosols have also been suggested to affect the width of the tropical belt (Allen
et al. 2012).

Not only did the tropical edge move poleward, but some circulation features of
the extratropics (the position of the midlatitude jet stream or storm tracks) showed
a poleward migration in reanalysis data along with variables such as cloud cover
(Hartmann et al. 2013).

Over the southern extratropics, consistent with the poleward expansion of
circulation, the Southern Annular Mode (Table 3.2; Sect. 3.2.4) strengthened since
the 1970s. This trend has been partly attributed to the ozone hole over Antarctica
(Gillett et al. 2003; Thompson and Solomon 2002) and is strongest in austral spring
and summer. This will be discussed in the next section.

Furthermore, zonally asymmetric circulation features changed over this period.
Maps of trends in sea-level pressure and 500 hPa geopotential height from ERA-
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Interim are shown in Fig. 4.83. The sea-level pressure field shows a decrease in the
tropical-subtropical region, but an increase in the Pacific, the South Atlantic, and
the Arctic. Over the Atlantic-European sector, the trend projects onto the NAO. In
fact, the NAO index first increased, peaking in the early 1990s (contributing to the
poleward shift of circulation over the Atlantic sector). Warm, snow-poor winters and
frequent winter storms were characteristic in Europe for this period (see Sect. 4.5.4).
Since then, however, the trend has reversed and the NAO index has become negative
as reflected by recent cold winters in central and western Europe. The downward
trend dominates the map in Fig. 4.83, and is responsible for the negative trend in
zonal-mean zonal wind between 45ı and 80ıN in Fig. 4.84.

The trend in 500 hPa geopotential height reflects both sea-level pressure and the
warming of the atmosphere. Consequently, most trends are positive (although with
an NAO imprint over the North Atlantic in winter). This is particularly apparent in
the tropics. A decrease in geopotential height over Antarctica in austral summer is
noteworthy and mirrors the SAM trend (see Sect. 4.5.2).

4.5.1.2 Greenhouse Gases and Global Brightening

What drove temperature changes since 1985? Evidently, greenhouse gas forcing
was a major contributor. According to IPCC’s Fifth Assessment Report (Stocker
et al. 2013), anthropogenic radiative forcing increased by ca. 1 W m�2 between 1980
and 2011. Global-mean land surface temperature increased by 0.17 ıC decade�1
between 1986 and 2013. In our simple forcing-temperature regression (extrapolating
the forcing time series, most of which end in 2005, to the present), the total forced
trend was 0.32 ıC decade�1, most of which is attributable to greenhouses gases
(0.29 ıC decade�1).

An additional contribution could have come from the reversal of the aerosol
trend. The decrease of surface shortwave radiation due to the increase in aerosols—
the “global dimming” (Ohmura and Lang 1989)—came to an end in the 1980s.
Environmental concern led to the implementation of air quality measures in Europe
and North America. Cleaning of the air was further helped by the collapse of
economies after the dissolution of the Soviet Union. The global dimming trend
reversed and gave way to a period of “global brightening” (Wild et al. 2005). This
change is apparent in measurements of atmospheric transmission (Fig. 4.85). There
was a steady decrease from the 1930s to the 1980s, followed by a strong increase
since 1990. Since the 2000s, however, increasing aerosol emissions in East Asia
have led to a regionally varying picture. Some regions show renewed diming and
some show brightening (Wild 2009). Section 4.5.3 will go into more detail with
respect to the decrease of transmission following the Pinatubo eruption as well as
the suggestion of injecting sulphur into the stratosphere (see Box 4.5, p. 299).

Decadal changes continued in the oceans. After the 1976/1977 shift, eastern
Pacific ENSO events became more frequent and the PDO reached high values,
but decreased after 1999. The AMO was low at the beginning of the period and
increased to the mid 2000s.
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Fig. 4.85 Annual means of the atmospheric integral transparency coefficient at several stations in
Eastern Europe. Grey triangles denote major volcanic eruptions (Redrawn from Ohvril et al. 2009)

Apart from global warming, changes to the water cycle, and changes to atmo-
spheric circulation, a number of climatic changes on interannual and multiannual
scales deserve attention. A small (unaviodably subjective) selection of topics was
chosen for this last section, which features changes in atmospheric composition,
hydroclimate, storminess, heatwaves, and sea ice. We will look at climatic changes
on the Indian subcontinent, the Arctic, Australia, and Europe. I will end this section
with the most recent decade of global climate history—the global warming hiatus.

4.5.2 The Ozone Hole

It was a wakeup call for the global public. In May 1985, scientists from the British
Antarctic Survey reported the discovery of rapid stratospheric ozone loss over
Antarctica. They attributed the loss to the emissions of chlorofluorocarbons(CFCs).
The phenomenon became known as the “ozone hole”. Hardly any other environ-
mental event was as effective at portraying how delicate and vulnerable the global
atmosphere is to human disturbance. Images of the ozone hole became an icon
of environmental change (see Fig. 4.86). At the same time, the ozone hole is an
oft-told success story. The Montreal Protocol in 1987 and its successors were
successful in banning CFCs.24 Although some CFC substitutes are also damaging
(to the ozone layer and climate), the atmospheric concentrations of CFCs and
hydrochlorofluorocarbons (HCFCs) are decreasing. The discovery of the ozone hole
also serves as a reminder of the difficulties of environmental monitoring from space.
Satellites were in place and measuring total column ozone. However, the ozone hole
was discovered from old-fashioned but carefully checked ground-based equipment
(Farman et al. 1985). Meanwhile, the UV radiances measured by the satellite were

24The Montreal Protocol was also one of the most effective climate protection measures (Estrada
et al. 2013).



290 4 Climatic Changes Since 1700

0 100 200 300 400 500 600 700
Total Column Ozone (DU)

Fig. 4.86 The ozone hole over the Antarctic on 30 September 2014 as seen in total column ozone
data from the Ozone Monitoring Instrument (OMI) onboard the Aura satellite

incompatible with the necessary prior assumptions (Sect. 2.3; retrieving column
ozone from satellite radiances requires assuming a vertical ozone distribution) and
were not published (Bhartia 2009).

Much has been written about the ozone hole. In this section, I will not discuss
the complex chemistry of heterogeneous ozone depletion. Interested readers are
directed to the overview by Solomon (1999). Furthermore, I will not write about the
most discussed effects of the Antarctic ozone hole—the increase of UV radiation.
Rather, I will briefly analyse the ozone layer in the CASTRO simulations and
discuss the relation between ozone depletion and climate—an important part of the
machinery.

4.5.2.1 Ozone Depletion and the Ozone Hole in the CASTRO Simulations

Three-dimensional chemistry-climate models (Sect. 2.7.2) were developed in the
1990s to explore ozone depletion and ozone–climate interactions. The models have
been evaluated over the past decade in a coordinated activity (CCMVal SPARC
et al. 2010) and proven useful in many respects. Our CASTRO simulations are part
of these activities. In the following I focus on annual-mean total column ozone
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Fig. 4.87 Annual-mean total column ozone during 1960–1999 from the CASTRO simulations (all
forcings; an ensemble of nine) and sensitivity simulations (ensembles of three members each) with
concentrations of ozone depleting substances (ODS) or greenhouse gases (GHG) held constant at
their 1951 or 1901 levels, respectively, for different zonal bands. Shading indicates the ensemble
range. The black line shows observations (HISTOZ/BDBP data). Note that observations only cover
75ıS–75ıN

for wide zonal bands during the period 1960–2000 (Fig. 4.87; also see Fig. 4.69
for a similar comparison for an earlier period). The observations (HISTOZ/BDBP;
Sect. 2.9) show a substantial decline in total column ozone in all latitude bands.
However, there are large differences among the latitude bands. The decline in the
tropics is much smaller than that in the extratropics.

The trend is strongest in the southern high latitudes; the region of the ozone
hole. The CASTRO simulations (red) reproduce the observed ozone depletion over
the tropics as well as the ozone hole over Antarctica in austral spring. The ozone
decline is caused by emissions of ozone-depleting substances such as CFCs. If these
substances are kept at their 1950s level in the simulations (blue), there is an increase
in ozone from the 1960s to the 1980s, mostly due to the effects of greenhouse gases.
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Fig. 4.88 Time–latitude cross section of monthly total column ozone values (DU) for the 10-yr
periods (left) 1950–1959 and (right) 1990–1999 (Data sources: HISTOZ and BDBP)

This masked some of the decline, which would have been even steeper (green)
without the effects of greenhouse gases. Observations only show a decline after
the mid-1970s (see also Shepherd et al. 2014).

Why does the ozone layer behave so differently over the Antarctic than over the
Arctic? On the one hand, there are dynamical reasons. The wintertime polar vortex
over Antarctica is stronger, more stable, and breaks down later in the season than
its Arctic counterpart. This difference in the dynamics explains why in the 1950s,
when CFC concentrations were still very low, the ozone column showed a clear
springtime maximum over the Arctic, but a weak springtime maximum over the
Antarctic (Fig. 4.88, left). The difference in the dynamics also explains the response
of the ozone layer over the Arctic and Antarctic to the addition of CFCs (e.g., in
the 1990s; Fig. 4.88, right). In addition to sunlight, ozone depletion requires the
activation of chlorine by heterogeneous reactions on the surface of cloud particles.
Clouds are rare in the Arctic stratosphere because it is typically too warm. Over
the Antarctic, the vortex is much colder. Clouds form during the winter, activating
chlorine and promoting ozone depletion. Every spring, an ozone hole forms over
the Antarctic. Recently, during a dynamically unusual winter, an ozone hole was
observed for the first time over the Arctic (Manney et al. 2011).

Because greenhouse gases cool the stratosphere, they are expected to increase the
frequency of cold conditions and heighten ozone loss (Austin et al. 1992). In fact,
this is the reason that ozone recovery is expected to proceed much slower over the
Antarctic. However, with respect to gas-phase chemistry, the equilibrium amount
of ozone in the stratosphere also depends on temperature and, in this case, lower
temperatures favour more ozone. Therefore, once stratospheric chlorine loading
has returned to preindustrial levels, global ozone will be higher than before the
onset of ozone depletion; an effect that is sometimes called “super-recovery”
(see WMO 2011).
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4.5.2.2 Effect of the Ozone Hole on Climate

Between ozone and climate, there is a two-way interaction. Climate affects the
ozone layer, but the stratospheric ozone distribution also affects climate. The
ozone loss during springtime in the Antarctic reduces heating and leads to a
cooler vortex core. The resulting meridional temperature gradient accelerates zonal
flow. Radiative and dynamical processes link the troposphere and the stratosphere.
Consequently, the change in the stratospheric zonal flow during springtime and
summertime in the Antarctic propagates to the troposphere and leads to a poleward
migration of jets and strengthened westerlies over the Southern Ocean. These
results have been found in observations (Thompson and Solomon 2002) and model
simulations (Gillett and Thompson 2003), and explain the puzzling cooling of
Antarctica during the 1980s and 1990s. CASTRO simulations reproduce the strong
observed trends in lower tropospheric winds, 500 hPa geopotential height, and lower

Observations
(Thompson and Solomon 2002) CASTRO

Geopotential Height Trend (gpm) Geopotential Height Trend (gpm)

CASTRO (ODS fixed)

Fig. 4.89 Changes in (top) 500 hPa geopotential height and (bottom) 925 hPa winds and surface
temperatures during December–February 1969–1999 from (left) observations and reanalysis
(Thompson and Solomon (2002), reprinted with permission from AAAS; geopotential height
and wind trends refer to Dec.–Apr. 1979–1999) and (middle) CASTRO simulations (ensemble
mean; winds and temperature are at 950 hPa). (right) CASTRO simulations with ozone-depleting
substances held constant after 1951 (mean of ensemble of three)
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tropospheric temperatures in austral summer from 1969 to 1999 (Fig. 4.89). This is
almost entirely due to the trend in ozone-depleting substances. If the latter are set to
constant 1951 values (Fig. 4.89, right), the trend vanishes completely and Antarctica
warms rapidly.

The altered circulation further affects summertime temperature and precipitation
in the southern extratropics, such as Australia (Thompson et al. 2011). Kang et al.
(2011) found increasing in precipitation in the southern subtropics during austral
spring. Manatsa et al. (2013) reported an increase in temperatures in South Africa,
which they related to the ozone hole. The change in circulation by the Antarctic
ozone can also affect ocean–atmosphere interactions in the Southern Ocean. A
strengthened circulation (positive SAM) can reduce carbon uptake and enhance
ocean acidification (Lenton et al. (2009), see Thompson et al. (2011) for a review).

In retrospect, the relevance of the ozone hole is not just that it indicates the
destruction of Earth’s protection from harmful radiation. It has farther-reaching
effects that may be more subtle but are nevertheless important. The change in
atmospheric circulation associated with the ozone hole demonstrates the complex
reaction of the machinery to a disturbance.

4.5.2.3 The Southern Annular Mode

Depletion of Antarctic ozone is seen as one of the two main causes for an increase in
the Southern Annular Mode (discussed in Sect. 4.3.1). The second cause, according
to models, is greenhouse gases. How will the SAM change in the future? The two
main actors that have worked in concert to increase the SAM will work in opposition
to each other. Ozone recovery will dampen the trend; while greenhouse gases will
continue to strengthen the SAM (see Thompson et al. 2011).

Ozone recovery is already underway. Concentrations of CFCs are decreasing and,
since the late 1990s, the decrease in stratospheric ozone has slowed. However, year-
to-year variability is very high and record ozone losses occasionally occur (e.g., over
the Arctic in 2011). The Antarctic ozone hole will continue to appear every year for
some time to come (also see Fig. 4.86). Full recovery of the ozone layer is expected
around 2050 (WMO 2014).

Box 4.4 The Intergovernmental Panel on Climate Change (IPCC)
The Intergovernmental Panel on Climate Change (IPCC) was established in
1988 by the United Nations Environment Programme (UNEP) and the WMO.
Its task is to assess the most recent scientific, technical, and socio-economic
information relevant to the understanding of climate change. In 1990, under
the leadership of Bert Bolin, the IPCC produced its first assessment report.
Since then, assessment reports have been produced every 5–6 years. In
addition, the IPCC publishes special reports such as “Managing the Risks

(continued)
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Box 4.4 (continued)
of Extreme Events and Disasters to Advance Climate Change Adaptation”
(SREX; IPCC 2012).

The IPCC is an intergovernmental body. Therefore, governments are
involved in the scoping process and the review of the reports. In turn, the
reports are endorsed by governments, giving them political weight. The
objective of the IPCC is to produce materials that are “policy-relevant and
yet policy-neutral, never policy-prescriptive” (www.ipcc.ch). However, the
assessment reports are also a valuable scientific resource; they provide a
comprehensive summary of the state of research. In fact, there is hardly any
other area of science in which the state of research is so well defined.

Assessments are carried out by three working groups “The Physical
Science Basis” (WG I), “Impacts, Adaptation, and Vulnerability” (WG II),
and “Mitigation of Climate Change” (WG III). Each working group is led
by two co-chairs. Writing an assessment report takes several years of work
and involves the voluntary contributions of hundreds of experts from around
the world. Then, the assessment report undergoes several rounds of review.
The contribution of WG I to the Fifth Assessment Report, for instance, was
jointly written by 259 authors. These authors had to reply to 54,677 reviewer
comments.

The Fourth Assessment Report (IPCC 2007) was so successful that the
IPCC and Al Gore received the Nobel Peace Prize in 2007. At the same time,
enormous public scrutiny and tremendous expectations revealed small errors
in the report and pointed to several weaknesses in the procedures that were
widely debated in blogs. In the interim, the IPCC has reviewed its procedures.
The public debate also raised the question of whether assessment reports (as
opposed to targeted or regional reviews) are the best format.

The Fifth Assessment Report was published while this book was being
written. Overall, the contribution of Working Group I confirms the points
made in the Fourth Assessment Report; some are strengthened and some are
amended. Some of the key statements of the Fifth Assessment Report (IPCC
2013) are:

“Warming of the climate system is unequivocal, and since the 1950s, many of the
observed changes are unprecedented over decades to millennia.”

“Human influence on the climate system is clear [. . . ] It is extremely likely that
human influence has been the dominant cause of the observed warming since the
mid-20th century.”

The Fifth Assessment Report received less media attention than the Fourth
Assessment Report and the “blogosphere” remained calm. Is this a sign that
the facts are established?

It is too early to judge the impacts of the Fifth Assessment Report and its
usefulness to decision makers. However, it is clear that the Fifth Assessment

(continued)

www.ipcc.ch
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Box 4.4 (continued)
Report provides another comprehensive summary of the state-of-the art of
climate change research. The value of full assessment reports for decision
makers—as opposed to more targeted, problem-oriented, regional or sectorial
assessments—is open for discussion.

4.5.3 Eruption of Pinatubo

After the 1912 eruption of Novarupta (Katmai), Alaska, volcanic activity decreased
and remained low for a half century. The next major eruptions were Mount Agung,
Indonesia (1963); El Fuego, Guatemala (1974); and El Chichón, Mexico (1982).
The biggest (and most studied) eruption of the century was Pinatubo, Philippines
(1991; Fig. 3.33).

Pinatubo was a typical eruption in many aspects and has provided atmospheric
sciences a wealth of information. Its effects are well documented in surface and
satellite data, can be reproduced in atmospheric models, and are scientifically
well understood. Well—are they? There are still uncertainties, model deficiencies,
surprises, and opportunities to learn.

In Chap. 3, I discussed many aspects of the Pinatubo eruption and used it as an
example of volcanic eruptions in general (e.g., the spreading of aerosols; Figs. 3.35
and 3.36). In this section, I would like to explore the effects on the biosphere and
the hydrosphere. To start, however, a look at the stratospheric effects of the eruption
reveals interesting insights (also see Fig. 3.37).

4.5.3.1 Stratospheric Ozone and Temperatures

A common model deficiency is the overestimation of stratospheric warming after a
volcanic eruption. This does not seem to be caused by aerosol properties (e.g., their
size distributions), which are also uncertain (Arfeuille et al. 2013). In Fig. 4.90,
the 50 hPa temperature evolution in the tropics during the years surrounding an
eruption is given from CASTRO and ERA-Interim. Even when showing absolute
temperatures (i.e., without removing the annual cycle), the excessive warming in
CASTRO during 1992 is obvious.

Three years after the eruption, temperatures in the lower stratosphere are below
pre-eruption values (see Fig. 4.90). Since then, the lower stratosphere does not cool
markedly. Thus, Pinatubo introduced a step change in stratospheric temperature
trends that is not yet fully understood.

In addition, Pinatubo demonstrated another effect of volcanic aerosols. They can
activate chlorine, leading to a decrease of stratospheric ozone (Solomon 1999).
Figure 4.90 shows total column ozone as a function of time and latitude for the
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Fig. 4.90 Temperature at 50 hPa and total column ozone as a function of time and latitude from
1989 to 1996 from observation-based data (top, ERA-Interim and BDBP) and the CASTRO
simulations

period 1989–1996. A clear decrease is seen in the tropics following the Pinatubo
eruption. Because the eruption roughly coincided with the peak in atmospheric
CFCs, global ozone reached a minimum in models and observations (see Fig. 4.87).
The Pinatubo aerosols also changed stratospheric transport, and parts of the ozone
changes are related to that (Muthers et al. 2014a). In CASTRO, ozone recovered
faster than in the observations, where values remained low for several years.

The change in ozone might have had additional implications for atmospheric
chemistry. The methane growth rate (Sect. 4.4.2) showed variations following the
Pinatubo eruption, According to Bândă et al. (2013), this might have been due to
the stratospheric ozone depletion following the eruption.

4.5.3.2 Effects on the Energy Budget and the Water Cycle

Chapter 3 discusses the impacts of volcanic eruptions on temperatures, the energy
budget, and the water cycle because of the decrease in surface solar radiation. Much
of the work on these topics is based on the Pinatubo eruption, which (because
the observing systems were relatively well developed in the 1990s) provided a
quantitative estimate of the cooling effect of stratospheric aerosols. The global
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cooling following the eruption reached a maximum of 0.5 ıC and then decreased
(the cooling was also forecasted, see Hansen et al. 1992). The cooling of the
ocean surface affects upper-ocean heat content, and cooler waters penetrate to
the deep ocean. Through negative thermal expansion, volcanic eruptions affect
the sea level. In fact, model-based studies suggest that even the effect of the
Krakatau eruption in 1883 persists in the oceans today (Gleckler et al. 2006),
slightly offsetting anthropogenic sea-level rise. Thus, Pinatubo—as an experiment
of nature—provided the opportunity to learn about the energy budget of the climate
system and crucial feedback processes such as those related to water vapour (Soden
et al. 2002).

Another consequence of the reduced net surface shortwave radiation is a decrease
in evaporation (see Sect. 3.3.1). This leads to a slowdown of the hydrological cycle.
The change in the land–sea contrast leads to a weakening of the monsoons. After the
eruption of Pinatubo, the response of the water cycle is seen in data of precipitation,
the Palmer Drought Severity Index, and runoff (Trenberth and Dai 2007). Drought
severity increased in all monsoon regions and (in the case of Pinatubo) at the
midlatitudes of both hemispheres.

4.5.3.3 Effects on the Biosphere

The cooler temperatures, reduced water availability, and changes in solar radia-
tion affected plant life. Volcanic aerosols scatter solar shortwave radiation (see
Sect. 3.3.1). Some of the scattered radiation reaches the earth’s surface in the
form of diffuse light. Therefore, after volcanic eruptions direct shortwave radiation
decreases, but diffuse radiation increases. Diffuse radiation is important for pho-
tosynthesis and some forests responded to the eruption of Pinatubo by increasing
their photosynthesis (Gu et al. 2003). Conversely, vegetation also responded to
the volcanic cooling through browning. This was found in satellite data following
the Pinatubo eruption (Jong et al. 2012). Hence, volcanic eruptions may affect the
biosphere. In turn, this may link back to climate via water vapour or carbon cycle
feedbacks (Farquhar and Roderick 2003). Thus, Pinatubo pointed scientists to study
biological feedback processes.

In palaeoclimatology, the question arises whether tree ring width is able to
capture the climatic effects of volcanic eruptions given the possible change in
photosynthesis. However, volcanic eruptions do appear in tree ring chronologies
(Anchukaitis et al. 2012), as is also shown in many instances in this section
(e.g., Fig. 4.7).
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Box 4.5 Climate Engineering
Stratospheric aerosols change the energy budget, affect the biosphere, and slow
the water cycle. This important lesson was learned from Pinatubo (and other
eruptions) and has relevance for another topic, climate engineering, which is
briefly discussed in this box. Crutzen (2006) and Budyko (1974) among others
have suggested that global warming could be counterbalanced by injecting
sulphate aerosols into the stratosphere, mimicking the cooling effect of a
volcanic eruption (also see Box 3.4, p. 162). Methods that aim to artificially
counteract global warming are termed “climate engineering”; those methods
that try to change the radiation balance (such as this one) are termed “solar
radiation management”. The effectiveness of sulphur injection depends highly
on the particle size (see Sect. 3.3.1); larger particles are less efficient than
smaller ones (Heckendorn et al. 2009). If the analogy with volcanic eruptions
holds, climate engineering via stratospheric sulphur injection would slow the
water cycle and weaken the monsoons, with unforeseeable consequences for
many tropical and subtropical countries (Haywood et al. 2013).

Another aspect of this discussion is the change in stratospheric ozone.
Provided sufficient chlorine, climate engineering with stratospheric sulphur
injection would slow down the recovery of stratospheric ozone (Heckendorn
et al. 2009).

4.5.3.4 Small Eruptions

When will the next volcanic eruption occur? Once it does, are we prepared to
forecast the consequences? Eventually, an eruption the size of Pinatubo (or larger)
will occur. In recent years, smaller volcanic eruptions have also caught the interest
of researchers. These are the likely cause for the recent increase in sulphate aerosols
in the stratosphere (Neely et al. 2013) and might have had an impact on global
temperature (Solomon et al. 2011) as will be discussed in more detail in Sect. 4.5.9.
The climatic consequences of volcanic eruptions, as exemplified here with Pinatubo,
reveal the complexity of the machinery.

The Pinatubo eruption was followed by warming winters on the northern
continents, which is a typical response of the climate system to a change in
the stratospheric temperature gradient (see Sect. 3.3.1). Thus, it contributed to a
sequence of warm European winters that are the topic of the next section.
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4.5.4 Warm European Winters, Increased Storminess
and Positive NAO in the 1990s

During the late 1980s and 1990s, a sequence of very mild winters surprised people
in central Europe. Initiated by a steplike decrease from 1988 to 1989, snow suddenly
became a rarity in Alpine ski resorts. Springs began earlier in the year, with typical
vegetation stages such as bud burst or leaf unfolding occurring two weeks earlier
in the 1990s than in the mid-1980s (Fig. 4.91). Similar changes were also found in
other regions and for other variables. The lack of spring snow was not a local event
but affected the entire European continent and is clearly visible on a hemispheric
scale (Fig. 4.91; also see Brown and Robinson 2011).

There were further signs of a change in weather. A number of severe winter
storms hit Europe and caused considerable damage. Winters were different than
before and the topic of “global warming” caught the attention of Europeans for the
first time.

In a popular science book first authored by Hartmut Grassl25 (Grassl and
Klingholz 1990), which I read as an undergraduate student, the authors argued that
towards the end of the 20th century, when global warming will have been clearly
attributed to human activity, one will be able, in hindsight, to date the time when
global warming first became apparent. The authors argued that this turning point in
climate would most likely be in the 1980s.

The first publication detecting an anthropogenic fingerprint in global temperature
was published only a few years later (Hegerl et al. 1996). So, in this respect, Hartmut
Grassl was right. Since then, many other studies have detected an anthropogenic
influence in other variables and statistics. Reverting to the warm winters in Europe
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Fig. 4.91 (left) Phenological data from Grossaffoltern, Switzerland (Data from the BERNCLIM
network operated by the Institute of Geography of the University of Bern). (right) Northern
Hemisphere snow area and European snow mass anomalies in March (Data sources: ESA-
GLOBSNOW, FMI, Rutgers University)

25Hartmut Grassl, *1940, is a German climate scientist who served as a long-term director of the
Max-Planck Institute for Meteorology in Hamburg.
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in the late 1980s and 1990s, however, another ingredient (in addition to greenhouse
gases) needs to be considered. The NAO switched to a strongly positive mode. In
fact, the trend in the NAO index from the 1960s to the 1990s was even exceptional
from a long-term perspective (see Fig. 4.10). In the following, I will briefly look at
the warm winters, storms, and NAO during these years.

4.5.4.1 Winter Storms

In 1990, the storms Vivian and Wiebke swept across Europe and caused immense
damage. Other storms appeared during the subsequent winters. The strongest storm
in Switzerland was Lothar in 1999 (Fig. 4.92). Lothar had developed from a small
depression over the North Atlantic and was not well predicted (Wernli et al. 2002).
Figure 4.93 (bottom right) shows the 10-m wind field for Switzerland at 12 UTC
26 December 1999, the peak of the storm, obtained from downscaling 20CR (see
Sect. 2.9). Wind speeds were particularly high in the western and central parts of
Switzerland and in the Alps.

Was the frequency of storms in the 1990s outstanding from a 120-yr perspective?
Long time series of high percentiles of wintertime wind maxima in Zurich from
20CR and observations (Fig. 4.94) agree well with each other and with a damage-
based storm catalogue (Stucki et al. 2014). In fact, the 1990s stand out as the

Fig. 4.92 Winterstorm “Lothar” caused large forest damages in Switzerland on 26 December 1999
(Photo: Hansrudolf Schneider, Berner Oberländer BOZ)
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Fig. 4.93 Wind speed at 10 m for the peak phases of four storms in Switzerland obtained from
downscaling the ensemble mean of 20CR with the WRF model down to a resolution of 3 km. (top
left) 20 February 1879; (top right) 5 January 1919; (bottom left) 23 February 1935; (bottom right)
26 December 1999 (Downscaling by Silke Dierer)

most stormy decade of the entire record. Another stormy period was the early
20th century. This agrees with other studies on storminess in Europe, which find
pronounced decadal variability with peaks in the late 19th century and in the 1990s,
but no long-term trend (Cornes and Jones 2011; Dangendorf et al. 2014; Matulla
et al. 2008; Wang et al. 2009b, 2011). Since the 1990s, storminess has returned to
average values.
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Fig. 4.94 (top) Time series of the 93rd percentile of daily maximum wind speed in Zurich per
winter (December–February) since 1891 based on hourly observations (black) and four-times-
daily data from 20CR (red: ensemble mean; orange: spread of ensemble members). Data are from
Brönnimann et al. (2012c). (bottom) Extreme, severe, and moderate storms in Switzerland from a
damage-based storm catalogue back to 1859 (Data from Stucki et al. 2014)

Box 4.6 A historical perspective to assess storm risks
How can we characterise storm risk in the presence of such strong decadal
variability? A historical perspective helps. Documentary data are available
for many past events and, with new reanalysis datasets such as 20CR, many
storms can be studied quantitatively. Downscaling these storms from 20CR
is a first step. Figure 4.93 shows downscaled wind speeds over Switzerland
for the peak phases of four wind storms (1879, 1919, 1935, and 1999). Due
to the different flow situations and the specific orography of Switzerland, the
spatial patterns of wind maxima are different in each case. Downscaled wind
speeds were highest over the Jura Mountains in 1879, north of the Alpine
crest in 1919, over the Swiss Plateau in 1935, and over the Swiss Plateau
and Alpine peaks in 1999. A large number of events are thus needed to
characterise storm risks. Based on ca. 100 downscaled storms, a wind storm
risk map has recently been produced for Switzerland (www.bafu.admin.ch/
naturgefahren/01919/). The quantitative information can be used for damage
modelling and comparison with historical damages. This example shows
how modern quantitative methods in historical climatology can supplement
traditional approaches.

www.bafu.admin.ch/naturgefahren/01919/
www.bafu.admin.ch/naturgefahren/01919/
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Fig. 4.95 Trend of the
wintertime pressure
difference (hPa) between the
Azores and Iceland from
1965 to 1995 in different
ensemble simulations (each
dot represents one member)
of GCMs (updated from
Scaife et al. 2009)
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4.5.4.2 Forced NAO?

What caused the sudden change to warm winters, more frequent wind storms,
shift in snow cover, and responses of phenological variables? Can they be blamed
on increasing greenhouse gases? There is strong evidence that many of these
features (as well as others, such as the strengthening of the polar vortex addressed
in Fig. 4.42) are related to a change in atmospheric circulation that can best be
described with a trend in the NAO. In this sense, the example shown in Sect. 3.3.2
(Jan. 1990) was typical and represents the strengthening of the zonal circulation and
weakening of the meridional stratospheric circulation.

So, how important were greenhouse gases and the NAO in explaining the warm
and stormy winters? Perhaps these two questions cannot be separated. According to
many climate models, global climate change is expected to lead to a more positive
mode of the NAO (Collins et al. 2013). Thus, not only the global-mean temperatures,
but also the circulation changes in the early 1990s fit with the model expectations.
Some studies have even tried to attribute the pressure change over the North Atlantic
to greenhouse gases (Gillett et al. 2005). However, this change in the NAO was
unprecedented, and only a small fraction of the NAO change can be explained in that
way. In fact, climate model simulations with prescribed sea-surface temperatures
mostly fail at quantitatively reproducing past changes in the NAO index although
most of these models reproduce a small trend (Fig. 4.95; updated from Scaife et al.
2009) and our CCC400 simulations are no exception. The CASTRO simulations,
which include stratospheric processes and chemistry-climate interactions, reproduce
the trend slightly better than some of the other models. However, the trend remains
considerably weaker than in observations. Thus, internal variability contributed
strongly to this trend. For summer climate in Europe, Sutton and Dong (2012) found
that changes in the Atlantic Ocean (as captured by the AMO index) contributed to
the European climate shift around 1990.
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Fig. 4.96 Absolute values (contours) and anomalies (with respect to 1961–1990; colour shading)
of sea-surface temperatures from December 1997 to February 1998 (HadISST data; adapted from
Brönnimann 2007)

Was this the first time that global warming became evident, as forecasted by
Hartmut Grassl? Probably Grassl was right. However, we have learned in the
meantime—a point repeatedly made by Brückner—that decadal variability also
makes a contribution.

4.5.5 The El Niño of 1997/1998, Forest Fires and the
Atmospheric Brown Cloud

After the climate shift of 1976 (see Sect. 4.4.5), eastern Pacific El Niño events
became more frequent and date line El Niños became rarer. Two particularly strong
events are noteworthy: El Niño of 1982/1983 was the first to hit the headlines,
paving El Niño’s way to global public awareness. Following this event, progress
was made to understand El Niño. The 10-yr Tropical Ocean and Global Atmosphere
(TOGA) study of the World Climate Research Programme (WCRP) provided an
observing system composed of moored buoys, satellites, and ships. Simple El Niño
models were developed (Sect. 3.2.6) and the first successful forecasts of El Niño
events were made (Barnett et al. 1988).

The other, equally famous El Niño event was the one of 1997/1998. Today, this
is often discussed in the context of the peak in global-mean temperatures that was
reached in 1998 following the event. In fact, the tropical Pacific lost large amounts
of energy to the atmosphere. The event was a very strong “canonical” or eastern
Pacific event. The seasonal anomalies of sea-surface temperature reached 5 ıC near
the coast of South America (Fig. 4.96).

El Niño of 1997/1998 and the subsequent La Niña events also had a large effect
on sea level. Sea-surface heights from satellite altimetry data revealed east–west
differences across the Pacific of several decimetres. During the subsequent La Niña
event, the sea-surface height anomaly reversed.
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Fig. 4.97 TOMS aerosol index on 21 October 1997. Green and red colours indicate the presence
of tropospheric aerosols (Data source: NASA)

4.5.5.1 Forest Fires

In Sect. 3.2.6, I described the most important El Niño teleconnections. Global
climate anomalies in 1997/1998 showed many of the features expected for an eastern
Pacific El Niño. Here, I highlight a further aspect related to El Niño-induced changes
in precipitation. The decrease of precipitation in Indonesia led to drought and forest
fires. The forest fires of 1997 (continuing into 1998) were among the worst in recent
history. Their ignition was mostly related to the clearing of land for oil palm and
timber cultivation and other farming techniques. However, El Niño-related drought
meant that dry fuel was particularly abundant. Figure 4.97 shows the Total Ozone
Mapping Spectrometer (TOMS) aerosol index on 21 October 1997. The aerosol
cloud over Indonesia and stretching into the Indian Ocean stands out. The local
population was affected by severe air pollution. Globally, the fires were a significant
source of CO2. Worldwide, around 25 � 106 hectares of land were affected by fire
during the 1997 El Niño (Tacconi 2003).

This is another compelling example of the interaction among physical, chemical
and biological mechanisms in the climate system. A climate event affects the
biosphere, burning biomass affects atmospheric chemistry and composition, and
changes in chemistry and composition (CO2, aerosols) feed back to climate.

4.5.5.2 The Atmospheric Brown Cloud

Aerosols are not only a problem after El Niño events. Air pollution can reach critical
values in Indian cities during the dry season, forming a cloud of haze and pollutants
that covers large areas of South Asia and adversely affects the health of the large
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Fig. 4.98 Atmospheric Brown Cloud (NASA image by Jeff Schmaltz, MODIS Rapid Response)

regional population (see Fig. 4.98; Ruchirawat et al. 2008). The cloud consists of
aerosols, with a large contribution of black carbon, and other pollutants (Lelieveld
et al. 2001). One of the main sources is biomass burning related to domestic
cooking or agricultural burning. Another fraction comes from fossil fuel burning
(e.g., from coal power plants; Gustafsson et al. 2009). The phenomenon is known
as “Atmospheric Brown Cloud” or ABC (Ramanathan and Crutzen 2003).

Recent work has addressed the role of the ABC in climate. It affects chemistry,
radiation, and the hydrological cycle over the region. Several aspects of the climate
system are currently being studied with respect to the ABC. These include the Indian
monsoon system and hurricanes over the Indian Ocean.

With respect to radiation, a particularly important component of the ABC is
black carbon. It absorbs solar radiation and cools the ground, but heats the layers
in which it resides. Large heating rates are found at 700 hPa, which can reach the
magnitude of the greenhouse effect (Ramanathan et al. 2007) and change the vertical
temperature structure. Effects of these aerosols on the Indian summer monsoon
have been suspected by many authors, but the results are inconclusive. Likewise,
the effect of aerosols on hurricanes is a matter of debate. It has been suggested that
the Atmospheric Brown Cloud may amplify tropical cyclones over the Indian Ocean
(Evan et al. 2011). However, Wang et al. (2014) found a weakening effect. Hence,
some parts of the machinery still remain hidden.
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Fig. 4.99 Anomalies in (left)
temperature and (right)
precipitation in boreal
summer (Jun.–Aug.) during
1998–2004 (relative to
1985–2005) (Data are from
(top) ERA-Interim and
(bottom) CCC400)

4.5.6 Droughts in Australia and the Northern Subtropics

4.5.6.1 Subtropical Drought 1998–2004

El Niño of 1997/1998 was followed by a pronounced, long-lasting La Niña. This can
be described as another shift towards a climate state with more frequent La Niñas.
At the same time, the North Atlantic remained warm because the AMO was in a
positive phase. This constellation was conducive to drought in North America (also
see Sect. 4.3.3). Figure 4.99 shows temperature and precipitation anomalies for the
summers from 1998 to 2004. A band stretching across the northern subtropics, from
the Pacific to the Middle East, experienced drought conditions: high temperatures
and low precipitation.

Using model simulations, Hoerling and Kumar (2003) were able to relate
this large-scale, multiannual drought to global sea-surface temperature anomalies.
Similarly, CCC400 (Fig. 4.99, bottom) reproduced the precipitation deficit and
temperature surplus over North America and large parts of Eurasia well. Although
simulations with forced sea-surface temperatures do not allow the separation of
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ocean “forced” signals from internal atmospheric variability (which is reflected
in sea-surface temperatures and thus “fed back” to the model atmosphere), the
similar atmospheric circulation response to imposed sea-surface temperatures (and
subsequently the precipitation distribution) by the model and observations strongly
suggests an oceanic influence. This is particularly the case for large-scale sea-
surface temperature anomalies and multiannual droughts, as shown in several other
cases in this book. In fact, the sea-surface temperature pattern resembles that of the
“Dust Bowl” and of the drought conditions in 2010–2013.

4.5.6.2 The Millenium Drought in Australia

Around the same time, Australia suffered from record drought conditions. The Big
Dry or Millennium Drought, which lasted from 1995 to 2009 (i.e., it started before
and ended after the Northern Hemisphere counterpart), was the worst drought since
the beginning of measurements. Figure 4.100 shows precipitation and temperature
anomalies for this event and for another large drought of the 20th century, the World
War Two Drought of 1936–1945. Note that the Millennium Drought does not appear

World War Two Drought 1937-1945 Millennium Drought 1996-2009
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Fig. 4.100 Anomalies in (top) temperature and (middle, bottom) precipitation in December–
February during the (left) World War Two Drought (1937–1945; relative to 1961–1990, 20CR)
and (right) Millennium Drought (1996–2009; relative to 1985–2005, ERA-Interim). (bottom)
Precipitation anomalies in CCC400 ensemble mean
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very strong because most of the reference period chosen for this book (1985–2005)
coincided with the drought. Figure 4.100 (bottom), as in the previous figure, shows
the corresponding precipitation anomalies from CCC400 (land only). While a clear
precipitation deficit is modelled for the World War Two Drought, the Millennium
Drought is poorly reproduced.

The two droughts were quite different. The World War Two Drought affected
northern Australia, whereas the Millennium Drought was strongest in southeastern
Australia. Also, the temperature anomalies were different. Droughts in Australia can
be related to several modes of variability. These include the Indian Ocean Dipole,
ENSO, and the Southern Annular Mode (see Sects. 3.2.6 and 3.2.7 and Table 3.2).
The Federation Drought, in the early 20th century, was related to a persistent El
Niño. During the World War Two Drought, the Indian Ocean seemed to play an
important role with possible contributions from ENSO and SAM (Verdon-Kidd and
Kiem 2009). The Millennium Drought was partly related to an upward trend in
the Southern Annular Mode and an associated poleward extension of the southern
edge of the Hadley cell (Cai et al. 2014). Both features are qualitatively reproduced
in climate models. Thus, some authors argue that the Millennium Drought had an
anthropogenic contribution (Delworth and Zeng 2014). This quick analysis shows
that despite a possible anthropogenic contribution, there is no blueprint for future
Australian droughts. The three most prominent Australian droughts of the 20th
century were of different types.

4.5.7 Megaheatwaves

At the start of the new millennium, a number of epochal heatwaves struck the globe.
The 2003 European heatwave was characterised as a millennial event (Luterbacher
et al. 2004; Schär et al. 2004). The 2010 Russian heatwave (which was linked to
the Pakistan flood; see Lau and Kim 2012) accompanied by forest and bog fires
(Fig. 4.101), again changed the map of temperature records (Barriopedro et al.
2011). The United States heatwaves of 2012 and the Australian heatwaves of 2009
and 2013 set new records at many sites (see previous section). Is this the expression
of a new gear shift of the machinery? The previous section focused on droughts and
underlying processes such as oceanic forcing. Here, I will focus on heatwaves and
take on a statistical view.

4.5.7.1 Record-Breaking Heatwaves in the NCEP/NCAR Reanalysis

Although increasing trends in the occurrence of megaheatwaves are difficult to
establish statistically, a simple illustration demonstrates the recent widespread
occurrence of heatwaves. Figure 4.102 (based on daily NCEP/NCAR Reanalysis
data) shows the year during which the maximum temperature was observed. Clearly,
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the dominating fraction of the globe is in orange and yellow, meaning that records
were set during the last 15 years or so.

Heatwaves can be deadly. In addition to the suffocating heat, air pollutants often
accumulate in the stagnant air masses. The elderly and people with poor health,
including those suffering from cardiovascular and respiratory diseases, suffer. In
extreme cases, heatwaves can lead to excess mortality (the premature death) of
thousands of people. Heatwaves also affect the energy and water supply, transport,
and other areas of life.

Strong heatwaves have occurred in the past (Fig. 4.11); the United States
experienced frequent heatwaves during the “Dust Bowl” droughts (Sect. 4.3.3) and
Europe during the late 1940s (Sect. 4.4.3). During the last 10 years, however, the
world has seen heatwaves of a new dimension. Events of the same magnitude as
the 2003 European heatwave or the 2010 Russian heatwave are expected to become
more frequent, perhaps becoming the new norm by the end of the century (IPCC
2013). They are often depicted as a glimpse at the future climate.

4.5.7.2 Changes in Heatwaves

The frequency and severity of heatwaves has been extensively studied for Europe
and North America. Exact results depend on the definition of heatwaves (threshold
temperature or percentile, minimum duration, etc.). However, independent of the
definition, Europe-based studies show a trend towards more-frequent and longer-
lasting heatwaves over the past 130 years. According to Della-Marta et al. (2007),
heatwave lengths have doubled in western Europe since the 19th century. For the
Mediterranean region, Kuglitsch et al. (2010) found a positive trend in heatwave
intensity, length, and number during the past 50 years. Changes in heatwave
occurrence could be successfully attributed to anthropogenic influence (Fischer
and Knutti 2015).

Fig. 4.101 (top) Bog fires in
Germany, 1893, one of the
driest springs on record in
central Europe, rivalling that
of 2007. During Brückner’s
time, the effect of the smoke
of bog fires on atmosphere
and climate was heavily
discussed. (bottom) Bog fires
in Russia during the 2010
heatwave (Getty images)
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1950 1970 1990 2010
Year of Maximum Temperature

Fig. 4.102 The year during which the maximum daily mean temperature occurred from 1948 to
2013 (From NCEP/NCAR Reanalysis data)

Since 1951, Hartmann et al. (2013) report an increase in warm nights across the
globe and an increase in warm days at most places. Clearly, the rising temperatures
contribute to an increase in heatwave risk. An increase in temperature variability
might contribute over certain midlatitudes regions. This is consistent with our
CCC400 simulations, which show an increase in the distance between the maximum
and mean temperatures with a rise in the mean over central Europe and North
America (Fig. 4.12). Heatwaves are amplified by land–atmosphere interactions,
which affect atmospheric circulation (Miralles et al. 2014) and can result in
megaheatwaves.

The recent megaheatwaves show that the machinery, when forced, can produce
new types of events. Or, as Wallace Broecker26 put it:

“The climate system is an angry beast and we are poking it with sticks.”

4.5.8 Recent Arctic Warming

In early September 2013, the freight vessel “Nordic Orion” left Vancouver to
transport coal to Finland via the Northwest Passage (Fig. 4.103). With the Arctic

26Wallace Broecker, *1931, is a chemical oceanographer and is most widely known for his work
on the global ocean circulation (the “conveyor belt”) and the carbon cycle. He is professor at the
Lamont-Doherty Earth Observatory of Columbia University.
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Fig. 4.103 The freight vessel
Nordic Orion (Photo: Nordic
Bulk Carriers)
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Fig. 4.104 Arctic sea ice extent in March and September, 1979–2014 (Data: NSIDC)

warming rapidly, commercial and economic interests in the region (e.g., as a sea
route or a source of raw materials) increased. Today, the northern sea routes open
almost regularly (although they are not normally used by ships as large as the
Nordic Orion). The planting of a Russian flag in the seafloor at the North Pole
underlines the strategic interests related to the opening of the Arctic. At the same
time, environmental concerns have strengthened; the loss of a tanker at sea would
introduce pollutants that the slow biological and chemical processes in the Arctic
are ill-equipped to manage.

4.5.8.1 Record Sea Ice Loss

These new interests in the Arctic are the consequence of sea ice loss. In fact, sea
ice has been disappearing rapidly—very rapidly. A record minimum sea ice area
was reached in 2007 and again in 2012 (Fig. 4.104). Even though sea ice, at least in
some areas, also decreased during the early 20th century warming (see Sect. 4.3.2;
Fig. 4.45), the current degree is of a new dimension.
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Fig. 4.105 Vertical profiles of specific humidity (blue) and temperature (red) averaged from 70ı

to 90ıN in (left) January–March and (right) July–September. The dashed and solid curves give
averages for 1979–1988 and 2004–2013, respectively (Data: ERA-Interim)

A strong reduction has also been found in multi-year ice (Comiso 2012). Is the
loss of sea ice a potential tipping point (Lenton 2012)? Or, can Arctic sea ice recover
rapidly (Ridley et al. 2012)? To answer these questions, good models are needed.
Fortunately, sea ice has greatly improved in climate models. CMIP3 simulations
could not reproduce the observed decrease of sea ice (Stroeve et al. 2007). CMIP5
simulations still underestimate the rate of the observed change, but come much
closer (Stroeve et al. 2012). This also lends credibility to model-projected changes
in sea ice. According to the IPCC Fifth Assessment Report, the loss of Arctic sea ice
will continue. Depending on the emissions scenario, September sea ice will decrease
by 43 % or will disappear by the end of the 21st century. Thus, it is not a question
of “if”, but “when” the first ice-free summer is observed in the Arctic.

4.5.8.2 Vertical Structure of Temperature and Moisture Changes

When ice is lost, the lower atmosphere warms. In fact, the temperature increase
in the lower atmosphere over the Arctic is largest over regions of sea ice loss
(Serreze et al. 2009), and in these regions it is largest in the lowermost layers of
the atmosphere.

Figure 4.105 shows temperature and moisture profiles averaged over the Arctic
(poleward of 70ıN) during the late winter/early spring (Jan.–Mar.) and late sum-
mer/early autumn (Jul.–Sep.) of two decades, 1979–1988 and 2004–2013. This
reveals that the temperature increase is largest near the ground, particularly in
winter, but also in summer. The increase of summer temperature near the ground
(2 ıC) is equivalent to an altitude shift of 1 km. Also, water vapour increased in the
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lowest kilometre, which has relevance for feedback processes (see Sect. 3.4). Water
vapour is a greenhouse gas that affects clouds, fuels storms, and transports energy.
It is an element of Arctic amplification (Pithan and Mauritsen 2014; Screen and
Simmonds 2010).

Thus, the vertical structure of the recent warming is different from the warming
in the first half of the 20th century (see Sect. 4.2.2), which (according to very sparse
measurements) was as large as (or larger than) at 700 hPa than near the ground.

4.5.8.3 Links with the Extratropics and Atmospheric Circulation

The warming of the Arctic is not just due to the local effect of greenhouse
gases; it is intimately linked to midlatitude processes. Anomalous atmospheric
circulation contributed to the sea ice loss in 2007 (Slingo and Sutton 2007). In
addition, anomalous atmospheric circulation in the early summer of 2007–2012 (and
expressed in the Arctic Dipole; Overland et al. 2012) contributed to the extreme
temperature anomalies. Also, oceanic heat flux into the Arctic increased (Polyakov
et al. 2013). Ding et al. (2014) related the warming of Greenland and eastern
Canada to a change in the North Atlantic Oscillation, which they attributed to an
atmospheric response to anomalous sea-surface temperatures in the tropical Pacific
(similar as described in Chap. 3).

Conversely, it has also been suggested that changes in Arctic sea ice affect the
midlatitudes and the NAO (and thus winters in central Europe and North America).
In fact, some recent winters were cold and snow rich with very low NAO values.

A possible mechanism is sketched in Fig. 4.106. Open water during fall acts as
a moisture source. This moisture can impact Siberian snow cover in fall (Wegmann
et al. 2015), which has increased in recent years. More snow may lead to cooling
and strengthen the trough over Siberia. Via changes in stratospheric circulation and
subsequent downward propagation, the midlatitude circulation of the subsequent
late winter may be affected (Cohen et al. 2014; see Sect. 3.1.4). The amplified Arctic
warming and loss of sea ice also changes the temperature gradient to the midlatitude
and might cause circulation over the Arctic to become more meridional. Even
weather extremes at midlatitudes have been suggested to become more frequent,
although this matter is up to debate (Francis and Vavrus 2012; Wallace et al.
2014).

In absolute terms, the Arctic Ocean may not be a relevant net moisture source
for the Arctic atmosphere. However, the trend may have importance. Furthermore,
more water vapour is transported to the Arctic from the midlatitudes (Zhang et al.
2013). With higher available latent energy, cyclones can develop more easily. Thus,
the Arctic climate could become more dynamical (Jaiser et al. 2012). In August
2012, a massive cyclone (known as the Great Arctic cyclone; see Fig. 4.107) moved
over the North Pole. It was later blamed by some scientists for the increased sea ice
loss during that year. Will the machinery produce a new Arctic climate?
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Fig. 4.106 Schematic of the processes coupling midlatitude weather in spring to Arctic sea ice
loss for (left) early fall, (middle) late fall, and (right) midwinter (Adapted from Cohen et al. 2014)

Fig. 4.107 Satellite image of the Great Arctic cyclone of August 2012. Some scientists believe that
this single storm played an important role in sea ice loss during that year (Mosaic of NASA/MODIS
images, NASA Earth Observatory)

4.5.9 The Global Warming Hiatus

Global temperatures increased steeply during the 1990s, increasing the public
interest and awareness of climate change. After the 1997/1998 El Niño, however,
the temperature increase did not continue at the same pace. The slowdown of global
warming, known as the “hiatus”, caused discussion among the scientific community
and the public. This is the most recent of the climatic changes since 1700 and will
conclude this book. Here, I will provide a brief overview of this interesting event.
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Fig. 4.108 Trend in annual-mean temperature from 1998 to 2013 (Data source: NASA-GISS,
Hansen et al. (2010))

4.5.9.1 Trends

A look at the spatial pattern of temperature trends is telling (Fig. 4.108; note that I
used NASA-GISS data rather than the HadCRUT4 data that was used in all previous
plots). The strongest warming is found in the Siberian Arctic, Greenland, and Africa.
Australia, where eight of the last 15 summers were extremely hot, also stands out.
Conversely, cooling dominated over North America, East Asia, and some oceanic
regions.

Clear regional patterns appear. For instance, the equatorial Atlantic reflects a
change in the Atlantic Meridional Mode. In fact, precipitation in the Sahel region
has increased over the period as would be expected from the heating gradient.
However, a very clear pattern also emerges over the tropical Pacific: La Niña. Across
the Pacific and North America, a wave pattern of positive and negative trends is
seen. Consequently, Ding et al. (2014) relate the warming of the western Arctic to
the tropical Pacific. Some of the other patterns are also consistent with La Niña
teleconnections.

Is this behaviour of the machinery peculiar? Or, did the forcings follow an
unexpected path? A plethora of studies has addressed these points and different
hypotheses have been suggested. Thus, the apparent hiatus is not just a climatic
event, but is suitable for concluding this book and recapitulating some of the features
that were discussed in earlier sections.
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4.5.9.2 Data and Models

Let us start at the beginning, with the tools that we described in Chap. 2. The
first question that we should ask is: Can we trust the data? Although today’s
global observing system is presumably accurate, gaps remain. Unfortunately, these
gaps are most prominent in the fastest warming regions. The Arctic is poorly
covered by observations. Thus, data from this region are missing from HadCRUT4,
which I used throughout this book (here I show NASA-GISS data, Hansen et al.
2010). Cowtan and Way (2014) recently argued that accounting for the Arctic
contribution would lead to a stronger global-mean temperature trend. Recent sea-
surface temperatures also have biases, and correcting for these, Karl et al. (2015)
found no recent change in the rate of warming. Thus, the questions and concerns
featured in Chap. 2 still apply.

What about our second main tool, climate models? Most coupled model simula-
tions suggest a stronger warming than observed. This has been used as an argument
to discount models. In fact, models may not be able to perfectly capture decadal-
scale changes. For instance, the strong warming in the early 20th century and the
subsequent stagnation are not reproduced (in terms of magnitude) by all model
simulations. The “hiatus” is a good opportunity to critically assess models (Fyfe
et al. 2013). However, models have also proven useful to study the hiatus. Stratifying
models according to their ENSO phase yields a good agreement with observations
(Risbey et al. 2014), and models have been used in various set-ups to address the
underlying mechanisms (e.g., Kosaka and Xie 2013).

4.5.9.3 Statistical Perspective

Given the tools at hand, we can proceed in several directions. As in Chap. 1 of this
book, we can take a statistical or a process-based perspective. Taking the statistical
perspective leads us to the question: How unusual is it to find a strong trend in
a short record? The historical record can help us (demonstrated in Fig. 1.3); it
shows that short-term deviations of a trend from its expected path are common.
According to Liebmann et al. (2010), the slowdown of the global temperature
rise in the 21st century may have been unusual, but it was not unprecedented.
Palaeoclimatological records help us to extend that perspective. Based on detrended
temperature reconstructions, Crowley et al. (2014) estimated the rarity of deviations
such as the recent one. They found that the last 10–15 years cannot be considered
“unusual natural variability” in the context of the past 230 years. Analysing extreme
ensemble members, Deser et al. (2012) showed that regional cooling is consistent
with model projections. The examples presented in this book also demonstrate that
decadal-scale variations have always occurred naturally. In fact, this was the core of
Brückner’s research.
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Fig. 4.109 Schematic of suggested mechanisms of the hiatus

4.5.9.4 Process-Based Perspective: Internal Variability

The statistical perspective implies that the hiatus is less surprising than initially
thought. However, the question remains: What caused the hiatus? Was it a response
of the machinery to some forcing? Or, was internal variability within the system
responsible?

Arguments have been put forth for both theories (a schematic view is given
in Fig. 4.109). Following the structure of Chap. 3, I will first address internal
variability. Many authors ascribe the hiatus to an unusual behaviour of the Pacific
Ocean and atmosphere. Since 1999, La Niña events have become more frequent.
ENSO and PDO indices show a clear change, and the Pacific Walker circulation
has been strengthening (Fig. 4.42). The changes in the Pacific Ocean affect global
atmospheric circulation and global temperatures through altering the pathways of
heat transport.

The belief that internal processes are responsible posits that incoming energy
follows the expected trajectory, but this energy does not remain in the atmosphere.
Processes within the system shift the energy away from the atmosphere and into the
ocean. In fact, this is the case for La Niña-like situations (Mayer et al. 2014). Meehl
et al. (2011) and England et al. (2014) and others provide evidence that heat uptake
into the subsurface Pacific Ocean has been increased in the past 15 years. Although
of a limited spatial extent, this increased heat sink can affect the global mean tem-
perature via changing atmospheric circulation, as was found by forcing a coupled
model with tropical Pacific sea-surface temperatures (Kosaka and Xie 2013).
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Other authors suggest that the hiatus is driven by the Atlantic and Southern
Ocean. Chen and Tung (2014) argue that in the Pacific Ocean, heat is stored
relatively close to the surface and therefore mostly relevant at interannual time
scales. Conversely, the Atlantic Ocean is able to store heat a greater depth. They
suggest that heat uptake occurs through deep oceanic convection in the subpolar
North Atlantic. Variations in heat uptake may be linked to an oscillatory mode of
the Atlantic overturning circulation (whose expression might be the AMO). During
phases of increased heat uptake, the circulation is rapid and more heat is supplied
from the tropics, hence the Atlantic does not cool initially. Rather, the heat deficit
is exported to other ocean basins via the atmosphere and the Atlantic sea-surface
temperatures only cool with a time lag.

In any case, the mechanisms involve a redistribution of heat between ocean and
atmosphere and between different ocean basins by means of the atmosphere. They
demonstrate the important role of the machinery.

4.5.9.5 Changes in the Forcing

In addition to internal mechanisms, we should consider the possibility of external
forcings. Following the structure of Chap. 3, I will explore volcanic, solar, green-
house gas, and aerosol forcings.

Again, consider the fit of the temperature curve to the (extrapolated) forcings.
During 1983–1998, temperatures in HadCRUT4 increased by 0.3 ıC decade�1.
Then, during 1998–2013, the trend decreased to 0.08 ıC decade�1. According
to our fit, greenhouse gases contributed a warming of 0.34 ıC decade�1, which
was only partly offset by other forcings (total warming 0.31 ıC decade�1). Was
internal variability responsible for the slowdown? Or, are our (extrapolated) forcings
inaccurate?

Perhaps both. No major volcanic eruption has occurred since Pinatubo in 1991. In
my extrapolation of stratospheric aerosols, stable background aerosol concentration
is assumed. However, satellite data suggest a recent increase in background aerosols.
Initially, this increase was thought to originate from tropospheric pollution. Specifi-
cally, it was ascribed to East Asian aerosol emissions, which have rapidly increased.
However, recent studies find this contribution to be small (Neely et al. 2013). More
probable is that the increase in background aerosols originated from a sequence
of small volcanic eruptions (Sect. 4.5.3). These eruptions might have produced
a negative volcanic forcing and contributed to the hiatus, consistent with the
suggestions of Solomon et al. (2011). Accounting for the volcanic aerosols changes
since Pinatubo also reduces the discrepancy between models and observations
(Santer et al. 2014).

The second main natural forcing, the sun, might have also contributed. The last
sunspot cycle was peculiar and ended with a pronounced and prolonged minimum,
whereas the ongoing cycle has only reached a small maximum. Could the sun have
been a contributor? Perhaps, but arguably minor. From the maximum to minimum
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of a solar cycle (i.e., from 2001 to 2009), there can be a contribution of 0.15 ıC
(e.g., Foster and Rahmstorf 2011; Lean and Rind 2008). Correspondingly, a reduced
contribution should occur for the 1998–2013 period. In my simple fit for 1998–2013,
the contribution is 0.04 ıC—sizeable, but not the main player.

Other papers relate the hiatus to changes in non-CO2 greenhouse gases. One
candidate is water vapour in the lowermost stratosphere, which increased in the
1990s and then suddenly began to decrease around 2001. Around the tropopause,
water vapour has the strongest greenhouse effect (also see Sects. 3.3 and 3.4).
According to Solomon et al. (2010), this may have contributed to the slow down
of warming. In addition to water vapour, well-mixed greenhouse gases may have
also contributed. Estrada et al. (2013) speculate that the decline in CFCs and in the
methane growth rate might have contributed to a slow down of the forced signal.

Finally, tropospheric aerosols need to be considered. The “global brightening”
may already be over. In addition to effects on air quality, the particularly strong
increase in East Asian aerosols may have had an effect on global climate. There
is evidence for a “renewed dimming” in East Asia, which may help to explain the
regional cooling and imprints on regional sea-surface temperatures.

In this book, we have analysed many ways the machinery can operate, how it
reacts to forcings, and how it can generate internal variability on decadal time scales.
Perhaps, the hiatus is too recent to be assessed. However, from the discussion in this
book, is it really surprising? When expressed relative to the expected greenhouse
gas-forced warming trajectory, it is a cold period that might already have ended
when this book appears or continue for another few years. Is it just one of Brückner’s
cool periods?

This book shows that the climate system has also deviated from its forced
trajectory in the past. This is because the machinery produces decadal variability.
Likely, the future will show the climate system return back to its trajectory in a
phase of accelerated warming. After all, hiatus literally means “a pause or break
in continuity in a sequence or activity”. It is just a matter of time until the climate
system reverts to its global warming trend.



Chapter 5
Conclusions

Eduard Brückner, an active climate scientist 125 years ago, studied climatic
changes back to 1700. He found that the climate system exhibits variations on
multidecadal time scales—a bold statement to make at that time. However, he could
not see inside the machinery; the mechanisms remained hidden. Considerable
progress has been made since Brückner’s time, particularly in recent years.
Thanks to new analytical and sampling techniques, new proxies have emerged that
provide information on poorly understood aspects of the climate state. Modelling
capabilities have improved and the use of simulations to study past climate has
become commonplace. Furthermore, the increasing use of powerful numerical
techniques such as data assimilation has triggered new data recovery efforts (see
Chap. 2). If this momentum continues, we may soon be able to study continental-
to hemispheric-scale weather back to the 1780s.

Because of these efforts, we have a new perception of climatic changes back
to 1700. Temperature variability is increasingly well reconstructed and understood.
Changes in the dynamics of the system are more difficult to study (Shepherd 2014),
but new techniques and datasets provide some insight. Changes in the strength of
the midlatitude westerlies, the Hadley circulation, and the width of the tropical belt
can be explored at least to some extent and with the help of climate models, for the
last 50–300 years. Furthermore, progress made by the scientific community over
the last decade has improved our understanding of the response of the machinery to
external forcings such as volcanic eruptions (see Chap. 3), with palaeodata playing
an important role (e.g., Sigl et al. 2015).

Sizable uncertainties remain because we have only begun to see the machinery
behind climatic changes. In this sense, “machinery” can also be used to describe our
perception of climate—an enormously complex sequence of physical mechanisms,
many of which we have not yet understood.

Progress has also been made in our understanding of the multidecadal variability
of temperature. This was one of Brückner’s main contributions to climate science.
During the last 140 years, multidecadal variability overlaid the general, forced
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Fig. 5.1 (top) Radiative forcings since 1880, annual-mean global surface air temperatures
(NASA/GISS Land–Ocean Temperature Index; Hansen et al. 2010). (bottom) Schematic of ocean
surface and subsurface temperature anomalies (Adapted from Brönnimann 2015)

warming trend. This took the form of several phases of accelerated or slowed
warming. The most prominent of these is arguably the ongoing “hiatus” in global
warming. A conceptual view of our understanding of these phases is given in
Fig. 5.1 (Brönnimann 2015). Their timing is synchronous with changes in external
forcings of the climate system, that is, greenhouse gases, solar irradiance, volcanic
activity, and tropospheric aerosols.

However, the forcings do not fully explain the global temperature variations.
Studies of the recent hiatus reveal that both earth’s energy balance and energy
redistribution within the climate system play a role. Currently, the deep oceans—
rather than the atmosphere—are warming at an accelerated rate. This has brought the
distribution of heat within the system to the forefront of research (see Sect. 4.5.9).
As part of El Niño–Southern Oscillation, the tropical Pacific Ocean may store large
amounts of heat. This heat is then exchanged with tropical and extratropical basins.
Via atmospheric circulation, temperatures around the globe adjust to the rhythm of
the tropical Pacific. In this way, the low-frequency expression of El Niño–Southern
Oscillation, the Pacific Decadal Oscillation, may be a pacemaker of accelerated or
slowed warming. This includes the early 20th century warming (Thompson et al.
2015), the mid-century stagnation, the late 20th century accelerated warming, and
the current hiatus.
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Alternatively, perhaps the Atlantic and Southern Oceans are the real drivers
of change in deep-ocean heat uptake on decadal time scales, while the tropical
Pacific affects heat storage mainly from interannual to multiannual scales (Chen
and Tung 2014; see Sect. 4.5.9). An oscillatory mode such as the Atlantic meridional
overturning circulation (whose expression in sea-surface temperature is the Atlantic
multidecadal oscillation) could have also presided over past global temperature
variations. This is explored in Sect. 4.3.5 in the context of the early 20th century
warming. A strong circulation means that more heat is subducted into the subpolar
Atlantic. Concurrently, warm waters from the tropics are transported northward.
Thus, despite the increased heat sink, North Atlantic sea-surface temperatures do
not cool. Hence, heat uptake and Atlantic sea-surface temperatures are phase shifted
(see Fig. 5.1, bottom). This may not only hold for the hiatus (Chen and Tung 2014),
but also for earlier phases of accelerated or slowed warming. Is the Pacific and/or the
Atlantic Ocean in the driver’s seat? Either way, the atmosphere acts as the machinery
to transfer energy into the region of uptake.

Is Brückner’s 35-year cycle the expression of changes in the tropical Pacific and
the Atlantic Oceans? His global temperature reconstruction, which ends just prior
to the data in Fig. 5.1, shares similarities with indices of the Atlantic Multidecadal
Oscillation (in the 18th century) and the Pacific Decadal Oscillation (in the 19th
century) as represented in MC data (Fig. 5.2). Were other past warm phases (e.g.,
from 1790 to 1804; Sect. 4.2.3), which could only partly be ascribed to forcings,
driven by Pacific sea-surface temperatures? Further work on climatic changes since
1700 will hopefully provide greater insight into these phases of accelerated or
slowed warming.

This book has shown how we can learn from past climate events and how we
can learn from the same events when viewed in a different context. In addition to
revisiting past climate, we revisited earlier scientific works, for which Brückner’s
book (Fig. 5.3) is just one example. Similarly, we anticipate that future scientists
will revisit our work with a different perspective. Although large efforts in data
rescue are currently underway, we will continuously revisit historical data, applying
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Fig. 5.2 Indices of the Atlantic Multidecadal Oscillation and the Pacific Decadal Oscillation (from
Fig. 4.7) and Brückner’s global temperature reconstruction (From Fig. 4.3)
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Fig. 5.3 Brückner’s book “Klima-Schwankungen seit 1700”

new techniques, and exploiting information in yet unknown ways. Perhaps we
will find answers to questions about past climate in photographs of stellar spectra,
observations of cloud motion, or UV radiation records in fossil pigments. In any
case, the foundation for future work has been laid by those who devoted their time
and energy to observe their environment in the 18th and 19th centuries—and today.
My deepest respect goes to those who made the observations on which our science
has grown.
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