ADVANCES IN INTELLIGENT AND SOFT COMPUTING 96

Antdnio Gaspar-Cunha
Ricardo Takahashi
Gerald Schaefer

Lino Costa (Eds.)

Soft Computing in
Industrial Applications

@ Springer



Advances in Intelligent and
Soft Computing

Editor-in-Chief: J. Kacprzyk

96



Advances in Intelligent and Soft Computing

Editor-in-Chief

Prof. Janusz Kacprzyk

Systems Research Institute
Polish Academy of Sciences

ul. Newelska 6

01-447 Warsaw

Poland

E-mail: kacprzyk @ibspan.waw.pl

Further volumes of this series can be found on our homepage: springer.com

Vol. 86. E. Mugellini, P.S. Szczepaniak,
M.C. Pettenati, and M. Sokhn (Eds.)
Advances in Intelligent

Web Mastering — 3, 2011

ISBN 978-3-642-18028-6

Vol. 87. E. Corchado, V. Snasel,

J. Sedar;o, A.E. Hassanien, J.L. Calvo,
and D. Slezak (Eds.)

Soft Computing Models in Industrial and
Environmental Applications,

6th International Workshop SOCO 2011

ISBN 978-3-642-19643-0

Vol. 88. Y. Demazeau, M. Péchoucék,

J.M. Corchado, and J.B. Pérez (Eds.)
Advances on Practical Applications of Agents
and Multiagent Systems, 2011

ISBN 978-3-642-19874-8

Vol. 89. J.B. Pérez, J.M. Corchado,

M.N. Moreno, V. Julidn, P. Mathieu,

J. Canada-Bago, A. Ortega, and

A.F. Caballero (Eds.)

Highlights in Practical Applications of Agents
and Multiagent Systems, 2011

ISBN 978-3-642-19916-5

Vol. 90. J.M. Corchado, J.B. Pérez,

K. Hallenborg, P. Golinska, and

R. Corchuelo (Eds.)

Trends in Practical Applications of Agents
and Multiagent Systems, 2011

ISBN 978-3-642-19930-1

Vol. 91. A. Abraham, J.M. Corchado,

S.R. Gonzilez, J.F. de Paz Santana (Eds.)
International Symposium on Distributed
Computing and Artificial Intelligence, 2011

ISBN 978-3-642-19933-2

Vol. 92. P. Novais, D. Preuveneers, and
J.M. Corchado (Eds.)

Ambient Intelligence - Software and
Applications, 2011

ISBN 978-3-642-19936-3

Vol. 93. M.P. Rocha, J.M. Corchado,

F. Fernandez-Riverola, and A. Valencia (Eds.)
5th International Conference on Practical
Applications of Computational Biology &
Bioinformatics 6-8th, 2011

ISBN 978-3-642-19913-4

Vol. 94. J.M. Molina, J.R. Casar Corredera,
M.E. Catedra Pérez, J. Ortega-Garcia, and
A.M. Bernardos Barbolla (Eds.)
User-Centric Technologies and
Applications, 2011

ISBN 978-3-642-19907-3

Vol. 95. Robert Burduk, Marek Kurzynski,
Michat Wozniak, and Andrzej Zotnierek (Eds.)
Computer Recognition Systems 4, 2011

ISBN 978-3-642-20319-0

Vol. 96. A. Gaspar-Cunha, R. Takahashi,

G. Schaefer, and L. Costa (Eds.)

Soft Computing in Industrial Applications, 2011
ISBN 978-3-642-20504-0



Antonio Gaspar-Cunha, Ricardo Takahashi,
Gerald Schaefer, and Lino Costa (Eds.)

Soft Computing in Industrial
Applications

@ Springer



Editors

Prof. Anténio Gaspar-Cunha Prof. Gerald Schaefer

University of Minho Loughborough University
Department of Polymer Engineering Department of Computer Science
Campus de Azurém Loughborough, LE11 3TU
4800-058 Guimaraes U.K.

Portugal Phone: +44-1509-635707
E-mail: agc@dep.uminho.pt Fax: +44-1509-635722

E-mail: Gerald.Schaefer @ieee.org
Prof. Ricardo Takahashi
Federal University of Minas Gerais (UFMG) Prof. Lino Costa

Department of Mathematics University of Minho

Av. Antonio Carlos 6627 Department of Production and Systems
30123970 Belo Horizonte School of Engineering

Brazil 4800-058 Guimaries

E-mail: taka@mat.ufmg.br Portugal

E-mail: lac@dps.uminho.pt

ISBN 978-3-642-20504-0 e-ISBN 978-3-642-20505-7

DOI 10.1007/978-3-642-20505-7

Advances in Intelligent and Soft Computing ISSN 1867-5662
Library of Congress Control Number: 2011925864

©2011 Springer-Verlag Berlin Heidelberg

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting,
reproduction on microfilm or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9,
1965, in its current version, and permission for use must always be obtained from Springer. Violations
are liable to prosecution under the German Copyright Law.

The use of general descriptive names, registered names, trademarks, etc. in this publication does not
imply, even in the absence of a specific statement, that such names are exempt from the relevant protective
laws and regulations and therefore free for general use.

Typeset & Cover Design: Scientific Publishing Services Pvt. Ltd., Chennai, India

Printed on acid-free paper
543210
springer.com



WSC 15 Chair’s Welcome Message

Dear Colleague,

On behalf of the Organizing Committee, it is our honor to welcome you to WSCI15,
the 15th Online World Conference on Soft Computing in Industrial Applications.

A tradition started over a decade ago by the World Federation of Soft Comput-
ing (http://www.softcomputing.org/), again brings together researchers interested
in the ever advancing state of the art in the field. Continuous technological im-
provements make this online forum a viable gathering format for a world class
conference.

The program committee received a total of 86 submissions from 20 countries,
which reflects the worldwide nature of this event. Each paper was peer reviewed
by typically 3 referees, culminating in the acceptance of 38 papers for publication.
Two recognized researchers were invited to give a plenary talk - the first talk is in
the field of multi-objective optimization using Particle Swarm Optimization, while
the second focuses on practical applications of soft computing in “An Evolution-
ary Algorithm for the Design and Selection of Direct Load Control Actions”.

The organization of the WSC15 conference is entirely voluntary. The review
process required an enormous effort from the members of the International Pro-
gram Committee, and we would therefore like to thank all its members for their
contribution to the success of this conference. We would like to express our sin-
cere thanks to the special session organizers, the plenary presenters, and to the
publisher - Springer - for their hard work and support in organizing the confer-
ence. Finally, we would like to thank all the authors for their high quality contri-
butions. It is all of you who make this event possible!

Finally, we would like to take this opportunity to raise the consciousness of the
importance of reducing carbon emissions by participating virtual conferences,
such as WSC15.

Sincerely,
Anténio Gaspar Cunha - WSC15 General Chair
Gerald Schaefer, Ricardo Takahashi - WSC15 Program Co-Chairs



Welcome Message from the WFSC Chair

Welcome to the 15th Online World Conference on Soft Computing in Industrial
Applications (WSC15). On behalf of the World Federation on Soft Computing
(WFESCQ), it is my privilege to invite you for an active technical discussion on the
cyberspace! The online conference provides an opportunity to select good quality
papers and have prolonged and detailed discussions on the research.

This year, organizers have selected 38 papers out of 86 submissions. Accepted
papers are from 15 different countries around the World. This is an opportunity to
publish high quality research in soft computing and its applications without incur-
ring any significant cost. I would like to encourage all of you to get engaged with
WESC and promote the conference for future years.

Soft Computing as a discipline is maturing and we can see wide spread applica-
tion of the techniques. More and more commercial software tools are becoming
available for industrial applications. I would like to encourage the research com-
munity to collaborate and develop benchmark data and test function repositories
for validation of our research. It is also necessary to develop more soft computing
education program and research the pedagogy for application domains, such as
engineering and medicine. I also hope the research community will discuss impli-
cations of their research and application of soft computing in terms of ethics.

Finally, I would like to thank the organizers of the WSC15 conference for their
good work in bring together the researchers in the cyberspace and also for orga-
nizing publications afterwards. With their effort and your support, soft computing
is taking another step forward.

Chairmen of WFSC
Professor Rajkumar Roy
World Federation on Soft Computing (WFSC)
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An Introduction to Multi-Objective
Particle Swarm Optimizers

Carlos A. Coello Coello*

Abstract. This paper provides a discussion on the main changes required in
order to extend particle swarm optimization to the solution of multi-objective
optimization problems. A short discussion of some potential paths for future
research in this area is also included.

Keywords: particle swarm optimization, multi-objective optimization,
metaheuristics.

1 Introduction

There is a wide variety of real-world problems which have two or more (nor-
mally conflicting) objectives that we aim to optimize at the same time.
Such problems are called multi-objective, and their solution involves the
search of solutions that represent the best possible compromise among all the
objectives.

Particle Swarm Optimization (PSO) is a bio-inspired metaheuristic that
simulates the movements of a flock of birds or fish which seek food. Its rel-
ative simplicity (with respect to evolutionary algorithms) have made it a
popular optimization approach, and a good candidate to be extended for
multi-objective optimization.

The first multi-objective particle swarm optimizer (MOPSO) was proposed
by Moore and Chapman in an unpublished manuscript from 1999 [11]. This
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paper was published the following year [12], but the actual interest in devel-
oping MOPSOs really started in 2002. Due to obvious space limitations, this
paper does not intend to provide a survey on MOPSOs (see, for example, [13]
for a survey of that sort). Here, we only provide a short review of PSO and
the way in which it has to be modified so that it can solve multi-objective
optimization problems.

The remainder of this paper is organized as follows. In Section[2 we provide
some basic concepts from multi-objective optimization required to make the
paper self-contained. Section [3] presents an introduction to the PSO strategy
and Section [ presents a brief discussion about extending the PSO strategy
for solving multi-objective problems. In Section [, possible paths of future
research are discussed and, finally, we present our conclusions in Section

2 Basic Concepts

We are interested in solving the so-called multi-objective optimization problem
(MOP) which has the following form[:

minimize £(x) = [1(0), f206), -, S (3] &
subject to:
9i(x) <0 i=1,2,....m (2)
hix)=0 i=1,2,...,p (3)
where x = [z1, 29, . . ., xn]T is the vector of decision variables, f; : R" — R,

i = 1,...,k are the objective functions and g;,h; : R" — R, ¢ = 1,...,m,
j =1,...,p are the constraint functions of the problem.

Definition 1. Given two vectors x,y € R”, we say that x <y if ; < y; for
i=1,....k, and that x dominates y (denoted by x < y)ifx <y andx #y.

Definition 2. We say that a vector of decision variables x € X C R" is
nondominated with respect to X, if there does not exist another x’ € X
such that f(x') < £(x).

Definition 3. We say that a vector of decision variables x* € F Cc R" (F
is the feasible region) is Pareto-optimal if it is nondominated with respect
to F.

Definition 4. The Pareto Optimal Set P* is defined by:

P* = {x € F|x is Pareto-optimal}

2 Without loss of generality, we will assume only minimization problems.
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Definition 5. The Pareto Front PF* is defined by:

PF* = {f(x) € RF|x € P*}

We thus wish to determine the Pareto optimal set from the set F of all the
decision variable vectors that satisfy ([2) and (). In practice, it is normally the
case that only some elements of the Pareto optimal set is required, although
multi-objective metaheuristics normally aim to find as many elements of the
Pareto optimal set as possible [2].

3 An Introduction to Particle Swarm Optimization

PSO is a population-based metaheuristic which was originally introduced by
James Kennedy and Russell C. Eberhart in the mid-1990s [8]. PSO was orig-
inally adopted for balancing weights in neural networks, but it soon became
a very popular global optimizer, maybe in problems in which the decision
variables are real numbers |6, |9].

Although some authors consider PSO as another evolutionary algorithm
(EA), other authors such as Angeline [1], make important distinctions
between them:

1. EAs rely on three main mechanisms: parents encoding, selection of indi-
viduals and fine tuning of their parameters. In contrast, PSO only relies
on two mechanisms, since it does not adopt an explicit selection function
(this is compensated by the use of leaders to guide the search, but there
is no notion of offspring generation in PSO as in EAs).

2. PSO adopts a velocity value for each particle, and this is used to guide
the search. The velocity can be seen as a directional mutation operator in
which the direction is defined by both the particle’s personal best and the
global best (of the swarm). In contrast, EAs use a randomized mutation
operator that can set an individual in any direction. Clearly, PSO has a
more limited operator, and such limitations have led to several researchers
to incorporate a randomized mutation operator.

In order to make this paper self-contained, we provide next a small glossary
of terms used by the PSO community:

e Swarm: Number of particles adopted (i.e., population size).

e Particle: One member (or individual) of the swarm. Each particle repre-
sents a potential solution to the problem being solved. The position of a
particle is determined by the solution that it currently represents.

e pbest (personal best): The best position that a given particle has achieved
so far. That is, the position of the particle that has provided the greatest
success (measured in terms of a scalar value defined by the user, which is
analogous to the fitness value adopted in EAs).

o lbest (local best): Position of the best particle member belonging to the
neighborhood of a given particle.
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gbest (global best): Position of the best particle of the entire swarm.

e Leader: Particle that is used to guide another particle towards better
regions of the search space.

e Velocity (vector): This vector drives the optimization process, that is,
it determines the direction in which a particle needs to “fly” (move), in
order to improve its current position.

e Inertia weight: The inertial weight (denoted by W) is adopted to control
the impact of the previous history of velocities on the current velocity of
a given particle.

e Learning factor: It represents the attraction that a particle has towards
either its own best previous value or that of its neighbors. Two learning
factors are adopted in PSO: C}, which is the cognitive learning factor and
represents the attraction that a particle has toward its own success, and
C5, which is the social learning factor and represents the attraction that a
particle has toward the success of its neighbors. Both of them are normally
defined as constants.

e Neighborhood topology: It determines the way in which particles are
interconnected and thus defines the way in which they contribute to the
computation of the lbest value of a given particle.

In PSO, the position of a particle (within the search space being explored)
changes based on its own experience and the success of its neighbors.
Let x;(t) denote the position of particle p;, at time step ¢. The position of
p; is then changed by adding a velocity v;(t) value to the current position of
the particle, i.e.:
(1) = xi(t = 1) + vi(t) (4)

The velocity vector reflects the exchanged information and, in general, is
defined in the following way:

Vi (t) = WVi (t — 1) + Clrl (Xpbesti — X (t))
+Coro (Xleader — X (t)) (5>

where and r1, 79 € [0,1] are randomly generated values.

Particles are influenced by the success of any particle connected to them. It
is worth noting, however, that the way this influence information is propagated
depends on the neighborhood topology adopted. Any of the possible neighbor-
hood topologies that can be adopted in PSO can be represented as a graph. The
following are the most commonly adopted neighborhood topologies:

e Empty graph: In this topology, each particle is connected only with itself,
and it compares its current position only to its own best position found so
far (pbest) |5]. In this case, C2 = 0 in equation ().

e Local best: In this topology, each particle is affected by the best perfor-
mance of its k immediate neighbors (lbest), as well as by their own past
experience (pbest) [5]. When k = 2, this structure is equivalent to a ring
topology. In this case, leader=Ibest in equation (&).
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e Fully connected graph: This topology connects all members of the
swarm to one another. This structure is also called star topology in the
PSO community [5]. In this case, leader=gbest in equation (&l).

e Star network: In this topology, one particle is connected to all others
and they are connected to only that one (called focal particle) [5]. This
structure is also called wheel topology in the PSO community. In this
case, leader=focal in equation ([{).

e Tree network: In this topology, all particles are arranged in a tree and
each node of the tree contains exactly one particle [7]. This structure is also
called hierarchical topology in the PSO community. In this case, leader=
pbestyarent in equation ().

The neighborhood topology is likely to affect the rate fo convergence as it de-
termines how much time it takes to the particles to find out about the location
of good (better) regions of the search space. For example, since in the fully con-
nectedtopology all particles are connected to each other, all particles receive the
information of the best solution from the entire swarm at the same time. Thus,
when using such topology, the swarm tends to converge more rapidly than when
using local best topologies, since in this case, the information of the best posi-
tion of the swarm takes a longer time to be transferred. However, for the same
reason, the fully connectedtopology is also more susceptible to suffer premature
convergence (i.e., to converge to local optima) [6].

Figure [1l shows the way in which the general (single-optimization) PSO
algorithm works. First, the swarm (both positions and velocities) is randomly
initialized. The corresponding pbest of each particle is initialized and the
leader is located (usually the gbest solution is selected as the leader). Then,
for a maximum number of iterations, each particle flies through the search
space updating its position (using equations (@) and (Bl) and its pbest and,
finally, the leader is updated too.

Begin
Initialize swarm
Locate leader
g=0
While g < gmazx
For each particle
Update position (flight)
Evaluation
Update pbest
EndFor
Update leader
g++
EndWhile
End

Fig. 1 Pseudocode of the general PSO algorithm for single-objective optimization.
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4 Particle Swarm Optimization for Multi-Objective
Problems

In order to apply the PSO strategy for solving MOPs, it is obvious that the
original scheme has to be modified. As we saw in Section 2] in multi-objective
optimization, we aim to find not one, but a set of different solutions (the so-
called Pareto optimal set). In general, when solving a MOP, the main goals are
to converge to the true Pareto front of the problem (i.e., to the solutions that
are globally nondominated) and to have such solutions as well-distributed as
possible along the Pareto front. Given the population-based nature of PSO,
it is desirable to produce several (different) nondominated solutions with a
single run. So, as with any other evolutionary algorithm, the main issues to
be considered when extending PSO to multi-objective optimization are [2]:

1. How to select particles (to be used as leaders) in order to give preference
to nondominated solutions over those that are dominated?

2. How to retain the nondominated solutions found during the search process
in order to report solutions that are nondominated with respect to all the
past populations and not only with respect to the current one? Also, it is
desirable that these solutions are well spread along the Pareto front.

3. How to maintain diversity in the swarm in order to avoid convergence to
a single solution?

As we just saw, when solving single-objective optimization problems, the
leader that each particle uses to update its position is completely deter-
mined once a neighborhood topology is stablished. However, when dealing
with MOPs, each particle might have a set of different leaders from which
just one can be selected in order to update its position. Such set of leaders
is usually stored in a different place from the swarm, that we will call ez-
ternal archive B: This is a repository in which the nondominated solutions
found so far are stored. Only solutions that are nondominated with respect
to the contents of the entire archive are retained. The solutions contained in
the external archive are used as leaders when the positions of the particles
of the swarm have to be updated. Furthermore, the contents of the external
archive is also usually reported as the final output of the algorithm.
Figure2shows the way in which a general MOPSO works. We have marked
with talics the processes that make this algorithm different from the gen-
eral PSO algorithm for single objective optimization shown before. First, the
swarm is initialized. Then, a set of leaders is also initialized with the nondom-
inated particles from the swarm. As we mentioned before, the set of leaders is
usually stored in an external archive. Later on, some sort of quality measure
is calculated for all the leaders in order to select (usually) one leader for each
particle of the swarm. At each generation, for each particle, a leader is se-
lected and the flight is performed. Most of the existing MOPSOs apply some

3 This external archive is also used by many Multi-Objective Evolutionary
Algorihtms (MOEAs).
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Begin
Initialize swarm
Initialize leaders in an external archive
Quality(leaders)
g=0
While g < gmazx
For each particle
Select leader
Update Position (Flight)
Mutation
Evaluation
Update pbest
EndFor
Update leaders in the external archive
Quality(leaders)
g++
EndWhile
Report results in the external archive
End

Fig. 2 Pseudocode of a general MOPSO algorithm.

sort of mutation operatoﬂ after performing the flight. Then, the particle is
evaluated and its corresponding pbest is updated. A new particle replaces
its pbest particle usually when this particle is dominated or if both are in-
comparable (i.e., they are both nondominated with respect to each other).
After all the particles have been updated, the set of leaders is updated, too.
Finally, the quality measure of the set of leaders is re-calculated. This process
is repeated for a certain (usually fixed) number of iterations.

As we can see, and given the characteristics of the PSO algorithm, the
issues that arise when dealing with multi-objective problems are related with
two main algorithmic design aspects [14]:

1. Selection and updating of leaders

e How to select a single leader out of set of nondominated solutions which
are all equally good? Should we select this leader in a random way or
should we use an additional criterion (to promote diversity, for exam-
ple)?

e How to select the particles that should remain in the external archive
from one iteration to another?

4 The mutation operators adopted in the PSO literature have also been called
turbulence operators.
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2. Creation of new solutions

e How to promote diversity through the two main mechanisms to cre-
ate new solutions: updating of positions (equations ) and (@) and a
mutation (turbulence) operator.

Regarding the selection of leaders, the most simple approach is to adopt ag-
gregating functions (i.e., weighted sums of the objectives) or approaches that
optimize each objective separately. However, most researchers redefine the
concept of leader, incorporating the definition of Pareto optimality. However,
since all the nondominated solutions currently available can be considered as
potential leaders, a quality measure is required in order to choose one of them
at a given time. Several authors have proposed the use of density measures
for this sake. The two most commonly adopted are:

e Nearest neighbor density estimator [4]. The nearest neighbor density
estimator gives us an idea of how crowded are the closest neighbors of
a given particle, in objective function space. This measure estimates the
perimeter of the cuboid formed by using as vertices the nearest neighbors.

e Kernel density estimator [3]: When a particle is sharing resources with
others, its fitness is degraded in proportion to the number and closeness
to particles that surround it within a certain perimeter. A neighborhood
of a particle is defined in terms of a parameter that defines the radius of
the neighborhood. Such neighborhoods are called niches.

As indicated before, most MOPSOs adopt an external archive that retains
solutions that are nondominated with respect to all the previous populations
(or swarms). Such an archive will allow the entrance of a solution only if:
(a) it is nondominated with respect to the contents of the archive or (b) it
dominates any of the solutions within the archive (in this case, the dominated
solutions have to be deleted from the archive).

Mainly due to practical reasons, archives tend to be bounded [2], which
makes necessary the use of an additional criterion to decide which nondom-
inated solutions to retain, once the archive is full. In evolutionary multi-
objective optimization, researchers have adopted different techniques to prune
the archive (e.g., clustering [15] and geographical-based schemes that place
the nondominated solutions in cells in order to favor less crowded cells when
deleting in-excess nondominated solutions [10]).

It is worth noting that, strictly speaking, three archives should be used
when implementing a MOPSO: one for storing the global best solutions, one
for the personal best values and a third one for storing the local best (if
applicable). However, in practice, few authors report the use of more than
one archive in their MOPSOs.

In a MOPSO, diversity can be promoted through the selection of lead-
ers. However, this can be also done through the two main mechanisms used
for creating new solutions: (a) updating of positions (topologies that de-
fine neighborhoods smaller than the entire swarm for each particle can also
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preserve diversity within the swarm a longer time), and (b) through the use
of a mutation (or turbulence) operator (this will help a MOPSO to escape
from local optima).

5 Future Research Paths

Most of the work in this are has focused on algorithm development, but we
believe that there are several other topics that constitute very promising
paths for future research:

e Self-Adaptation: The design of MOPSOs with no parameters that have
to be fine-tuned by the user is a topic that is worth studying. The design of
a parameterless MOPSO requires a in-depth knowledge of the relationship
between its parameters and its performance in problems with different
features.

e Theoretical Developments: There is an evident lack of research on even
the most basic aspects of a MOPSO (e.g., convergence properties, run-time
analysis, population dynamics, etc.), but it is expected that some work in
this direction will be conducted in the next few years.

e Applications: The applications of MOPSOs have steadily grown in the
last few years, but more are expected to arise, as MOPSOs become better
developed and widespread multi-objective optimization tools.

6 Conclusions

This paper has provided a review of the basic concepts of the PSO algorithm,
including its basic equation, neighborhood topologies and leader selection
mechanisms. Then, the main changes required to extend PSO to the solution
of MOPs were briefly described, including the use of external archives, the
mechanisms to select leaders and the promotion of diversity in a swarm. In
the final part of the paper, some of the possible paths for future research on
MOPSOs were briefly addressed.
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Direct Load Control in the Perspective of an
Electricity Retailer — A Multi-Objective
Evolutionary Approach

Alvaro Gomes, Carlos Henggeler Antunes, and Eunice Oliveira

Abstract. The judicious use of end-use electric loads in the framework of
demand-side management programs as valuable resources to increase the global
efficiency of power systems as far as economical, technical and quality of service
aspects are concerned, is a relevant issue in face of the changes underway in the
power systems industry. This paper presents the results of a multi-objective opti-
mization model, in the perspective of an electricity retailer, which is aimed at
designing load control actions to be applied to groups of electric loads. An evolu-
tionary algorithm is used to compute solutions to this problem.

Keywords: Load control, load management, multi-objective optimization, evolu-
tionary algorithms.

1 Introduction

The recent changes in the structure of power systems, in which traditional verti-
cally integrated utilities have been replaced by several entities in the different
functions, with competition at the generation and the retail levels, associated with
the dissemination of advanced metering technologies, dynamic pricing tariff sys-
tems, micro-generation, electric storage devices and smart grids, are pushing for-
ward demand- side management (DSM) activities, namely price-based demand
response programs. During the last decades, DSM programs encompassing a set of
activities designed to change the shape of the load diagram and the amount of
electricity used have significantly evolved. DSM has moved from actions mainly
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focused on energy conservation and load management measures to activities
responsive to prices. Different entities have different objectives, and besides op-
erational benefits such as increasing the load factor, reducing peak power demand,
reducing cost and losses, as well as reliability concerns, the possibility of increas-
ing profits with the selling of electricity becomes an attractive objective to be
pursued by several players [1][2][3].

Some of the DSM programs being offered are dynamic pricing programs,
which give consumers incentives to reduce peak demand thus reducing their elec-
tricity bills, and load curtailment programs, which give customers some financial
stimuli for reducing peak demand during critical periods. Load curtailment pro-
grams encompass direct load control (DLC) actions and interruptible rates, which
are programs typically based on a up-front incentive payment, and demand bid-
ding or buyback programs, in which customers are paid a certain amount of
money for each MWh reduced (curtailed) during critical time periods.

The implementation of load curtailment programs triggered by emergency
signals or price signals usually reduce peak load in those critical periods by turn-
ing off some end-use loads. Suitable loads for these activities are loads to which
some storage capability is associated, that is loads providing an energy service that
can be temporarily interrupted or deferred in time without decreasing the quality
of the service provided. Examples of loads with these characteristics are thermo-
static loads such as air conditioners, heat pumps, electric water heaters and electric
space heaters, and loads associated with other types of storage capacity such as
water pumping or conveyors filling storage silos. If there is a certain period of
time (designated as time constant) during which the load can be turned off without
decreasing too much the quality of energy service provided then it is possible to
shift the load operation to a lower demand period, therefore contributing to reduce
the peak demand while increasing energy consumption in low demand periods.
The working cycle of thermostatic loads is determined by a thermostat according
to the end-use needs (desired temperature, heat load, space characteristics, etc.)
and according to the physical characteristics of the loads (for instance, the nominal
power). Therefore, when many thermostatic loads are running simultaneously the
aggregate demand of all loads is lower than the sum of the maximum demand of
every load due to diversified demand patterns. It should be noticed that when the
regular working cycle of these loads is changed, by deferring the demand in time,
the diversified demand changes in a way that may cause a higher peak demand
during power restoration than it would be if no load curtailment had occurred (the
so-called payback effect) (Figure 1 and Figure 2). This is one of the potential un-
desirable effects of such load management actions if they are not properly de-
signed and scheduled. A second unwanted effect is a possible strong decrease in
profits or discomfort caused to consumers associated with a decrease of the quality
of the energy service provided.
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Fig. 2 The payback effect.

Besides the prevention of potential undesirable effects, load curtailment pro-
grams should be implemented taking into account a careful balance of the objec-
tives pursuit. These objectives include economical, technical and quality of service
aspects of evaluation of the merits of different measures.

Distinct load management programs are being offered by electric utilities in
many countries [4][5][6]. Electric utilities, namely distribution utilities, retailers
and aggregators are some of the entities currently operating in the power systems
sector that are directly interested in implementing DSM activities. Electric utilities
responsible for the network management might be interested in DSM activities
aimed at increasing the network reliability [7][8], reducing maximum demand and
losses, reducing costs and emissions, and increasing revenues [9][10][11]. Retail-
ers and aggregators might be interested in exploiting the differences between the
retail market and the wholesale market electricity prices in order to increase prof-
its. Also they might be interested in reducing the peak demand of their customers
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as the electricity purchase prices or the costs of using networks may be a function
of the maximum demand [10][12].

Furthermore, other issues are increasing the interest in DSM activities. One is
the integration of renewable sources into the grid. It is well known that a high
penetration of renewable sources, namely wind power, affects the planning and
operation of power systems and the impacts on costs and reliability may not be
neglected. In face of the existing forces towards increasing the contribution of re-
newable energy, properly designed load curtailment programs can be attractive
tools to mitigate the impacts of such energy sources. Another issue pushing for-
ward DSM activities is the overall efficiency of the power system by making an
integrated management of all available resources: traditional generation, distrib-
uted and local generation, storage, electric vehicle, and demand-side resources.
Load management should also play an essential role in the stand-alone operation
of parts of the power system. From a consumer point of view, the possibility of
reducing the electricity bill by an adequate management of the loads is a motivat-
ing objective. With the penetration of micro-generation and storage technologies,
consumers become prosumers, in the sense that not just displaying a more proac-
tive and intelligent consumer behavior but also being active producers, meaning
that even at individual customer level there is the need for an adequate manage-
ment of all resources available. The ongoing development and dissemination of in-
formation and communication technologies, advanced metering and control sys-
tems lays the technical and operational foundations for an integrated management
of all energy resources. The interest and motivation of this study has been pro-
vided in this section. In section 2 an overview is made of a multi-objective model
for the design of load control actions. The case study is presented in section 3 as
well as illustrative results. Finally some conclusions are drawn in section 4.

2 A Multi-Objective Model for the Design of Load Control
Actions

The design of load control actions involves determining the time intervals
throughout a given control period in which the loads are turned off, namely when
they occur and how long they last. This characterization of load control actions
has been often done based on information from past implementations, (costly)
field experiments or pilot programs. Moreover, a cycling strategy has been fre-
quently used with pre-determined on/off patterns applied to the loads under con-
trol. However, if the different (dynamic) usages of energy services are not taken
into consideration the on/off constant patterns of cycling strategies increase the
probability of causing discomfort to the end-users. Usually the demand imposed
by loads presents a daily behavior and the effects of power curtailment actions last
for significant periods of time. The use of physically-based load models [10][13]
for the identification of control actions enable to mitigate these risks. These mod-
els mimic the physical phenomena happening in end-use loads, making possible
the characterization of changes in the demand derived from the control actions. It
is important to notice that the use of physically-based load models enables to tack-
le real-world situations in a very detailed way but it imposes an additional
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computational burden. However, this does not hinder its use in a normal situation
of one day ahead planning.

The problem consists in designing load control actions to be applied to load
groups under control to optimize economical, technical and quality of service ob-
jectives. The objectives to be achieved with the implementation of load curtail-
ment actions include:

* Minimization of peak power demand. In this case, the electricity retailer
wants to assess the load management impacts at three different demand aggrega-
tion levels: the aggregated level, representing the demand of all the customers; the
residential customer’s level, representing the demand of all residential customers;
and at a power distribution transformer level, feeding mainly service sector cus-
tomers. Besides enabling the retailer to continuously exploiting the differences be-
tween purchasing and selling prices, the evaluation carried out at these different
levels may also be used for a better design of the load management actions.

* Profit maximization. Profits in the selling of electricity are influenced by the
amount of electricity sold, the time of day/season/year, and the rate of using en-
ergy (power). In the presence of demand and wholesale price forecasts, the retailer
wants to design adequate load curtailment actions in order to maximize profits.

* Loss factor minimization. This objective is related with operational and
economic goals.

* Minimize discomfort caused to customers. The changes on the regular load
working cycle may eventually cause discomfort to customers that must be mini-
mized so that those actions become also attractive from the customers' point of
view (with possible reduction in their electricity bill) and/or at least not decrease
their willingness to accept them. Discomfort is evaluated through objective func-
tions related with the time a state variable (controlled by loads) is over or under a
pre-specified threshold level: the maximum continuous time interval in which this
condition has occurred and the total time it has occurred.

A multi-objective mathematical model has been developed [10][13] in which the deci-
sion variables refer to the on/off patterns to be applied to each group of loads. Since
total flexibility exists in the definition of the on/off periods determining the normal op-
eration/curtailment of loads, this is a large-scale combinatorial problem due to the vast
number of feasible combinations of on/off patterns for the groups of loads. A multi-
objective evolutionary algorithm (EA) has been developed and tailored for this prob-
lem [10][13]. Besides not requiring any specific form of the mathematical model, EAs
are particularly suited for combinatorial multi-objective optimization since they work
with a set (population) of potential solutions and the aim is generally the identification
of the non-dominated front [14][15][16]. In complex real-world problems it is not usu-
ally possible to assert the true non-dominance of a set of solutions because no theoreti-
cal tools exist to guarantee that a solution found in the optimization process is indeed
non-dominated as it is generally the case in mathematical programming approaches.

The structure of the solution (on/off patterns) asks for a binary representation.
The solutions (individuals) are the codification of a load control strategy, which
represents the on/off patterns to be applied to every group of loads during one day.
An individual is represented by a binary string: “1” = a load curtailment action is
applied to a group of loads; “0” = no load curtailment occurs (Figure 3).
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Fig. 3 Examples of control actions applied to two groups of loads.

Figure 3 shows the load control actions applied to two groups of loads. The ability
of “tuning” the control actions to the characteristics of the loads in every group makes
this methodological approach very attractive as it allows exploiting the amount of
controllable load available and maximizing the reduction of peak demand available
for control without increasing the discomfort caused to consumers. This ability is be-
yond the capabilities of traditional cycling strategies with equal and pre-defined
on/off periods that do not take into consideration the utilization of the energy service.

In the approach followed in this work an EA is used for the design and the
selection of load control strategies. The demand of controllable loads - air condi-
tioners (ACs) and electric water heaters (EWHs) - is estimated by using Monte
Carlo simulations of physically-based load models that have been experimentally
validated. One of the main advantages of using physically-based load models is
that changes in individual power demand due to external load curtailment actions
are automatically taken into account in individual and global demand, due to their
ability reproduce the changed demand of controlled loads.

3 A Case Study and Illustrative Results

A common objective for the different entities competing in the retail of electricity
is the maximization of profits. These entities may buy electricity in the wholesale
market, from a generator or any other entity selling electricity. Depending on the
tariff systems being used for electricity transactions and the purchase contracts es-
tablished between retailers and sellers of electricity, the energy acquisition costs as
seen by retailers can change over time, and probably costs change in a way that is
very close to what is known as real-time price. Acquisition costs may also take in-
to consideration costs with the use and management of the networks, and can be a
function of the amount of energy and the peak power flow over the wires. On the
other hand, for most consumers, at least residential consumers, the electricity pric-
es are fixed over a significant time length, one trimester or one year. For instance
under static time-of-use tariffs, which are very common nowadays, the prices of
kWh vary over the day but are fixed during one trimester or one year. Figure 4
shows the Iberian Electricity Market (MIBEL) spot indices for 4 days, in which
prices vary over the day and are also different for different days.

In this work, a case study taking into consideration the perspectives of a retailer
is presented. The retailer sells electricity to about 5000 customers whose average
daily load diagram is shown in Figure 5 (“Aggregate level” curve). Most custom-
ers are residential, services and small commerce clients. Besides assessing the
changes at the aggregate demand level (all customers), the retailer also wants also
to analyze the impacts of load management activities on the demand of their



Direct Load Control in the Perspective of an Electricity Retailer

100,00
90,00
80,00
70,00
60,00
50,00
40,00
30,00
20,00
10,00

0,00

—01-02-2010

MIBEL Spot Indices

—31-01-2010

15-07-2010 -—18-07-2010

AA

Al

77\

7

/

1

2

3

4 5

6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Fig. 4 MIBEL spot indices.

—Aggregate level

8000

J000

6000

5000 -

4000

Demand (kW)

3000 -

2000

1000 -

00:00 -
01:00
02:00
03:00
04:00
05:00
06:00
07:00
08:00
09:00

Fig. 5 Demand at three aggregation levels.

10:00
11:00
12:00
13:00
14:00
15:00
16:00
17:00
18:00
19:00
20:00
21:00
22:00
23:00

—Residential customers

—Power transformer (secondary axis)

800

~ Jon

~ 600

- 400

- 300

200

100

Demand (kW)

19

residential consumers (“Residential customers” curve) and a specific group of ser-
vice sector customers fed by a distribution power transformer owned by the
retailer that faces some capacity constraints (“Power transformer” curve).

Figure 6 shows the demand of all the retailer’s customers and the demand of all
controllable end-use loads. Figure 7 shows the demand of a specific group of service
sector customers and the corresponding controllable load. The demand of all residen-
tial customers is shown in Figure 8 together with the controllable load associated with
these consumers.
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The peak power demand of all the retailer’s customers is 7105 kW, occurring at
14:30h, while the peak demand of all residential consumers is 2872 kW at 20:30h,
and the peak demand at the power transformer is 691kW at 14:30h (Table 1). The
total controllable load when maximum demand at aggregate level occurs is 445
kW, which is 6.25% of peak demand. The controllable load for residential con-
sumers is 141 kW (4.9%) of the maximum value of the residential load diagram,
while for service sector customers the controllable peak load is 139kW (20.1%).
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Table 1 Characteristics of total demand and controllable demand

Controllable load when

Maximum demand maximum demand oceurs Profits | Loss factor
kW Hour kW % € -
Total 7105 14:30 445 6.28 22249 0.48434
Residential 2872 20:30 141 4.9 - -
PTD 691 14:30 139 20.1 - -

Controllable loads, in this case electric water heaters and air conditioners, have
been grouped in 20 groups. Table 2 shows some details of the groups. Each group
contains only one type of load grouped according to some physical and geographi-
cal characteristics.

Average unit profits per kWh sold are shown in Figure 9.

Besides the combinatorial nature and the size of the search space, also the need
to assess the impacts at different demand aggregation levels with different shapes
contributes to increase the difficulty of this type of problems.
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Table 2 Number of loads per group and types of loads.

Group Type LD # Loads Group Type LD # Loads
1 EWH RC 20 11 EWH PTD 20
2 EWH RC 35 12 EWH PTD 15
3 EWH RC 30 13 EWH A 30
4 EWH RC 20 14 EWH RC 15
5 EWH RC 30 15 AC PTD 20
6 EWH RC 20 16 AC A 30
7 EWH A 25 17 AC A 50
8 EWH RC 30 18 AC PTD 20
9 EWH A 25 19 AC A 40
10 EWH RC 20 20 AC PTD 30

A = Aggregate demand level.

RC = Residential demand level.

PTD = Power transformer demand level.
EWH = Electric water heaters.

AC = Air conditioners.
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Fig. 9 Profits per unit of energy sold.

The results for 7 non-dominated solutions are shown in Table 3. The algorithm
was able to identify solutions that could reduce maximum demand at the three
demand levels (aggregate, residential, power transformer), and at the same time
increase profits and reduce the loss factor, without decreasing too much the qual-
ity of energy services provided.
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Table 3 Results in the seven evaluation axis for 7 non-dominated solutions.

Solutions 1 2 3 4 5 6 7
Maximum
demand at 6793,11 | 6807,08 | 680072 | 6796,15 | 681928 | 681194 | 682145
aggregate
level
Residential
consumers 2759,63 2760,59 2766,18 2760,76 2767,65 2761,66 276725
demand
Power trans-
former de- 641,79 644,47 650,91 639,19 642,42 644,47 642,42
mand
No. minutes 14 17 28 13 14 14 18
Maximum in- 1 3 6 ) 2 1 2
terval
Loss factor 0,482318 0,482312 0,482315 0,482576 0,482279 0,482327 0,482279
Profits 2293,285 2289,895 2291,477 2293,203 2286,782 2288,784 2286,273

Table 4 shows the extreme values encountered for these seven solutions shown
in Table 3 and the maximum improvement in each objective. According to the
results in Table 4 it was possible to reduce up to 312/112/52 kW the maximum
demand at aggregate/residential/power transformer levels, which are 4.39%
/3.91% [7.49%, respectively, of the original maximum demand values. Profits
increased up to 3.07%.

Table 4 Details about the results obtained.

Minimum | Maximum | Difference Original | Maximum im-
Values provement
Maximum de-
mand at aggre- 6793,11 6821.,44 28,3345 7105 311,89
gate level
Residential con- | 5759 63 | 276765 | 8026273 2872 112,37
sumers demand
Power trans- 639,19 650,91 11,72003 691 51,81
former demand
No. minutes 13 28 15 0 -
Maximum in- 1 6 5 0 _
terval
Loss factor 0,48228 0,48258 0,000297 0,48434 0,00206
Profits 2286,27 2293,29 7,012812 22249 68,39

A more detailed analysis of the results corresponding to solution 4 (Figure 10)
can be done using the values in Table 5. Figure 10 shows the on/off patterns corre-
sponding to this solution.
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Table 5 Results for solution 4.

Solution 4 Original Values Difference
Maximum demand at 6796.154 7105 308,8464 4,35%
aggregate level
Residential consumers | ¢ 76, 2872 111,238 | 3.87%
demand
Power transformer de- | 639 190 691 51,8063 | 7.50%
mand

No. minutes 13 0 13 -

Maximum interval 2 0 2 -
Loss factor 0,482576 0,48434 0,001764 0,36%
Profits 2293,203 22249 68,30289 3,07%

10

20| 191817 | 16| 15|14 13| 12| 11

Fig. 10 On/off patterns to be applied to the 20 groups of loads (solution 4).

4 Conclusions

The concurrent development, dissemination and implementation of new technolo-
gies are changing the paradigm of electric power systems sector: smart metering
allowing a two-way communication between suppliers and consumers; distributed
and micro-generation systems; storage including the electric vehicle allowing to

make electricity

a service/good with characteristics similar to other negotiable
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services/goods; control systems, such as smart thermostats, allowing to explore
different operating modes of some end-use loads. Load resources should play an
essential role in this new power systems paradigm, to be exploited in the frame-
work of demand-side management activities. These resources can be used as a
way to increase the system global efficiency, to reduce the costs with the acquisi-
tion of electricity, to increase profits with the selling of electricity, and as tool to
maximize the integration of renewable and micro-generation systems. In this
work, the perspective of a retailer has been used as a starting point to explore the
potential of LM activities in a distribution network. Load control actions com-
puted using an EA designed to tackle a multi-objective model have proved their
effectiveness in the attainment of the retailer’s objectives.
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Evolutionary Approaches for Optimisation
Problems

Lars Nolle and Gerald Schaefer

Abstract. Many problems can be formulated as optimisation problems. Among
the many classes of algorithms for solving such problems, one interesting, bio-
logically inspired group is that of evolutionary optimisation techniques. In this tu-
torial paper we provide an overview of such techniques, in particular of Genetic
Algorithms and Genetic Programming and its related subtasks of selection, cross-
over, mutation, and coding. We then also explore Ant Colony Optimisation and
Particle Swarm Optimisation techniques.

1 Evolutionary Computing

Many scientific problems can be viewed as search or optimisation problems,
where an optimum input parameter vector for a given system has to be found in
order to maximise or to minimise the system response to that input vector. Often,
auxiliary information about the system, like its transfer function and derivatives, is
not known and the measures might be incomplete and distorted by noise. This
makes such problems difficult to be solved by traditional mathematical methods.
Here, evolutionary optimisation algorithms, which are based on biological princi-
ples borrowed from nature, can offer a solution. These algorithms work on a popu-
lation of candidate solutions, which are iteratively improved so that an optimal
solution evolves over time.

This tutorial paper discusses the general problem of search and optimisation
before it introduces the system’s view, followed by a definition of search space
and fitness landscape. It then explains the process of optimisation and the concept
of optimisation loops. It continuous with introducing biological-inspired evolu-
tionary optimisation algorithms, namely Genetic Algorithms and Genetic Pro-
gramming. Other evolutionary inspired optimisation techniques, namely Ant
Colony Optimisation and Particle Swarm Optimisation are also discussed.
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1.1 Systems

Every process or object can be seen as a system. Fenton and Hill (1993) define a
system as "... an assembly of components, connected together in an organised
way, and separated from its environment by a boundary. This organised assembly
has an observable purpose which is characterised in terms of how it transforms in-
put from the environment into output to the environment." By definition, a system
has exactly one input channel x and exactly one output channel y (Figure 1). All
interactions with the environment have to be made through these interfaces.

X —p systemS —p y

Fig. 1 Generic system.

Both input and output can be vectors or scalars. The input is called the inde-
pendent variable or parameter, because its value(s) can be chosen freely, and
results in the output y, the so-called dependent variable. If the present state of the
system does not depend on previous states but only on the current input, the sys-
tem is said to be a steady state system, the output of the system can be described as
a function of the input y = f(x).

1.2 Objective Function

In order to rate the quality of a candidate solution x, it is necessary to transform
the system response to x into an appropriate measure, called the objective or fit-
ness. If the system has only one output variable, the system output } equals the
fitness. If 3 has more than one component the output variables of the system have
to be combined into a single value, computed by the so called objective function or
fitness function. In general, there are four approaches to judge the system output:
aggregation, the Changing Objectives Method, the Use of Niche Techniques and
Pareto Based Methods (Fonseca, 1995). The most often used method is aggrega-
tion. In its simplest case, the fitness function F'(Xx) equals the weighted sum of

the components y;, = ¢, * F;(x) of y, where c; is the weight for component i:

F(x)=c, +c F(x)+..+c, F,(x) (1)

1.3 Search Space and Fitness Landscape

If all the possible candidate solutions are collected in an ordered way, this collec-
tion is called the search space. Sometimes, this space is also referred to as input
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space. For an optimisation problem of dimension n, i.e. a system with n independ-
ent parameters, the search space also has dimension n. By adding the dimension
Fitness or Costs to the search space, one will get the (n+1) dimensional fitness
landscape (Wright, 1931).

Fitness landscape

Fitness
s AN
002.3 : //’1""..&\\\
/i
015 | 0 l"”t""‘&“\\\\\
X TR

Parameter 2

Parameter 1 6 8 0

Fig. 2 Example of a fitness landscape for a system with two input parameters.

1.4 Optimisation

Optimisation (Schwefel, 1995) is the process of selecting the best candidate solution
from a range of possibilities, i.e. the search space. In other words, a system S, that has
to be optimised in terms of a quality output value y, is brought into a new state that
has a better quality output value y than the previous state. This is done by changing
the independent input parameters x. The error function describes the difference be-

tween the predefined objective y and systems response f(x) to the input x.

desired

EF‘}’OF(X) = yde.w‘.--e(.* - f(x) (2)

Usually, the aim is to find the vector x'that leads to a minimal error for the
system S, i.e. the minimal departure from the optimal output value:

Error(x)=0 (3)

Often, a predefined target value is not known. In this case one tries to gain a fit-
ness value that is as high as possible in case of maximisation, or as low a possible
in the case of minimisation.
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Ideally, one would evaluate all possible candidates and choose the best one.
This is known as exhaustive search. However, often it is not feasible to consider
all possible solutions, for example if the search space is too large and the evalua-
tion of a single candidate is too expensive. In this case, only a subset of the solu-
tions can be evaluated.

Optimisation problems can be either function optimisation problems or combi-
natorial problems. The first class of problems can be divided in continuous opti-
misation and discrete optimisation problems. In continuous function optimisation,
the independent variables are real numbers whereas for discrete function optimisa-
tion, the independent variables can only be chosen from a predefined set of al-
lowed and somehow ordered numbers, for example {10, 20, 30, 40}.

In combinatorial optimisation problems, the optimum sequence or combination
of a fixed set of input values has to be found. Here, the input values are symbols
and might not be connected or ordered, for example {apple, orange, strawberry}.
An example of a combinatorial optimisation problem is the classical Travelling
Salesman Problem (TSP), where a sales agent needs to visit a predefined set of cit-
ies and return to base. The problem here is to find an optimal route, i.e. the route
that connects all cities whilst having the shortest travel distance, by choosing the
order in which the cities are visited.

1.5 Optimisation Loop

Mathematical or calculus-based methods use known functional relationships
between variables and objectives to calculate the optimum of the given system.
Therefore, an exact mathematical model of the process must exist. Edelbaum
(1962) introduced the differentiation of calculus-based methods in direct methods
and indirect methods.

Direct methods solve the optimisation problem by iterative calculation and
derivation of the error function and moving in a direction to the maximum slope
gradient. Indirect methods solve the optimisation problem in one step - without
testing - by solving a set of equations (usually non-linear). These equations result
from setting the derivative of the error function equal to zero.

Both classes of methods are local in scope, i.e. they tend to find only local
optima. Therefore, they are not robust. They depend on the existence of deriva-
tives. Real problem functions tend to be perturbed by noise and are not smooth,
i.e. derivations may not exist for all points of functions. This class of problem
cannot be solved by mathematical methods.

If the functional relations between input variables and objectives are not
known, one can experiment on the real system (or a model of this system) in order
to find the optimum. Access to the independent variables must exist for the whole
multi-dimensional search space, i.e. the collection of all possible candidate solu-
tions. Also a possibility of measuring the independent variable and the objective
must be given. The optimisation process is iterative, i.e. it has to be done in a
closed optimisation loop (Figure 3).
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X —m system S y

algorithm
-4—— target value

Fig. 3 Closed optimisation loop consisting of a system and an optimisation algorithm.

Experimental optimisation methods can therefore be seen as a search for the
optimum by traversing over the fitness landscape.

2 Genetic Algorithms

As Darwin's theory of natural selection articulates, nature is very effective at
optimisation, e.g. to enable life-forms to survive in a unfriendly and changing
environment, only by means of the simple method of trial and error. Genetic Algo-
rithms (GAs) simulate this evolutionary mechanism by using heredity and muta-
tion. They were first introduced in 1975 by Holland (1975) who also provided a
theoretical framework for Genetic Algorithms, the Schemata Theorem (Goldberg,
1989).

For genetic algorithms, the independent input parameters of a system §
(Figure 4) are coded into a binary string, the genotype of an individual (Figure 5).

Xy —»

x;— SystemS — » y

Xg—™

Fig. 4 System to be optimised.
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phenotype

Fig. 5 Binary string representing one input pattern of the system.

The individual represented by genotype is called a phenotype. This phenotype
has a certain quality or fitness to survive which can be determined by presenting
the phenotype to the system S and measuring the system response.

The search is not only undertaken by one individual but by a population of »
genotypes, the genepool. Therefore, the search space is tested at # points in
parallel. All the individuals of the genepool at a time /, are called a generation.

1 1 0
ERIERIEY
ERIERIER
ERIEIER
o [[1]]o]
ERIEER
ERIENIEY
o | [ ][]

Lo,

1 1
ER KR
ER KR
KR o |
ER o |
ER KR

I, I,

Fig. 6 Genepool consisting of individuals I, ... I,..

A new generation for time 7,,, is generated by selecting N individuals from

the current population for breeding. They are copying into the genepool of the
next generation and their genetic information is then recombined, using the cross-

over operator (see 0), with a predefined cross-over probability p . The resulting

offspring is then copied into the new genepool and mutation is applied to the oft-
spring. Figure 7 shows the flowchart of a simple Genetic Algorithm.
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START

select start
parameters

L]

initialise genepool

2

apply mutation to
offspring and insert
them into new genepool

i

recombine offspring by
applying crossover

}

select parents from
current genepool and
create offspring

evaluate fitness of each
individual in genepool

stop criteria
fulfilled?

print best solution

L]

STOP

Fig. 7 Flowchart of basic GA algorithm.

The search will be carried out until at least one individual has a better fitness
than the defined minimum fitness, or a maximum number of generations have
been reached

2.1 Selection

In general, there are three different approaches to choose individuals from the cur-
rent generation for re-production, namely Tournament Selection, Fitness Propor-
tional Selection and Rank Based Selection. In Tournament Selection, two or more
individuals are randomly selected from the current generation of N genotypes to
compete with each other. The individual with the highest fitness of this set is the
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winner and will be selected for generating offspring. The process is repeated N
times in order to create the new population. Using Tournament Selection, the least
fit individual can never be selected.

In fitness proportional selection, the chance of an individual to be selected is
related to its fitness value. The most commonly used method of this type is Rou-
lette Wheel Selection. Here, proportions of an imaginary roulette wheel are
distributed in proportion to the relative fitness of an individual. Figure 8 shows
and example for N=3. In this example, the fitness of individual 3 is approximately
four times higher than the fitness of individual 1, i.e. its chance to be selected is
four times greater then the chance that individual one is selected. For a population
of N individuals, the wheel is spun N times and the individual under the pointer is
selected. In fitness proportional selection, all individuals have a chance of selec-
tion but high fitness individuals are more likely to be selected, because they
occupy a larger portion of the wheel.

before spinning after spinning
Fig. 8 Roulette Wheel selection.

However, there is the statistical chance that the actual selected distribution
might not reflect the expected distribution based on the fitness values. If the selec-
tion is too strong, it can lead to premature convergence, i.e. the population would
converge before it has found the region of the search space that contains the global
optimum. In other words, the exploitation would start before the search space is
fully explored. On the other hand, if the selection is too weak, it can lead to stalled
evolution, which means the search is reduced to randomly walking through search
space.

These effects are overcome using Stochastic Universal Selection (SUS). Here,
the same roulette wheel is used, but instead of using a single pointer, N equally-
spaced pointers are used for a population of N individuals and the wheel is spun
only once (Figure 9).
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ol

before spinning after spinning

Fig. 9 SUS selection

Instead of using the fitness of an individual for selection, a selective s value can
be used, which is based on the rank position of an individual in the population
(Equation 4).

rank; —1

s; = Min+ (Max — Min) 4)

where

Min:  minimum fitness within a generation

Max:  maximum fitness within a generation

rank;:  rank of individual i within the population in a generation
N: number of individuals within population

So, instead of using the raw fitness to determine the proportion for an individual,
the rank of the individual within the generation is used.

Sometimes the m fittest individuals in a generation are cloned into the next
generation in order to make sure to preserve their genetic material. This is known
as elitism.

2.2 Cross-Over

The most important operator in terms of robustness of the algorithm is the cross-
over operator. Figure 10 shows the so-called one-point cross-over operator, which
combines the information of two parents. They are aligning and then both cut at a
randomly chosen cross-over point and the tails are swapped successively.
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Cross-over Point

a1|a2|a3|a4|a5 a6|a’7|a8|a‘9|a10|a’11|a12

G(t)
b1|b2|b3|b4|b5 b6|b7|b8|b9|b10|b11|b12
a1|a2|a3|a4|a5|b6|b7|b8|b9|b10|b11|b12
G(t+1)
b1 b2 b3 b4 b5 aﬁ a'7 aB a‘9 |a10 a'11 |a12

Fig. 10 Cross-over operator.

Instead of a single cross-over point, two or more random cross-over points can
be used for recombining the genetic information of the parents.

Another form of cross-over is called Uniform cross over (Syswerda, 1989).
Here, every component of a parent individual X is randomly passed on either to
offspring A or offspring B. If X passes on its component to A, the position in B is
filled using the component from parent Y and vice versa.

2.3 Mutation

After the genetic information of the parents is recombined using cross-over, muta-
tion is applied to every individual of the new generation. Here, every bit of the

offspring is inverted (mutated) with probability p, . The mutation operator is im-

portant for restoring lost information and therewith to result in a better effective-
ness of the GA.

2.4 Discussion

The advantages of GAs are that they use payoff (objective function) information,
not derivatives or other auxiliary knowledge, i.e. they are black box optimisation
methods. GAs tend to converge towards the global optimum rather than getting
stuck in a local optimum and therefore they are very robust. On the other hand, it
is not always straightforward to find the right GA parameters for a particular op-
timisation problem, e.g. a suitable genepool size or mutation probability. Also, the
efficiency of GAs relies heavily on the right coding of the input parameters, i.e.
the chosen mapping function from phenotype to genotype, and they tend to fail if
the inputs of the system are heavily correlated.
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2.5 Schemata Theorem

Holland provided a theoretical foundation of GAs, i.e. a theoretical proof of con-
vergence, which he called the Schemata Theorem. A schema is a template for
binary strings, but built from a three letter alphabet containing the symbols *, 0
and /. The * symbol is the ‘don’t care symbol’ which either stands for O or 1.
Figure 11 shows an example of a schema for chromosomes consisting of 12 bits,
of which three are set to the don’t care symbol and the remaining nine bits are set
to fixed values.

Fig. 11 Example of a schema in GA.

The distance between the first and the last fixed bit is called the defined length of
the schema and the number of fixed bits is called the order of the schema.
Figure 12 shows an example of a schema H and the different instances it represents.

1 * * 0 Schema H

1 0 0 0 Instance 1

1 0 1 0 Instance 2

1 1 0 0 Instance 3

1 1 1 0 Instance 4

Fig. 12 Example of a schema H and the instances it represents.

A binary string s is an instance of a schema H if it fits into the template. There-
fore, any binary string of length / does not just represent one candidate solution, it
is also an instance of 2! schemata a the same time. As a consequence, a GA with
the genepool of size n does not only test n different solutions at the same time, but
also a high number of different schemata. This is known as implicit parallelism in
GA and provides an explanation for their effectiveness and efficiency:

According to Holland, the number of instances m of a schema H that are
contained in the population at generation #+/ can be determined as follows:
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f(H)

m(H,t+1)=m(H,t) —= (5)
f
where:
H: Schema or "Building Block" with at least one instance in the last
generation,
m(H,t): number of instances of H at time t,

m(H,t+1): number of instances of H at time t+1,
];(H ): average fitness of the instances of schema H ,

f: average fitness of the whole population.

This is a simplified version of the schemata theorem, because it does not take into
account the effects of the cross-over and the mutation operator. However, it is suf-
ficient to demonstrate the basic idea. A more detailed description can be found, for
example, in (Goldberg, 1989).

Suppose that a particular schemata / remains above-average an amount ¢ f

with € being a constant factor, equation 4 can be rewritten as follows:

m(H,t+1)=m(H,t)-f+f—_c'f=(1+c)‘m(H,t) (6)

Assuming C is stationary and starts at ¢ = (), equation 5 can be rewritten as
follows:

m(H,t)=m(H,0)-(1+c¢) (7)

It can be seen that this equation is similar to the formula of interest: the number of
instances of a schema H with a fitness above-average grows exponentially to
generation [ . Hence, schemata with good fitness will survive and ones with a fit-
ness below average will eventually die out. Therefore, the fitter building blocks,
i.e. the better partial solution, will take over the genepool within finite time. How-
ever, the schemata theorem is controversial, because it assumes that the factor c is
constant over time.

2.6 Coding Problem

Traditionally, GAs use binary stings. However, if an input variable is coded using
standard binary coding, this can lead to the problem that a small change in the
phenotype would require a large number of bits of the genotype to be inverted. An
example of the coding problem is given in Figure 13.
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Fig. 13 Differences between decimal and standard binary coding.

» Search Space

As it can be seen from the figure, a step from 3, to 4, requires flipping 3 bits
in binary representation whereas it only changes the least significant digit in deci-
mal representation by one. One solution is to use Gray Code, which has the advan-
tage that only one bit changes between any two positions, i.e. it has a constant

Hamming Distance of one.

Decimal | Binary |Gray Code
0 0000 0000
1 0001 0001
2 0010 0011
3 0011 0010
4 0100 0110
5 0101 0111
6 0110 0101
7 0111 0100
8 1000 1100
9 1001 1101
10 1010 1111

Fig. 14 Gray Code.
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3 Genetic Programming

Genetic Programming (GP) was introduced by Koza (1992) and is a machine
learning technique that uses a Genetic Algorithm for the automated generation of
computer programs. These programs model a system using sample data provided
by that system. A typical application of GP is, for example, symbolic regression.
In GP, the programs are represented as tree structures where a node represents
an operator and a leaf represents an operand. Often, GP programs are coded in
computer languages like LISP, because they can be used straightforward to
implement tree-like structures. The operators are chosen for a problem specific
function set and the operands are chosen from a problem specific terminal set.
Figure 15 shows an example of a tree representing a program to calcu-

lae y = f(x,,%,,x;) =(x, +x,)/2%sin(x;):

Fig. 15 Example of a program represented by a tree.

The function set depends on the problem at hand. It may contain unitary or
binary operators and has to be chosen so that the function to be learned can be ap-
proximated as accurately as possible. The terminal set contains variables and
constants and is again problem dependent. In the example above, the function set
contains at least the operators +, /, *, sin, whereas the terminal set contains at least
the variables x;, x,, x; and the constant 2. The quality of a program can be evalu-
ated by applying the training data to the program and measuring either the average
(often quadratic) error or by counting how many instances of the training set are
reproduced correctly by the program.

GP works similar to GA. It works on a population of programs, the gene pool.
The individuals, i.e. the programs, are randomly created and then evaluated. The
algorithm applies genetic operators to the population in each generation. These
operators are selection, cross-over and mutation.

3.1 Selection

All the different selection methods from the GA domain can be employed, e.g.
fitness proportional selection, tournament selection, etc.
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3.2 Cross-Over

For each of the selected parents, a random node is chosen to be the cross-over
point. Figure 16 shows two individuals before cross-over. The black-circled nodes
are the randomly selected cross-over points.

randomly selected
cross over point

randomly selected
cross over point

Individual 1 Individual 2
Fig. 16 Individuals before cross-over.
The nodes and their subtrees are subsequently swapped to create the off-spring

individuals (Figure 17)

randomly selected
cross over point

randomly selected
cross over point

Individual 1 Individual 2

Fig. 17 Individuals after cross-over.

As it can be seen from Figure 16 and Figure 17, the resulting individuals are
quite different from their parent individuals and hence the cross-over operator is
very effective. It can also be seen from the figures that the trees have all different
sizes, which requires variable tree sizes. This is a major difference to GA, where
individuals usually have a fixed size.

3.3 Mutation

The other genetic operator commonly used in GP is mutation. Here, either a
random node is deleted from the tree or its content is replaced. In the latter case it is
important to maintain integrity. For example, if a binary operator would be replaced by
an unary operator, one of the operands would become obsolete. Figure 18 shows an
example of mutation.
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mutation applied mutation applied
to this node to this node

a) Individual before mutation. b) Individual after mutation.

Fig. 18 Example of mutation in GP.

It can be seen that the operator - is replaced by the operator * in this example.
Because both operators are binary, the integrity is maintained.

4 Ant Colony Optimisation

Ant Colony Optimisation (ACO) (Dorigo et al., 1999) refers to a class of discrete
optimisation algorithms, i.e. a meta-heuristic, which is modelled on the collective
behaviour of ant colonies.

Real ants are very limited in their individual cognitive and visual capabilities,
but an ant colony as a social entity is capable of solving complex problems and
tasks in order to survive in an ever-changing hostile environment. For example,
ants are capable of finding the shortest path to a food source (Goss et al., 1989). If
the food source is depleted, the ant colony adapts itself in a way that it will
explore the environment and discover new food sources.

Ants communicate indirectly with other ants by depositing a substance called
pheromone on the ground while they are walking around. This pheromone trail can
then be used by the ant to find its way back to its nest after the ant has found a food
source and other ants can also sense it. Ants have the tendency to follow existing
paths with high pheromone levels. If there is no existing pheromone trail, they walk
around in a random fashion. If an ant has to make a decision, for example to choose a
way around an obstacle in its way, it follows existing paths with a high probability.
However, there is always a chance that the ant explores a new path or a path with a
lower pheromone level. If an ant has chosen an existing path, the pheromone level of
this path will be increased because the ants deposit new pheromone on top of the ex-
isting one. This makes it more likely that other ants will also follow this path,
increasing the pheromone level again. This positive feedback process is known as
autocatalysis (Dorigo et al., 1991). Although the pheromone evaporates over time, the
entire colony builds up a complex solution based on this indirect form of communica-
tion, called stigmergy (Dorigo et al., 1999).

Figure 19 demonstrates the basic principle of the ACO meta-heuristic, which is
modelled after the behaviour described above. In this example, the system S that
has to be optimised has three independent variables x; ... x; and the quality of the
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solution can be measured by the achieved fitness value y. Each input can have one
of five different discrete alternative values s;, where i represents the input and j
the chosen alternative for that input. Each alternative has an associated probability
value, which is randomly initialised. The collection of probability distributions can
be seen as a global probability matrix. Each artificial ant in the colony has to
choose randomly a ‘path’ through state space, i.e. the input value for each inde-
pendent variable. In the example below, the ant chooses alternative s,, for input x;,
5,4 for input x, and s3; for input x;. The chosen path depends on the probabilities
associated with the states, i.e. a state with a high probability is more likely to be
selected for a trial solution than states with a low probability value. This probabil-
ity values are refereed to as the pheromone level 7.

R
o [2 5] e smems [y

X,———»
A E R %

Fig. 19 Example of an artificial ant constructing a trial vector by traversing through state space.

A chosen path represents one candidate solution, which is evaluated and the
probabilities of the states that the ant has visited on that trail is updated based on
the achieved fitness. In the next generation, the updated probability matrix is used,
which means that states that have proven fit in the past are more likely to be se-
lected for the subsequent trail. However, it should be pointed out that a ‘path’ is
not actually traversing through the state space; it simply refers to the collection of
chosen alternatives for a particular candidate solution. The order in which the
states are selected does not have any effect on the candidate solution itself, i.e. one
could start with determining the input for x; first or, alternatively, with x, or x;.
The resulting candidate solutions would still be the same.

A major advantage of ACO is that adjacent states in the neighbourhood do not
need to show similarities, i.e. the state space does not need to be ordered. This is
different to most optimisation heuristics, which rely on ordered collections of
states, i.e. fitness landscapes.

Figure 20 shows a flowchart of the basic ACO meta-heuristic for a colony con-
sisting of n artificial ants. During one iteration, called a time-step, every ant gen-
erates a trial solution, which is evaluated and based on the fitness of the solution
the pheromone level of the states involved in the trail is updated in a local prob-
ability matrix for the ant. After one iteration, i.e. time-step, all the local probability
matrices are combined and added to the global one, which is usually scaled down
in order to simulate the evaporation process of real pheromone trails. This helps to
avoid search stagnation and ensures that ants maintain their ability to explore new
regions of the state space.

The main principle of ACO is that a colony of artificial ants builds up discrete prob-
ability distributions for each input parameter of a system to be optimised. Figure 21
shows an example of a probability distribution for an input i with ten alternative states.
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Fig. 20 Flowchart of ACO meta-heuristic.
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It can be seen that state S,4 has the highest pheromone level, i.e. probability,

and hence has a high chance to be selected for a trial. States S,; and ¢, on the
other hand, have a pheromone level of zero and can never be selected. However,
even states with a low pheromone level, e.g. §,; in Figure 21, have a certain

chance to be selected.

25

20

tau

Ll e | H L1 |
sit si2 si3 si4 si5 si6 si7 si8 si9 si10

state

Fig. 21 Example of a probability distribution based on pheromone level.

Initially, every possible choice for each of the input variables is set to a very low
probability, which is the equivalent to the pheromone level in the real world. Each in-
dividual ant then chooses randomly one value for each input parameter, i.e. builds up
a candidate solution, based on the probability distributions of the input values. De-
pending on the quality of the resulting candidate solution, the probability values of
the chosen input values are updated. The whole process is repeated in iterations called
time-steps until a suitable solution is found or the algorithm has converged, i.e. has
reached a stable set of probability distributions. It has been proved, for example by
Stiitzle and Dorigo (2002) and Gutjahr (2000), that ACO algorithms are capable of
converging towards the global optimum within finite time.

The first computational optimisation algorithm based on ant colonies was the
Ant System (AS) algorithm (Dorigo, 1992). It was successfully applied to the
Travelling Salesman Problem and the Quadratic Assignment Problem. This was
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later followed by the Ant Colony System (ACS) (Dorigo and Gambardella, 1997),
the Max-Min Ant System (MMAS) (Stiitzle and Hoos, 2000) and the Rank-Based
Ant System (RBAS) (Bullheimer et al., 1999,).

For ACO the probability of a state §;; to be chosen as input parameter [ canbe

calculated using the following transition rule (Equation 8):

a B
T.°n.
ij ij .
psy) =y 78 - ®)
j=1
0 otherwise

Where 7 i is the pheromone level for state Siis ﬂU 18 a heuristic value related to the

fitness of the solution, & and ,B are control parameters that determine the relative
importance of pheromone versus fitness, 71 is the number of alternatives for input

parameter i, and [V, is the set of possible alternatives for input 7 . If the heuristic

value 77, is set to a constant value of one, the algorithm becomes the Simple Ant
Colony Optimization algorithm (SACO) (Dorigo and Stiitzle, 2004).
The evaporation after time-step fcan be computed using Equation 9,

where p € (0,1] is the evaporation rate.

7;(t+D=(1-p)-7;(1) ©)

The pheromone wupdating rule is given in Equation 10, where

AT,‘]'(Z) = f(yl’ yz’h ’yn):
7, (t+ 1) = 7,() + AT, (1) (10)

Unlike real ants, artificial ants can be equipped with additional capabilities, for
example with look ahead capabilities (Michel and Middendorf, 1998) and back-
tracking (Di Caro and Dorigo, 1998) in order to improve efficiency. They can also
be combined with local search methods, for example see Dorigo and Di Caro
(1999) or Shmygelska and Hoos (2005).

However, one problem related to ACO is that it is not a straightforward task to
find optimum control parameter settings for an ACO application (Gaertner and
Clark, 2005).
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5 Particle Swarm Optimisation

Particle Swarm Optimisation (PSO) is a simple but effective algorithm that was
original developed by Kennedy and Eberhart (1995) for continuous function opti-
misation. It is based on the social behaviour of a collection of animals that can be
observed, for example, in fish schooling and bird flocking. PSO uses a population
of agents where the population is referred to as swarm and the agents are called
particles. Each particle represents an input vector for the system and is randomly
initialised.

Each particle i has a position x;(#) and a velocity v;(¢) for each dimension j of
the search space. In every iteration of the algorithm, i is ‘flying’ through search
space by adjusting the position vector x,(f) using the velocity vector v{(f) as
follows:

X, + 1) =x, (0 +v, (1 +1) (1n

It should be stressed that, in the physical world, a velocity and a position cannot
be added. The velocity would need to be multiplied with a time interval in order to
get a distance that could then be added to the original position. However, if one
thinks of an iteration as a time step, the velocity vector could be multiplied with
one time unit, which would not change the actual value but it would change the
unit. The velocity vector itself is determined using the following equation:

v (t+1)= Vi (1) +cn (X, 4oy — X; (1) + czrz(xglobal_bm - X (1)) (12)

Here, #, and r, are random numbers, ¢, and c, are tuning constants, X is the

i_best

best position that particle i found during the search so far and X is the

global _best
best position the swarm found so far. The second term in Equation 12 is called
the component cognitive component whereas the third one is called the social
component. Figure 22 shows a flow-chart of the basic PSO algorithm.
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Fig. 22 Flowchart of PSO algorithm.
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One variation of the basic PSO algorithm is that, instead of using the global
best position, the best position of the neighbourhood of particle i is used in the
social component.

6 Conclusions

In this tutorial paper we provided a brief overview of evolutionary approaches to
optimisation. In particular, we discussed Genetic Algorithms and Genetic Pro-
gramming and their subtasks of selection, cross-over, mutation and coding. In ad-
dition, we gave an overview of other evolutionary optimisation approaches,
namely Ant Colony Optimisation and Particle Swarm Optimisation.
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Approaches for Handling Premature
Convergence in CFG Induction Using GA

Nitin S. Choubey and Madan U. Kharat

Abstract. Grammar Induction (or Grammar Inference or Language Learning) is the
process of learning of a grammar from training data of the positive and negative
strings of the language. Genetic algorithms are amongst the techniques which pro-
vide successful result for the grammar induction. The paper is an extended approach
to the earlier work by the authors regarding using stochastic mutation scheme based
on Adaptive Genetic Algorithm for the induction of the grammar. Optimization by
Genetic Algorithm often comes with premature convergence. The paper suggests
two approaches, Elite Mating Pool and generating the population with the Dynamic
Application of Reproduction Operator, for handling local convergence by consid-
ering a set of eleven different languages and their comparison. The algorithm pro-
duces successive generations of individuals, computing their ‘fitness value’at each
step and selecting the best of them when the termination condition is reached. The
paper deals with the issues in implementation of the algorithm,chromosome repre-
sentation and evaluation, selection and replacement strategy, and the genetic opera-
tors for crossover and mutation. The model has been implemented, and the results
obtained for the set of eleven languages are shown in the paper.

1 Introduction

The field of evolutionary computing has been applying problem-solving techniques
similar in intent to the Machine Learning recombination methods. Most evolution-
ary computing approaches hold in common that they try and find a solution to a

Nitin S. Choubey
Student, P. G. Department of Computer Science, S. G. B. A. University, Amravati, India
e-mail: nschoubey@gmail . com

Madan U. Kharat

Principal, Pankaj Laddhad Institute of Technology and Management, Buldana,
S. G. B. A. University, Amravati, India

e-mail: mukharat@rediffmail.com

A. Gaspar-Cunha et al. (Eds.): Soft Computing in Industrial Applications, AISC 96, pp. 55
springerlink.com (© Springer-Verlag Berlin Heidelberg 2011


nschoubey@gmail.com
mukharat@rediffmail.com

56 N.S. Choubey and M.U. Kharat

particular problem, by recombining and mutating individuals in a society of
possible solutions[[12]. John Holland invented Genetic Algorithms(GAs) in 1960s.
In contrast with Evolution Strategies and Evolutionary Programming, Holland’s
original goal was not to design algorithms to solve specific problems, but rather
to formally study the phenomenon of adaptation as it occurs in nature and to de-
velop ways in which the mechanisms of natural adaptation might be utilized into
computer systems. Holland’s 1975 book ‘Adaptation in Natural and Artificial Sys-
tems’presented the GA as an abstraction of biological evolution and gave a theo-
retical framework for adaptation under the GA. Many problems in engineering and
related areas require the simultaneous genetic optimization of a number of, possi-
bly competing, objectives have been solve by combining the multiple objectives in
to single scalar by some linear combination. The combining coefficients, however,
usually based on heuristic or guesswork and can exert an unknown influence on the
outcome of the optimization. A more satisfactory approach is to use the notion of
Pareto optimality [5]] in which an optimal set of solutions prescribe some surface
‘The Pareto front’in the vector space of the objectives. For a solution on the Pareto
front no objective can be improved without simultaneously degrading at least one
other.

The perennial problem with GA is that of premature convergence, a non-optimal
genotype taking over a population resulting in every individual being either iden-
tical or, the consequences of which is a population that does not contain sufficient
genetic diversity to evolve further. To avoid the premature convergence, in a GA is
imperative to preserve the population diversity during the evolution. An approach
to increase the population size may not be enough to avoid the problem, as any
increase in population size will incur the two fold cost of both extra computation
time and more generations to converge on an optimal solution. Several approaches
are adapted to avoid the premature convergence such as The Pygmy Algorithm,
use of Incest Prevention, Crowding, Sharing, restricted mating, introducing a ran-
dom chromosome in every generation[13]], Adaptive mutation rate, Random Off-
spring Generation[[10], Immoderate crossover greediness and low influence of ran-
dom factors[8], Social Disaster Technique, The Population Partial Re-initialization,
Dynamic Application of Crossover and Mutation Operators[[11].

Inductive Inference is the process of making generalizations from sample. Wyard
[14]] explored the impact of different grammar representations and experimental re-
sults show that an evolutionary algorithm using standard context-free grammars
(BNF) outperformed other representations.A formal language is context-free if
some context-free grammar generates it[[6].

These languages are exactly recognized by a non-deterministic pushdown
automata. In the conventional grammatical induction, a language generator is con-
structed to accept all the positive examples. Learning from positive examples is
called text learning.A more powerful technique uses negative examples as well is
called as informant learning, the language acceptor is constructed so as to accept all
the positive examples and reject all the negative examples. A positive sentence is
defined as a sentence represented by the grammar of a language and hence included
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in the language. A negative sentence is defined accordingly. The problem
discussed here is finding generalizations for Context Free Languages from finite
sets of positive and negative examples.

2 Methodologies Adapted

The GA produces successive generations of individuals, computing their "fitness”
at each step and selecting the best of them when the termination condition arises.
In GA application the choice of the chromosome structure is an important deci-
sion. When dealing with grammars, however, the number of parameters required
by the model is unknown, and hence (ideally) the chromosomes can be of variable
lengths, making the operation of the crossover operator less straightforward than
before. Furthermore, the interaction of the individual genes is profound: the flip-
ping of a single bit (and the corresponding removal or addition of a production)
can render a previously perfect grammar utterly useless. Perhaps as a result of these
problems, only relatively simple (and deterministic) Context Free Grammars have
been inferred (e.g.[1} 12,13} 14]) using GAs. A sequential structured chromosome|3]]
is used in the implementation consists of random sequence of Os and 1s. The de-
coding procedure of the grammar maps the random chromosome according to bit
sequence based on the number of terminals available in given sample data. The sym-
bolic grammar equivalent to the bit sequence/chromosome is traced from the Start-
ing symbol S through terminal symbol to eliminate all useless productions from
the symbolic chromosome. The production length of 5 (one L.H.S. and four R.H.S.
symbol.) is taken for the experiment. The generated grammar is then processed with
the left recursion removal and left factoring method. The string to be checked from
the sample set is then passed to the PDA simulator (Fig. 1) to verify its acceptability
to the generated grammar[2].

‘ Graphical User Interface |

i I
Initial Population | | Selec- w eplace-|
Generator | tion ment | |
y Crossover | | Mutafion
Reproduction

PDA —
Simulator 1

Fig. 1 Block diagram of CFG Induction Process[2]
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The positive and negative string set required for the experiment is generated by
using the minimum length principle[7]]. The strings with the terminals for the given
language are generated for the length, L, starting with L=0 and gradually increas-
ing L to get the required number of strings. The validity of the generated string is
checked with the best known grammar for the languages. The invalid string gen-
erated during this process is considered as negative strings. The objective of the
method is to find a generalized best grammar fit for accepting the positive string
set and reject the negative string set. The fitness function is formulated to achieve
the multiple objectives to accept all the positive strings and to reject all the negative
string form the corpus with the grammar having minimum number of production
rules. The Grammar which accepts all the positive samples and rejects the entire
negative sample set from the corpus is considered to be the best grammar. Due to
the stochastic nature of GA, the result is obtained as the average of 10 GAs runs for
Languages considered for experimentation[12].

The approaches for handling the premature convergence problem includes the
Elite Mating Pool Approach (EMPA) and Dynamic Application of Reproduction
Operators (DARO) for generating the proportionate amount of population based on
the performance of the different operators.

2.1 Elite Mating Pool (EMP) Approach

The premature convergence problem of Genetic Algorithm can be handled by the
effective use of the operators, crossover and reproduction, which cause convergence
even by encouraging population to converge on a solution while still maintaining
diversity. This approach is equivalent to simply taking the best solution after mul-
tiple executions of the Simple GA on different initial populations. The approach
suggested in the paper is shown in the Fig. 2.

1. Create mating pool of ‘n* individuals (n, very small than population
size N)

2. Calculate the fitness of all individuals in the population.

3. Sort the mating pool on fitness of the individuals.

4. Perform crossover of the first parent with the elite member of the
mating pool and create two offspring.

5. Replace old weaker individuals in mating pool with newly created
offspring in sorted order.

6. Perform mutation on the newly created offspring.

7. Replace old weaker individuals in mating pool with newly created
offspring in sorted order.

8. Once repeat steps 4 through 7.

Fig. 2 Elite Mating Pool (EMP) Approach

Two individuals in the parent population are selected for reproduction and passed
to the elite mating pool. Two elite members from the pool are placed in the child
population as newly generated offspring. The diversity is maintained by generating
the elite members more capable of satisfying the multiple objectives. The mating
pool approach is used for resolving the issue of premature convergence in case of the
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population converges before reaching to the threshold value. The entire generation
of the chromosome is generated by the application of elite mating pool until either
the population with a new elite chromosome is evolved or a minimum number of
generations (the number of generation used in the experiment is 20.) are completed
with the converged population.

2.2 Dynamic Application of Reproduction Operator (DARO)
The dynamic method for the reproduction operator selection is proposed to get the

effective utilization of the various operators. The working of the DARO approach is
shown in the Fig. 3.

1.  Create initial population of random individuals and calculate the 10, Insert the newly d offspring in to child

fitness of all individuals, 11, Repeat step 6 through step 10 until pw) propention of population is
2. Assign the initial probability values 1o the operator combination (mam, generated through the current operntor combination,

m Crossover operators < m Mulalion bination) by the formula 12, update piu) as

plu)=1/tm *n). & Y pluy=1 plu)=plu)+RE

=l 13, Select next mutation operator & increment i,

3. Son the curremt population in increasing order of fitness. 14. 17 all the mwiation operators are applied with curent crossover
4, Select the firt crossover operator, X, Select the first mutation operator then go 1o skep 15 el 1o 1o skep 6.

operalor, M and selu = 1. 15, Select next crossover operator, IF all the crossover operators ane

5. Sel Resultant Effectivity (RE) 1o 0, : applied then go to step 12 else go to step 4,
6. Select Parents, say F; & P; from cument population and produce two 16 Upddate p(u) for next peneration as
offspring. say C; & Ca with the crossover operaior X,

7. Perform mutation on the newly generated offspring with the mutation plu) = ul "}"7..:.'..-'_ "
operator M; nest T mn
B Calculate the fitness of the mutated offspring. say finess{Cy) & Z P) e
fimessi C7). =l
g Update the Resultant Effectivity (RE) as ma
& Plit) ey =1
(Lfitness (€, )+ fimess (C, 9/ I g e
| 2 - lali e A
RE « RE + > =) 17, Creaw new (llIlV.'n‘[ by the curment
. LD T \ with child population,
[ [ﬁmru { } }+ s [ ’] 5 | 18, I ermination criterion is nol reached, go o siep 3.
. i 19, Siop.

Fig. 3 The DARO approach

Itis an extension of the Dynamic Application of crossover and mutation Operator
Approach given in Elena Simona Nicoard[11]]. The GA run begins with the alloca-
tion of the equal probability to every reproduction operator combination (Crossover-
Mutation operator combination, CMOC). The probability value determines the
proportion of the child population to be generated with the application the CMOC.
The probability value for the CMOC is updated after every generation based on the
ratio of the average fitness of the generated children to the average fitness value of
the selected parent. The each CMOC will have chance to generate individuals in
child population in proportionate to their probability value.

Three crossover operators and four mutation operators are used in the process.
The Crossover Operators used are Two Point crossover (TPC), Two Point crossover
with internal swapping (TPCIS) and Uniform Crossover (UC) whereas the Muta-
tion Operators are Stochastic Mutation operator, Inverse Mutation Operator (IMO),
Block Copier with Fixed Length Mutation Operator (BCFLMO), and Block Copier
with Random Length Mutation Operator (BCRLMO). In the Two Point crossover
(TPC), the individual is cut from two random points and offspring are created by
copying the middle part of one parent to another. The Point crossover with internal



60 N.S. Choubey and M.U. Kharat
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Fig. 4 Reproduction Operators Used

swapping (TPCIS) is the variation of two point crossover where internal left shifting
is done after the offspring are created whereas the Uniform Crossover (UC) utilizes
a binary mask to create offspring[/13]. Inverse Mutation Operator (IMO) comple-
ments the parent to get offspring[13]] , The Stochastic Mutation operator uses a
binary mask for offspring creation, where as the Block Copier with Fixed Length
Mutation Operator (BCFLMO), and Block Copier with Random Length Mutation
Operator (BCRLMO) copies the block with fixed and variable length, respectively,
to get new offspring [4]. The working of the Crossover and Mutation operators is
shown in Fig. 4.

3 The Language Set Used

The Languages used for the purpose of experiment corresponding to various GAs
runs are listed in the Table 1. The languages chosen for the experiment are the
collection of Context Free Language as well as Regular Language.

4 Experimental Setup and Outcome

Experiment is done with JDK 1.4 on an Intel Core™2 CPU with 2.66 GHZ and
2 GB RAM. The Corpus size = 50, Chromosome size = 240, The Population size
= 120, the maximum number of generation considered are 400 for the experiment.
The Resultant Best Equivalent Grammar received and its fitness value is shown in
the Table 2.

The EMP approach maintains a small pool of elite members. This approach is
equivalent to taking the best solution after multiple executions of the SGA on dif-
ferent initial populations. Execution time required for such approach is assumed
to be greater than that of a normal SGA approach. To check the effective utiliza-
tion of the EMP method the generations are processed with the different probability
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Table 1 The Languages Used

Languages Language Description

L1 All string not containing 000 over (0+ 1)x.

L2 0x1 over 0+ 1x.

L3 (00) % (111)* over 0+ 1.

L4 Any String with even 0 and odd 1 over 0+ 1.

L5 0(00) 1 over 0+ 1x.

L6 All strings with even number of 0 over
0+ 1.

L7 (00) * 10 over 0+ 1x.

L8 Balanced Parentheses Problem.

L9 0", 1", n>0over 0+ 1.

L10 0"1%".n > 0 over 0+ 1%

L11 Even Length Palindrome over a, b*

Table 2 The Resultant Best Equivalent Grammar and Its Fitness Value

LanguagesFitness Value = The Resultant Equivalent Grammar

Ll 1009 ({S,M,K},{0,1},{S — M,S — OK,M — &,M — 1SM,K —
M,K — O0M}.S)

L2 1013 ({8},{0,1},{S — 1,5 — 05}, ).

L3 1011 ({8, M},{0,1},{S — M,S — 00SM,M — £, M — 111M},S).

L4 1008 {S.M,K},{0,1},{S — 1K.S — OSMO.M — &M —
0MO,K — 1SIM,K — M,K — 0MO},S).

L5 1011 ({S,L,C},{0,1},{S = OL,L — C,L — 0S,C — 1},5).

L6 1010 ({S,M},{0,1},{S — M,S — 1SSM,S — 0SOM,M — &, M —
1M},5).

L7 1011 ({8, M},{0,1},{S — 1M,S — 00S,M — &, M — OM},S).

L8 1011 {S. MY {()}.{S — (M, M — S)M,M — £, M —)M},S).

L9 1012 ({8, M},{0,1},{S — M.S — 0SIM,M — €}.S).

L10 1013 ({8, M},{0,1},{S —2,8 — 0511},5).

L1l 1010 ({S. 7}, {a,b},{S — bJ.S — aSa,S — €,J — b,J — Sb},S).

of EMP. The probabilities with the entire generation is processed with EMP ap-
proach are 0%, 25% and 50%.The Statistical Analysis of the EMP approach over
probabilities such as 0%, 25% and 50% are given in Table 3, Table 4 and Table 5
respectively. The analysis of the Local Optimum Convergence (LOC) and the suc-
cess rate (SUCC %) attended by the method it is found that the DARO approach is
more suitable for generating the context free grammar from the sample corpus. In
all the cases EMP is also used to break the local optimum convergence situation of
the GA run whereas in case of DARO approach no any such method is applied for
handling the local optimum convergence situation. The Statistical Analysis of the
DARO approach is given in Table 6. The proposed approaches found to result in the
superset of the grammar required. The threshold value is considered as the fitness
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value of the grammar sufficient to accept all the strings from positive sample set and
reject the strings from negative sample set. The language sets used are the example
of the lightweight grammars.

Table 3 The Data Analysis for EMP-00 Approach

L Total Runs Generations Success Rate
Range Threshold Mean i Std.dev. 0 LOC SUCC%

L1 11 30+£18 36 26.90 12.08 01 90.90%
L2 10 08+06 09 08.70 03.83 00 100%
L3 26 42425 38 35.80 15.88 16 38.46%
L4 10 1710 22 17.10 06.04 00 100%
L5 18 12+£10 15 11.90 05.54 08 55.55%
L6 13 1607 22 14.40 04.69 03 76.92%
L7 14 20£14 32 22.50 08.91 04 71.42%
L8 10 12+£09 11 09.20 05.49 00 100%
L9 10 11+£08 18 08.50 06.51 00 100%
L10 10 31£24 32 21.90 14.67 00 100%
L11 28 23+13 36 19.90 09.13 18 35.71%

Table 4 The Data Analysis for EMP-25 Approach

L Total Runs Generations Success Rate
Range Threshold Mean u Std.dev. c LOC SUCC%

L1 10 30£13 34 27.55 09.24 00 100%
L2 10 07£05 07 08 03.05 00 100%
L3 40 29+15 31 25.40 09.45 30 25%
L4 10 15£06 21 14.60 04.35 00 100%
L5 10 12407 14 11 03.57 00 100%
L6 11 1607 20 13.80 05.26 01 90.90%
L7 13 18+14 28 15.90 09.46 03 76.92%
L8 10 0603 09 05.80 02.34 00 100%
L9 10 08+05 13 06.60 03.30 00 100%
L10 10 23£18 24 20.41 12.55 00 100%
L11 31 15+£08 23 17.80 05.05 21 32.25%

Results obtained for first ten successful run on each language set, which does
not results in premature convergence and the comparative chart for the execution
time (in seconds) per generation for the languages considered over the approaches,
are summarized in the Fig. 5. The generation chart displays the average of best fit-
ness values received over GAs run for the approached used in the experiment. It is
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found that, the population is converged to the best value earlier in case of the simple
grammar, whereas it has converged late for the relatively complex Context Free
Grammar. The EMP approach found to converge earlier than the DARO approach
whereas the execution time taken by the EMP approach is more as compared to
DARO approach.

Table 5 The Data Analysis for EMP-50 Approach

L Total Runs Generations Success Rate
Range Threshold Mean u Std.dev. 0 LOC SUCC%

L1 10 21£09 27 22.30 06.21 00 100%
L2 10 09+£05 05 07.40 04.69 00 100%
L3 50 21£15 23 20.30 10.02 40 20%
L4 32 12+04 16 13 03.39 22 31.25%
L5 10 09+06 09 06.90 04.72 00 100%
L6 11 11£07 16 10.60 04.62 01 90.90%
L7 11 1609 16 14.10 05.54 01 90.90%
L8 10 05£03 07 03 01.63 00 100%
L9 10 1005 14 09.50 04.06 00 100%
L10 10 24+21 14 11.50 12.92 00 100%
L11 30 15+£08 20 15.30 05.59 20 33.33%

Table 6 The Data Analysis for DARO Approach

L Total Runs Generations Success Rate
Range Threshold Mean u Std.dev. 0 LOC SUCC%

L1 10 23+16 27 20.90 08.41 00 100%
L2 10 05+03 06 05.70 02.05 00 100%
L3 10 28£18 39 28.20 13.35 00 100%
L4 10 35+£26 51 29.60 16.42 00 100%
L5 10 18+15 18 14 09 00 100%
L6 10 15£06 18 14.20 03.96 00 100%
L7 10 134+03 16 12 01.90 00 100%
L8 10 12410 22 15.70 6.96 00 100%
L9 10 07£05 9 05.70 03.20 00 100%
L10 10 17+10 18 12 07 00 100%

L11 10 19+16 27 18 09.20 00 100%
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5 Generation charts for the Languages used and the comparison chart for the execution
time required in seconds/generation

Conclusion

The Experiment is successfully conducted and the adapted method is found to be
working successfully on the language set considered. There is further scope for
adoption of the same method for more complex grammar sets. It is found that the
EMP method have shown higher tendency to get in to local optimum convergence as
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compared to the DARO method used in the experiment. It is also found that the exe-
cution time taken by the EMP method much higher as compared to DARO approach.
The methods used have shown fast convergence for the induction of grammar for
languages. Minimum length description principle[[7] is found to be more effective
in the selection of the corpus. The selection of the good quality corpus (positive
and negative string inputs) has resulted into induction of good quality grammar for
the languages considered. Results have shown tendency towards the local optimum
convergence which requires special attention in future work.

Acknowledgements. Authors thank to Dr. V. M. Thakare, Sant Gadge Baba Amravati Uni-
versity, Amravati, Maharastra, for his kind support in providing Laboratory infrastructural
facility required for the conduction of the experiment.
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A Novel Magnetic Update Operator for
Quantum Evolutionary Algorithms

Mohammad H. Tayarani, N., Adam Prugel Bennett, and Hosein Mohammadi

Abstract. Quantum Evolutionary Algorithms (QEA) are novel algorithms proposed
for class of combinatorial optimization problems. The probabilistic representation of
possible solutions in QEA helps the g-individuals to represent all the search space
simultaneously. In QEA, Q-Gate plays the role of update operator and moves q-
individuals toward better parts of search space to represent better possible solutions
with higher probability. This paper proposes an alternative magnetic update oper-
ator for QEA. In the proposed update operator the g-individuals are some mag-
netic particles attracting each other. The force two particles apply to each other
depends on their fitness and their distance. The population has a cellular structure
and each g-individual has four neighbors. Each g-individual is attracted by its four
binary solution neighbors. The proposed algorithm is tested on Knapsack Problems,
Trap problem and fourteen numerical function optimization problems. Experimental
results show better performance for the proposed update operator than Q-Gate.

1 Introduction

Quantum Evolutionary Algorithms are new optimization algorithms proposed for
class of combinatorial optimization problems [1]]. QEA uses probabilistic repre-
sentation for possible solutions and this characteristic helps the g-individuals to
represent all the search space simultaneously. Several works try to improve the per-
formance of QEA. Combining the concepts of Immune systems and QEA, [2]] pro-
poses an immune quantum evolutionary algorithm. In another work [3] proposes a
novel particle swarm quantum evolutionary algorithm. A new adaptive rotation gate
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is proposed in [4] which uses the probability amplitude ratio of the corresponding
states of quantum bits. Inspired by the idea of hybrid optimization algorithms, [3]]
proposes two hybrid-QEA based on combining QEA with PSO. In [[6]] a novel Multi-
universe Parallel Immune QEA is proposed. In the algorithm all the g-individuals
are divided into some independent sub-colonies, called universes. Since QEA is
proposed for the class of combinatorial optimization problems, [7] proposes a new
version of QEA for numerical function optimization problems. A novel quantum cod-
ing mechanism for QEA is proposed in [8] to solve the travelling salesman problem.
In another work [9]] points out some weaknesses of QEA and explains how hitching
phenomena can slow down the discovery of optimal solutions. In this algorithm, the
attractors moving the population through the search space are replaced at every gen-
eration. A new approach based on Evolution Strategies is proposed in to evolve
quantum unitary operators which represents the computational algorithm a quantum
computer would perform to solve an arbitrary problem. In order to preserve the di-
versity in population and empower the search ability of QEA, proposes a novel
diversity preservation operator for QEA. Reference [12]] proposes a sinusoid sized
population QEA that makes a tradeoff between exploration and exploitation. While
QEA is suitable for combinatorial problems and is relatively weak for real coded prob-
lems like numerical function optimization problems, several works have focused on
this foible. Reference [13]] proposes a probabilistic optimization algorithm, which
similar to QEA uses a probabilistic representation for possible solutions.

In QEA, Q-Gate plays the role of update operator and moves the q-individuals
toward better parts of the search space. Each g-individual moves toward its best
observed possible solution and the only interaction among the g-individuals is the
simple copying of best observed binary solutions (see local and global migrations
in [1I]). This paper proposes a more complicated update operator for QEA, inspir-
ing magnetic field theory which offers more interaction among g-individuals and
binary solutions to help the g-individuals extract more information from each other.
In the proposed algorithm, the binary solutions attract q-individuals and the binary
solutions with higher fitness apply more force to the g-individuals. The proposed
algorithm has a parameter and this paper tries to investigate the effect of the pa-
rameter on the performance of the proposed algorithm. The proposed algorithm is
tested on several benchmark functions including Knapsack problem, Trap problem
and numerical function optimization problems. Experimental results show better
performance for the proposed update operator than Q-Gate.

This paper is organized as follows. Section [2]introduces Quantum Evolutionary
Algorithm and its representation. In section [3] the proposed algorithm is proposed
and its parameter is investigated. Experimental results are performed in section [
and finally section 3] concludes the paper.

2 QEA

QEA is inspired from the principles of quantum computation, and its superposition
of states is based on qubits, the smallest unit of information stored in a two-state
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quantum computer. A qubit could be either in state 0" or ’1”, or in any superposi-
tion of the two as described below:

lw) = a|0)+B|1) (1)

Where o and 3 are complex number, which denote the corresponding state appear-
ance probability, following below constraint:

lal>+ B> =1 )

This probabilistic representation implies that if there is a system of m qubits, the sys-

tem can represent 2 states simultaneously. At each observation, a qubits quantum

state collapses to a single state as determined by its corresponding probabilities.
Consider i — th individual in ¢ — th generation defined as an m-qubit as below:

! ! ! !

oy Oy ... O ... O
il Y2 i i

|: t t 1 t (3)
il Fi2 - Fij *+ Fim

2 2

Where ‘chj‘ + ‘ﬁ,’] =1, j=1,2,,m,mis the number of qubits, i.e., the string
length of the qubit individual, i = 1,2, ,n,n is the number of possible solution in
population and ¢ is generation number of the evolution.

2.1 QEA Structure

In the initialization step of QEA, [¢f; B/ ]” of all ¢¥ are initialized with ! . This

ij V2
implies that each qubit individual q? represents the linear superposition of all pos-
sible states with equal probability. The next step makes a set of binary instants; x}
by observing Q(r) = {¢}, 45, ....q,, } states, where X (1) = /x|,x,,...,x},/ at genera-
tion  is a random instant of qubit population. Each binary instant, x} of length m, is
formed by selecting each bit using the probability of qubit, either || or |B];| of g;.
Each instant x/ is evaluated to give some measure of its fitness. The initial best solu-
tion b = max_{f(x})} is then selected and stored from among the binary instants
of X(¢). Then, in "update’ Q(¢), quantum gates U update this set of qubit individuals
O(t) as discussed below. This process is repeated in a while loop until convergence
is achieved. The appropriate quantum gate is usually designed in accordance with
problems under consideration.

2.2 Quantum Gates Assignment

The common mutation is a random disturbance of each individual, promoting ex-
ploration while also slowing convergence. Here, the quantum bit representation can
be simply interpreted as a biased mutation operator. Therefore, the current best in-
dividual can be used to steer the direction of this mutation operator, which will speed
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up the convergence. The evolutionary process of quantum individual is completed
through the step of “update Q()”. A crossover operator, quantum rotation gate, is
described below. Specifically, a qubit individual ¢} is updated by using the rotation
gate U(0) in this algorithm. The j — th qubit value of i — th quantum individual in
. BT is updated as:

generation ¢, [0/ B
of;]  [cos(AB) —sin(A0) Otfj_l @)
] | sin(A6) cos(A0) l.’j—l

Where A0 is rotation angle and controls the speed of convergence and determined
from Table [Il Reference [[14] shows that these values for A0 have better perfor-
mance.

Table 1 Lookup Table of A0, the rotation gate. x; is the i —th bit of the observed binary
solution and b; is the i —th bit of the best found binary solution.

Xi b; fx)>f@) A6

0 0 false 0

0 0 true 0

0 1 false 0.01x

0 1 true 0

1 0 false —0.01x
1 0 true 0

1 1 false 0

1 1 true 0

3 Magnetic Update Operator

As it is seen in previous section, Q-Gate has the role of update operator in QEA
and moves the g-individuals toward better parts of the search space to represent
better possible solutions with higher probability. In each iteration, Q-Gate moves
the g-individuals to their best observed possible solutions with the certain value
of A6;. This kind of update operator has two weaknesses. First regardless of the
fitness of the best observed possible solution, the g-individuals are moved with a
constant value of A6;, which is the same for various best observed possible solu-
tions with various values of fitness. Second, each g-individual is affected with only
one possible solution and other possible solutions have not any effect on the g-
individual. In Q-Gate update operator the only interaction among g-individuals is
the local and global migrations which are a simple copying of binary solutions. This
paper proposes a novel update operator for QEA inspiring from the attraction among
magnetic particles. Recently we proposed a novel optimization algorithm called
Magnetic Optimization Algorithm [14]. In MOA the possible solutions are some
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magnetic particles attracting each other. Each magnetic particle applies a force to
its neighbors, and the amplitude of force is determined by the fitness of the particles
and the distance the particles have. Here we propose a similar update operator for
QEA. In the proposed update operator, the g-individuals are attracted toward all of
their binary solution neighbors. In the proposed update operator even the inferior
binary solutions attract the g-individuals and have effect on searching process. The
pseudo code of the proposed update operator is as follows:

Procedure Basic MQEA
begin
t=0
1. initialize Q°
2. while not termination condition do
begin
t=t+1
make X' by observing the states of Q'
evaluate the particles in X’ and store their performance in magnetic fields B
normalize B’ according to
evaluate the mass M’ for all particles according to [7]
for all g-individuals g}; in Q' do
begin
Fij=0
find ]V, j
10.  forall X/, in N;j do

X —(BL,)? B,
1. Fij,k:Fij,k+(“"* (Bija) ™)

NonesEw

o

D(x}; )
end
12. for all g-individuals ¢;; in 0’ do
begin
+1 _ Fjx
13 vgjlk - rIX/}VIij
+1_ +1
14 dijy = dijatvij
end
end

end

The description of the proposed algorithm is as follows: Step 1. This paper uses
a cellular structure for population. In the initialization step, the quantum-individuals
g7y are located in a lattice-like population. Then [of) , B} ;1" of all g, are initialized
with 1/ V2, where i,j = 1,2,,S is the location of the g-individuals in the lattice,
k=1,2,...,m, and m is the number of qubits in the individuals. This implies that
each qubit individual q?j represents the linear superposition of all possible states
with equal probability.

Step 3. This step makes a set of binary instants X' = {xj;[i,j = 1,2,...,S}

at generation ¢ by observing Q'~! = {xi-j_l\i,j =1,2,...,S} states, where X' at
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generation ¢ is a random instant of qubit population and S is the size of lattice. Each

binary instant, x} ; of length m, is formed by selecting each bit using the probability

t—12

of qubit, either |af;,(l 2 or |B; i |0 of qﬁ-]f]. Observing the binary bit x}, , from qubit

[of; ;. Bl;4)" performs as:

&)

¥y = {0 if R(07’1> <lofj,?

’ 1 otherwise

Where R(.,.) is a uniform random number generator.
Step 4. Each binary instant x! ; is evaluated to give some measure of its objective.

In this step, the fitness of all binary solutions of X° are evaluated and stored in B'.
Step 5. Next the normalization is performed on B’. The normalization is per-

formed as:

B,’j — Min
Bij = 6
Y Max — Min ©)
Where: Min = minimmniSJ=1 (B;), Max= maximumiSJ=1 (B;)

The magnetic field of each particle is normalized in the range of [0-1]. This is
because the fitness values of possible solutions are problem dependent. The range
of the fitness of the possible solutions can be in any range, since the amount of the
magnetic field controls the movement of the particles, we normalize the amount of
magnetic field.

Step 6. In this step the mass of all particles is calculated and stored in M":

M =1+B, 7

Step 7. In this step in the “for” loop, the resultant force of all forces on each particle
is calculated.

Step 8. At first the resultant force Fj; to particle x} ; is initialized to zero.

Step 9. In the lattice-like structure of QEA population, each particle interacts
only with its neighbors i.e. each particle applies its force only to its neighbors.
In this step the neighbors of x! ; are considered. The set of neighbors for parti-

i—1i#1 )

cle x;; can be defined as N;; = {xi/j,xij/,xinj,xijv} Where: i’ = { i1 J =

it L1iLS L1 iLS
{] i = itliz i = Tt ]# Step 10. In this step, the

s j=1 1 oi=s 7)1 j=s
applied force to particle x;; by its neighbor’s x;,,, Vi, € Nj; is calculated.
Step 11. The force which is applied by x!,, to x! ; relates to the distance between

two particles and the magnetic field of x/,, and is calculated as:

(xtuv,k —( itj,k)2) x B,
D(,

Fijrx=
ij’ uv)

®)
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2

uvk ( itj,k)z” shows

Here F;j shows the force applied to g-individual ¢} ;- The part
the direction which the g-individual moves and ( l.’j"k)2 is the probability of qﬁ-j
representing state ”1”. Where D(.,.) is the distance between each pair of neigh-

boring particles and is calculated as:

m

Z x§j7k - x;v,k
k=1

D(x;) =

1
m

€))

Where x;; and x;,, are (i, j) —th and (u,v) — th binary solutions of the population in
iteration 7 respectively and x/ ik is the k — th dimension of (i, j) — th binary solution
in iteration ¢. This step is the main step in the proposed algorithm.

Steps 12, 13, 14. In these steps the location of g-individuals are updated. Here 0
is the movement coefficient which controls the speed of movement.

The proposed update operator has two advantages. First according to [§ the ob-
served binary solutions with higher fitness have bigger magnetic field B and apply
more force to the g-individual, therefore the better binary solutions have more at-
traction force. Here unlike Q-Gate the movement of g-individuals is not constant
throughout the search process and varies for various q-individuals and even vari-
ous dimensions. Second in the proposed update operator even the inferior binary
solutions have effect on the g-individuals but with smaller amplitude. Accordingly
the interaction among possible solutions is much more than Q-Gate and the inferior
binary solutions participate in the search process. It helps the algorithm escaping
from local optima and if the inferior binary solutions are near an optimum, helps the
g-individuals to find the optimum.

3.1 Parameter Tuning

As it is seen in step 13 of MQEA, the proposed algorithm has a parameter of 7.
This section tries to find the best parameter for the proposed update operator for
several benchmark functions. The size of population for all the experiments is set
to 25, and the parameter is set to n1=(1,2,3,4,5,10,15,20,25,30,35,40,45,50). Figure
[0l shows the parameter setting for the proposed algorithm on Knapsack problem
and Generalized Schwefel’s Function 2.26. The results are averaged over 30 runs.
According to Figure [Il the best parameter for Knapsack problem repair type 1,
the best parameter is =5, the best parameter for Knapsack penalty type 2 is n=20
and the best parameter for Generalized Schwefel is 10. This paper finds the best
parameter for the proposed update operator for several benchmark functions and the
results are summarized in Table As it is clear in Table [l for all the numerical
function problems the best parameter for the proposed update operator is 10.

4 Experimental Results

The proposed algorithm is compared with the original version of QEA to show the
improvement on QEA. The best parameters as found in previous sections are used
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Table 2 Best parameter for the proposed Update operator. The results are averaged over 30
runs

Problem n  Problem n  Problem n  Problem n

Kpck Rep 1 5 Kpck Rep 2 35 Kpck Pen 1 5 Kpck Pen 2 20
Trap 2 Schwefel [16] 10  Rastrigin [16] 10 Ackley [16] 10
Griawank [16] 10 Penalizedl [16] 10  Penalized2 [16] 10 Kennedy [15] 10
Michalewicz [15] 10  Goldberg [15] 10  Sphere [16] 10  Rosenbrock [15] 10

Schwefel 2.21 [16] 10  Dejong [15] 10  Schwefel 2.22 [16] 10

in order to provide fair comparison between the proposed algorithm and the original
version of QEA. The parameters of QEA is set to the best parameters found in [
The experimental results are performed on Knapsack problem Penalty type 1 and 2,
Knapsack problem Repair types 1 and 2 (see Appendix), Trap problem and fourteen
numerical function optimization problems, for the dimension of 100 and 250. The
population size of all algorithms for all of the experiments is set to 25; termination
condition is set for a maximum of 2000 iterations for Knapsack and Trap problems
and 5000 iterations for the fourteen numerical functions. The parameter of QEA is
set to Table [Il The parameter of the proposed update operator is set to the values
found in previous section. Due to statistical nature of the optimization algorithms,
all results are averaged over 30 runs.

Table [3]shows the experimental results on the proposed magnetic optimization
update operator and Q-Gate update operator. According to Table [3| the proposed
update operator improves the performance of QEA significantly, and in all the ex-
perimental results, the proposed algorithm reaches better results. Additionally, the
standard deviation of the best reached results over 30 runs in the proposed update
operator is much smaller than Q-Gate. The small STD shows better performance for
the proposed algorithm.

grt0’
&
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Fitness

Fitnass

Fitness.
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i 0 n

Fig. 1 The effect of the parameter 1 on the performance of the proposed algorithm on Gen-
eralized Schwefel’s Function 2.26, Knapsack problem Penalty Type 2 and Trap problem.
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Table 3 Experimental results on Knapsack problem, Trap Problem and fourteen numerical
function optimization problems. The number of runs is 30. Mean and STD represent the
mean of best answers and standard deviation of best answers for 30 runs respectively. m is
the dimension of problem. The bold results are the best ones.

m=100 m=250
Q-Gate Magnetic Q-Gate Magnetic
Problem Mean STD Mean STD Mean STD Mean STD

KpckRep 1 373.73  4.79 387.04  0.90 907.53  18.37 1008.50 3.11
KpckRep2 43844  6.77 456.32  0.02 88743 1627  991.73 146
KpckPen1l 373.73 479 387.04  0.90 966.76  20.96 1086.27 4.15
Kpck Pen2 43497 720 45629  0.05 930.56  18.26 1046.00 0.59

Trap 7150  4.65 80.33 1.18 156.67  8.15 19690 3.13
Schwefel 42 x10* 5558 7.6 x10* 1304 7.9 x10* 14101 1.8 x10° 2207
Rastrigin -1677 259 2252 35 -5858.41 720.78 -848.38 75.77
Ackley -1791 012 -5.72 1.75 -1821  0.13 -11.86 081

Griewank ~ -32.18  5.79 -0.07 0.16 -127.65 2317  -1.67 0.40
Penalized 1 -1.3 x10° 2.4 x10* -33.45  288.06 -5.1 x10° 1.0 x10° -1864 1179
Penalized 2 -3.0 x10* 7014 -107.60 69.05  -1.1 x10° 2.4 x10* -1415 566
Michalewicz 32.99  6.33 80.97 1372 51.79 1507 19024  2.86
Goldberg 4640  3.76 89.01 1.07 93.77 12.14 21265 2.04
Sphere Model -3.3 x10° 8.1 x10* -1435 1176 -1.4 x10° 2.2 x10° -1.8 x10* 4631

Schwefel 2.22 -4.10 0.61 -0.05 0.01 573 0.54 -0.19 0.02
Schwefel 2.21 -172.70  6.15 -124.64 1157 -189.44 2.14 -161.94 491
Dejong 2.2 x107 83 x10° -92603 48854  -2.6 x10% 7.3 x107 -2.2 x10° 7.7 x10°
Rosenbrock  -7.7 x10* 2.0 x10* -2460 1311 3.6 x10° 9.9 x10* -1.2 x10* 3488
Kennedy -1.26 0.83 -0.0003  0.0003 -18.17  7.61 -0.003  0.002

5 Conclusion

This paper proposes a novel alternative for Q-Gate update operator. In the proposed
update operator the g-individuals are some magnetic particles being attracted to binary
solutions based on their fitness. In comparison with Q-Gate the proposed update opera-
tor has two advantages. First the movement of g-individuals is not constant throughout
the search process and varies for various g-individuals and even various dimensions.
Second in the proposed update operator even the inferior binary solutions have effect
on the g-individuals but with smaller amplitude. Accordingly the interaction among
possible solutions is much more than Q-Gate and the inferior binary solutions par-
ticipate in the search process. The proposed algorithm has a parameter; this paper has
also investigated the effect of the parameter for several benchmark functions. The pro-
posed update operator is tested on several benchmark functions, and experimental re-
sults shows better performance for the proposed operator than Q-Gate. In our future
works we will focus on some operators to improve the performance of the proposed
algorithm and apply the proposed algorithm on some real problems.
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Improved Population-Based Incremental
Learning in Continuous Spaces

Sujin Bureerat

Abstract. Population-based incremental learning (PBIL) is one of the well-
established evolutionary algorithms (EAs). This method, although having out-
standing search performance, has been somewhat overlooked compared to other
popular EAs. Since the first version of PBIL, which is based on binary search
space, several real code versions of PBIL have been introduced; nevertheless, they
have been less popular than their binary code counterpart. In this paper, a popula-
tion-based incremental learning algorithm dealing with real design variables is
proposed. The method achieves optimization search with the use of a probability
matrix, which is an extension of the probability vector used in binary PBIL. Three
variants of the new real code PBIL are proposed while a comparative performance
is conducted. The benchmark results show that the present PBIL algorithm outper-
forms both its binary versions and the previously developed continuous PBIL. The
new methods are also compared with well-established and newly developed EAs
and it is shown that the proposed real-code PBIL can rank among the high
performance EAs.

Keywords: Population-based incremental learning, evolutionary algorithms,
performance comparison, meta-heuristics, continuous domains.

1 Introduction

Evolutionary algorithms (EAs) have long been regarded as alternative optimizers,
apart from classical mathematical programming. This variety of optimizers is
well-known and popular for their robustness, derivative — free searching and capa-
bility in tackling global optimization. However, these methods have no guaran-
tees of convergence and search consistency. Moreover, they usually require a
large number of function evaluations to achieve optimum solutions. With such ad-
vantages and disadvantages, there have been numerous evolutionary algorithms
and meta-heuristic (MH) searches developed with the aim to enhance search
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performance whilst maintaining their outstanding abilities e.g. global optimization
capability, derivative-free strategy, and robustness.

Methods, such as genetic algorithm (GA), are said to be well-established and have
been implemented on a wide range of real world applications. PBIL, on the other
hand, has been proposed as an alternative binary code approach to GA. The method
has been somewhat overlooked although it has an acceptable search performance
when compared to some popular EAs. In this paper, population-based incremental
learning dealing with real design variables is proposed. The method achieves optimi-
zation search with the use of a probability matrix, which is an extension of a probabil-
ity vector used in the binary PBIL. Three variants of the new real code PBIL are
proposed while a comparative performance is performed. The benchmark results
show that the present PBIL algorithm outperforms its binary versions and the previ-
ously developed continuous PBIL. The new methods are also compared with well-
established EAs, and some other newly developed algorithms. It is shown that the
proposed real-code PBIL is considered among the best EAs.

2 PBIL Algorithms

The first version of PBIL is based upon a binary search space [1]. It was proposed as
an alternative EA apart from the best known GA. The basic idea of binary PBIL is to
use the so-called probability vector to represent a set of design solutions or population
rather than using a set of binary design solutions as with GA. During the searching
process, the probability vector is improved iteratively until termination conditions are
met. This search strategy can be viewed as limiting a binary search space iteratively
until reaching the optimum solution. The real-code versions of PBIL have been de-
veloped later, e.g. PBIL; and PBILg [2-3]. Moreover, since the introduction of binary
PBIL, a number of estimation distribution algorithms have been proposed, such as the
bivariate marginal distribution algorithm [4], and multivariate interactions (e.g.
Bayesian optimization algorithm [5]). Multiobjective versions of PBIL have also
been proposed [6] and implemented on a variety of engineering applications. The
most outstanding feature of PBIL, when dealing with a multiobjective problem, is its
ability to provide better population diversity. This means that an efficient, approxi-
mate, non-dominated set can be expected. The real code PBIL presented in this paper
is developed for single objective optimization with box constraints, which can be
expressed as:

Min f(x) (H

L,‘SX,‘S Ui;i= l...n
xe R

where x is the vector of design variables size nx1, fis an objective function, L; are
lower bounds of x, and U; are upper bounds of x.

For binary PBIL, the so-called probability vector, P, is used to create a binary
population. Given that x is represented by a binary string, b, size N, x 1, the
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probability vector will have the same size as the binary design solution. The i-th
element of the probability vector determines the number of ‘1’ bits on the row of a
binary population {b;...by}. If the population size is N,xM, the i-th row of the
population will have approximately P;M elements of ‘1’ in which their positions
are randomly located.

In continuous domains, it is more complicated to represent real number design
solutions with a probability vector. From the previous work of continuous PBIL,
PBIL; and PBIL; use a probability vector, whereas the histogram PBILy [3] pro-
poses the use of a probability matrix. In this work, a probability matrix similar to
that used in PBILy: is used; however, the search strategy and probability updating
scheme are totally different from PBILy. Given that the probability matrix is sized
nxT, the range [L;, U] is thus divided in to T equal parts leading to a set of points
a; = {ay...ar} where ao = L; and ar = U;. Each element P; indicates a number of x;
in a current population, which have values in the j-th interval of a,. Initially, a ma-
trix A, size nx(T+1) whose i-th row contains a; is created and used together with
the probability matrix. The procedure to generate a real code population {X;...Xy}
is detailed in Fig. 1 where A € [0,1] is a uniform random number. The command
lines 7-9 use a bias random generation so that y; has the possibility to be located at
the bounds of the sub-interval [a;;.;,a;].

The main search procedure of the proposed real code PBIL starts with a prob-
ability matrix whose elements are set to be 1/7. A real number population is then
created using the algorithm in Fig. 1. Having evaluated the objective function val-
ues of all the members in the population, the best individual, xbes‘, is detected and
will be used for updating the probability matrix. The probability matrix updating
scheme is given in Fig. 2. Note that mutation in the updating process is used to
prevent premature convergence of the real-code PBIL. At the i-th loop, the r-th in-
terval of a; which contains x”* is detected. The concept of updating the i-th row
of P is to increase the value of P;.. The command lines 3-6 are proposed to prevent
the premature convergence of the method. The command line 10 is activated so as
to fulfill the condition

o

T

z =1, 2)
j=l

rand €[0,1] is a uniform random number generated every time the command line

7 is activated. In this paper, the learning rate (Lgp), mutation probability, and

mutation shift (M) are set to be 0.5, 0.02, and 0.2 respectively.

The probability matrix and the best individual are updated iteratively until the
termination condition is met. The procedure of the real-code PBIL is given in
Fig. 3 where N is the maximum number of generations assigned for the termina-
tion condition.
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80
Input: Py, n, T, M, a; (A)
Output: X = {xy, ..., X/}
l:Fori=1ton
2: =0
3: Forj=1to T
4: N; = round(P;. M)
5: Fork=1toN;
6: Set/=1[1+1
7: Assign y;=0.9a; ;. + A(1.1a; - 0.9a;;.,)
8: Ify;<aj; sety =a;;
9: Ify, > ay; sety, = aj;
10: If I = M, break
11; End
12:  End
13:  Set the i-th row of X = randomly_permutate(y)), /=1, ..., M
14:End

Fig. 1 Creating real code design solutions from a probability matrix

best

Input: P,-/‘-Jld , X, ayj, Lgo, mutation probability, M,

Output: H»jnew
l:Fori=1ton

2: Search for the r-th interval of a,, which contains xf’ est
3: Forj=1to T
4 Ly = Ly exp(-(j —1)*)

By = (1= L) By + Ly

5

6: End

7: If rand < mutation probability

8: Select z € {1, ..., T’} randomly

9 P, =(1-M,)P; +round(rand)M
10:  Normalize P: 1

. .
Bi=a0—£§
j:

PR
1
1:  B"=F;
12: End

Fig. 2 Probability matrix updating scheme
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Input: Ng, M, n, T, Ly, mutation probability, M,, function name (fun)
best best
Output: x", /*

Initialization: P; = /T, a;, x"™ = {}

1: Fori=1to Ng

2: Generate a real code population X from Py, a;; (Algorithm 1) and find f = fun(X)
3: Find new x** from X and x** from the previous generation

4: Update P;; based on the current x* (Algorithm 2)

5: End

Fig. 3 Real-Code Population-Based Incremental Learning

P, P, T=3 Pyt p.T=7
| | | | | |
2 N
. | | | | |
T [ \‘] o
®) (I I
| | | | | |
| | | | | |
= A T T -
1 2 3 1 2 3 45 6 1
a  jColumn b a  jColumn b
Pj A Linear interpolation P; 4 P,.T=17
| | |
I A 1 A A
L AT | A DT A
P [ 1 T A
| I | I [ O) | | | | A
[ [ 1 1] N
[ 1 [ 11 | [ T T I
| | I = N e
a; jColumn b a; j Column b,

Fig. 4 Transformation of probability matrices: A larger T (fine), 0 smaller 7 (coarse)

One of the parameters that influence the search performance of the proposed
continuous PBIL is the number of columns of the probability matrix denoted by 7.
The coarser probability matrix (with lower value of 7) is suitable for global search
whereas the finer probability matrix is suitable for local search. In this paper, three
variants of real-code PBIL are proposed as follows:

RPBIL1 is a real-code PBIL using a constant size probability vector (default 7= 30).

RPBIL2 is a real-code PBIL using two probability matrices with different sizes.
The coarse probability matrix is used for global search while, at the same time, the
finer probability matrix is used for local search (default Tcouse = 10, Tine = 30).
Each probability matrix is used to generate half of the solutions in a population.

RPBIL3 is a real-code PBIL using an adaptive probability vector. The strategy
is to start with a coarser probability matrix at the early iterations. As the algorithm
proceeds, the value of T becomes larger. The transformation from coarser to finer
probability matrices can be carried out by using linear interpolation. Fig. 4
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displays the transformation from a particular row of a coarser matrix (7 = 3) to a
row of a finer matrix (7' = 7). The marker “0” represents the values of the coarser
matrix elements whereas the marker “A” represent the values of the finer matrix
elements. In this work, we use Ty, = 5, and T,,; = 40 where T reaches T,,, at the
half way point of an optimization run and afterwards remains constant until the
search is terminated.

3 Performance Testing

Measurement of the search performance of the proposed PBILs is carried out by
using a number of testing objective functions. The computation results obtained
from using PBILs will be compared with those obtained from using some well-
established and newly developed EAs. The implemented EAs are: binary-code ge-
netic algorithm (GA) [7], stud-genetic algorithm (SGA) [8], real-code ant colony
optimization (ACO) [9], continuous scatter search (SS) [10], particle swarm opti-
mization (PSO) [11], charged system search (CSS) [12], fireworks algorithm (FA)
[13], differential evolution (DE) [14], covariance matrix adaptation evolution
strategy (CMA-ES) [15], binary PBIL [1], PBIL; [3], RPBILI1, RPBIL2, and
RPBIL3. The PBILy, although being a predecessor closest to the proposed PBIL,
will not be implemented because it uses all of the solutions in a population to up-
date the probability matrix, which means it is time-consuming. Moreover, all the
objective function values need to be positive or converted to be positive before en-
tering an optimization process. This makes the algorithm difficult to use. The test-
ing functions are detailed in Table 1. Note that function expressions may not be
shown herein as we have limited paper length. The functions are taken from [9]
and [10] where they are traceable from their names. For each test function, all evo-
Iutionary algorithms start with the same initial population and search for the opti-
mum 30 simulation runs. The number of iterations is set to be 10n while the popu-
lation size is set to be 7n, which means the optimization procedures are terminated
after 10nx7n function evaluations. It should be noted that, from observation, most
of the algorithms can usually locate near optimum areas in a few early iterations.
Later on, they struggle to hit the real optima. Therefore, the assigned generation
number and population size used in this paper are adequate for EAs to locate near
optimum regions of unconstrained optimization problems rather than to drive EAs
to strict optimum points. The best results the optimizers can explore in the last
generation are taken as optimum results. Several methods, such as SS and FA, due
to their search mechanisms, may not use the same number of generations and pop-
ulation size; however, they are assigned to exploit the same number of function
evaluations as the others.
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Table 1 Testing functions

Function no., details [L,U]" Function no., details [L,U]"
1, B, [9] [-50,100]° 18, Griewangk [9] [-5.12,5.12]"°
2, Beale [10] [-4.5,4.5] 19, Perm [10] [-15,15]"
3, Booth [10] [-10,107? 20, Perm0 [10] [-15,151
4, Easom [9] [- 21, Cigar [9] [-3,71%
5, Goldstein & Price [9] 100,100]* 22, Diagonal plane [9] [0.5,1.51%
6, Martin & Gaddy [9] [-2,2] 23, Dixon & Price [-10,1017
7, Matyas [10] [-20,201* | [10] [-10,101%
8, Penny & Linfield* [7] [-5,10]° 24, Levy(n) [10] [-4,51%
9, Powersum [10] [-5,5]7 25, Powell(n) [10] [-2.56,5.12]%°
10, Branin [9] [0,2] 26, Rastrigin(n) [9] [-5,51%
11, Shubert [10] [-5,15T 27, Rosenbrock [9] [-5,101%°
12, Six Hump [-10,107? 28, Sum Squares [10] [-500,5001%
Camel Back [10] [-5,10]° 29, Schwefel [10] [-400,4001%
13, Colville [10] [-10,107* 30, Trid(n) [10] [-15,307%°
14, Hartmann 3,4 [9] [0,41* 31, Ackley(n) [10] [-3,71%°
15, Shekel [9] [0,101* 32, Ellipsoid [9] [-0.5,1.5]%
16, Zakharov [9] [-5,10° 33, Plane [9] [-3,71°
17, Hartmann 6,4 [9] [0,6]° 34, Sphere [9] [-3,71°
35, Tablet [9]

# fo(x) = 0.5(x) —16x% +5x,) +0.5(x5 —16x7 +5x,)

4 Comparative Results

Having performed 14 optimizers to solve 35 unconstrained optimization problems,
the comparative results are given in Table 2. Each value in the table is the average
of 30 near optimum values each method can search for. The average values are
normalized with respect to the best and the worst methods, which can be
expressed as:

fi_fmin

fi B fmax_fmin

3)

where fi,;, is the average near optimum value of the best method, and f;,,, is the
average near optimum value of the worst method. By using Eq. 3, the best method

will have ]_” = 0 whereas the worst method will have ]_” =1.

From the overall comparison results, the five best methods are RPBIL3, ACO, FA,
GA, and DE. For the functions F,, and F33, most of the optimizers can reach the real
optima. Between the top two optimizers, RPBIL3 is better when the design variables
vectors have smaller size while ACO is slightly superior when dealing with design
variables with larger scale. However, the method that produces the best results for
most of the optimization problems is CMA-ES. Among the PBIL variants, RPBIL3 is
the best while the second best is RPBILI1. The third best is the original binary PBIL
whereas the worst is RPBIL2. Based on the standard deviations of the near optimum
values of the various optimizers which are not shown in the paper, all of the algo-
rithms do not have an acceptable search consistency. This could be due to the low
number of generations and small population size being used.
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Table 2 Comparative results by normalized function values

e
=

ACO|[CSS| FA | GA [PSO|SGA| SS | DE | ES | PB | PG | PR1 | PR2 | PR3
0 ]0.007]0.016{0.507| O 1 10.018{0.01 | O |0.429(0.032] 0 ]0.043] O
0.027] 1 ]0.395|0.189] 0 ]0.425|0.175]0.467|0.17 [0.298] 0.52 | 0.1 [0.121]0.085

0.004/0.048]0.021]0.367| O 1 ]0.135]0.159] 0 ]0.214{0.066|0.023]0.575] 0O
0977] 1 1 10.622{0.52210.999] 1 [0.993] 1 ]0.886|0.559| 1 1 0
0 ]0.712]0.036|0.358]0.181| 0.92 |0.527]0.242|0.333]0.295{0.084| 0.11 | 1 [0.108
0.001]0.023] 0.02 {0.17410.002| 1 [0.073]0.066] 0 ]0.589]0.018|0.004|0.315| 0
0.034/0.067[0.085]0.375] 0.02 |0.585[0.515]0.228] O 1 10.926/0.073]0.146|0.001
0.038 0.16 [0.336{0.091] 1 [0.193]0.092]0.031|0.545|0.128{0.032| 0.71 [0.007| 0O
0.009(0.009{0.063|0.191]0.086] 1 [0.082]0.096] 0 ]0.571]{0.073|0.009{0.456{0.009
0.382/0.018]0.04210.135]0.285| 1 |0.15]0.368|0.603]0.319]0.288]|0.019]0.366| 0
0.45910.295[0.103]0.194]0.265|0.199]0.50610.416| 1 ]0.126]0.244]|0.123/ 0.07 | 0
0.025/0.151{0.083]0.156|0.173|0.391{0.255| 0.09 | 0 ]0.196]{0.094| 1 [0.144|0.027
0.077/0.062{0.118]0.0830.052|0.075[0.078]0.211| 0 [0.082| 1 |0.045]0.13 [0.056
1 ]0.004]0.036]0.336| 0.37 {0.051]0.001]0.129]0.091]0.168]0.144|0.221]0.011
0.098/0.867[0.399]0.542] 1 0.186]0.687]0.439|0.962(0.822]0.661]0.342]0.027
0.007| 0.02 [0.473]0.262] 1 |0.188[0.232| 0 [0.742{0.262| 0 ]0.635/0.005
0.102/0.194]0.904]0.312]0.524{0.047{0.911]0.328|0.192]0.263]0.102| 0.26
0.09910.062]0.083]0.103| 0.01 [0.589] 1 0.044{0.317]0.058]0.715]0.028
0.585/0.032] 0.8 | 0 |0.24| 0 [0.201]0.059{0.341| 1 0.3 ]0.956
0 0 0 [0.172f 0 [0.001] O 0 0 0 1 0
0.005/0.054| 0.04 | 0.1 |0.032{0.006] 0 |0.186(0.737{0.01 | 1 [0.007
0 [0.001] 1 0 [0.057] O 0 ]0.022] 0 ]0.057[0.035]0.053
0 ]0.001]{0.003]0.001] 0 [0.001] 0 0.003]0.041] O 1 0
0.007| 0 [0.31(0.013]0.16 [0.112]0.012]0.042|0.005[0.119{0.209|0.085| 1 [0.091
0.003] 0 [0.001]0.016]0.021{0.047{0.00210.007| 0 [0.057{0.152|0.006f 1 [0.003
0.886/0.259(0.371] 0 ]0.319]0.26 [0.352]10.462|0.087]0.114| 1 0.615[0.678|0.424
0.003]0.002{0.002{0.005]0.021|0.008]0.00310.017| 0 [0.017]{0.088|0.014] 1 [0.005
0 0 ]0.006{0.052]0.218]0.308| 0.04 [0.012] 0 [0.245] 1 ]0.012|0.783] 0.01
0.955/0.109{0.394| 0 ]0.716/0.031{0.789]0.402| 0.63 [0.107{0.832|0.603] 1 [0.435
0.124]0.289] 0 ]0.384| 1 0.512]0.619]0.071|0.153]0.455]0.897]|0.442{0.644|0.329
0.202/0.109]0.187]0.363]10.663|0.646]0.44710.359] 0 [0.543] 1 ]0.287|0.941|0.271
0.002| 0 [0.016]0.047|0.354|0.118]0.056/0.014| 0 [0.172] 1 |0.046{0.552{0.018
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0.003] 0 [0.004]0.045]0.405|0.457]0.079]0.026] 0 [0.136] 1 ]0.019(0.702{0.011
35 0 0 ]0.001{0.018]0.932]0.125|0.024]0.004] 0 ]0.053]0.448| 1 ]0.423]0.722
total [4.746(6.887[5.292|5.637|11.36|14.46|7.317(6.357|7.206|9.588|14.44|8.538|18.44|3.952

* PB = binary PBIL, PG = PBILG, PR1 = RPBIL1, PR2 = RPBIL2, PR3 = RPBIL3, ES =
CMA-ES.
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Table 3 provides an alternative comparison which is based on a ranking
approach. For each testing function, the 14 optimizers are ranked based on their
average values in Table 2, where the better methods have smaller scores. Based on
the total scores, the top five optimizers are slightly different from the first com-
parison, which can be ranked in order as ACO, CMA-ES, RPBIL3, CSS, and FA.
CMA-ES produces the most number one rankings. Other conclusions are
somewhat similar to the comparison in Table 2.
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Table 3 Comparative results by ranking

Fn

No. [ACO|CSS| FA | GA [PSO|SGA| SS | DE | ES | PB | PG |PR1 | PR2 | PR3
1 1 6 8 13 1 14 9 7 1 12 | 10 1 11 1
2 2 14 | 10 8 1 11 7 12 6 9 13 4 5 3
3 4 7 5 12 1 14 9 10 1 11 8 6 13 1
Y 6 9 9 4 2 8 9 7 9 5 3 9 9 1
5 1 12 2 10 6 13 | 11 7 9 8 3 5 14 4
6 3 8 7 11 4 14 | 10 9 1 6 5 12 1
7 4 5 7 10 3 12 | 11 9 1 4 | 13 6 8 2
3 5 9 11 6 14 | 10 7 3 12 8 4 13 2 1
9 2 2 6 11 9 14 8 10 1 13 7 2 12 2
10 12 2 4 5 7 14 6 11 13 9 8 3 10 1
11 12 | 10 3 6 9 7 13 | 11 14 5 8 4 2 1
12 2 8 4 9 10 | 13 | 12 5 1 11 6 14 7 3
13 7 5 11 10 3 6 8 13 1 9 14 2 12 4
14 1 14 3 5 12 | 13 6 2 8 7 10 9 11 4
15 1 3 12 6 8 14 4 10 7 13 | 11 9 5 2
16 6 4 5 11 9 14 7 8 1 13 9 1 12 3
17 1 14 3 6 12 9 11 2 13 | 10 5 8 3 7
18 11 1 8 6 7 9 2 12 | 14 4 10 5 13 3
19 1 10 | 11 4 12 1 7 1 6 5 14 8 13
20 1 1 1 1 1 13 1 12 1 1 1 1 14 1
21 1 1 4 10 9 11 8 5 1 12 | 13 7 14 6
22 1 8 1 7 14 1 12 1 1 9 1 12 | 10 | 11
23 1 1 1 8 11 8 1 8 1 11 13 1 14 1
24 3 1 13 5 11 9 4 6 2 10 | 12 7 14 8
25 5 1 3 9 10 | 11 4 8 1 12 | 13 7 14 5
26 13 4 8 1 6 5 7 10 2 3 14 | 11 12 9
27 4 2 2 6 12 8 4 10 1 10 | 13 9 14 6
28 1 1 4 9 10 | 12 8 6 1 11 14 6 13 5
29 13 4 5 1 10 2 11 6 9 3 12 8 14 7
30 3 5 1 7 14 | 10 | 11 2 4 9 13 8 12 6
31 4 2 3 8 12 | 11 9 7 1 10 | 14 6 13 5
32 3 1 5 8 12 | 10 9 4 1 11 14 7 13 6
33 1 1 1 1 1 1 1 1 1 1 1 1 1 1
34 3 1 4 8 11 12 9 7 1 10 | 14 6 13 5
35 1 1 4 6 13 9 7 5 1 8 11 14 |1 10 | 12
total | 140 | 178 | 189 | 248 | 287 | 343 | 263 | 247 | 148 | 310 | 330 | 231 | 364 | 151

5 Conclusions and Discussion

Three versions of new real-code population-based incremental learning are
proposed. The methods use a probability matrix to represent a set of real design vari-
ables during the search procedure. The comparative results show that the proposed
real-code PBIL is comparable to high performance evolutionary algorithms. It should
be noted that a more reliable comparison should be made based on a statistical ap-
proach rather than by comparing the average objective values directly. Since RPBIL3
outperforms the other PBIL versions, it can be concluded that the probability matrix
should start with a low resolution at early iterations. This will help the PBIL to per-
form a global search. The probability matrix resolution becomes higher in the later
iterations so as to make a fine search for the real optimum. For the other versions,
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RPBIL1, which uses one fine probability matrix, is superior to RPBIL2, which uses
both coarse and fine probability matrices at the same time. This result is due to use of
the finer probability matrix tends to produce a better search performance than the use
of the coarser one. Since RPBIL?2 uses the coarser probability matrix to produce half
of the solution members throughout the simulation run, it therefore has an inferior
performance when compared to the other two RPBIL variants. The proposed real-
code PBIL, with adaptive probability matrix, is an algorithm that performs among the
best EAs. It is possible to enhance its search performance by hybridizing it with some
other efficient evolutionary operators.

Acknowledgments. The corresponding author is grateful of the support from the Thailand
Research Fund (TRF). Many thanks are also directed to my colleague, Peter Warr, for
making this paper more readable.
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Particle Swarm Optimization in the EDAs
Framework

Valentino Santucci and Alfredo Milani

Abstract. Particle Swarm Optimization (PSO) is a popular optimization tech-
nique based on swarm intelligence concepts. Estimation of Distribution Algorithms
(EDAs) are a relatively new class of evolutionary algorithms which build a prob-
abilistic model of the population dynamics and use this model to sample new
individuals. Recently, the hybridization of PSO and EDAs is emerged as a new
research trend. In this paper, we introduce a new hybrid approach that uses a mix-
ture of Gaussian distributions. The obtained algorithm, called PSEDA, can be seen
as an implementation of the PSO behaviour in the EDAs framework. Experiments on
well known benchmark functions have been held and the performances of PSEDA
are compared with those of classical PSO.

1 Introduction and Related Work

Particle swarm optimization (PSO) [9] is a population-based stochastic approach
mainly used for solving continuous optimization problems (although some attempts
to handle combinatorial problems have been proposed [8])). Inspired by the be-
havioural model of bird flocking, a population of particles (the candidate solutions)
move in the search space at the quest of the optimum point.

Estimation of Distribution Algorithms (EDAs) are a class of evolutionary al-
gorithms (EAs) where a population of candidate solutions is sampled from a proba-
bilistic model learned from the previous generations. Hence, conversely of classical
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EAs, EDAs does not use variation operators (like crossover or mutation), but rely
on purely probabilistic methods. Although mainly used for discrete problems, some
continuous EDAs applications have been proposed [3].

Recently, the hybridization of PSO and EDAs is emerged as a new research trend.
A significant work to mention is EDA-PSO where the next generation popula-
tion is built using PSO or EDA method on the basis of a continuously updated prob-
ability. Instead, in [2] the population is splitted into chunks, hence the intra-chunk
update follows PSO rules, while the global update is based on an EDA scheme.
Another approach is EDPSO [[7]], which also relies on an Ant Colony Optimiza-
tion (ACO) variant for continuous domains [14]]. Finally, we mention PSO Bounds
[6], which uses an EDA scheme to manipulate the allowable bounds for the PSO
particles.

Unlike the various PSO-EDA hybridization proposals, our algorithm (PSEDA)
can be seen as a PSO implementation in the EDAs framework. The genotype of a
PSEDA individual shares various properties with that of a PSO particle. Further-
more, PSEDA and PSO base their behavioural dynamics on the same attractive
points. The notable difference with respect to PSO is the absence of velocities, while
the main innovation with respect to usual EDAs is the learning of an independent
probability distribution model for each individual.

The rest of the paper is organized as follows. A brief background about PSO and
EDAs are covered in SectionsPland[3l The proposed PSEDA is explained in Section
Ml while some experimental results about it are provided in Section[8l Conclusions
are drawn in Section [6| where some considerations and future lines of research are
reported.

2 Particle Swarm Optimization

PSO denotes a class of metaheuristics introduced by Kennedy and Eberhart [9]
where the algorithm scheme is inspired by the collective behaviour of flocks of
birds.

A PSO swarm is composed by a set of n particles P = {p;, p2,...,pn} intercon-
nected in a graph that defines a neighborhood relation among them, i.e. for each
particle p; its neighborhood set N; C P is defined (in the following we assume, as
it is in general, that p; € N;). The position of a particle represents a candidate solu-
tion of the given optimization problem represented by the objective/fitness function
f:0 — R with © C R (the region of feasible solutions) to be minimized (or max-
imized). Each particle, as time passes, adjusts its position, i.e. it explores search
space, according to its own experience as well as the experience of its neighbours.
In this way PSO combines cognitive and social strategies in order to focus the search
of the swarm toward the most promising areas.

At any time step ¢ (with # € N) the genotype of a particle p; is formed by the
following d-dimensional vectors (where d is the dimensionality of the search space):

e x;,, i.e. the particle position,
e v;,, ie. the particle velocity,
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e b;,, i.e. the particle personal best position ever visited until time step ¢,
e [;;,i.e. the best position ever found among its neighbours until time step ¢.

In the more usual PSO implementation, a complete network is adopted as neighbor-
hood graph. In this case the /;; values are replaced by a global g, that is the same
for all the particles thus improving the efficiency of the algorithm. We will call this
implementation global PSO (gPSO).

PSO starts by assigning random positions within the feasible region ©. Further-
more, velocities are usually initialized to small random values in order to prevent
particles from leaving the search space in the early iterations.

During a main loop, velocities and positions are iteratively updated until a stop
criterion is met (e.g. a given amount of fitness evaluations has been performed). The
update rules are:

Vigr1 = OVip + @111 (biy — Xig) + Qa2 (liy — Xiy) (1)

Xig+1 = Xig +Vigt1 ()

Weights in (D) respectively represent the inertia @ and the acceleration factors @,
and ¢,. Instead, ry ; and r,; are two random numbers uniformly distributed in [0, 1].
The three terms of the velocity update rule () characterize the behaviour of the
particles. The first term, called inertia or momentum, serves as a memory of the
previous flight trajectory and prevents a particle from drastically changing direc-
tion. The second term is the cognitive component that models the tendency of the
particles to return to the previously found personal best position. Finally, the third
term represents the social component and quantifies the velocity contribution of the
neighbours (or of the entire swarm in the gPSO case).

The (personal and social) best positions are updated whenever there is an im-
provement in fitness. More formally (in the case of a minimization problem):

b _ Xit+1 iff(-xi,l+]) < f(bi,t) (3)
i+l bi; otherwise

ligy1 = i bj 4
a1 = arg min f( ja+1) )
In the gPSO case the assignment (@) becomes:
841 = arg gignf (bigs1) 5)

Sometimes the particles can exceed the bounds of the feasible search space ©@. There
are several solutions to this problem [13], but generally the preferred one is to ran-
domly reset an out-of-bounds component between the previous position and the
bound exceeded according to:

Xipig = x,'_’,_’k—I-r(Ltk —x,'_’,"k> ifxi,t+l,k > U (6)
Htl, Xithk — r(x,'_’,_’k — lk) if Xitr1h < lk
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where r is a random number in [0, 1], k is the index of the exceeding component and
Iy, uy are, respectively, the lower and upper bounds for this component. Conversely
of a completely random restart, in this way the original direction of the particle is
somehow preserved.

Finally, note that a lot of studies on the PSO parameters tuning have been done.
However, in [4]] it has been proved that a good general setting, able to allow the
swarm convergence without the need of bounds for the velocity components, is the
following: ® = 0.7298, ¢ = ¢ = 1.49618.

3 Estimation of Distribution Algorithms

Estimation of Distribution Algorithms (EDAs) are a recently new scheme of
evolutionary algorithms (EAs). The main difference with the other EAs is that EDAs
rely on a probabilistic model and do not use variation operators such as crossover
or mutation. They select some solutions from the current population and perform a
learning procedure on them. In this learning phase EDAs build a probability distri-
bution model (PDM) basing on some selected solutions. Successively, the solutions
for the next generation are sampled from that model.
More precisely, EDAs perform the following steps:

0. Randomly generate n initial solutions.

1. Select m < n solutions from the current population according to a selection
method.

2. Build a probability model PDM basing on the m selected solutions.

3. Replace ¢ < n members of the current population by new solutions sampled from
the probability model PDM.

4. If a stop criterion is not met go back to step 1.

The selection method in step 1 usually chooses the best m solutions basing on their
fitness, although sometimes a stochastic method (like a fitness proportional selec-
tion) is preferred in order to maintain a certain degree of diversity. Instead, the re-
placement method in step 3 generally substitutes the g worst members, so the EDA
presents an elitist behaviourﬁ

The model built in step 2 generally assumes the form of a set of probability
distributions, one for each dimension of the search space. For example, in the case
that the genotype is a bitstring of length d, the PDM could consist in a vector of d
probability values p; (with 1 <i < d) where each p; is the probability that the ith bit
is a 1. Note that sometimes the PDM is a multivariate probability distribution.

Finally, we report that, although EDAs have been originally introduced to tackle
combinatorial optimization problems, recently, numerical applications have also
been proposed [3].

I Note that there is no elitism if ¢ = n.
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4 Particle Swarm Estimation of Distribution Algorithm

Particle Swarm Estimation of Distribution Algorithm (PSEDA), more than an hy-
bridization between PSO and EDAs, can be seen as a PSO implementation in the
EDAs framework. The notable difference with respect to PSO is the absence of ve-
locities, while the main innovation with respect to usual EDAs is the learning of an
independent probability distribution model (PDM) for each individual (other than
for each dimension).

In order to understand how the PSO position update process is simulated in
PSEDA, we first analyze the PSO rules (1)) and @)). In @) the new particle posi-
tion depends on its current position and on its velocity, which in turn is a function of
the previous velocity, the personal best position, the social best position, and, again,
the current position (see rule (I})). Summarizing and simplifying, we can say that
X;s+1 depends on x;;, b;;, and [;;. Note that this is a coarse simplification since we
have omitted the previous velocity value v;;, however, this component is somehow
reintroduced later in the probability model.

Before explaining the PSEDA learning procedure, we note that, as usual in con-
tinuous optimization, the objective function f is provided with its feasible region
O = [k, )¢ CR? (with 1 <k <d).

As aforementioned, in PSEDA, a PDM is independently built for each one of the
n population individuals. Let d be the dimensionality of the search space, then each
PDM is modeled by d mixtures of (univariate) probability distributions (i.e. a mix-
ture for each dimension of the problem). The probability distributions composing
the mixture M;; ; of the kth dimension of individual i at time step ¢ are:

L. TN}, (Xis k> Or3 Lk, uy), i.e. a Gaussian distribution, with mean x;, x and standard
deviation o, truncated in (2, ug ],

2. TNl.b‘t‘k(b,-’,’k7 0yl ug), i.e. a Gaussian distribution, with mean b;, ; and standard
deviation o, truncated in (2, ug ],

3. TN,'I_,_k(li,t,kyGt;lkyuk)’ i.e. a Gaussian distribution, with mean /;, ; and standard
deviation o, truncated in (2, ug ],

4. Up(Ix,ug), i-e. a continuous uniform distribution in [, uy],

5. Mis—1 k(Xis—14,Pig—1 4 lis—143 O3 e, uge), i.e. a relaxed version of the previous
mixture distribution for the same dimension of the same particle. This mixture
is composed by the three truncated (in [lx,u;]) Gaussians with means x;,_j ,
bi i1k lis—1 x and standard deviation o;.

At the end of every generation, once built the PDMs, a new individual position is
sampled from the mixture distributions that form its PDM.

In this way, the three truncated Gaussians (7'N) ensure that the attractive points
of PSO (x4, biy, lis) are attractive also for PSEDA (since they are the means of
the Gaussians). The uniform component of the mixture (U) is introduced in order
to regulate the exploration degree of PSEDA. Finally, the last component of the
mixture M;,_1 x, a relaxed version of the previous mixture M;,_1 x, plays the role of
the previous velocity in PSO rule ().
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In each one of the (truncated) Gaussian distributions, at time step 7, a common
standard deviation oy is used. This parameter, although in a different way from the
uniform distribution Uy, is significant for the exploration/exploitation balance of the
algorithm. In order to match the more common EAs best practices [1]], o; should
be relatively large in early generations (favoring exploration) and relatively small in
later generations (favoring exploitation). For this reason we have decided to shade
o; from a relatively great to a relatively small value with the passing of generations.
After some preliminary experiments we have decided to shade o; from 1/10 to
1/106 of the dimension length (u; — [;). More formally:

up — Il

= 7

10°210 110 @
where G is the maximum number of generations allowed in a computation.

As well known, the probability density function (pdf) of a mixture distribution
is a convex combination of the pdfs of its component distributions [16]. Let g, (z),
2r(2), g1(2), gu(2), gm(z) be the pdfs of the five component distributions (note that,
in order to have a clear notation, we have omitted some indices), then the pdf m(z)
of the mixture distribution M;;  is:

m(z) = wxgx(2) +wpgp(2) +wigi(z) + wugu(z) + Wimgm(2) ®)

where the weights wy, wp, w;, wy, Wy, are non-negative valueﬂ that sum up to 1.
Obviously, these values allow to regulate the contribution of the different component
distributions. Hence we have five weights against the three of PSO. However, as
illustrated in Section 3l we can set them proportionally with respect to the PSO
parameters (i.e.: ®, @1, ¢) that we would have chosen for the given problem. In
this way, the PSO concepts of inertia, cognitive acceleration and social acceleration
are even more preserved.

Summarizing, the genotype of a PSEDA individual is composed, other than by
the current position x;,, the personal best b;;, and the social best /;;, also by the same
values at the previous generation, i.e. x;;_1, bi;—1, l;;—1. Indeed, these are needed for
computing the distributior} M;;_1 k. The complete algorithm for PSEDA is shown
in Algorithm[Il

In PSEDA, exactly as in PSO, in order to have the social best values, a neigh-
borhood relation among the individuals must be defined. In the case that a complete
network is adopted as neighborhood graph, the /;; values can be replaced by a global
g: thus improving the space/time efficiency of the algorithm. Similarly as in PSO,
we call this implementation gPSEDA.

Finally, note that a mixture distribution can be easily sampled as explained in
[16], while a truncated Gaussian can be sampled either using the accept-reject
method (more suitable when o; is small) or the inverse cumulative function method

2 Note that, for sampling M ; i, only the weights wy, wj,, w; are needed. Hence, in this case,
they are temporarily normalized in order to sum up to 1.
3 This genotype richness ensures an elitist behaviour at the algorithm.



Particle Swarm Optimization in the EDAs Framework 93

Algorithm 1 PSEDA

1: procedure PSEDA
2 Randomly generate  initial solutions and evaluate them
3 t—1
4 while t < max t do
5: for all individuals i do
6: for all dimensions k do
7 Learn the mixture distribution M;; i
8 end for
9: Store previous positions X;,—1, bj 1, li;—1
10: for all dimensions k do
11: Sample x;;  from M;; «
12: end for
13: Evaluate individual i
14: Update personal best b; ;
15: end for
16: Update social best /; ;s
17: Update standard deviation o;
18: t—t+1

19: end while
20: end procedure

(more suitable when o; is large) [3]. With this approach, out-of-bounds individuals
become no more possible, hence, repair procedures, as in PSO, are not needed.

S Experiments

The performances of PSEDA have been evaluated on a suite of eight well known
benchmark functions. These functions are non-noisy, non-translated, non-rotated
versions of those proposed in for the real-parameters optimization competition
at CEC 2005. They are: sphere, ellipsoid, Rosenbrock, Griewank, Ackley, Rastrigin,
Weierstrass, and extended Schaffer. This suite presents a variegate combination for
what regards the properties of modality and separability of the composing functions.

Each benchmark is investigated with dimensionality d = 10. An execution is re-
garded convergent if f(x) — f(x°7") < &, on the other hand, the execution will be
aborted if the number of fitness evaluations (NFES) exceeds the allowed cap of
300,000. In Table [Il for each benchmark, its function definition, the optimization
interval and the € value used for it are reported.

The performances of a fully connected PSEDA (gPSEDA) are compared with
those of a classical fully connected PSO (gPSO). The gPSO parameters are those
widely used in literature and suggested in [4]], i.e.: @ = 0.7298, @; = @ = 1.49618.
Also gPSEDA has some parameters to be set. After some preliminary tests, and
inspired from the usual values for the mutation rate parameter of classical genetic
algorithms [11]] (it regulates the exploration degree as wy), we have set the explo-
ration weight wy, to a small value, i.e. w, = 0.05. Instead, since the other parameters
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Table 1 Experiments Setup

Function Definition Opt. Interval ¢
filx) =34, 27 [~100,100]¢ 1076
fx) =3, (109) i1 [100,100]¢ 0.5
fix) =3¢ (100(x —xi+ 12+ (x;—1)%) [—100,100]¢ 10~©
fa(x) =34, %7 /4000 — T1E | cos(xi/v/i) + 1 [—300,300]¢ 0.5
f5(x) = —20&xp< 02\/ >4 )—exp(d2§i:lcos(ZEX5))+20+e [~100,100]¢ 1072
folx) = XL, (x2 — 10cos(27mx;) + 10) [-5,5] 1072

f1(x) =34, 329,0.55cos (2 - 35 - (x; +0.5)) —d 222, 0.5k cos (2 - 3¢-0.5) [~0.5,0.5]7 0.5

inZ 24y2)—0.5
fo(x) = 317 S(xixi1) + S, x1), where S(x,y) = o.s+zg"+gmg;gw [~100,100] 0.5

have a similar meaning of those of PSO, we have decided to set them proportionally
with respect to those used for gPSO and reported above. Let s = @ + @1 + ¢, then
wy=(1—w,)-0.5-% =0.09313,w, = (1 —w,)- q;’ =0.38187,w; = (1 —wy)- ({;2 =
0.38187, wy, = (1— ) -0.5- 9 =0.09313. Other than consistent with the usual PSO
parameters setting, our choice is resulted better than other settings that we have tried
in some preliminary experiments (although more systematic tests are still needed).

In order to eliminate the randomness of the statistical results, for each benchmark
30 executions have been held. In each experiment, the convergence probability P.
(i.e. the number of convergent executions above the total number of executions) and
the average NFES of all convergent executions C are recorded. These two indices
are also synthesized in the quality measure Q,, = C/P. suggested in [[13].

Table 2 Experimental Results

gPSEDA gPSO

Benchmark C P. Om C P. Om
fi 66788 1.00 66788 4227 1.00 4227
f 71651  1.00 71651 5631  0.93 6035
£ - 0.00 - 214373  0.10 2143730
fa 1787 1.00 1787 2507  0.97 2585
/s 5447  1.00 5447 2527 1.00 2527
fe 8397 1.00 8397 - 0.00 -
1 8263 1.00 8263 3050  0.20 15250
fs 6234 097 6447 - 0.00 -

In Table[2] the performance indices C, P, and Q,, are reported both for gPSEDA
and for gPSO. The results show that gPSEDA is not as efficient as gPSO on the
unimodal benchmarks (f1, f») and on the Rosenbrock function (f3), a multimodal
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function with a very small number of optima. However, on the other multimodal
benchmarks, gPSEDA clearly outperforms gPSO both in convergence (C) than in
probability of convergence (P,) (apart on Ackley function f5, a famous good bench-
mark for PSO, where the results are anyhow similar). The best results are obtained
on Rastrigin function fy and on extended Schaffer function fg, where our approach
is able to reach a near optimum solution with a small amount of NFES and with a
full convergence. Instead gPSO, on these benchmarks was never able to reach a near
optimum solution before the allowed cap of NFES. Since fg is a separable function
and f3 is non-separable, we can conclude that PSEDA, with respect to PSO, is very
versatile, other than efficient, on those problems that present a certain complexity.

6 Conclusion and Future Work

In this paper Particle Swarm Estimation of Distribution Algorithm (PSEDA), an
hybridization of PSO and EDAs, has been introduced by implementing the PSO
dynamics in the EDAs framework. The velocity concept of PSO has been simulated
in PSEDA by a probability distribution model where the PSO attractive positions
are used as peaks of probability.

Regarding PSEDA from the viewpoint of EDAs, the innovation introduced is the
learning and the sampling of an independent probability distribution model for each
individual and for each dimension. Furthermore, conversely of classical EDAs, elitism
is maintained despite the entire population update from one generation to the next.

Experimental results show that PSEDA improves the performances with respect
to classical PSO on problems that present a certain complexity on their landscapes.
Further experiments are still needed to confirm the positive results on a wider range of
benchmarks, such as rotated, translated and noisy functions. Furthermore, in order to
provide a better understanding of the PSEDA behaviour, an analysis of the parameters
setting and of the standard deviation regulation are planned for the future.

Note that, a comparison with respect to a continuous EDA scheme has been not
reported since all the continuous EDAs in literature use multivariate PDMs. Indeed,
for this reason the results would have been not comparable. However, our approach,
through a future introduction of a multivariate PDM, could allow to incorporate an
inter-dimension dependencies learning procedure in PSO.

Another future line of research is the discretization of PSEDA. Indeed, PSEDA
can be easily converted to handle discrete search spaces by using mixtures of discrete
probability distributions. For example, the continuous Gaussian distributions can be
replaced by discrete binomial distributions in the case of ordered discrete search
spaces, or by probability histograms of the form “needle in a haystack™ in the case
of purely combinatorial (or symbolic) search spaces (those without an ordered struc-
ture). This discretization process, once formalized and experimented, jointly with
the continuous PSEDA described in this paper, could allow to handle several prac-
tical applications that generally consist of hybrid continuous/combinatorial spaces
(i.e. search spaces where some dimensions are continuous and other ones are combi-
natorial). Imagine, for example, the automatic testing scenario where an industry,
before commercializing an engineering product, must test the product in order to
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optimize some features (e.g. the acrodynamics of an airplane that is repetitively tested
with a scale model in an automatized and robotized wind tunnel using a sort of trial-
and-error method). Finally, another practical application, already approached with
a similar technique [[12], is the optimization of web content presentations using the
users feedback as an online fitness function to optimize.
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Differential Evolution Based Bi-Level
Programming Algorithm for Computing
Normalized Nash Equilibrium

Andrew Koh

Abstract. The Generalised Nash Equilibrium Problem (GNEP) is a Nash game with
the distinct feature that the feasible strategy set of a player depends on the strate-
gies chosen by all her opponents in the game. This characteristic distinguishes the
GNEP from a conventional Nash Game. These shared constraints on each player’s
decision space, being dependent on decisions of others in the game, increases its
computational difficulty. A special solution of the GNEP is the Nash Normalized
Equilibrium which can be obtained by transforming the GNEP into a bi-level pro-
gram with an optimal value of zero in the upper level. In this paper, we propose a
Differential Evolution based Bi-Level Programming algorithm embodying Stochas-
tic Ranking to handle constraints (DEBLP-SR) to solve the resulting bi-level pro-
gramming formulation. Numerical examples of GNEPs drawn from the literature
are used to illustrate the performance of the proposed algorithm.

1 Introduction

In a game when a rational agent optimizes her welfare in the presence of others
symmetrically doing the same simultaneously, game theory [23] provides a way
to analyze the strategic decision variables of all players. The solution concept of
such games was analyzed by Nash in [[16]]. A game is considered to have attained a
Nash Equilibrium (NE) if no one player can unilaterally improve her payoff given
the strategic decisions of all other players. While establishing that an outcome is
not a NE (by showing that a player can profitably deviate) is usually not difficult,
determining the NE itself is more challenging. A review of some deterministic and
stochastic methodologies for determination of NE is found in [[13]].
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This paper is concerned with a special class of Nash Games known as the Gen-
eralized Nash Equilibrium Problem (GNEP). In the GNEP, the players’ payoffs and
their strategies are continuous (and subsets of the real line) but more importantly
the GNEP possesses the distinctive feature that players face constraints depending
on the strategies their opponents choose. This feature is in contrast to more com-
mon Nash Game where the utility/payoff/reward the players obtain depend solely
on the decisions they make and their actions are not restricted because of the strate-
gies chosen by others. The ensuing constrained action space in GNEPs makes them
more difficult to resolve than conventional Nash games discussed in monographs
such as [23]. We point out in passing that the solution algorithm proposed in this
paper can be easily applied to conventional Nash games (see below).

This paper is structured thus. Following this introduction, we introduce the GNEP
formally along with the various game theoretic terminologies. In Sect [ the key re-
sult emphasized is that the GNEP can be formulated as a bi-level program. Sect [
outlines DEBLP-SR, a Differential Evolution based algorithm integrated with de-
terministic gradient based solvers and embodying stochastic ranking to resolve the
resulting bi-level formulation. Numerical examples from the literature are discussed
in Sect[ Results of runs using the proposed DEBLP-SR are presented in Sect[@land
Sect [l wraps up with some concluding remarks.

2 Nash Equilibrium and the GNEP

This section introduces the notation used throughout this work. The GNEP is a sin-
gle shot normal form game with a set N of players indexed by i € {1,2,...,n} and
each player can play a strategy x; € X; which all players are assumed to announce
simultaneously. X C R is the collective action space for all players. In a standard

n
Nash Game, X = [] X;. X is thus equal to the Cartesian product. In contrast, in a

GNEP, the feasiblel: s]trategies for player i € N depend on the strategies of all other
players [11],[4],[10],[21]. We denote the feasible strategy space of each player by
the point to set mapping: K’ : X~ — X' Vi € N that emphasizes the ability of other
players to influence the strategies available to player i [4],[[7],[21]]. The distinction
between a conventional Nash game and a GNEP is therefore analogous to the dis-
tinction between unconstrained and constrained optimization.

To emphasize the variables chosen by player i, we write X = (x;,x_;) where x_;
is the combined strategies of all players in the game excluding that of player i i.e.
x_i = (x,, ...,x(l.fl),x(l.ﬂ),...,x,,). Critically note that the notation (x;,x_;) does not
mean that the components of x are reordered such that x; becomes the first block. In
addition, let ¢;(x) be the payoff/reward to player i,i € N if x is played.
Definition 1. [2]]] A combined strategy profile x* = (x’fpcj7 X)) € X is a Gener-
alized Nash Equilibrium for the game if:

Oi(x7,x%) > di(x,xY;), VY € K(xE;) \Vie {1,2,...,n}.
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At a Nash Equilibrium no player can benefit (increase individual payoffs) by uni-
laterally deviating from her current chosen strategy. Players are assumed not to co-
operate and so each is doing the best she can given what her competitors are doing
[31],[13],[23]. For a GNEP, the strategy profile x* is a Generalized Nash Equilibrium
(GNE) if it is feasible with respect to the mapping K’ and if it is a maximizer of
each player’s utility over the constrained feasible set [7].

2.1 Nikaido Isoda Function

The Nikaido Isoda (NI) function in Eq[dlis an useful tool used in the study of Nash
Equilibrium problems eg. [3],[4],[8].[L10]. Its interpretation is as follows: each sum-
mand shows the increase in payoff a player will receive by unilaterally deviating
and playing a strategy y; € K(x_;) while other players play according to x.

n

lP(X7Y) = 2[4’1‘()71‘7)571') - ¢i(xi7x*i)] Vi€ {1,2,...,7’1} (1

1

The NI function is always non-negative for any combination of x and y. Further-
more, this function is everywhere non-positive when either x or y is a Nash Equi-
librium point by virtue of Definition [I] since at a Nash Equilibrium no player can
increase their payoff by unilaterally deviating. This result is summarized in Defini-
tion

Definition 2. [/0] A vector x* € X is called a Normalized Nash Equilibrium if
¥(x,y) =0.

2.2 Solution Approaches for the GNEP

A review of solution methods for the GNEP is discussed in the survey [4]]. Determin-
istic (i.e. gradient-based) descent, the subject of detailed study in Von Heusinger’s
PhD thesis [9], is the primary solution approach for finding Normalized Nash Equi-
librium (NNE). Krawczyk et al [3]],[8]],[14] also proposed another deterministic de-
scent method based on minimization of the Nikaido-Isoda function. In this paper
however we exploit the proof that we can find the NNE by formulating the GNEP
as a special bi-level program [2]],[21] as discussed in the following section.

3 A Bi-Level Programming Approach for GNEPs

The NNE solution to the GNEP can be found by solving a bi-level programming
problem given by the system of equations in[2]and Bl For a proof see [2]],[21].

max f () =—0-x)"(y—x) (2a)

subject tox' € K'(x™%) Vi € {1,2,...,n}. (2b)
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where y solves

n

max (¢, Ol + 00T = Ig@fz [0i(yi,x—i) — Gi(xi,x )] (3a)

x i=1

subject to y' € K'(x™%) ,Vi € {1,2,...,n}. (3b)

The upper level problem (Eq[2) is a norm minimization problem subject to strategic
variable constraints (Eq2B). The objective function of the lower level problem (Eq
[3) is exactly the Nikado Isoda function (Eq[I).

Definition 3. [2]|] The optimal value of f(x,y) is 0 at the Normalized Nash Equi-
librium.

Definition [3] will perform the critical role of being the termination criteria of the
proposed DEBLP-SR Algorithm discussed in Sect 4]

4 Differential Evolution for Bi-Level Programming

Differential Evolution (DE) for Bi-Level Programming (DEBLP) was initially pro-
posed in to solve Bi-Level Programs (posed as leader-follower games) arising
in transportation systems management. It follows the Genetic Algorithms Based Ap-
proach proposed in [22] but substitutes the use of binary coded Genetic Algorithms
strings with real coded DE as the stochastic optimization method instead.

DEBLP integrates DE manipulation of the upper level variables with gradient
based optimization of the lower level problem. The characteristic feature of GNEPs
is the constraints facing the players i.e. (Eq2B); and thus it is necessary to employ
constraint handling techniques to produce solutions that satisfy the constraints. Con-
straint handling methods were not required for the class of Nash Games discussed
in [13] and so the technique proposed here is considered more generic.

In the original DEBLP, constraints in the upper level problem were handled by
degrading fitness values if constraints were not satisfied via rudimentary penalty
methods [12]]. In this paper, the upper level constraints in Eq 2] are handled using
stochastic ranking [20]. Hence this version of DEBLP is termed DEBLP-SR.

The pseudo code of DEBLP-SR is summarized in Algorithm[Il DEBLP-SR op-
erates thus: A population of & chromosomes is randomly initialized between the
bounds of the problem and the user provides the control parameters (mutation prob-
ability and crossover factors) for the DE algorithm . The evaluation of fitness
is carried out in a two stage process: In the first stage (lines 5 and 13), each chro-
mosome, representing x the upper level variable, is used as a input argument into
the lower level program (Eq[3) parameterized in y. Thus given x we solve the lower
level program for y using conventional gradient based optimization methods. In the
second stage (lines 6 and 14), x and y are used to compute Eq 2l (f(x) in line 10).
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This measures how far the chromosome is from the optimal value of O (cf Definition
[B) and thus represents the fitness of the chromosome x. In addition, the constraint
violation are also output by the evaluation routine (line 7 and 15).

Stochastic ranking (SR), a robust procedure for handling constraints, uses a
stochastic bubble sort procedure to rank population members taking into account
both the objective function value and constraint violations. (See for more de-
tails). In the first iteration (line 9) the best member of the population is the member
that is assigned a rank of 1 (one) by the SR algorithm. DE operations are subse-
quently used to evolve child chromosomes and evaluated following the two stage
process described in the foregoing.

Algorithm 1. Differential Evolution for Bi-Level Programming with Stochastic Ranking
(DEBLP-SR)

: Input: h, Max;;, DE Control Parameters (Mutation Probability, Crossover Factor)
it —0
: Randomly initialize a population of / parent chromosomes &’
for j=1tohdo
Solve EqBlusing deterministic optimization given chromosome j € &
Compute Eq2lto evaluate fitness of chromosome j € &2
Compute constraint violation of chromosome j € &
: end for
: Apply Stochastic Ranking to rank each member of & (between 1 (best member)
and h)
10: while ir < Maxj; or f(x)# 0 do
11:  Apply DE/best/1/bin [18] to create a child population ¢’
12:  for j=1tohdo

Lredansrwhe

13: Solve EqBlusing deterministic optimization given chromosome j € ¢
14: Compute Eq2to evaluate fitness of chromosome j € €’

15: Compute constraint violation of chromosome j € ¢

16:  end for

17:  Pool Parents and Children Chromosomes:

18: T «— 2U%

19:  Apply Stochastic Ranking to rank each member of .7 (between 1 (best member)
and h)

20: & «— MaxRank(T)

21: if f(x) =0 then

22: Terminate
23: else

24 it —it+1
25: end if

26: end while
27: Output: Normalized Nash Equilibrium

To utilize the ranking information generated by SR, we modify the selection pro-
cedure used for determining whether parent or child survive into the next generation.
Instead of the one to one greedy selection found in canonical DE [18]], we pool the
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entire set of parent and child chromosomes together and then apply SR to identify
the top & ranked population members which will survive (this is the set returned by
the MaxRank procedure in line 20 of Algorithm [I). The rest of the population is
discarded and such a selection procedure is reminiscent of that used in e.g. GENI-
TOR [24]. If the best fitness attains the value of 0 and constraints are satisfied, then
we have found the NNE and the algorithm terminates, else the iteration counter is
increased and the process is repeated until Max;; generations are exceeded.

5 Numerical Examples

In this section, we give details of the numerical examples to which we apply
DEBLP-SR and present the results of numerical experiments in Sect[6l

5.1 Problem 1

Problem 1, from [[19] was originally solved using a projected gradient method. This
game has 2 players with 1 decision variable each. Player 1’s objective is:

1
O1(x1,x2) = 2(%1)2 — X1X2

Player 2’s objective is:
$2(x1,22) = (32) + X132

The feasible space is defined according to:
X = {)C S 9{2‘)61 >0,x>0,—x; —x2 < 71}
As an example, we give the NI function explicitly as:

1 1
2x12—x1x2)—(2

The NNE is x] = 1,x3 = 0 [9],[19].

P(x,y) = [( yi2 = y1x2)] + (0% +x1x2) — (v2% +x1y2)]

5.2 Problem 2

Problem 2, again with 2 players and 1 decision variable each, comes from Harker
[7]. Player 1°s objective is:

8
1 (x1,22) = (x1)* + 5102 = 34x1
Player 2’s objective is:

5
B2 (x1,x0) = (x2)* + 10— 24.250
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The feasible space is defined according to:
X = {)C S 9{2‘)61 >0,x0>0,x1+x < 15}

The NNE is xj = 5,x5 =9 [[7], [9].

5.3 Problem 3

This problem describes an Environmental Pollution Control Problem known as the
“River Basin Pollution Game” studied by Krawczyk and co-workers [8]],[14]]. There
are 3 players with 1 variable each. The objective function for player j is:

d)](X) = (C]j —‘rCzj)Xj — (3 — O.Ol(x1 “+ X7 +X3))Xj,Vj S {1,2,3}
The feasible space is defined according to:
3.25x; + 1.25x; +4.125x3 < 100

2.2915x; + 1.5625x; + 2.8125x3 < 100
xj>0,¥je{1,2,3}
The NNE is x} = 21.14,x; = 16.03,x; = 2.927 [9], (8], [14].

5.4 Problem 4

This problem describes an internet switching model with 10 players proposed in
[11]] and also studied in [9]. The cost function for player j is given by

0=, =TT e o)

The feasible solution space is:
10
X ={xeRx; >001,vj€{1,..,10}, > x; < 1}
j=1
The NNE isx; =0.09, V)= {1,...,10} [10Q].

5.5 Problems 5a and 5b

The last problem studied is a non-linear Cournot-Nash Game with 5 players pro-
posed in which we refer to as Problem 5a. Inclusion of Problem 5a serves to
emphasize that the method articulated here can be applied to both standard Nash
Games and GNEPs and thus demonstrate that the method in this paper is more



104 A. Koh

general than that proposed in [13]]. With the introduction of a production constraint
in [17], it is transformed into a GNEP (and referred to as Problem 5b herein).
For both problems, each player’s cost function is given as:

ﬁ _1 ﬂ]+1 .
0,0 = () =epit+ (g7 P B P, Vi€ dl...5)
J
5
x) = 500011 ( Z () Vjie{l,..,5}

The firm dependent parameters (c;, Bjand L;) are found in [13],[17]. The feasible
space for Problem 5a (NEP) is the positive axis as production cannot be negative.
The solution of the NEP is x* = [36.9318,41.8175,43.7060,42.6588,39.1786]T
61 [L5].

The feasible space for the GNEP variant includes a joint production constraint
(Problem 5b) given as follows: [17]

5
X={xeR]x;>0Vje{l,..,5} > x; <M}
j=1

For the case where M = 100, then the NNE (for GNEP variant 5b) is x* =
[14.050,17.798,20.907,23.111,24.133]T [9].

6 Results

In numerical experiments, we carried out 30 independent runs of DEBLP-SR for
each test problem allowing for a maximum of 200 iterations (Max; ) each run. Based
on Definition 3] we terminate the algorithm when the objective function reaches a
value of 0. When this target value is reached and the maximum constraint violation
is less than 0.000001, we deem a run to be “successful ” and the number of such
runs are reported in Table [Il All runs also utilize the DE/best/1/bin strategy [18].
The crossover and mutation factor applied to all problems are both set 0.9 without
any parameter tuning. Our results illustrate that the algorithm is very useful for
simpler problems but robustness (as measured by standard deviation and number
of successful runs out of 30) decreases as both non-linearity (c.f. Problem 5) and
number of players increases (c.f. Problem 4). However, no solution would be valid
if it does not satisfy the constraints and it is evident that all constraints are satisfied
for all problems since the maximum constraint violation for each run is zero.

For the purposes of comparing DEBLP-SR against others proposed in the lit-
erature, we also used PSwarm [25]], which is explicitly designed to handle both
bound and linear constraints, to solve our test problems. We are unable to include
a comparison of DEBLP-SR with PSWARM due to space constraints but instead

! In practice we terminate when the best objective reached is less than or equal to 0.000001.



Differential Evolution Algorithm for Computing Normalized Nash Equilibrium 105

have made the performance comparison available at http://goo.gl/bupz0.
For this we used the MATLAB version of PSWARM available on the world wide
web athttp://www.norg.uminho.pt/aivaz/pswarm

Table 1 Results of Application of DEBLP-SR to Test Problems defined in Section[3]

Problem Number 1 2 3 4 Sa 5b
Best Objective 1E-08 0 2E-08 0 0 0
Worst Objective 1E-07 0 1E-07 34E-05 0 1.2E-07
Mean Objective 5.13E-08 0 5.5E-08 42E-06 0 5.8E-08
Median Objective 5E-08 0 5E-08 0 0  8E-08
Standard Deviation 2.57E-08 0 2.84E-08 1.1E-05 0 5.33E-08
Maximum Constraint Violation 0 0 0 0 NA 0

Minimum No. of Function Evaluations 400 420 800 4320 1920 2700
Maximum No. of Function Evaluations 660 640 1940 6000 2790 6000
Mean No. of Function Evaluations 529 535 1081 5618 2388 4935
Median No. of Function Evaluations 520 520 1040 5730 2430 5685
Population Size 20 20 20 30 30 30
No. of Successful Runs 30 30 30 24 30 30

7 Conclusions

The Generalized Nash Equilibrium Problem is a Nash Game with the characteristic
that the strategic options open to each player depend on what others have chosen.
One particular solution of the GNEP is the Normalized Nash Equilibrium which can
be found by solving a specialized bi-level program. We have demonstrated the use
of a heuristic method which integrates deterministic optimization with Differential
Evolution to solve the resulting bi-level program. DEBLP-SR incorporates stochas-
tic ranking to deal with constraints and tournament selection to select survivors
when comparing parent and child chromosomes. We illustrated the performance of
DEBLP-SR with numerical examples drawn from the literature and evidence sug-
gests that DEBLP-SR is a viable algorithm for this class of Nash games.
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Estimating CO Conversion Values in the
Fischer-Tropsch Synthesis Using LoLiMoT
Algorithm

Vahideh Keikha, Sophia Bazzi, Mahdi Aliyari Shoorehdeli,
and Mostafa Noruzi Nashalji

Abstract. In this paper, a new method for estimation of CO conversion in a range
of temperatures, pressures and H2/CO molar ratios in the Fischer-Tropsch (FT)
synthesis based on Locally Liner Model Tree (LoLiMoT) has been introduced.
LoLiMoT is an incremental tree-construction algorithm that partitions the input
space by axis-orthogonal splits. In each iteration two new local models as the re-
sult of splitting the worst local model has been inserted into the previous structure
and result decreasing the total error. The system has been evaluated through two
methods and results show estimated CO conversion values by LoLiMoT are in
good agreement with experimental data.

1 Introduction

FT synthesis is an important chemical process for the production of liquid fuels
and olefins [1, 2]. The exothermic FT reaction is the polymerization of methylene
groups [-(CH2)-] forming mainly linear alkanes and alkenes, ranging from meth-
ane to high molecular weight waxes [3]:
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nCO +2nH, — (—-CH ,=) +nH ,0 (1)

The kinetic study of the FT reaction is a very important task for the industrial
practice, being a prerequisite for the industrial FT process design, optimization
and simulation [4]. In general, the rate of synthesis gas conversion depends on the
partial pressure of the feed constituents, as well as temperature. Understanding of
the mechanism of a chemical reaction makes it possible to develop physically-
realistic mathematical models based on these mechanisms [5]. A number of
mechanistic schemes have been developed for FT synthesis over iron [6].

Most studies support a carbene mechanism involving dissociation of CO to C
and O atoms followed by stepwise hydrogenation of carbon and oxygen. Wang et
al. developed a kinetic model for the rate of CO consumption on CO/Fe/SiO, cata-
lyst [7]. CO conversion values have been achieved in various temperatures, pres-
sures and H,/CO molar ratios. If the used experimental data is enough, a kinetic
study will be reliable; in the kinetic study, the mechanism’s accuracy of chemical
reactions increases as the number of experimental data increases. Provision of the
numerous data using the fixed bed micro-reactor is a time-consuming and costly
procedure. Thus a mathematical model that can estimate the major experimental
data will be very valuable and interesting in industry.

System modeling plays a very important role in many applications such as control,
communication and industrial [8-12]. Process control devices utilizing fuzzy algo-
rithms have been used for some times in chemical/biochemical engineering. Indus-
trial and academic research chemists will now encounter in their laboratories both
hardware programmed with fuzzy algorithms and software functioning via fuzzy
rules. Neuro-fuzzy methods are popular solutions for nonlinear system identification
that has been successfully applied in system modeling. Neuro-fuzzy approach pos-
sesses all advantages of the pure neural and fuzzy methods, such that the low level
learning and computational power of neural networks into fuzzy systems and provi-
sion of the high-level human-like thinking are the reasons of predominance of fuzzy
systems into neural networks [13]. Also, these methods solve the problems such find-
ing good neural network architecture, high number of hidden units and long computa-
tional time of every epoch in the learning process in neural networks. Thus, neuro-
fuzzy approach is a good selection for many real world problem such estimation of
CO conversion values in FT synthesis. Also, the use of computer simulation as a
powerful tool in industrial process, model predictive control, static and dynamic
simulation and to process analysis is now well established. Many of these applica-
tions contain complex nonlinearities and bioinspired solutions that are based on a lin-
earized model of the process. However, if the process is highly nonlinear and subject
to large frequent disturbances, a nonlinear model will be necessary. An alternative
approach is to design a nonlinear model consists of several linear models that major
output derives from combination of these linear models. Also, many training algo-
rithms and structures for solving such problems have been suggested such as LoLi-
MoT, adaptive network based fuzzy inference system (ANFIS), Takagi-Sugeno (TS)
and piecewise linear networks (PLN) [14-17]. Likewise, LoLiMoT has been greatly
applied for training neuro-fuzzy network and chemical process control because of its
rapid and accurate operation in computation [11-13]. The kinetic study of FT reaction
would be more reliable if we had CO conversion values in the various experimental
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conditions which are a time-consuming and costly process. Thus, a complementary
method is a requirement for the kinetic study of FT synthesis. The development of at-
tempts to build satisfactory models for the kinetic study and the mechanism of FT
synthesis are the theme of the present work. In the present study, the CO conversion
values which have been achieved in various temperatures, pressures and H,/CO mo-
lar ratios using LoLiMoT algorithm, are compared with the experimentally achieved
ones. The estimated values have an acceptable accuracy for use in the kinetic study of
FT synthesis.

2 Experimental Studies

2.1 Catalyst Preparation

The tested catalysts in this study were prepared using co-precipitation method. An
aqueous solution of Co(NO;),.6H,0 (0.5 mol/l) and Fe(NO;);.9H,0 (0.5 mol/l)
with 15 wt% of SiO, support, has been added with nominal composition of
40%Fe/60%Co on molar basis. Then the resulting solution was heated to 70°C in a
round- bottomed flask fitted with a condenser. Aqueous Na,CO; (0.5 mol/l) was
added to the mixed nitrate solution with stirring while the temperature was main-
tained at 70°C until pH 7.0 was achieved. The precipitate resulting was then left in
this medium for times ranging from 2 h. The aged suspension was then filtered,
washed several times with warm distilled water until no further Na™ was observed
in the washings tested by flame atomic absorption. The precipitate was then dried
in the oven (110°C, 18 h) to give a material denoted as the catalyst precursor,
which was subsequently calcined in static air in the furnace (600°C, 6 h) to give
the final catalyst.

2.2 Catalyst Testing

The Co/Fe/SiO, catalyst tests were carried out in a fixed bed stainless steel micro re-
actor at various operating conditions (Fig. 1). All gas lines to the reactor bed were
made from 1/4" stainless steel tubing. Three mass flow controllers (Brooks, Model
5850E) equipped with a four-channel control panel (Brooks 0154) were used to ad-
just the flow rate of the inlet gases (CO, H,, and N, with purity of 99.99%) automati-
cally. The mixed gases passed into the reactor tube, which was placed inside a tubular
furnace (Atbin, Model ATU 150-15) capable of producing temperature up to 1300°C
and controlled by a digital programmable controller (DPC). The catalyst bed is lo-
cated at the middle of the reactor. The reaction temperature was controlled by a com-
puter, based on the temperature measurement obtained by a thermocouple inserted
into the catalyst bed. The meshed catalyst (1.0 g) was held in the middle of the reactor
with 110 cm length using quartz wool. The studied system consists of an electronic
back pressure regulator which can control the total pressure of the desired process.
The catalyst was pre-reduced in situ atmospheric pressure in a flowing H, stream
(flow rate=30 ml/min) at 400°C for 16 h before synthesis gas exposure. Analysis of
the reactants and products was by means of a GC (THERMO ONIX; LNICAM Pro
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GC") equipped with a thermal conductivity detector. The CO conversion (%) was
calculated according to the normalization method:
_ (Moles CO,,)—(Moles CO

CO conversion(%) = ) x100 2)
Moles CO,,

2.3 Kinetic Experimental Data

Kinetic experiments were carried out in a fixed bed micro-reactor containing 1g of
Co/Fe/SiO; catalyst. CO, N, and H, were fed to the reactor. The partial pressures
of CO and H, were varied. Prior to reaction the catalyst was pre-treated in pure H,
at 400°C for 16 hours. Experimental conditions were varied in the following
ranges: P=1-12 bars, T=250-300°C, GHSV=3600 ml/h/g.,, and Hy/CO feed ra-
tio=1-2.5. Each experiment was replicated three times in order to verify the
experimental data accuracy and reproducibility.

3 Modeling Study

3.1 Local Linear Neuro-Fuzzy Network

The Local Linear Neuro-Fuzzy (LLNF) network is depicted in Fig. 2. A local
linear modeling approach is based on a dived-and-conquer strategy. A complex
modeling problem is divided into a number of smaller and thus simpler sub prob-
lems, which could be solved almost independently by simple models. The most
important factor for the success of such an approach is the division strategy for the
original complex problems [18-20]. The main objective of learning from data ex-
tracts a family of rules that cover these data explicitly. As data used in learning
contain generally vagueness and ambiguity, there is a need of developing algo-
rithms for learning from imprecise data [13]; LoLiMoT algorithm provides a sim-
ple, fast and deterministic model which has low number of trial-and-error steps for
system identification.

3.2 Locally Linear Model Tree

LoLiMoT has been introduced as a local linear modeling algorithm [11, 16-20]
LoLiMoT can be regarded as a radial basis function that the output layer weights
are replaced with a linear function of the network inputs (Fig. 2). Each neuron
realizes a local linear model (LLM) and an associated validity function that deter-
mines the region of validity of the LLM [18]. It is an incremental tree-construction
algorithm that partitions the input space by axis-orthogonal splits. In each itera-
tion, a new rule or LLM is added to the model. Thus, LoLiMoT belongs to the
class of incremental or growing algorithms [13]. In each iteration the validity
functions with correspond to the actual partitioning of the input space are com-
pared and the corresponding rule consequents are optimized by the local weighted
least square technique [18, 21]. The model construction algorithm has an outer
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loop (upper level) that determines the parameters for nonlinear partitioning of the
input space (structure) an inner loop (lower level) that estimates the parameters of
those local linear models [18, 19, 22]. The validity functions, which are similar to
basis functions in RBF and could be Gaussians, are normalized such that for any

input u, M . (u) =1, and he output of this model is computed as:
p L At p p

F=2 W W Wy A ) @) 3)
Where the local linear models and the validity functions depend on u =[uu, --u, I

as input of the model and p is number of the dimension of the model input.

This network simply interpolates linear hyper-planes, which are used to
approximate the functions locally, by nonlinear neurons called validity function. A
choice for validity function is normalized Gaussians. If these Gaussians are
furthermore axis- orthogonal the validity functions are

H; (W)

IR

2
u,»(@:exp(( besey) jx xexp{—(”"_zéf;’) J

il ip

¢ W)=
“4)

The center coordinates ¢;; and standard deviations o;; as the hidden layer parame-
ters of the neural network are nonlinear network parameters and each weight w;; as
the j-th local weight of the linear system i is a linear parameter. Each Gaussian
function in (4) performs as a membership function with input vector u for the
locally linear model. The global parameter vector contains M(p+1) elements:

W= oW W W W W oWy ] (5)

And the associated regression matrix X for N measured data samples are:

X =[XX,...X,] (6)
g @)  wMSwd®) ... u, (DY wd)
| w@) u,Dgw@) ... u, (D¢ w(2) o

g wN) u,(N)@N)) ... u,(N)$u(N))

Therefore:
y=Xw , w=X"X)'X"y ®)

The input space is decomposed in axis orthogonal style yielding hyper-rectangles
which centers of Gaussian membership functions (1) are placed. The standard
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division of these Gaussians is set to 0.159 of the length of their rectangles in each
dimension.

o, =k, A, ©)
k, =0.159 (10)

Where A;; denotes the extension of the hyper rectangle of local model i in dimen-
sion u; [18]. k, has been found by trial and error and 0.001 perturbation on it make
a big difference in estimated data and reduce the accuracy of the result.

The LoLiMoT algorithm is classified as follow:

1. Start with an initial model: start with a single neuron, which is a global linear
model over the whole input space with ¢@)=1 and set M=1. If there is a

priori input space partitioning it can be used as the initial structure.

2. Find the worst locally linear model: Calculate a local loss function e.g. Sum
Square Error (SSE) for each of the i =1,..., M LLMs, and find the worst per-
forming neuron.

3. Check all divisions: The worst locally linear model is considered for further re-
finement. The hyper rectangle of this LLM is split into two halves with an axis
orthogonal split. Divisions in all dimensions are tried, and for each of the p
divisions the following steps are carried out:

a) Construction of the multi-dimensional validity functions for both gener-
ated hyper rectangles;

b) Construction of all validity functions.

c) Estimation of the rule consequent parameters for newly generated LLMs.

d) Calculations of the loss function for the current overall model.

4. Find the best division: The best of the p alternatives was checked in step 3 is
selected, and the related validity functions and LLMs are constructed. The
number of LLM neurons is incremented (M =M + 1).

5. Test for convergence: If the termination condition is met, then stop, else go to step 2.

4 Results and Discussion

The basis form of LoLiMoT algorithm has been used to estimate the CO conver-
sion in the specified range of temperatures, pressures and H,/CO molar ratios. The
standard division calculated based on trial and error is equal to 0.159. The algo-
rithm was implemented in MATLAB 2009. The efficiency of algorithm has been
evaluated through two methods. During the first method, the available data have
been split into two non-overlapped parts, test set and train set. The test set data
(eight points) is held out and not looked at during training; fifty four points are
used as train set. The maximum number of neurons is restricted to the number of
experimental train data that is 54, although we reach to the accuracy of 107 by 34
neurons in 2.1606 seconds and after this, just the amount of error has been de-
creased. Fig.4 shows the error reducing process in the procedure of increasing
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number of neurons. The CO conversion values are estimated in the pressures of 1,
3, 6 and 12 bar and approximation by LoLiMoT has been done in 3 and 6 bars by
different temperatures and H,/CO molar ratios (see Table 2). The kinetics of the
gas—solid Fischer—Tropsch synthesis over a Co—Fe—K-SiO, catalyst was studied in
a fixed bed micro-reactor. Experimental conditions were varied as follows:
p=1-12 bar, T=250- 300 °C, GHSV=3600 ml/h/g.,. and H,/CO feed ratio=1-2.5.
The experimental results obtained in this investigation at different temperatures
and pressures are given in Table 1. The comparison of estimated and test data for
FTS in fixed bed reactor has been shown in Table 3. Also, Fig.3 shows that esti-
mated CO conversion values are in relatively good accordance with the real ones.
During the second method, the system has been evaluated trough 8-fold cross-
validation. The data are partitioned into 8 nearly equally sized segments. Eight it-
erations of training and validation are performed, during each iteration a different
fold of the data is held-out for validation while the remaining 7 folds are used for
learning. The values of mean error and the variance are 0.0270 and 0.0287,
respectively.

Fig. 2 The network structure of a local linear neuro-fuzzy model with M neurons and p inputs
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Table 1 The experimental data for FTS in fixed bed reactor

V. Keikha et al.

COconv.  T(K) Pt[Bar] H2/CO COconv. T(K) Pt[Bar] H2/CO
0.042521 52315 1 1 0.097355  533.15 12 1.5
0.047098 53315 1 1 0.116366  543.15 12 1.5
0.051209 54315 1 1 0.129036  563.15 12 1.5
0.067585 55315 1 1 0.136978  573.15 12 1.5
0.100756  563.15 1 1 0.14257 583.15 12 1.5
0.182049  583.15 1 1 0.087076  543.15 12 2
0.089412  513.15 1 1.5 0.081119  553.15 12 2
0.066127 51315 1 2 0.057969  533.15 3 1
0.120704 51315 1 1 0.055105  543.15 3 1
0.076497 51315 1 2.5 0.075608  553.15 3 1
0.12247 523.15 1 1.5 0.088885  563.15 3 1
0.115699  523.15 1 2 0.102707  573.15 3 1
0.102454  523.15 1 2.5 0.082219  583.15 3 1
0.089412 51315 1 1.5 0.104912 53315 3 1.5
0.109588  533.15 1 1.5 0.108637  543.15 3 1.5
0.113235 54315 1 1.5 0.11434 55315 3 1.5
0.096039 55315 1 1.5 0.11952 563.15 3 1.5
0.106931 563.15 1 1.5 0.118202  573.15 3 1.5
0.045188  533.15 1 2 0.123707  583.15 3 1.5
0.08588 54315 1 2 0.076736  533.15 3 2
0.102756 55315 1 2 0.05738 583.15 6 2
0.127657  563.15 1 2 0.113717 53315 6 1
0.06159 543.15 12 1 0.113641 543.15 6 1
0.113173  553.15 12 1 0.114307  553.15 6 1
0.09375 563.15 12 1 0.10713 563.15 6 1
0.102616  573.15 12 1 0.113876  573.15 6 1
0.126951  583.15 12 1 0.110089  583.15 6 1

Table 2 The experimental test data for FTS in fixed bed reactor

CO conv T(K) Pt[Bar] H2/CO
0.088400523 543.15 3 2
0.082965138 553.15 3 2
0.080143368 563.15 3 2
0.077996684 573.15 3 2
0.094118521 583.15 3 2
0.128986569 543.15 6 1.5
0.171944000 583.15 6 1.5
0.068357485 533.15 6 2
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Table 3 Comparison of estimated and test experimental data for FTS in fixed bed reactor

Estimated 0.0861 0.0988 0.0841 0.0721 0.0848 0.1017 0.1453 0.0702
Real 0.0884 0.0830 0.0801 0.0780 0.0941 0.1290 0.1719 0.0684

——  estimated
real

) — M : : b oo

Fig. 3 Real and estimated output in compar-  Fig. 4 Convergence curve in learning proc-
ing LoLiMoT and experimental test data ess by training data

5 Conclusions

In this study, a new method for estimation of CO conversion values in the FT
synthesis based on LoLiMoT algorithm has been presented. LoLiMoT has been used
to approximate CO conversion values in a range of temperatures, pressures and
H,/CO molar ratios. Experimental conditions were varied in the following ranges:
P=1-12 bar, T=250-310 'C, H,/CO feed ratio=1-2 mol/mol, GHSV=3600 cm’
(STP)/h/g . The system has been evaluated through two methods, hold-out exercise
and 8-fold cross validation. The results show that estimated CO conversion values
have good accordance with the real ones and accuracy of estimated CO conversion
values is acceptable for use in the kinetic study of FT reaction, also with few discrete
training data. In addition, this algorithm can be used in order to save time and to re-
duce the costs of kinetic study of FT reaction. Therefore it can be used as a comple-
ment in the kinetics modeling and similar systems. Since it is a novel approach for
approximation of CO conversion values, there is not any results, obtained by other
techniques in the previous works, to be compared with our results.
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Global Optimization Using Space-Filling Curves
and Measure-Preserving Transformations

Hime A. e Oliveira Jr. and Antonio Petraglia

Abstract. This work proposes a multi-start global optimization algorithm that
uses dimensional reduction techniques based upon approximations of space-filling
curves and simulated annealing, aiming to find global minima of real-valued (pos-
sibly multimodal) functions that are not necessarily well behaved, that is, are
not required to be differentiable or continuous. Given a real-valued function with
a multidimensional and compact domain, the method builds an equivalent, one-
dimensional problem by composing it with a space-filling curve (SFC), searches
for a small group of candidates and returns to the original higher-dimensional do-
main, this time with a small set of “promising” starting points. Finally, these points
serve as seeds to the algorithm known as Fuzzy Adaptive Simulated Annealing,
aiming to find the global optima of the original cost functions. New SFCs are built
with basis on the well-known Sierpifiski SFC, a subtle modification of a theorem by
Hugo Steinhaus and several results of ergodic theory.

1 Introduction

A significant number of techniques for global optimization of numerical functions
based on space-filling curves or its approximations have been proposed [2,6]. One
common characteristic shared by these contributions is that the functions under
study have certain regularity properties, such as being of Lipschitz type or differ-
entiable. If those properties are not satisfied, or we cannot prove whenever they are,
the problem is outside the scope of the corresponding method. It is thus of interest
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to devise a way of handling such difficulties, as well. Another situation that occurs
frequently is related to the poor precision attained by some methods whenever the
domain dimension gets higher - such a fact is related to the difficulty in minimiz-
ing the resulting one-dimensional auxiliary functions that exhibit a large number of
local minima and very noisy graphs, fractal-like indeed. Considering that the great
majority, if not all, of global minimization methods fail in such extreme situations,
such an approach is in some cases considered to be ineffective. The reasons for this
are related to the way the multidimensional domain is filled up and to the qual-
ity of the one-dimensional minimization process applied to the resulting auxiliary
function.

To be successful in practice, the global optimization approach must devise a good
approximation of a space-filling curve (SFC) whose image is, or contains, the com-
pact domain of the function under study, and to use a one-dimensional global min-
imization algorithm that can find precise approximations to optimizing points of
the composed map, whose domain is a closed interval, say [0,1], and that assumes
real values, possessing the same extremes as the original function, among which the
desired global optimum is included. Unfortunately, such conditions are not easily
satisfied and past efforts were only partially successful in finding good results. In
[2], for example, an interesting and promising paradigm is presented, but the results
focus on low dimensional spaces. Another issue is related to the adequacy of the
chosen way for filling up the original multidimensional domain - by projecting the
image of an approximation of a particular SFC onto the space generated by vectors
corresponding to directions that have larger variance (by means of principal compo-
nent analysis), we can show whether there are poorly visited regions, inside which
extreme points could be located.

To find SFCs capable of overcoming such obstacles, measure-preserving trans-
formations, key theorems of general topology and ergodic theory were taken as
inestimable tools [} 3} 4]. In this paper, we assume, without loss of generality, that
all optimization problems are related to unconstrained global minimization of real
functions and all SFCs have the unitary interval [0,1] as their domain.

It’s worth to highlight that an important qualitative property of SFCs is their abil-
ity to ”sweep” deterministically high-dimensional domains, so as to improve the
likelihood of finding good seeds” for complementary, posterior global optimiza-
tion stages, taking into account the existence of several methods whose final results
depend strongly upon their starting points [7]]. In this fashion, it is of interest to
investigate new ways of finding adequate starters, particularly those located in at-
traction basins of global optima.

Despite of the existence of many good global optimization methods that could
be used in such a posterior stage, we have chosen the fuzzy adaptive simulated
annealing algorithm, taking into account its excellent performance in difficult opti-
mizations tasks [9] and the maturity of the adaptive simulated annealing paradigm
itself [7,[10]. Nevertheless, it’s possible to replace it by any other method, especially
those ones depending on good starting points.
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2 Auxiliary Theoretical Results

In this work, we define a SFC as a surjective and continuous function from a real in-
terval, say [0,1], to a compact subset of a finite-dimensional vector space, which can
be identified to R”, the n-dimensional Euclidean space. The SFCs were well studied
in the past and there are many theoretical results stating necessary conditions for their
existence [11]]. Besides, long before the invention of digital computers, a number of
great mathematicians have proposed constructive examples and established several
interesting properties [11]] of SFCs. More recently, researchers have found ways to
apply previous knowledge about SFCs to various relevant areas, including global op-
timization of numerical functions. In this paper, the fundamental idea is to compose
a given objective function with a SFC corresponding to a compact superset of the
respective domain. In such a way we can always reduce a multivariate problem to a
univariate one. Hence, at least in theory, it would be possible, by solving the auxiliary
one-dimensional problem, to go back to the n-dimensional domain and find the desired
optimum point. Unfortunately, when such ideas are brought to the digital computer
realm, some complications arise, particularly in high-dimensional domains.

The main drawback concerning implementation issues is that virtually all curves
idealized in the far past did not take into account the finite word length of digital
computers (one good reason for that is that digital computers were invented long
after their synthesis). Typically, the first proposed SFCs were based on infinite ex-
pansions and used, for instance, the property that elements in [0,1] can be repre-
sented as 0.711>1324%5... in a given basis B, where each #; is an integer between 0 and
B—1 (extremes included). It is thus necessary to find adequate approximations of
SFCs if we want to pursue this kind of approach. Initially, a reasonable alternative
seems to be the use of (approximations of) Sierpinski SFCs, taking into account the
availability of their precise defining formulas, as follows [11]:

x(t) :f(t)a y(t) :f([71/4)7 l‘E[O,l} (D

where f is a bounded, even and continuous real function whose expression is given
by
_6() 6()o(t(r)  6(1)6(t(1)0(tn())

— + — ... 2)
2 4 8
The 1-periodic functions ©(¢) and t;(¢) are defined in [I1]], so that the resulting
curve (x(),y(¢)) is a 2-dimensional SFC and shows to be well-suited to numerical
calculations. To build higher-dimensional SFCs starting from this one, some results
were crucial, as stated by the following theorems, whose proofs can be found in
[11]). First, however, we need to present some definitions.

Definition 1. A function ¢ : [0,1] — R is uniformly distributed with respect to the
Lebesgue measure if, for any (Lebesgue) measurable set A C R, we have

A7 (A) =Ai(A) 3)

where A is the Lebesgue measure in the real line.
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Definition 2. n measurable functions @y, @, ..., @, : [0, 1] — R are stochastically in-
dependent with respect to Lebesgue measure if, for any n measurable sets
A1,Ag, .. Ay CR,

.

A 07 A7) = f[lmup;l(Aj)) @)

1

J

Theorem 1. (H. Steinhaus) If 91, @2, ..., @, : [0, 1] — R are continuous, non-constant
and stochastically independent with respect to the Lebesgue measure, then

f=(01,02,..,00) - [0,1] = @1 ([0,1]) x 2([0, 1]) x ... x @u([0,1])  (5)
isa SFC.

Theorem 2. If f = (@, y) : [0,1] — [0,1] x [0,1] is (Lebesgue) measure-preserving
and onto, then its coordinate functions @,y are uniformly distributed and stochas-
tically independent.

Taking into account that the Sierpifiski SFC is measure-preserving ( [11]], page 111),
we conclude that its coordinate functions are uniformly distributed and stochas-
tically independent, and can be used to synthesize higher-dimensional SFCs with
coordinates

x1(1) = (1)
x(1) = oy(r)
............... (6)
xp(t) = @oyoyo...oy(r)
t€10,1]

that are non-constant, continuous and stochastically independent. Unfortunately,
after a few experiments it was clear that for higher-dimensional domains (around
8 dimensions), approximations of such “pure” Sierpinski based SFCs failed to fill
up adequately the compact domains of interest, as will be shown in the sequel
(Fig.[I(@)). This fact is due to distortions caused by numerical approximations, de-
spite the theoretical curve being really a SFC one. Aiming to find a better curve, we
composed the original Sierpinski function with an invertible (Lebesgue) measure-
preserving transformation that is a natural extension of a particular Generalized
Liiroth Series transformation [4]], mapping [0,1)x[0,1) onto itself. That new map-
ping was found through a new partition, that we called the bisection partition, as
defined in (7). To generate a new SFC mapping [0,1] onto [-1,1]x[-1,1], it was neces-
sary to use linear homeomorphisms from [-1,1]x[-1,1] to [0,1]x[0,1] and vice-versa.
Let us denote such a transformation as T, and derive its expression as shown below

11
D={1,23,.3=N, L =[ltr) =]

2k’2k—1>7 keD
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wlay) = (7, ")) =
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Here, the {I; : k € N} form the bisection partition.

The proposed SFC is given by the following sequence of operations:

[0,1] = [-1,1] x [-1,1] = [0,1] x [0,1] — [0,1] x [0,1] — [—1,1] x [-1,1] (8)
Sierpinski Homeomorphism T Homeomorphism

It should also be observed that although 7 was initially defined only in [0,1)x[0, 1),
we extended it to [0,1]x[0,1] in an obvious way, so that the composite path can reach
all regions of the desired domain. To assess the filling degree of the curves relatively
to the compact set [—1,1]", we present in Figs. and the plots produced
by PCA projections of the corresponding multidimensional curves onto the 2 maxi-
mum variance directions. Qualitatively, it can be stated that the more filled the graph
area is, the more adequate the filling curve will be. The generated paths consisted
of 20,000 8-dimensional points of each kind of curve, and conventional PCA was
carried out through a customized computer program. The parameterizing domain
was chosen as the closed interval [0,1] in all cases. As can be seen from the plot in
Fig. the projected points of “pure” Sierpifiski curves did not fill adequately the
maximum variance region. The composed transformation, in Fig. presented
substantially better performance, showing denser and more uniform covering. Let

(a) PCA (Sierpinski) (b) PCA (proposed) (c) Reduced function

Fig. 1 Domain projections and example of dimensional reduction (2 — 1)
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us thus analyze what happens to the graph of the very well behaved bi-dimensional
function f(x1,x2) = (x; —0.3)?+ (xo — 0.3)2, restricted to the square [-1,1]x[-1,1],
when it is composed with the proposed SFC, yielding a univariate, real-valued func-
tion with compact domain [0,1]. The result of uniformly sampling the interval [0,1]
by 10000 points is displayed in Fig. from which we conclude that a simple
dimensional reduction from 2 to 1 transforms a smooth surface into the very rough
line g(1) = f (@1 (¢), @2(¢)). This phenomenon worsens as the original number of di-
mensions increases. On the other side, by carefully observing Fig. we notice
that there are regions where the maximum (3.38) and minimum (0) values of f in
[-1,1]x[-1,1] are visibly approximated, and could serve as hints to start more effec-
tively preexisting and efficient global optimization algorithms, be them stochastic
or deterministic.

Returning to the above example function we find that for # = 0.2908 the one-
dimensional function attains the value 0.000119, which is the minimum of the 10000
points used in the illustrative discretization and an approximation for the actual 0
value, corresponding to (0.3, 0.3). Going back to the two-dimensional domain, we
find (0.299, 0.289) as the associated bi-dimensional point, which is reasonably close
to the actual minimizer. It is worth noting that although Steinhaus theorem is stated
only for continuous functions, it is also true for surjective (over [0,1]), piecewise
continuous coordinate functions, as well, as is the case for the components of the
proposed SFC. In fact, we could state the following theorem, whose proof follows
from the corresponding one of Steinhaus theorem in [[11].

Theorem 3. (modified Steinhaus) If 1,2, ..., ¢, : [0,1] — [0, 1] are piecewise con-
tinuous, surjective, non-constant and stochastically independent with respect to the
Lebesgue measure, then f (defined below) is a SFC.

f= (01, 025,00) [0, 1] = @1([0,1]) x @2([0,1]) x ... X @a([0,1])  (9)

3 Fuzzy Adaptive Simulated Annealing

Adaptive simulated annealing (ASA) [[7] is a sophisticated and rather effective global
optimization method. The ASA technique is particularly well suited to applications
involving neuro-fuzzy systems and neural network training [10]], thanks to its supe-
rior performance and simplicity. Unfortunately, stochastic global optimization algo-
rithms typically present certain periods of poor improvement in their way to a global
optimum. In simulated annealing implementations, that behavior is mainly due to the
cooling schedule, whose speed is limited by the characteristics of probability density
functions, which are employed with the purpose of generating new candidate points.
In this fashion, if we choose to employ the so-called Boltzmann annealing, the tem-
perature has to be lowered at a maximum rate of 7'(k) = 7(0)/In(k) . In the case of
fast annealing, the schedule becomes T'(k) = T(0)/k , if assurance of convergence
with probability 1 is to be maintained, resulting in a faster schedule. The approach
based on ASA has an even better default scheme, given by
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T;(k) = T;(0) exp(—Cik'/P) (10)

because of its improved generating distribution. The constant C; is a user-defined
parameter, and D is the number of independent variables of the function under min-
imization (dimension of the domain). Notice that subscripts indicate independent
evolution of temperatures for each parameter dimension. In addition, it is possible
to take advantage of simulated quenching, that is,

T;(k) = T;(0) exp(—Cik%/P) (11)

where Q; is termed the quenching parameter. By attributing to Q; values greater
than 1 we obtain a gain in speed, but the convergence to a global optimum is no
longer assured [7]. Such a procedure could be used for higher-dimensional param-
eter spaces, whenever computational resources are scarce. The internal structure of
a successful approach to accelerate the ASA algorithm, using a simple fuzzy con-
troller that dynamically adjusts certain user’s parameters related to quenching, is
described in [9] - the so-called fuzzy ASA algorithm. As in any other method aim-
ing at global optimization of arbitrary numerical functions, ASA and fuzzy ASA
techniques could benefit from the choice of good starting points. Accordingly, the
main point of the present work is to find a small set of good seeds able to avoid
convergence to suboptimal regions.

4 Proposed Algorithm

We propose the following algorithm to find a global minimum of a given function
f:C— R, where Cis a compact subset of some n-dimensional Euclidean space R".
No condition of regularity, such as differentiability or even continuity, is imposed
on f, and C is usually a hyper-rectangle. If it is not, we can always find one hyper-
rectangle that contains it, taking into account its compactness. So, from this point
on we assume that C = [ay,b;] X [a2,b2] X ... X [an,b,]. The algorithm is:

(i) Using (6) and the sequence of operations shown in (8), find an SFC
O=(01,02,..,0n) : [0,1] = [-1,1] X [-1,1] x ... x [-1,1];

(i) Transform the original, multidimensional minimization problem
into a unidimensional one by composing ¢ and a linear isomorphism
Yo [—-1,1] x [-L,1] x ... x [=1,1] — [a1,b1] X [a2,b2] X ... X [ay,by),
defining g as the composition of ¢, ¥ and f, from [0,1] onto
[a1,b1] X [a2,b2] X ... X [an,by], sharing with f the same extreme val-
ues;

(iii) Submit g to a one-dimensional global minimization process and find a
finite subset of best candidates to global minimizers of f, say {1,1,13,...,tx },
contained in [0,1]. In this work, this set has N=3 elements, but such a number
could be easily reconfigured, if necessary;
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(iv) Compute the set ¢ = {¥(¢(11)),¥(0(n)),...,'Y(o(ty))}, jumping back
to the original domain;

(v) Use the elements of ¢ as starting points for the fuzzy ASA algorithm;
(vi) Choose the best point (corresponding to the minimum value of f) as the
final output of the algorithm.

The unidimensional minimization process in (iii) is to be chosen by the imple-
menter. In this work we used intentionally a simple scheme in our experiments (uni-
form sequential search), aiming to highlight the filling ability of the proposed SFC.

S Experiments

As noticed in [8], it is usual in the literature to employ certain sets of test functions
for evaluation of optimization methods. However, the chosen problems may not be
the best ones for testing global optimization algorithms, as the functions belong-
ing to them are relatively simple and regions of attraction of the global minimizers
could be easily caught, despite their complicated appearances. Consequently, it is
argued that they do not present sufficient difficulty to stress the minimization ability
of new optimization approaches. Hence, it is necessary to idealize more sophisti-
cated and systematic tests to verify their performances. To assess the effectiveness
of the proposed method, a scheme similar to the one used in [8] was adopted, by
employing a certain class of test functions, specified in Table [Il produced by the
GKLS generator [5]], which allows us to evaluate algorithms in a more complete
way. It generates classes of 100 test functions having the same number of local min-
ima plus one global minimum, supplying complete parametric information about
each of the functions, such as their dimensions, the values of local minimizers and
respective coordinates, placement and sizes of attraction regions of the global min-
imizer, which are described by parameters r, (radius of the approximate attraction
region of the global minimizer) and d (distance from the global minimizer to the
paraboloid vertex). We refer the reader to [5]] for more details. In what follows, we
consider a global minimum found when candidate points reach a ball B; of radius
p =0.01 /N, where N is the Euclidean dimension of the function domain, that is,

Bi={yeR":|ly—y|| <p} (12)

where in is the global minimizer of the i-th function in a given test class and
i € {1,...,100}. Unlike in the original tests, just one function class (shown in Ta-
ble [1) was used in the experiments. It should also be noted that all functions are
non-differentiable, for (expected) greater difficulty. The present method was tested
against the best one presented in [8]], therein termed ALI The authors proposed
4 new global optimization methods denoted as AG, AGI, AL and ALI. Figure
displays the number of function evaluations and respective global minima found by
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the proposed technique, in a similar manner as those reported in [8] to compare AG
and ALI for functions of class 5. As indicated in Table ] the proposed algorithm
produced better performance.

Table 1 Parameters pertaining to the function class used in the experiments

Function Domain No. of local Global min- d Tg Function
class  dimension minima imum value type
5 4 10 -1 0.66 0.33 ND

Table 2 ALI and the proposed method minimizing 100 ND-type class 5 functions

Method Average number of func- Maximum number of function evaluations
tion evaluations in individual minimization operations

ALI 14910 48210

Proposed  10716.5 17350

100

S0

a0

O

GO

S0

401

30

Mumber of global minima found

0+

10F —— Proposed methad (Bisection partitian)
Average nu of evaluatluna 10715 5 Max\mum 17350

1
0 1 2 3 d 5 E ? g

A . 5
Mumber of function evaluations €10

Fig. 2 Results for 100 class 5 functions - average 10716.5 and maximum 17350 evaluations

6 Conclusions

This work presented a multi-start approach for global minimization of multidimen-
sional functions using dimensional reduction and a nonlinear stochastic method.
When compared to previously published techniques, the method showed superior
performance and adequacy for use in difficult cost functions. This is mainly due
to the ability of space-filling curves in serializing the space, thereby allowing us
to reduce the search domain to real line intervals. As an important and desirable
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byproduct, the method is able to find points located in the attraction basins of global
minimum points that will be used as seeds when jumping back to the original, mul-
tidimensional domain. That ability is invaluable in functions presenting large planar
regions, where the great majority of methods get trapped, due mainly to the lack of
differential indications. Although the reduced function typically presents a fractal-
like graph even whenever the original one is smooth or “well-behaved”, existing
one-dimensional optimization techniques can obtain good estimates of near optimal
points.

Finally, it should be said that although the method could be tested against many
other classes of multimodal functions, in this work we have focused on (which we
consider) the hardest test used in (cited in section 4.5 and shown in Figure
12 of that reference), for the sake of exact comparison of our findings to the best
performing method therein shown, namely ALI (in truth, all benchmarks presented
in [8]] were privately done and our method performed well, but, for lack of space,
we are not presenting them here).
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Modelling Copper Omega Type Coriolis Mass
Flow Sensor with an Aid of ANFIS Tool

Patil Pravin, Sharma Satish, and Jain Satish

Abstract. For a variety of practical uses, modelling techniques are being building up
with the endeavor of reducing the expenditure and time related with the improvement
of new Coriolis mass flow sensors [CMFS]. In this paper the phase shift which is
linearly proportional to mass flow rate is modeled using an ANFIS. This technique is
competent of understanding an immense diversity of non-linear correlations of sub-
stantial intricacy. The experimental data obtained from experimentation on indige-
nously developed Copper CMFS test rig is used for training the Anfis model then this
model is accessible to the network in the structure of input-output pairs, thus the best
possible correlation is found between the phase shift and influential important pa-
rameters. The training data is having phase shift at changeable input factors like sen-
sor location, drive frequency and mass flow rate. Further, the multilayer feed forward
neural network (MFNN) model is developed and compared with the ANFIS model
results. These results reveal that ANFIS models could be effectively used in the
expansion of Copper Coriolis mass flow sensors.

1 Introduction

A range of Coriolis mass flow sensors are recognized and commercially existing.
In such devices, one or two fluid flows are normally pass on through rotating or
oscillating tubes, usually driven into oscillation by one or more electromagnetic
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oscillators acting at a resonant frequency of the system. This generates a Coriolis
acceleration acting on the flowing fluid, and results in a Coriolis force directed at
right angles to the flow path and in decisive opposing directions as between two
legs of each tubes. This causes a sinusoidal time-varying twisting motion of the
tube which can be sensed by conventional motion sensors to produce correspond-
ing analog sinusoidal outputs of measurable amplitude, frequency, and phase rela-
tive to a selected reference. By determining a phase difference between such
sinusoidal outputs from two sensors, each sensing a motion at a different prede-
termined location on the tube carrying the flow; it is possible to determine the
mass flow rate of the fluid flow through the tube. Coriolis mass flow sensor are
very popular for the next generation mass flow measurement techniques and this is
attributed due to sensing of the true mass flow rate directly, unlike some other in-
struments that measure the volumetric flow rate. Physical models play a most
important role in assisting the understanding of the various stages for design and
optimization of the mass flow sensors. Option to the experiments, which are costly
and in some cases not easy to carry out, a well validated physical model can give
constructive information about the performance prediction of the mass flow sensor
for diverse set situations [1].

However, the major harms with the physical models are the difficulties con-
nected with their creation and restricted accuracies due to the multifaceted nature
of the physical designs. As substitute approaches, ANN and ANFIS take out the
preferred information straightforwardly from experimental data, and necessitate
not take into account the comprehensive information of structures and interactions
in the systems and get better the prediction accurateness compared to the conven-
tional models and they have been used extensively. Fuzzy logic reduces the prob-
able complicacies in modelling and analysis of intricate data and also, it is suitable
for integrating the qualitative aspects of human understanding within its mapping
rules, which are to provide a way of communicable information. Artificial neural
networks (ANNs) have also been used to recognize models of difficult systems
because of their high computational rates, strength and capability to learn. For the
same purpose Neuro- fuzzy systems are fuzzy systems which use ANNSs theory in
order to determine their properties (fuzzy sets and fuzzy rules) by processing data
samples. A specific approach in neuro-fuzzy is the adaptive neuro-fuzzy inference
system (ANFIS) that is one of the first integrated hybrid neuro-fuzzy models [2].
An ANFIS gives the mapping relation between the input and output data by using
hybrid learning method to determine the optimal allocation of membership func-
tions [3]. Both artificial neural network (ANN) and fuzzy logic (FL) are used in
ANFIS structural design [4]. Such structure makes the ANFIS modeling more
organized and not as much of dependent on specialist acquaintance [5].

In this work, in order to show the applicability of ANFIS for prediction of
phase shift of a copper omega type mass flow sensor a hybrid grid partitioning
ANFIS was used. The parameters like sensor location, drive frequency and mass
flow rate were considered input features. All these parameters have been observed
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influential in performance evaluation of such type of sensors in authors’ previous
experimental study [6]. The model was trained and tested for the region where the
experimental data is available. Further the model is well validated with the testing
data as well as with the multilayer feed forward neural network modeling.

2 Adaptive Network Based Fuzzy Inference System (ANFIS)

The qualitative aspects of human knowledge and reasoning processes without
employing accurate quantitative analyses can be model by a fuzzy inference sys-
tem which is make use of fuzzy if-then rules. Fuzzy logic modeling techniques
can be classified into three categories, that is to say the linguistic (Mamdani- type)
[7], the relational equation, and the Takagi—Sugeno—Kang (TSK) [8]. In linguistic
models, both the antecedent and the consequence are fuzzy sets while in the TSK
model the antecedent consists of fuzzy sets but the consequence is made up of lin-
ear equations. Fuzzy relational equation models aim at building the fuzzy relation
matrices according to the input—output process data. Jang, [2] has been introduced
an adaptive network based fuzzy inference system (ANFIS) based on the TSK
model. ANFIS is fuzzy inference system implemented as neural network. Each
layer in the network corresponds to a part of the fuzzy inference system (FIS) spe-
cifically input fuzzification, rule inference and fire strength computation, and out-
put defuzzification. The main advantage of this kind of illustration is that the FIS
parameters are encoded as weights in the neural network and, thus, can be opti-
mized via influential well recognized neural net learning methods. This model is
frequently appropriate to the modeling of nonlinear systems. It combines the re-
cursive least-square estimation and the steepest descent algorithms for calibrating
both premise and consequent parameters iteratively.

Fig. 1 illustrates an example of a simple FIS structure in an ANFIS network. In
ANFIS architecture, a FIS is explained in a layered, feed-forward network struc-
ture, where some of the parameters are correspond to by adjustable nodes (repre-
sented as rectangular entities in Fig. 1) and the others as fixed nodes (represented
as spherical entities in Fig. 1). The raw inputs are fed into the nodes of layer 1 that
represent the membership functions. The parameters in this layer are called prem-
ise parameters and they are adjustable. The second layer represents the T-norm
operators that merge the potential input membership grades in order to calculate
the firing strength of the rule. The third layer implements a normalization function
to the firing strengths producing normalized firing strengths. The fourth layer
represents the consequent parameters that are adjustable. The fifth layer represents
the aggregation of the outputs performed by weighted summation. It is not
adjustable.
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Layer 1 Layer2 Layer3 Layer4 Layer5

Fig. 1 An ANFIS network structure for a simple FIS.

3 ANFIS/Neural Network Modeling of Phase Shift

ANFIS is dominant model in solving multifaceted problems. Since ANFIS has the
impending of solving nonlinear problem and can easily accomplish the input—
output mapping, it is perfect to be used for solving the prediction problem. In this
work, the ANFIS model on the basis of grid partitioning algorithm with three in-
puts (sensor location, drive frequency , mass flow rate and one output (phase shift)
was designed for prediction modeling of CMFS in a wide range of all input pa-
rameters. In the grid partitioning method, the domain of each antecedent variable
is partitioned into equidistant and identically shaped membership functions. The
Gaussian membership function used in the ANFIS model. Hybrid learning rule is
used to train the model according to input/ output data pairs. A hybrid algorithm
can be divided to forward pass and a backward pass. The forward pass of the
learning algorithm stop at nodes at layer 4 and the consequent parameters are
identified by least squares method. In the backward pass, the error signals propa-
gate backward and the premise parameters are updated by gradient descent. It has
been demonstrated that this hybrid algorithm is extremely capable in training the
ANFIS [2]. Further multilayer feed forward neural network model (MFNN) is de-
veloped using the backpropagation network training function: Levenberg-
Marquardt and backpropagation weight/bias learning function: Gradient descent
having number of hidden layers 8 and epochs 100. In order to evaluate the predict-
ing accuracy of models, the phase shift prediction uses the root mean square error
(RMSE) to measure the difference between the predicted and measured values.

RMSE = lZ( phaseshift,  — phaseshift )’
=

where n is the total number of data considered. All ANFIS and neural network
results were derived from the code developed in MATLAB 7 [9].
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4 Experimental Test Conditions

The experimental studies were performed on the copper omega type Coriolis mass
flow sensor. Vibrating tube of copper material was used having 12.7 mm outer diame-
ter and 10.9 mm inner diameter. Water was used as flowing fluid through vibrating
tube. Tube was having height of 300mm and width of 500 mm. The Experimental set
up used in the present study has been designed on Pro Engineer Wildfire modeling
software and later manufactured at the Instrumentation project laboratory of Mechani-
cal and Industrial Engineering Department, IIT, Roorkee. The photographic view of
the experimental setup has been shown in figure 2, which consists of the several func-
tional elements such as: Hydraulic bench for providing regulated water supply to the
flow sensor. Test bench for supporting the tubes of the mass flow sensor. Excitation
system for providing mechanical excitation to the mass flow sensor, consists of an
Electrodynamics shaker, control unit, accelerometer and vibration meter. Virtual in-
strumentation comprising of non-contact displacement laser sensors, and a signal con-
ditioning unit for extraction of phase shift. Various settings of sensor location, drive
frequency and mass flow rate were used in the experiments. A response surface three
level factorial experimental design with 32 runs was used to perform the experiments.
The factors and level of each factor are illustrated in Table 1.

Fig. 2 actual photographic view of experimental setup

Various design components as follows:

1. Hydraulic bench 5. Omega tube 9. Foundation

2. Electromagnetic flow meter 6. Test Bench 10. Data Acquisition box
3. Vibration Control unit 7. Laser sensors 11. Inlet pipe

4. Vibration driver 8. Sensor holding stand  12. Outlet pipe

13. Sensor locations
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Table 1 CMFS parameters and their levels

Input parameters Level 1 Level 2 Level 3
Sensor Location (cm) 6 10 14
Drive frequency (Hz) 18 19 20
Mass flow rate (kg/s) 0.1 0.2 0.3

v

. Set input MF Input training data

Load training 1. no. of iterations into ANFIS

and testing data 2. error tolerance start learning
Input predication

parameters
Stop Predicted ¢ & test with e get results from
Phase shift checking data trained ANFIS

compared with
ANN model

Fig. 3 Flow chart of ANFIS model

5 Results and Discussions

In this study, an ANFIS model based on both ANN and FL has been developed to
predict phase shift in CMFS. Three input parameters specifically sensor location,
drive frequency and mass flow rate were taken as input features. Further multi-
layer feed forward neural network model (MFNN) is also developed for compari-
son with the Anfis model. The experimental data for phase shift is collected from
the experimentation carried out on the indigenously developed copper CMFS test
rig. The experiments were divided into two group for training (the first 16 experi-
ment) and testing (remaining) of ANFIS and neural network model. For this
purpose, computer simulation results were carried out and further results were
validated with the testing data in terms of root mean square error (RMSE) for de-
termining the performance of the proposed methodology. According to the simula-
tion results, the proposed method is efficient for estimating of the phase shift in
CMEFS. Figs. 3 and 4 depict the flow chart of procedure followed for Anfis model-
ling; comparison of neural network and ANFIS results for the phase shift respec-
tively. Similarly fig. 5 depicts the RMSE for both the model developed and it is
found that the ANIFS is having less compared to ANN. Therefore, it may be
proved that the ANFIS method used in this paper is realistic and well improved
over neural network results and could be used to predict the phase shift for coriolis
mass flow sensor. The comparised lines seem to be close to each other indicating
with good agreement. Fig. 6 - 8 shows the consequential surface plot identifying
the correlation between preferred variables. It can be observed from the surface
plot that the identified correlation by ANFIS methodology is non-linear in nature
for sensor location as well as drive frequency and linear for mass flow rate.
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L — anfis Predicted data

checking data
Pr
— - — - MFNN /'

Phase shift degrees
%]

Test Data

Fig. 4 Comparison of predicted results for ANFIS/ MFNN with actual values for phase shift

Root Mean Square Error

Anfis MFNN

Prediction model

Fig. 5 RMSE for ANFIS/MFNN model
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Fig. 6 overall input output surface of sensor location, drive frequency and phase shift
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Fig. 7 overall input output surface of drive frequency, mass flow rate and phase shift
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Sensor__|ocation Mass_ flow__rate

Fig. 8 overall input output surface of sensor location, mass flow rate and phase shift

6 Conclusion

The paper has illustrated the use of the adaptive neuro-fuzzy inference system
method for predicting phase shift of copper Coriolis mass flow sensor. ANFIS
tests were performed to predict the preferred performances which are competent
of realizing a immense multiplicity of non-linear interaction of significant intri-
cacy. The experimental data obtained from experimentation on indigenously de-
veloped Copper CMES test rig is used for training the Anfis model then this model
is accessible to the network in the structure of input-output pairs, thus the best
possible correlation is found between the phase shift and influential important pa-
rameters. The training data is having phase shift at changeable input factors like
sensor location, drive frequency and mass flow rate. Further, the multilayer feed
forward neural network (MFNN) model is developed and compared with the
ANFIS model results. These results reveal that ANFIS models could be effectively
used in the expansion of Copper Coriolis mass flow sensors.
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Gravitational Search Algorithm-Based Tuning
of Fuzzy Control Systems with a Reduced
Parametric Sensitivity

Radu-Emil Precup, Radu-Codrut David, Emil M. Petriu, Stefan Preitl,
and Adrian Sebastian Paul

Abstract. This paper proposes the tuning of a class of fuzzy control systems to
ensure a reduced parametric sensitivity on the basis of a new Gravitational Search
Algorithm (GSA). The GSA is employed to solve the optimization problems charac-
terized by the minimization of objective functions defined as integral quadratic per-
formance indices. The performance indices depend on the control error and on the
squared output sensitivity functions of the sensitivity models with respect to the pa-
rametric variations of the controlled process. The controlled processes in the fuzzy
control systems are benchmarks modeled by second-order linearized systems with an
integral component and Takagi-Sugeno proportional-integral fuzzy controllers are
designed and tuned for these processes.
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1 Introduction

The uncontrollable variations of the parameters of the processes lead to undesirable
behaviors of the control systems. The parametric sensitivity of the control systems is
studied in the time domain [23, 29] and in the frequency domain [20, 24, 33]. Some
optimal control applications employing sensitivity models in the objective functions
are dealing with objective functions as extended quadratic performance indices used
in the design and tuning of Takagi-Sugeno PI-fuzzy controllers [23], Bellman-
Zadeh’s approach applied to decision making in fuzzy environments in multi-criteria
optimization problems [10], augmented state feedback tracking guaranteed cost con-
trol [24], optimal human arm movement control [5] or Iterative Learning Control [7].
Attractive applications are given in [18, 35].

Solving the optimization problems for the usually non-convex objective func-
tions used in many control systems is not a trivial task as it can lead to several lo-
cal minima. Different solutions including derivative-free optimization algorithms
are proposed in the literature [4, 6, 8, 9, 11, 14, 17, 19, 22, 32, ] to solve the opti-
mization problems in control systems with objective functions that can have sev-
eral local minima. The Gravitational Search Algorithm (GSA) [26] is such an
algorithm inspired by Newton’s law of gravity to solve the optimization problems
with non-convex objective functions which eventually have several local minima.

The main contributions of this paper are: the application of the GSA to the op-
timal tuning of Takagi-Sugeno proportional-integral (PI)-fuzzy controllers, a new
GSA which is based on an additional constraint regarding system’s overshoot and
on the modification of the depreciation equation of the gravitational constant with
the advance of the algorithm’s iterations, and the simple implementation of the
GSA by the application of the Extended Symmetrical Optimum (ESO) method
[25] which uses of a single design parameter in the tuning conditions of the PI
controller parameters which are next mapped onto the parameters of the PI-fuzzy
controller in terms of the modal equivalence principle, and the number of parame-
ters of the tuning parameters of the PI-fuzzy controllers (viz. the variables of the
objective functions) is much reduced.

This paper treats the following topics. Section 2 gives the description of the
optimization problems in terms of definition and GSA-based solving. Section 3 is
focused on the case study which deals with the optimal tuning of Takagi-Sugeno
PI-fuzzy controllers for a class of second-order processes with integral compo-
nent. A discussion on the results is included. Section 4 outlines the conclusions.

2 Optimization Problems: Definition and GSA-Based Solving

The control system structure is presented in Fig. 1, where C is the controller, P is
the controlled process, r is the reference input, d;,, is the disturbance input, y is the
controlled output, u is the control signal, and e is the control error, e=r-y,
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ao=[o, o, .. am]T e R is the parameter vector containing the parameters

ao,, a=1,m, of the controlled process, and p=[p, p, .. pq]T € RY is the

a’

parameter vector containing the tuning parameters p,, [ = 1,71 , of the controller.

ldmp
r e u ¥
—p?—' o p = P 2

Fig. 1 Control system structure.

Accepting that the state vector of the controlled process
X, =[x, Xp, - xPn]T € R" and that the state vector of the controller

Xe =[xe, Xep oo Xc,p]T e R” (the superscript T indicates the matrix transposi-

tion) are grouped in the state vector of the control system x

T TT T n
x=[x, x.]' =[x =x, X,,,] €R"",
. — 1
x,, if b=1n M
X, = ' S, b=Ln+p,
Xci, Otherwise

and that the state-space model of the control system is differentiable with respect
to @,, a=1,m, the state sensitivity functions A, b=1,n+ p, and the output sen-

sitivity function g% are

A ={ax”} , o% ={8y} ,b=Ln+p, a=1m, 2)
a, «,,0

Jda, Jde,

a» as

where the subscript O indicates the nominal value of the appropriate parameter
which is subjected to variations. The following discrete-time objective functions
are defined to ensure the sensitivity reduction with respect to that parameter:

1% =S (O + (™) le™ OF ), a=Lm, 3)
=0

where ¢, re IN, is the time variable, ™ q =1,71, are the weighting parameters,
all variables in the sum depend on p, and ISE is the Integral of Squared Error.

The objective functions defined in (3) can be viewed as extended ISE criteria.
Their minimization aiming the sensitivity reduction is expressed in terms of the
following optimization problems:
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p  =argminI% (p), a=1m, “

peDo

where p” is the optimal value of the vector p and Do is the feasible domain of p.

The stability of the control system should be first of all taken into consideration
when setting the domain Do.

The operating mechanism of GSA used in solving the optimization problem
defined in (4) comes from Newton’s law of gravity which states that each particle
attracts every other particle with a gravitational force [15]. We suggest the follow-
ing depreciation of the gravitational constant g (k) with the increase in the GSA’s

iterations number £ :
g(k)=Sk/k_, 5)

where k.. is the maximum number of iterations, and J > (0 is constant set such

that to ensure the GSA’s convergence and to influence the search accuracy.
Considering N masses (agents) and the g-dimensional search space, the posi-

tion of the {™ agent is defined by the vector

X, =[x .. x' .. x'1I",i=LN, (6)

i i

d th

where x; agent in the ™ dimension, d = G . The total

is the position of the i

force acting on the mass i is

I m, (k)m, (k)
F, (k)—jzl%jp_,»g(k) (te

where P 0< p,; < 1, is a random generated number, m, (k) and mf(k) are the

[x{ (k) = x' (k)] )

related masses of the ;™ and j“‘ agent, respectively, £ >0 is a small constant,
and r, (k) is the Euclidian distance between the i ™ and the j™ agent. The dis-

tance is used in (7) instead of the square distance to reduce the computational
complexity according to the GSA presented in [26]. The law of motion results in

the acceleration of the ;™ agent at the iteration index k in the 4™ dimension
al (ky=F' (k) m, k), ®)

where m (k) is the inertia mass related to the i"

agent. The next velocity of an
agent, v/ (k+1), is considered as a fraction of its current velocity added to its ac-

celeration. Therefore, the position and velocity of an agent are updated in terms of
the following state-space equations [27]:

vid (k+1)= pl.vi" (k) + al.d (k), xl." (k+1)= xl.d (k) + vi" k+1), )

where P> 0<p <1, is a uniform random variable.
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The gravitational and inertial masses are calculated according to [26, 27]:

n, (k) = f, (k) = w1 /[b(k) = w(k)], m, (k) = n, (k)1 Y n, (k) (10)
j=1

where f, (k) is the fitness value of the i" agent at the iteration index k , and b(k)
(corresponding to the best agent) and w(k) (corresponding to the worst agent) are
defined as follows for minimization problems as those defined in (4):

b(k) = min f, (k). w(k) = max f, (k). (11)

The relations between the fitness function f and value f,(k) in the GSA and the

objective functions defined in (3), and between the position of the i

GSA defined in (6) and the parameter vector are

agent of the

fi(k)y=1Ig (), a=1m, j=L,N, X, =p,i=1N. (12)
Our GSA consists of the following steps:

1. Initialize the g-dimensional search space, the number of agents N and
randomly generate the agents’ position vector X;.

2. Evaluate the agents’ fitness using the equations (3) and (12) involving
simulations and/or experiments conducted with the fuzzy control system.

3. Update g(k), b(k), w(k) and m, (k) using (5), (10) and (11) for
i=LLN.

4. Calculate the total force in different directions using (7), and update the

agents’ velocities and positions using (8) and (9).
5. Validate the obtained vector solution X, (k) in terms of checking the fol-

lowing inequality-type constraint which guarantees that the fuzzy control
system with the obtained controller tuning parameters p = X, (k) ensures

the convergence of the objective function:
Ly, )—r(t,;)1<0.0011 7@, )—rO)l (13)

where #,1s the final time moment (theoretically o according to (3)).
6. Increment k and go to step 2 until the maximum number of iterations is
reached, i.e. k = k.. -

3 Case Study and Discussion of Results

The controlled process with the following transfer function is considered in order
to validate the application of our GSA to the optimal tuning of fuzzy controllers
with a reduced parametric sensitivity:

P(s)=k, /[s(1+Tys)], (14)
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where k,, is the controlled process gain and T, is the small time constant or the
sum of parasitic time constants, k, =139.88 and T, =0.92s. The accepted
sampling period is T.=0.05s.

The transfer function defined in (14) includes the actuator and measuring
element dynamics. Such transfer functions are simplified linearized models of
processes used as servo systems in various applications [1, 2, 12, 13, 21, 28, 30].
As shown in [25] the PI controllers can be tuned by the ESO method to guarantee
a good compromise to the desired / imposed control performance indices using a
single design parameter referred to as f, and the Takagi-Sugeno PI-fuzzy con-

trollers (Fig. 2) are designed and tuned to improve the system’s performance.

e(®) .
o e e
1-:3"1 l.g-1

Fig. 2 Takagi-Sugeno PI-fuzzy controller structure.

The Two Inputs-Single Output fuzzy controller (TISO-FC) block in Fig. 2 is
characterized by the fuzzification according to Fig. 3, the weighted average
method is employed for defuzzification, and the SUM and PROD operators are
used in the inference engine.

-B, 0l B, ()
'B&e Bﬂ.é ﬂé(f)

Fig. 3 Input membership functions of Takagi-Sugeno PI-fuzzy controller.
Tustin’s method applied to the discretization of the linear PI controller with the
transfer function
Cs)=k (A+sT,))/s=k A+1/(T)], k. =kT,, (15)

with the controller gain k. and integral time constant 7; leads to the discrete-time
incremental PI controller with the recurrent equation and parameters

Au(t) =K [Ae(t)+ e®)], K ,=k, (T, =T, 12), u=2T /2T, ~T.). (16)

The rule base of TISO-FC is presented in Table 1, where the consequents of the
rules are characterized by

Fi() =K [Ae()+ pe()), f,(t) =1 f,(1)- a7
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Table 1 Decision table of TISO-FC

Ae(?) e(1)
N ZE P
P Au(t) = f, (1) Au(r) = f,(1) Au(t) = f, (1)
ZE Au(t) = f, (1) Au(t) = f,(1) Au(t) = f, (1)
N Au(t) = f, (1) Au(t) = f, (1) Au(t) = f, (1)

The parameter 7 is introduced to alleviate the overshoot of when e(?) and Ae(?)
have the same sign, and the modal equivalence principle results in

BAe:/’lBe' (18)

The PI tuning conditions specific to the ESO method and the reference filter trans-
fer function (for performance improvement) are

k,=1(B\BT k,), T,= BTy, F(s)=1/(1+Ts). (19)

The parameter vector of the controller p (¢ =3) and the parameter vector of the
controlled process @ (m = 2 ) obtain the following particular expressions:

p=lp,=p p,=B, p,=nl"€eR’, (20)
o=[e, =k, a,=T,]"€R’.

The evaluation of the agents and the update of the worst and best masses are con-
ducted using the Simulink-based digital simulation of the fuzzy control system
behavior with respect to the step-type modification of the reference input. The
GSAs are implemented by means of N e {10,20,50} masses generated randomly.

The weighting parameter values were set to (¥*7)* € {0,1000,10000,100000} and
(;/TZ ) e {0,0.05,0.5,5} . Each particle was a g = 3 -dimensional vector, and each
dimension was initialized using 22.5< B, <40, 0.55<7<1, 4< <16, and

these boundaries stand for inequality-type constraints and they define the domain
Do as well. The maximum number of iterations used as stop criterion in the step 6
of the GSA was set to {75, 100, 150}. The parameter J in (5) was set to 0.5 in
order to ensure acceptable GSA convergence and search accuracy as well.

For the sake of simplicity just the analysis of the effect of different combina-
tions of the number of agents and of the maximum number of iterations on the
optimal values of the controller tuning parameters and on the minimum values of

the objective function [ f;E is presented here. The results are synthesized in Tables

2 and 3, where the superscript * shows the optimum value of a certain parameter.
The performance index StDew(] ;‘SPE)% is introduced to evaluate the conver-

gence of the algorithms. This index is defined as the percentage represented by the
standard deviation StDev(/ IkSFE) compared to the average value Avg(l 1ksPE) of the
objective function obtained after all simulations.
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Table 2 Parameters and objective function for 20 agents and maximum number of itera-

Iy
tions of 75 for ~ SE
(7" n B, ke I, Ige
0 0.225813 32.82812 0.00276 7.292998 9328.354
1000 0.213898 30.91186 0.002767 7.258782 10136.25
10000 0.221227 32.1809 0.002759 7.298408 18721.98
100000 0.360172 35.25418 0.00329 5.427772 99524.9
kp
I]SE

Table 3 Results for 20 agents and maximum number of iterations of 75 for

) Avgdlr)  StDev}h)  StDel)%

0 9328.354 248.3207 2.661999
1000 10136.25 265.8096 2.622365
10000 18721.98 410.8041 2.194234

100000 99524.9 3228.985 3.244399

4 Conclusions

The paper has proposed the GSA-based tuning of a class of Takagi-Sugeno fuzzy
control systems such that to obtain a reduced sensitivity with respect to the para-
metric variations of the controlled process. Details concerning the implementation
of a new GSA are given.

The future research will extend the optimal tuning to other classes of fuzzy con-
trol systems with applications to other processes and controller structures
[3, 16, 31]. The strong reduction of the number of simulations is aimed in order to
replace the digital simulations in the step 2 of the GSA by real-time experiments.

Another will deal with the comparison of the performance of different evolu-
tionary-based algorithms from the point of view of convergence speed and compu-
tational complexity, and with the comparison with classical non-optimized fuzzy
controllers and with PI controllers. System’s robustness analysis will be tackled.
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Application of Fuzzy Logic in Preference
Management for Detailed Feedbacks

Zhengping Wu and Hao Wu

Abstract. In consumer-to-consumer (C2C) e-commerce environments, the magni-
tude of products and the diversity of vendors have caused confusion and difficulty
for consumers to choose the right product from a trustworthy vendor. Feedback
system is a widely used solution to help consumers evaluate vendors’ reputations.
Some C2C environments have started to provide detailed feedback besides the
overall rating system to help consumers distinguish individual vendors from mul-
tiple aspects. However, the increase in detailed feedback may add to consumer
confusion and increase the time needed to consider all aspects for a reputation
evaluation decision. This paper analyzes a typical feedback and reputation system
for the e-commerce environment and proposes a novel, perception-based reputa-
tion model for individual vendors.

Keywords: Detailed feedback, perception-based, fuzzy logic, preference
management, eBay.

1 Introduction

E-commerce, especially consumer-to-consumer (C2C) e-commerce platform such
as eBay and Amazon Marketplace has become a very popular type of e-commerce
sites in recent years due to its convenience and flexibility. Meanwhile, researchers
have begun to study the trustworthiness of e-commerce environments [1] and have
built many trust models for this type of e-commerce environment [4][9]. From the
shopper’s point of view, vendor trustworthiness involves many factors [7]. Per-
sonalized recommendation is very difficult to develop because of the diversity and
uncertainty of these factors. In e-commerce environments, the management of un-
certainty in various factors enables us to increase confidence and prevent untrust-
worthy vendors or products from conducting business. From the shopper’s point
of view, an online shopping decision is difficult to make because of these uncer-
tain factors in reputation evaluation plus variable price factors. In this paper, we
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present a perception-based personalized decision-making system for e-commerce
applications, which incorporates all possible factors, especially detailed feedbacks
for shopping decisions. These detailed feedbacks can provide extra information to
recommend the right product from a trustworthy vendor, following the shopper’s
own rules. This paper aims to model detail feedbacks for increasing the discrimi-
nations of different vendors with similar general feedbacks. Two sub-models, de-
rived from this perception-based reputation model for different practical situations
in C2C e-commerce environments, are also discussed. An adjustable feedback in-
dex that is generated from detailed feedback information on the eBay platform is
used in the reasoning mechanism for shopping decision-making to maximize the
usage of shoppers’ own preferences. An application of this system demonstrates
that this novel framework can provide convenient and accurate recommendations
for shoppers in e-commerce environments. A comparison with other extant reputa-
tion models and the two different sub-models discussed in this paper also offers a
clear view of the merits and drawbacks of the entire reputation modeling.

2 Related Work

As one of the most popular C2C e-commerce platforms, eBay provides not only a
flexible and convenient shopping environment but also, a complete feedback
mechanism [2] that helps shoppers evaluate vendors and review vendor reputa-
tions when choosing products. The eBay feedback system includes a 3 degree
overall rating mechanism plus a 5-scale rating mechanism from five different de-
tailed aspects. eBay-like C2C systems have been popping up all over the world
and have been widely adopted by online retailers in recent years. Researchers
chose the eBay system as a typical C2C model for their analysis of trust and repu-
tation in this type of system [9][8]. We attempt to incorporate detailed feedbacks
into the analysis of trustworthiness in the eBay environment and propose a novel,
perception-based reputation model for eBay, eBay-like systems and general C2C
systems, using available information as much as we can in these systems to pro-
vide a more accurate trust and reputation evaluation in shopping decision—making.

Fuzzy reputation models have also been studied recently. In [4], authors sur-
veyed several existing reputation models and proposed a fuzzy computational
model (“fuzzy beta model”) for trust and reputation systems. They focused on
centralized computation, which collects ratings from all community members and
presents a beta fuzzy formula suitable for any rating system. In their model, trust
is defined as a subjective expectation a user has about another’s future behavior
based on the history of their encounters, and reputation is defined as belief about a
person’s or thing’s character or standing. By introducing fuzzy logic into reputa-
tion and trust computation, they built their own fuzzy reputation and trust systems.
As an application, they proposed a recommendation system that utilizes the results
from fuzzy reputation and fuzzy trust systems.
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3 Fuzzy Model and Uncertainty

To manage a collection of reputation-oriented activities in e-commerce applica-
tions, we need to understand reputation itself. Reputation of a vendor itself does
not mean anything, but it can be reflected in the trust toward that vendor, as felt by
shoppers. Research in [3] indicates that trust has three properties: transitivity,
asymmetry and personalization. According to the properties of trust and the cate-
gorization described by Beth et al. [6], we categorize trust into four classes - direct
trust, indirect trust, subjective trust and objective trust. Indirect trust is derived
from direct trust. Indirect trust is a function of direct trust. It may add value to di-
rect or indirect trust from a trusted party. Added values are uncertain at some level
and tend to be fuzzy. Both subjective trust and objective trust can be derived from
indirect or direct trust. However, subjective trust and indirect trust may vary
greatly when different sources of information are considered. Due to this varia-
tion, subjective trust and indirect trust are uncertain at some level. Furthermore,
the objective judgment from the feedback system is a combination of a huge num-
ber of other people’s subjective judgments, which are also uncertain at some level.
Therefore, we need special representations and enforcement processes to handle
this uncertain aspect of reputation management and reputation-based decision-
making for e-commerce applications.

L. Zadeh proposed an extended perception-based fuzzy logic [5], which aims to
lay the groundwork for a radical enlargement of the role for natural languages in
probability theory and its applications, especially in the realm of decision analysis.
We believe it has the capability to operate on perception-based information and
preferences. By introducing perception-based fuzzy logic into the research of de-
cision-making, we aim to solve the issues associated with uncertainty in reputation
management and then extend it to personalized shopping decision-making or rec-
ommendations for e-commerce applications.

As discussed above, an e-commerce activity may contain several types of un-
certainty. When shopping on eBay, buyers may consider various aspects to deter-
mine a vendor’s reputation. And it is hard for buyers to quantify all the factors.
However it is much easier to describe the degree of each factor using linguistic.
Thus, we use a collection of linguistic rules to describe uncertainties in words.

After we define a linguistic rule set, we use fuzzy logic to represent these rules.
Following the definition in [9], we represent the set of subject as X in this paper.
All the fuzzy sets on X are represented as P (X). Then we can use a group of fuzzy
sets from P (X) to group all the elements of X into several sets with different levels
of uncertainty. Here, we represent one of the factors which is feedback score as a
set F and use P to represent the probability that a vendor’s reputation is high.
Then the linguistic rule set can be described as:

“If F is high then P is high.”
“If F is normal then P" is medium.”
“If F is low then P" is low.”

The probability of “the vendor’s reputation is high” can be represented as an
F-granular distribution [5] (Figure 1) and written as:
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P" = high*high + normal*medium + low*low

Then we use Z(F) to represent the fuzzy set in F domain and P(P*) to represent
fuzzy set in P* domain. So the words “high”, “normal”, “low” belong to Z(F), and
the words “high”, “medium”, “low” belong to P(P"). Then, the linguistic rule set
can be represented as:

“If F is Z; then P" is P;”, where Z; EZ(F), P; EP(P").

“if... than...” rule is the most widely used but not the only format to present lin-
guistic rule. As long as uncertainties need to be contained in rules, our proposed
fuzzy term description can be embedded into any rule format.

Using f-granular to describe P (as illustrated in Figure 2), P" can be written as:

P = z Z,xP,
ij

We apply this general form of fuzzy rule descriptions to reputation modeling and
management for e-commerce applications in order to express uncertainty in real-
life trust and decision-making with human linguistics. Since multiple uncertain
factors co-exist in the e-commerce environment that influence a shopper’s deci-
sion-making process regarding the trustworthiness of a vendor, and each individ-
ual factor is related to others, the final decision is made by co-activation of all re-
lated factors. General rules should have the capacity to involve all possible factors
whether they are uncertain factors or normal factors. And we extended the defini-
tion of general rules described in [9] to complete linguistic rules.

Definition 3.1 Complete linguistic rule set

For subject set X, X; € X, and Z(X;) is a fuzzy set of X; Let P* be the probability
distribution of an action or a decision, which is determined by X, and P(P*) is a
fuzzy set of P*.

S P A 74P
P P; Zy * Py
high Z*P,
medium Ps
P, Z, %P Z; * Pi
low Py 7, %P,
0 low normal high > 0 7 7> 7y  cmeenn 7 > F
Fig. 1 F-granular Fig. 2 F-granular of P*

4 Modeling Detailed Feedback

Determining a vendor’s reputation in an e-commerce environment is quite difficult
due to various types of relevant factors in its decision-making process, which in-
clude both uncertain and certain information and the implicit relationships
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between factors. We use the eBay feedback system to illustrate several concrete
examples hereafter, but the proposed models can be applied to any e-commerce
environments and applications. Since an eBay vendor’s reputation can be summa-
rized in a feedback score, positive feedback percentage, recent performance index
and detailed feedback ratings. However, most shoppers only use the feedback
score, positive feedback percentage and recent performance index to derive a
reputation decision for their shopping activities. Detailed feedback ratings are
supplemental information to support a vendor’s reputation. But we cannot ignore
the significant contribution that detailed feedback can provide to evaluate the rep-
utation of a vendor, especially to distinguish vendors with similar feedback scores
and positive feedback percentages.
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Fig. 3 Parallel Model Fig. 4 Feedback Adj. Model

First, we propose a parallel model as shown in Figure 3, treating detailed feed-
backs as a sub set of all relevant factors, in which detailed feedbacks are as impor-
tant as general factors so that the reputation can be calculated, depending not only
upon overall performance factors but also consisting of user’s preferences on dif-
ferent aspects within detailed feedbacks. Shoppers can define main policy set for
general factors and sub policy set for detailed feedbacks. And these two sets are
co-actively processed by reputation generator to calculate a reputation for a ven-
dor. On the other hand, we propose another model - the feedback adjustable model
(Figure 4) — in which detailed feedbacks are only used to augment general per-
formance factors, which use available detailed feedback ratings to adjust the deci-
sion-making process in order to meet shoppers’ perceptions toward a vendor.
Unlike the parallel model, the feedback adjustable model uses a parameter genera-
tor to map detailed feedback ratings into one parameter that has the range from 0
to 1([0,1]). Then this parameter is used in the reputation generation process in or-
der to adjust the calculation of the overall reputation using general feedback
information.
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In the feedback adjustable model, we use detailed feedbacks to generate a
parameter that is called the feedback index, represented as u, #€ [0, 1]. We can
define the set for each detailed feedback aspect as follows.

Definition 4.1 Set of detailed feedback aspect
The set of detailed feedback aspect is the set containing all the aspects to evaluate
a vendor’s reputation according to a 5-point average rating and the number of to-
tal ratings. In this paper, we use FA to represent the set of detailed feedback
aspect.

For each element f; in FA, R(f;) represents the average rating of f;, and N(f})
represents the rating number of f.. Then we can define feedback index u as
follows.

Definition 4.2 Feedback index

_ 2 RUIN) | in which R(f) € [0,5].
S+ N
And we also propose a recent performance index that will represent a vendor’s

sales frequency over the last 12 months, in order to overcome the inaccuracy of
the current feedback score.

Definition 4.3 Feedback Score
Feedback Score = Total Positive Feedbacks — Total Negative Feedbacks

The feedback score is defined to indicate a user’s general reputation. It is widely
accepted by many e-commerce systems including eBay.

Definition 4.4 Recent performance index (RP index)

PositiveFe edbacksIn 12 Months — NegativeFe edbacksIn12Months ,
RPIndex =
FeedbackSc ore «N
ActiveMont h
in which if active month<12, N=active month; If active month>=12, N=12.

The higher the recent performance index value, the more active a vendor’s sales
activity has been within the last year (or active period).

5 Experiments

To examine the performance and adaptability of the system, we select an unlocked
Nokia N900 cell phone as the target product for shopping. Then we run the system
with the eBay environment. Hundreds of vendors who sell this cell phone (with
the “buy it now” option) are compared in the experiments. And according to the
percentage of vendors with/without detailed feedbacks (two categories), we pro-
portionally choose first 7 and 4 vendors from the raw result returned by eBay rep-
resenting both categories for the comparison. Detailed vendors’ information is
shown in table 1. Then we use different models to calculate the reputation of each
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vendor respectively. Then we add price information into decision-making and
provide users a final recommendation following users’ preferences on different
policy sets and different models.

Table 1 Vendors’ information

Shipping  Shipping

Positive - Item as des. ica-
Vendor  Price feedbackgz(e;l(: ;;g:;;tih ﬁcotril\t,ﬁs (rating/# of S(i):lr(lrrzgElg(;i [im? I of hanfjle I of
(%) score rating) of rating) i;et‘lt:lng% o ggtlE;g) o
eBayl 465.00 50 4 6 48 N/A N/A N/A N/A
eBay2 538.00 100 98 83 39 N/A N/A N/A N/A
eBay3 48099 833 32 2 26 N/A N/A N/A N/A
eBay4  499.95 100 144 150 23 N/A N/A N/A N/A
eBay5 649.66 100 57 1 117 4.4/34 4.5/35 4.9/38 4.4/35

eBay6 449.95 99.6 2616 2894 78 49/1712  4.9/1703 4.8/1703 4.9/1703
eBay7 529.99 99 684 551 46 4.8/415 4.8/412 4.8/418 4.8/410

eBay8 540.00 984 3974 67 106 4.7/52 4.5/51 4.4/51 47152
eBay9 589.99  98.1 743 775 36 4.8/635 4.7/631 4.8/629 4.8/632
eBayl0  599.00 100 141 91 17 4.5/43 4.7/143 4.7/143 4.5/43
eBayll 575.00 989 105 95 16 4.8/62 4.8/62 4.6/62 4.8/62
eBayl2  499.95 100 132 137 15 5.0/61 5.0/61 4.9/60 4.9/61

eBayl3 538.00 994 1310 188 50 4.9/142 4.8/140 4.9/141 5.0/136
eBayl4 53899  99.7 1708 316 114 4.9/229 4.6/229 4.9/226 4.9/227
eBayl5  490.00 100 1439 1119 97 4.9/905 4.9/902 4.9/899 4.9/899

5.1 Comparisons of Reputation Models

In order to compare the reputations generated from different models, we first
defined the main policy set, which is used in both the parallel model and the feed-
back adjustable model. The main policy set is defined following most shoppers’
common sense, which gives a vendor a higher reputation when he obtains a higher
feedback score, more positive feedback percentage and being active recently. We
also defined two different sub policy sets for the parallel model in order to incor-
porate detailed feedbacks into the decision-making process. The first one consid-
ers all four aspects in detailed feedbacks. The second one, however, only prefers
better performance on shipping time. We also set up a policy set that includes only
the feedback score and the percentage of positive feedbacks, and run the system
using this policy set to generate a set of reputations for vendors as the baseline for
comparison. We also build a system following the fuzzy beta reputation model de-
scribed in [4] to calculate the reputation scores for these 15 eBay vendors. Since
the fuzzy beta reputation model does not take recent activity into consideration of
vendors’ reputation calculation, we also introduce RP index into the fuzzy beta
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reputation model as a weight to re-calculate the reputation, and view the impact of
the RP index.

5.1.1 Comparisons

Figure 5 illustrates the comparisons of reputations generated by different models.
RP1 to PR7 represents the general model without detailed feedback, parallel
model with sub policy setl, parallel model with sub policy set2, feedback adjust-
able model, general model without RP index and detailed feedbacks, fuzzy beta
reputation model and fuzzy beta reputation model with RP index respectively. Our
system provides reputations at three different levels: low, normal and high. The
confidence of each level will be represented by a percentage following that level.
In order to perform the comparison, we normalize our reputations into a reputation
score ([0,1]).

As mentioned before, we apply the RP index as a weight factor into the fuzzy
beta reputation model. Compared RP6 with RP7, we can see its capability to in-
crease reputation scores for recent active vendors such as eBay6 and eBay9. We
can also clearly find its capability to downgrade the reputations of not-so-active
vendors. We can see from the diagram that our preference-based system results
are very close to the fuzzy beta reputation model’s result on RP5. We believe that
if we tune this policy set to reflect the implicit preferences in the fuzzy beta repu-
tation model, the difference will be even smaller. So our system is more flexible
and adaptable for reputation calculations in different types of e-commerce applica-
tions and even other types of applications as long as implicit or explicit prefer-
ences can be clearly expressed by policy rules.

1.2 - +—RP1
1 —=— RP2
0.8 / +—RP3
o6 -4 ) ——RP4
04 +§ «— RP5
02 41— _ _ _ hte

12345678 9101112131415 RP7

Fig. 5 Comparisons of different reputation models

When we incorporate detailed feedback as supplemental and extra support into
the reputation calculation (RP2), most vendors’ reputations will decrease (com-
pared to RP1), because the proposed parallel model uses all four aspects of
detailed feedback as equally weighted factors in the reputation calculation process.
When we change to the second sub policy set, the reputations for those with good
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shipping time feedbacks are increased (such as eBay5 and eBay14) and the reputa-
tions for those with bad shipping time feedbacks are decreased (such as eBay6,
eBay8 and eBayl1). RP4 shows the same trend as the parallel model for final rep-
utations, which pulls the final reputations in the same direction as the parallel
model. The only difference is that the parallel model generates more accurate rep-
utations. From the above results, we can see that incorporating detailed feedbacks
into reputation calculation can offer users more accurate reputation evaluations.
Compared to the feedback adjustable model, the parallel model provides users
with a more scalable mechanism for users to get not only accurate reputations but
also to get more focused reputations based on their own preferences. However, the
feedback adjustable model can provide the same reputation evaluation adjustment
trend as the parallel model does, and it is more convenient and efficient for users
to use, since users do not have to define an additional policy set for various as-
pects of detailed feedback. Besides, the feedback adjustable model can be easily
adapted into different ecommerce environments no matter detailed feedbacks are
provided or not.

5.2 Comparison of Shopping Recommendations

As a direct application, the models and mechanisms we proposed in this paper can
help shoppers choose a suitable product from a reputable vendor following shop-
pers’ own preferences. We add product price to the policy definition and decision-
making process for the final recommendation. We also define two different main
policy sets in order to illustrate the accuracy and flexibility of our system. Then
we run the system under these policy sets with different models separately. We set
the sub policy set 1 used in Section 5.1 for the parallel model as our default sub
policy set. The first main policy set is defined following human common sense,
which always tries to select a low-priced product from a reputable vendor. The
second main policy set is defined as an extreme case, which always prefers an
expensive product from a reputable vendor.

Highl I {

Normally

R B L1} il

eBayl eBay2 eBay3 eBay4 eBay5 eBay6 eBay7 eBay83 eBay39 eBayl0 eBayll eBayl2? eBayl3 eBayld eBayl5
®Recommendation1  BRecommendation2  @Recommendation3  BRecommendation 4

Fig. 6 Comparison of recommendations
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Figure 6 indicates the huge differences between two policy sets. Recommenda-
tions of those vendors selling at a lower price dramatically drop to a very low
level regardless the vendors’ reputations. Especially eBay6 and eBayl5, who have
top reputations among all 15 vendors, suddenly drop to the same recommendation
level as eBayl and eBay3 or even lower. However, this situation is compatible
with the policy set we define here, which does not recommend vendors selling at
very low prices. The only highly recommended vendor for the second policy set is
eBay9, who has an outstanding reputation (85.7% high) and sells at a very high
price. For other vendors such as eBay5, eBay10 and eBayl1, as long as they sell at
high prices and receive average reputations, the recommendation levels will climb
increasingly to a high level compared with their recommendations received under
the first policy set. There are also three vendors normally recommended under
both the first and the second policy sets, because both policy sets recommend at a
normal level for average reputable vendors with average prices.

6 Conclusions and Future Work

This paper analyzed reputation modeling and management of a typical C2C envi-
ronment — eBay — and proposed a fuzzy-logic-based uncertainty modeling for
detailed feedback. Two sub-models derived from the general model were also
proposed in order to deal with different situations. The introduction of perception-
based fuzzy logic into the modeling and decision-making system can help shop-
pers handle uncertainty and fuzziness in personalized recommendation for
e-commerce applications involving reputation, price and other factors. As illus-
trated in Section 5, a comparison of reputation evaluation between two sub-models
gives users a clear view of the advantages and disadvantages of each model. An
application of this model in the eBay environment can help shoppers make better
decisions that follow their own intentions and preferences for their online shop-
ping activities. The experiments also show the flexibility and adaptability of the
system. We will extend our models to different types of e-commerce environ-
ments, such as business-to-business (B2B) and business-to-consumer (B2C) envi-
ronments. A user survey asking users to evaluate the usability and accuracy of our
system is in progress. This work can also provide effective support for policy-
based management of uncertainty and decision-making in preference management
for other types of applications with uncertain and fuzzy factors.
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Negative Biofeedback for Enhancing
Proprioception Training on Wobble Boards

Alpha Agape Gopalai and S.M.N. Arosha Senanayake

Abstract. Biofeedback has been identified to improve postural control and stability.
A biofeedback system communicates with the humans’ Central Nervous System
through many available modalities, such as vibrotactile. The vibrotactile nature of
feedback is presented in a simple and realistic manner, making the presentation
of signals safe and easy to decipher. This work presents a wobble board training
routine for rehabilitation combined with real-time biofeedback. The biofeedback
was stimulated using a fuzzy inference system. The fuzzy system had two inputs
and one output. Measurements to test this rehabilitation approach was taken in Eyes
Open and Eyes Close states, with and without biofeedback while subjects stood on
the wobble board. An independent 7-test was conducted on the readings obtained to
test for statistical significance. The goal of this work was to determine the feasibility
of implementing a negative close-loop biofeedback system to assist in proprioceptor
training utilizing wobble boards.

1 Introduction

Postural control, a fundamental to the maintenance of balance, is essential to carry
out all Activities of Daily Living (ADL) [12]. An effective postural control mech-
anism requires the use and integration of several sensory inputs namely: (1) vi-
sual, (2) vestibular, and (3) somatosensory. Studies have proven that, in the absence
or degradation of these sensory inputs, a poor postural control is exhibited [13]]. A
potential solution to this scenario is to use biofeedback to provide additional sensory
or augmented information via sensory modalities.

Biofeedback augments the extrinsic information about task success or failure pro-
vided to the performer. These systems are designed to improve postural control [1].
Biofeedback systems typically consists: (1) sensory device, (2) restitution device
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that displays/ presents the biofeedback information to end-users, and (3) process-
ing system that performs computation for decision making and input/ output control
of the system. Biofeedback protocol provides feedback to end-users in the form of
visual, auditory or tactile signal(s) (combination of one or more) [4]. These pro-
tocols have been successfully implemented to healthy young adults (111, [1311,
healthy older adults [13]], frail older adults [[14], stroke patients [16}[12]], Unilat-
eral Vestibular Loss (UVL) patients [3[17], and Bilateral Peripheral Vestibular Loss
(BVL) patients [9].

The importance of biofeedback systems has been greatly recognized in clinical
applications. However, visual and audio biofeedback systems may interfere with
end-user’s visual or acoustic dependency for different ADL tasks [1]]. The applica-
tion of these biofeedbacks are limited to individuals who are not deaf and blind.
Tactile biofeedback therefore presents itself as a generic, realistic and appropriate
alternative to provide additional sensory information for rehabilitation applications.
Tactile feedback technology is based on the ability of the skin to sense and com-
municate this modality to the CNS. There are three variations to the tactile modal-
ities (1) electrotactile, (2) thermal and (3) vibrotactile [2]]. Vibrotactile feedback
has been identified to be the safest on human skin. The feedback information is
presented in a simple and realistic manner, making signals easy to decipher [13]].
The signals are generated utilizing vibration actuators (vibrotactors), aimed to aug-
ment the somatosensory perception. Previous studies, report successfully utilizing
vibrotactors mounted at the foot [13]], waist [[I}, [17], and head [4] resulting in
significant postural improvement.

Balance training is an effective intervention method to improve static postural
sway and dynamic balance in humans [7]]. Balance training programs that incorpo-
rated biofeedback, studied the effects of biofeedback for balance training on stable
platforms/ ground using tandem stance [[1} 4], single leg balance [10] and functional
reach while standing [[12} [13]]. The potential of incorporating vibrotactile feedback
with a wobble board (perturbed surface) training has not been considered, to the
authors’ knowledge.

Wobble board balance training routines have been shown in previous studies to
significantly improve postural control by strengthening ankle proprioception [3 [8]].
This work proposes a method for rehabilitation, conditioning, and strengthening an-
kle proprioception using a wobble board routine with real-time vibrotactile biofeed-
back stimulated through soft-computing methods. A negative feedback closed-loop
control system was designed. This system utilized tactile biofeedback to gener-
ate warnings, based on the outputs of the Fuzzy Inference System (FIS). The
FIS monitored the rotational angles experienced by the ankle and trunk along the
Anterior-Posterior (AP) plane. The purpose of this study was to determine if the im-
plementation of biofeedback improved the postural control of subjects on the wob-
ble board. An improved postural control (stable) on the wobble board is a predictor
of an effective intervention for foot proprioception training [8, [7].
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Inertia Measurement Unit

(<)

Vibrotactor Feedback
Control Module (VFCM)

Vibrotactors

Fig. 1 (a) Front View of subject shows the VFCM attached to the elastic waist strap (b)
Side View shows the vibrotactors tucked between the elastic belt and subjects stomach and
lower back (c) Posterior View shows the positioning of the IMU on the trunk for trunk angle
measurement

2 System Hardware

The devices integrated into this system involves two Inertial Measurement Units
(IMU), a wobble board (BOSU® Balance Trainer), Vibrotactor Feedback Control
Module (VFCM) and a personal computer for real-time communication and data
recording. Fig.[Tldepicts the placement of the hardware on the subject while standing
on the balance trainer.

2.1 Inertial Measurement Unit (IMU)

The wireless IMU device used in this study was MicroStrain®’s Inertia-Link®. The
sensing unit measures 41 mm x 63 mm x 24 mm and weighs 39 g, making it suitable
for wearable applications without impairing natural movement. The IMU combined
triaxial accelerometers, triaxial gyro, and an on-board processor with sensor fusion
algorithms. The sensor has a resolution of 0.1° and supports a full 360° measure-
ments of orientation ranges over all axes. This work utilizes two IMUs. The IMUs
were set to stream Euler angles in real-time at a sampling rate of 100 Hz. The IMUs
provided accurate roll and pitch measurements, with yaw measurements drifting
over time. The yaw measurements were not used in this study. All communication
with the IMUs were handled by the host computer via USB base stations. Read-
ings were logged and saved on-board the computer. One IMU was mounted on the
surface of the wobble board while the other IMU was mounted to the trunk of the
subject. The IMUs were attached by means of hook-and-loop fasteners. The IMUs
were fastened to monitor the platform and trunk movement of subjects, with and
without biofeedback, in Eyes Open (EO) and Eyes Closed (EC) conditions.
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2.2 Wobble Board

The wobble board used was the BOSU® Balance Trainer, it is a proprioception and
core stability training device [6, [7]. This device has two functional surfaces. The
base configuration used in this work, a convex base, provided an unstable surface
to stand on. The BOSU® surface measured 635 mm in diameter and had a variable
height, which depended on the amount of air in its inflatable chamber. The direction
and degree of perturbation experienced was solely dependent on the subjects’ body
sway (perturbations were self-inflicted). The balance trainer tilted in the direction
of the nett force acting on the surface of the balance trainer. The balance trainer
allowed for +-40° of tilt along the Anterior-Posterior (AP) and Medial-Lateral (ML)
planes. The BOSU® balance trainer enabled investigation of (1) immediate defen-
sive postural reaction and (2) the adaptation of postural control mechanisms with
and without forewarning (biofeedback) in EO and EC.

2.3 Vibrotactor Feedback Control Module (VFCM)

Vibrotactors are small light-weighted motors that produce vibrations when pow-
ered. The vibrotactors used in this work was an inertia transducer, Tactaid VBW32
from Audiological Engineering Corporation. The device has a resonant frequency
of 250 Hz, an ideal frequency for the human somatosensory system. The VBW32
also has a very quick ring-up and ring-down period enabling it to provide rapid
responsiveness, which is required for fine control in this work. The vibrotactile con-
trol module consisted of Cypress’s CY8C27443 8-bit Microprocessor, a 9 V power
supply, and audio amplifiers (LM3836N) that functioned as motor drivers for the
vibrotactors used. The microprocessor monitored the input from the host computer
to determine the magnitude of tactile feedback to be provided. Signals to the micro-
processor was sent from the FIS running in the host computer via the digital lines
of a data acquisition device, National Instrument’s NI USB-6009. The VFCM (with
a9V battery) weighs approximately 190 g.

3 Experimental Method

The subjects for this study consisted of six healthy subjects (3 Males and 3 Females),
volunteers from the community, aged between 20 and 30 years. All participants were
healthy and had no known neurological, muscular, or postural disorder. The subject
group had the following average reading and + S.D. readings, 23.69 + 2.39 years
of age with relatively similar Body Mass Indexes, 22.17 & 2.14 kg/m?. All subjects
had no exposure to the wobble board training prior to this work. This study was re-
viewed and approved by the Monash University Human Research Ethics Committee
(MUHREC). Written consent was obtained from all subjects who participated in this
study, after the purpose and procedures were clearly explained in accordance to the
guidelines set by MUHREC. Tests were conducted in EO, with and without biofeed-
back, and EC, with and without biofeedback. Readings were taken in the following
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order (1) EO with no feedback, (2) EC with no feedback, (3) EO with feedback, and
(4) EC with feedback. Subjects were required to take a 2 minute break in between
each acquisition, to reduce the effect of fatigue on the dataset. Each data acquisition
period was carried out for 60 seconds, subjects were required to perform 3 sets of
the previously mentioned acquisitions (carried out sequentially).

A stretchable waist belt was placed around the subject’s waist and was held se-
curely using hook-and-loop fasteners, Fig. [[l The surface of this belt allowed for
(1) the IMU to be attached to the subject’s trunk and (2) the VFCM to be attached
to the subject using hook-and-loop fasteners. The vibrotactors were placed between
the belt snugly at the stomach and the lower back, referring to the AP direction.
The actuators were held in place by the stretchable waist belt. The objective of the
wobble board training routine was to monitor the ability of subjects to maintain pos-
tural control. Postural control was gauged in relation to the postural sway, measured
by trunk displacement [10]. The trunk displacement measured in radians, was con-
verted into angles for further analysis. Good postural control is achieved by keeping
the wobble board and trunk relatively stable within a defined target threshold. Read-
ings obtained from the IMUs within the acceptable range nullifies the signals gener-
ated by the VFCM to the vibrotactors. The sensitivity limits for increasing feedback
signal strengths was determined by the FIS which monitored the two IMUs.

4 Measurements and Data Collection

Once subjects mounted the wobble board and were comfortable, the host computer
broadcasted a data streaming command to the IMUs, initiating data acquisition. The
received data was in 32-byte string format at 100 Hz. These packets arrive at the host
computer via the wireless USB base station and was temporarily buffered. The packets
were validated by performing checksum calculations. Once validated, the roll, pitch
and yaw component within the 32-byte string was extracted and converted into its IEEE
754 equivalent. Measurements along the pitch plane corresponds with the AP plane.

Forewarning on the platform tilt along the AP plane was conveyed to the subject
via the vibrotactors. Directional information is conveyed via the activation of these
actuators in the corresponding direction. Amplitude information was conveyed by
varying the duty cycle of the actuator, this was implemented within the CY8C27443
using 8-bit Pulse Width Modulation (PWM). Table[Il summarizes the varying duty
cycles with respect to the output from the FIS.

Table 1 Duty cycles used for varying vibration feedback sensitivity

FIS Output (X) Feedback Level PWM Duty Cycle (%) Direction

-0.20 < X < 0.20 No Feedback ¢ 0 Off

021 <X <050 Low 50 Front Tactor
0.51 <X <1.00 High 85 Front Tactor
-0.50 < X < -0.21 Low 50 Back Tactor
-1.00 < X < -0.51 High 85 Back Tactor

% The condition when feedback is not provided is also known as ‘deadzone’.



168 A.A. Gopalai and S.M.N. Arosha Senanayake

The outputs from the IMUs were fed into a FIS system, that was designed to de-
termine the amplitude of vibration for the vibrotactors. The FIS system used in this
work was a Mamdani fuzzy system. The Mamdani-type inference system provides
a fuzzy set output, after the aggregation of each rule in the knowledge base. The
final output from the FIS is a defuzzification process of the resultant from the ag-
gregation process. The FIS system has two input variables and one output variable.
Each input variable consisted of gaussian membership functions to represent the lin-
guistic characteristic of ‘poor’, ‘average’, and ‘good’. The trunk input angles were
defined to span between 45° and 120°, while the platform input angles were defined
to span between -40° and 40°. The output variable consisted of one trapezoidal
membership function and two gaussian membership functions ‘deadzone’, ‘low’,
and ‘high’, spanning between -1 and 1. The negative value of the output refers to a
posterior stimulation, while a positive value refers to an anterior stimulation. Mem-
bership functions that closely represent the desired distribution was selected for the
FIS. A total of 15 fuzzy set rules were defined in this work. It was found that 15
fuzzy sets were sufficient to represent the problem domain in an optimized manner.
Fig. 2l summarizes the fuzzy rule set defined within the FIS.
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Fig. 2 FIS system created with MATLAB 2009a Artificial Intelligence toolbox (a) A surface
plot summarizing the interaction between the output (Z-axis) and the two inputs (X-axis and
Y-axis) (b) A screen shot of the rule aggregation in achieving the final output

5 Results

Files stored on-board the host computer was retrieved for further analysis on the
system’s performance (post acquisition). The stored data acquisition files from the
IMUs contained the streamed Euler angles in data columns ‘ROLL’ and ‘PITCH’.
Only the rotations along the pitch axis were extracted for analysis, representing
sways along the AP (feedback was only provided along the AP plane). The mean
and standard deviations of the columns were calculated for the platform and trunk
angles. Comparisons were conducted according to the respective measured plane.
Readings with and without biofeedback, in EO and EC, were compared against each
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other using an independent 7-test and tabulated in Table [2l Table [2] contained the
averaged measurements of the platform and trunk angles. Measurements presented
has been averaged across all subjects, for each logged session. A false reject ratio o
= 0.05 was set, biofeedback was accepted as significant if p-value <0.05.

Table 2 The mean ranges of angular displacement (£S.D.) in the ‘Pitch’ plane measured for
the platform and trunk, averaged across subjects for EO and EC balance task. Measurements

presented in degrees.

Task Platform Trunk
No Feedback Feedback® No Feedback Feedback®
Male EO -2.53+7.44 0.03 £ 6.86 98.56 + 2.00 88.93 +£0.94
Male EC -3.55+3.70 -0.75 + 4.12 99.41 +1.93 87.73 £1.03
Female EO -1.71 + 6.85 0.10 £5.05 109.84 + 3.83 88.72 £2.33
Female EC -0.80 +2.45 0.41 £2.43 113.13 + 2.31 89.03 + 1.48

¢ calculated p-values<0.04, for improvement measured.

Eyes Close WITH NO Bo-Feedback - Platform Eyes Close WITH BioFoodback - Platform

Piteh (degrees)
Piteh (degrees)

(b)

Piteh (degrees)

Pitch (degrees
S

o 5 10 |I'a 2‘0 25 20 A5 -1iD 5 o 5 10 |i'a 2‘0 25
Roll {dogroes) (c) Roll {dogroes) (d)

20 A5 -0 5

Fig. 3 Recordings of platform angular sway are depicted in EO and EC conditions, with and
without biofeedback
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The roll and pitch values were used to produce a X-Y plot (Roll vs. Pitch). The
plot enabled qualitative assessment of the postural control exhibited by subjects
while on the board, Fig.[3l The graph depicts the amount of perturbation experienced
on both planes. Subject’s with poor postural control exhibits a wider spread on the
graph as compared to subject’s with good postural control.

The FIS requires the inputs from the trunk and platform angles before determin-
ing the level of vibration to be sent to the CY8C27443. Fig. H illustrates a sample
reading of trunk (Fig. @la)) and platform (Fig. @b)) angles which is sent into the
FIS, for a single subject. The FIS generates the appropriate amplitude (Fig. Bic))
after defuzzification of the output membership function. This output value is then
passed to the VFCM to determine the magnitude of warning using the limits defined
in Table[T] results shown in Fig. B{(d).

Tranik Euler Anghos

Fuzzy System Outpul
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tma (s) {ﬂ) tma (s) {C)
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P Duty Cycle (%

(b) (d)

Fig. 4 Reproduced summary of inputs and output of the FIS for a subject standing on the
wobble board (a) trunk Euler angles (b) platform Euler angles (c) FIS output (d) Vibrotactors’
activation levels based on FIS outputs

6 Discussion and Conclusion

A fuzzy system to monitor postural control on a perturbed surface was successfully
designed and tested. From the results, it is observed that the biofeedback generated
by the VFCM was effective in improving postural control. The signals from this
module prevented subjects from experiencing large amounts of perturbations. Sub-
jects were observed to produced controlled and stable measurements. Subjects also
demonstrated an improvement with a statistical significance of p<0.04. Significant
testing was carried out on the data set using an independent 7-test, comparing the
angles recorded along the AP plane (with and without feedback - independent sam-
ples). A simple check for normality was conducted on the samples acquired, box
plots were plotted for each data set to check for outliers and skewness. All data sets
resulted in a normal distributed plot, with no outlier and no observable skew of the
graphs.

The inclusion of the FIS system allowed for a realistic consideration of the trunk
and platform angles, in determining the level and direction of feedback to be pro-
vided. The fuzzy system utilized in this work used a Mamdani fuzzy system, to
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allow for a continuous output function. The fuzzy system was able to provide sub-
jects with the appropriate level of feedback, resulting in an improvement of the
postural control, which was observed across all subjects.

This study has only incorporated biofeedback along the AP plane. Studies have
shown that the effect of directional specific biofeedback is dependent on the nature
of the stance in question [10]. The provision of AP biofeedback during a stationary
stance, assists in reducing trunk sway along the AP and ML plane [[11]]. Biofeedback
in the ML plane is more suited when performing non-stationary tasks [11]]. Postural
sway along the AP is influenced by the proprioception control of the human feet,
while ML sway is dependent on the hip muscles strength. The wobble board training
routine is suited for proprioception training [3].

This system has application potential in a rehabilitation setting. From the re-
sults observed, individuals or clinicians can use this system for postural control and
proprioception training, conditioning and strengthening. The overall weight of the
attachments required on the end-user is approximately 240 g. The light weight of
the system ensures that the system monitors the natural postural control of the user,
without introducing external factors that may influence postural control mechanism.
Total weight of the system can be reduced further with the introduction of a surface
mount circuit, powered by mercury battery cells. A surface mount circuit would
significantly reduce the weight and size of the VFCM. Future work in this direc-
tion will involve, studying the influence of *Gender’ and ’Subject lifestyle’ on the
effectiveness of biofeedback systems.
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TDMA Scheduling in Wireless Sensor Network
Using Artificial Imnmune System

Zohreh Davarzani, Mohammah-H Yaghmaee, and Mohammad-R. Akbarzadeh-T

Abstract. Today, wireless sensor networks encompass a large volume of applications.
Wireless sensor networks consisted of many nodes by low energy batteries. Therefore,
they must consume power as low as possible. TDMA Protocol in these networks is
designed for this goal. In this paper a multiobjective immune algorithm is proposed for
finding optimal solutions to TDMA scheduling problem. The simulation results show a
better performance in comparison to two algorithms using instances with different sizes.

Keywords: TDMA scheduling, wireless sensor networks, Immune System, genetic
algorithm.

1 Introduction

Today, wireless sensor networks encompass a large volume, as they are
increasingly used in many applications such as traffic monitoring, Earthquake and
fire detection. These networks consist of a group of wireless sensor nodes. Sensors
are units with sensing, processing, wireless networking capability and a battery
with low energy. They can automatically collect the information from sensor
nodes and report the measurements to an access point.

Since sensor nodes consisted of a battery with low energy, therefore there are
some needs protocol to control sensor nodes network life time. This protocol is
called MAC (Medium Access Control) and is vital in specification network
lifetime. This protocol for sensor networks provides two accesses: contention
based access or time division multiple access (TDMA).

Zohreh Davarzani
Cognitive Computing Lab, Center for Applied Research on Soft
Computing and Intelligent Systems

Zohreh Davarzani - Mohammah-H Yaghmaee - Mohammad-R. Akbarzadeh-T
Department of Computer Engineering, Ferdowsi University of Mashhad, Mashhad, Iran
e-mail: zo.davarani@stu-mail.um.ac.ir,

yvaghmaee@ieee.org,
akbarzadeh@ieee.org

A. Gaspar-Cunha et al. (Eds.): Soft Computing in Industrial Applications, AISC 96, pp. 175
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



176 Z. Davarzani, M.H. Yaghmaee, and M.-R. Akbarzadeh-T

In TDMA protocol, time is divided into equal time slots. Each time slot is
allocated to nodes and is designed to conform a single packet for transmission and
perception between pairs of nodes in the network [2]. A basic principle of TDMA
scheduling is to assign time slots to nodes so that collisions would not happen
when they are transmitting packets and total number of time slots and sensor
nodes energy consumption are minimized [11]. Any nodes just can transmit its
data package in time slot that allocated for it. Since sensor nodes energy is limited,
this protocol can be used for saving energy of nodes.

In this area, many works have been done. Some researchers have discussed the
energy saving problem [1, 2] for TDMA scheduling. Some references have
studied how to minimize packet delay in aspect of time [3], how to improve
fairness [7], how to maximize parallel operation [12, 13], and how to shorten the
total slots to finish a set of transmission tasks [3]. The total number of time slots is
minimized by using particle swarm optimization [11]. Ergen et al. [3] proposed
three algorithms based on coloring method in graph theory.

This paper describes the application of an artificial immune system to a TDMA
scheduling application. A new approach  immune algorithm is proposed for
finding optimal solutions to TDMA scheduling problems.

The reminder of this paper is organized as follows: the artificial immune system is
introduced in section 2. Section 3 describes TDMA scheduling in wireless sensor
networks. Section 4 describes the optimization framework, coding method and fitness
function. In section 5, the computational results are given. Some concluding remarks
are made in section 6.

2 Artificial Inmune System

The Artificial immune system (AIS) is a complex functional system that defends the
human body from foreign agents such as bacteria or viruses that are called pathogens.
Patterns expressed on pathogens are called antigens. The immune system contains
cells for recognizing and killing them. These cells are called antibodies. The disease
procedure involves attack of an antigen and its proliferation within the human body.
After the proliferation of antigen, antibodies are randomly distributed throughout the
immune system. AIS has two important processes are called Cloning and affinity
maturation. Combination of them is known as the Clonal Selection Principle that is
shown in Fig. 1. These are used to explain how the immune system reacts to infection
of antigen. This theory is one of methodologies in AIS for salving optimization
problem and is a meta-heuristic which is developed based on such system. This paper
aims at proposing an artificial immune algorithm to TDMA scheduling. Flowchart of
AIS is shown in Fig. 2.
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Fig. 2 Flowchart of AIS

3 Definition of TDMA Scheduling

A sensor network can be shown by graph G= (V, E) where V'is a set of sensor
nodes and E represents the set of communication links between two neighbor
nodes. One of the nodes in V is called access point (AP). All traffic generated at
sensors is destined for AP. In Graph G, distance between two nodes i and j equal
to minimum number of edges between two nodes that is showed by d;.
Communication links in the network can be shown by Matrix C that is N*N where
N is number of sensor nodes. This Matrix described as follows:
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If there is an edge between node i and j

Otherwise
1
Ci j =
0

Sensor nodes may send the data packages simultaneously to AP. Therefore
collision can be happened with high probability in these networks. These
collisions can be described by matrix / which defined by:

1
Iij = If dij<2
0

Otherwise

In TDMA scheduling, time is divided into equal intervals called time slots. Each
time slot is assign for transmission or reception a packet between two nodes in the
network. The aim of TDMA scheduling is time slots assignment such that total
number of time slots for transmission and reception of data packages energy
consumption of sensor nodes are minimized. Also collisions would not happen
when they are transmitting packets [1, 12]. Because of the occurrence collision in
the sensor network, two constraints are defined as follows [8]:

1. A node cannot have transmission and reception at the same time slot.
2. A node cannot simultaneously receive data from several adjacent nodes.

There is a set of sensors which plan to transmit packets to AP. The procedure that a
single packet follows from its source node to AP is called a task. Each subtask needs
one time slot for data transmission. Therefore, the goal of the problem is to determine
a subsequence of the subtasks and assigning time slots to nodes such that collisions
would not happen. For example of sensor network is shown in Fig. 3.

Fig. 3 An example of network

4 AIS for TDMA Scheduling

The proposed AIS for TDMA scheduling are as follows:
1. Initialization: set number of initial population (pop size) and number of clone
antibody in each generation. Set initial population.
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2. Objective function and affinity evaluation: for all antibodies, evaluate fitness
function and affinity. Affinity of antibody is equal to Eq. (1):

affinity(a;) = (H

fitness(aj)
Where a; is antibody i.
. Select M antibodies from population with high affinity. This subset is called F.
4. Cloning: select M copies from subset F by using roulette wheel rules. This
subset is called C.
5. Select M antibodies from population with high affinity. This subset is called F.
6. Cloning: select M copies from subset F by using roulette wheel rules. This
subset is called C.
7. Mutation and diversity operations:
A: Mutation: select n antibodies from C and apply mutation operations that
make n antibodies. Add n new antibodies to current generation.
B: Diversity: for creation of diversity in population, we use from diversity
method that is describe in below.
8. Reproducing next generation
A: select best antibody from current generation to the next generation.
B: select (popsize-1) antibodies from current generation by using tournament
selection rules and add to next generation.
9. Repeat step 2-8 until termination criterion is obtained.

W

4.1 Antibody Representation

In this paper sequencing subtask is generated following the approach by Jianlin
Mao [11]. In this method the length of antibody is equal to Y., n; that N is total
number of tasks and n; is the number of subtasks of task i. Each antibody is
consists of two parts: TaskID and Hop-No. TaskID is number of task that subtask
belongs to and Hop-No is sequence number of this subtask in all the subtasks of
task.

For example of antibody representation, a random combination of subtasks is as
follows:

1,DHE DG DHA,2EG,1D)GB.2)2,2)4,1D)3E,3)(1,3)4.2) 2,31, 4

Then taking the TaskIDs out, the above sequence can be encoded as follows:

1,2,3,1,5,3,2,4,3,1,4,2,1

4.2 Mutation Operators

In this study, two mutation operators are used. One of them is one point mutation
and another Precedence preserving shift mutation (PPS) operator of Lee et al. [13].
In one point mutation, two subtasks are randomly selected and their locations are
changed with each other.
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PPS is used to change the sequence of the operations. This operator carries out
as follows:

Step 1. Selecting randomly a position i from the parent chromosome. Job which is
fixed in this position is called j,.

Step 2. Finding the leftmost position (Imp) and the rightmost position (rmp). Lmp
is position that first operation of j; is fixed in this position. Rmp is position that
latest operation of j,is fixed in this position.

Step 3. Selecting randomly a position p in the range of Imp to rmp.

Step 4. Moving the ith element of chromosome, to the position p.

Fig. 4.a shows one point mutation and Fig. 4.b shows PPS mutation.
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Fig. 4 a) One point mutation operator
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Fig. 4 b) Precedence preserving shift mutation (PPS) operator
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Fig. 5 Antibody inversion

4.3 Antibody Diversification

Traditional immune system often suffers from loss of diversity of the antibody that
causes the search to be trapped in local optima. To avoid local optima, two
diversification mechanisms of Guan et al. [5] are used in biological immune
systems. All the schemes described below.

Antibody Inversion

In this mechanism, a subset of consecutive subtask is randomly chosen from
antibody and inverse their location from front to rear. Inversion mechanism is
shown in Fig. 5.

5 Fitness Evaluation

In wireless sensor networks, allocating time slots to sensor nodes is a NP-hard
problem. In this paper, Objective function consists of two parts: first one
minimizes energy consumption and another minimizes total number of time slots
in the TDMA cycle. For decreasing wireless sensor nodes energy, nodes are
switched off when they don’t have data to transmitting and receiving [11]. In
general, total energy consumption in wireless sensor network can be calculated by
the following equation:

N
BC = ) [pf* ¢ (7 + 675 + pP* « (7 + 657)] @

i=1
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In Eq. (2), N is the total number of nodes in the network. p£* and p/* are power
consumption of transmitter and receiver at node i, respectively. t* and t/* are the
total work time of the transmitter and receiver at node i. p;~** and p;~"™ are the
total transition time consumed between the sleep and active states.

Therefore, total objective function is defined as Eq. (3):
min F(s) = a * EC + (1 — ) = Totalslots 3)

In this equation, Totalslots is the total number of required time slots and EC is
total energy consumption in the network.

6 Experimental Setup and Simulation

We implemented the algorithm in matlab environment and run it on a PC with 2.1
GHz and 320 MB of RAM memory. Some parameters in energy aspect are similar
to Ref. [3] that is as follows: the transition time between the sleep and active states
is assumed to 470usec. The power consumed in transmission and reception of a
packet set to 81and 180 mW, respectively.

At first, we test proposed algorithm with network consists of 7 nodes and 1 AP.
Slot allocations results are shown in Table 1. In this table tuple (i,j) expresses jth
subtask of task i. Two algorithms are used for comparisons, which are hybrid GA-
PSO algorithm proposed by Ziari and Davarzani [4] and hybrid PSO-GA
algorithm proposed by Mao and Zhiming [11]. According to this table, proposed
algorithm can get better results and has less number of times slot required for
sending data packages than other methods. The reason is proposed algorithm has
more time slots with 2 or 3 subtasks than other methods while Hybrid PSO-GA
method has more time slot with 1 subtask. Thus it’s total number of time slot is
more than the other methods.

Also we test algorithm by two networks with 25 and 49 sensor nodes. These
networks are proposed by [11] which are problems 1 and 2. The time and energy
results of finishing a sampling round are given in Table 2. In this table a=0 means
that objective is the total number of time slot performance and a=1 means the
objective is the energy consumption performance. As shown in this table, by
increase size of network total number of time slot and energy consumption
increase. Also show that the proposed algorithm always gets better performance
than other methods for different sizes and values o. This is because of the
proposed algorithm has more time slots with more number of subtasks. Fig. 6.a
and 6.b show average fitness function of total number of time slots and total
energy consumption of these three algorithms over generation in probleml. As
shown in Figl.a hybrid GA-PSO converge quickly at the beginning, and hybrid
PSO-GA converges in 220 generation while proposed algorithm improves the
result after 320 generation. Fig 6.b shows that convergence speed of three
algorithms is same but proposed algorithm improves the average fitness on energy
aspect.
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Table 1 Slot allocation of algorithms

183

Time 1 2 3 4 5 6 7 8 9 10 11 12 [ 13 | 14
slot#
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algorithm
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Table 2 Energy consumption of the algorithm
Problem number ga-pso Pso-ga
Proposed algorithm
o=0 o=1 o=0 =1 =0 1
Problem 1 19.05 4.4980 27.0750 5.3060 25 5.7467
Problem 2 26.01 9.11 36.04 11.09 37.124 12.87
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Fig. 6 (a) Average fitness function of energy consumption in probleml. (b) Average fitness
function of total number of time slot in problem1

7 Conclusion

In this paper we have considered TDMA scheduling problem and discussed how
to assign time slots for saving energy and time in wireless sensor network. Then
we have presented a multiobjective immune algorithm for solving this problem. At
the end, the proposed algorithm is compared with two algorithms. Simulation
results show that proposed framework can get better results than other methods on
both time and energy aspects.
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A Memetic Algorithm for Solving the
Generalized Minimum Spanning Tree Problem

Petrica Pop, Oliviu Matei, and Cosmin Sabo

Abstract. The generalized minimum spanning tree problem is a natural extension of
the classical minimum spanning tree problem, looking for a tree with minimum cost,
spanning exactly one node from each of a given number of predefined, mutually ex-
clusive and exhaustive node sets. In this paper we present a memetic algorithms
for solving the generalized minimum spanning tree problem that combines the pop-
ulation concept of genetic algorithms with a fast local improvement method. The
proposed algorithm is competitive with other heuristics published to date in both
solution quality and computation time. The computational results for several bench-
marks problems are reported and the results point out that the memetic algorithm
is an appropriate method to explore the search space of this complex problem and
leads to good solutions in a reasonable amount of time.

1 Introduction

The generalized minimum spanning tree problem (GMSTP) was introduced by
Myung et al. [3]] and is define as follows: given G = (V,E) an n-node undi-
rected graph and Vi,..., V), a partition of V into m node sets called clusters (i.e.,
V=ViuWU...UV,and V,NV, =0 for all [,k € {1,...,m} with [ # k), then the
GMSTP asks for finding a minimum-cost tree 7 spanning a subset of nodes which
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includes exactly one node from each cluster V;, i € {1,...,m}. We will call such a
tree a generalized spanning tree.

We assume here that edges are defined between all nodes which belong to differ-
ent clusters and we denote the cost of an edge e € E by ¢;;.

Fig. 1 Example showing a generalized spanning tree in the graph G = (V, E)

The GMSTP belongs to the class of generalized combinatorial optimization prob-
lems that generalize classical combinatorial optimization problems in a natural way
by considering a related problem relative to a given partition of the nodes of the
graph into clusters. In the literature one finds generalized problems such as: the
generalized traveling salesman problem, the generalized Steiner tree problem, the
generalized vehicle problem, generalized fixed-charge network design problem,
generalized minimum vertex-biconnected network problem, etc.

In the literature have been considered two variants of the generalized minimum
spanning tree problem:

e one in which in addition to the cost attached to the edges, we have costs attached
also to the nodes, called the prize collecting generalized minimum spanning tree
problem, see [9,[16] and

e the second one consists in finding a minimum cost tree spanning at least one node
from each cluster, denoted by L-GMSTP and was introduced by Dror et al. [2]].
The same authors have proven that the L-GMSTP is NP-hard.

The GMSTP has several real world applications, in what it follows we present some
examples:

e design of backbones in communication networks [8]];
e network design problem arising in desert environments [2]];
e determining the location of the regional service centers [14]].

In the present paper we confine ourselves to the problem of choosing exactly one
node from each of the clusters. The MST is a special case of the GMSTP where
each cluster consists of exactly one node.

By reduction from the vertex cover problem, Myung et al. [3]] proved that the
GMSTP is an NP-hard problem. Pop showed a stronger result concerning the
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complexity of the problem, namely the GMSTP even defined on trees is NP-hard.
A survey on integer linear programming formulations for the GMSTP has been
recently presented by Pop [18]].

Myung et al. [3]] used a branch and bound procedure in order to solve the GMSTP.
Their lower procedure is a heuristic method which approximates the linear program-
ming relaxation associated with the dual of the multicommodity flow formulation of
the GMSTP. They developed also a heuristic algorithm which finds a primal feasi-
ble solution for the GMSTP using the obtained dual solution and reported the exact
solution of instances with up to 100 vertices. The GMSTP was solved to optimality
for nodes up to 200 by Feremans et al. [4]] using a branch-and-cut algorithm. More
recently, Pop et al. have proposed a new integer programming formulation of
the GMSTP based on a distinction between local and global variables and a solution
procedure that finds an optimal solution on instances with up to 240 vertices.

The difficulty of obtaining optimum solutions for the GMSTP has led to the de-
velopment of several metaheuristics. The first such algorithms were the tabu search
(TS) heuristic of Feremans and the simulated annealing (SA) heuristic of Pop
[14]), an improved version of the SA was described in [17]. Two variants of a TS
heuristic and four variable neighborhood search (VNS) based heuristics were later
devised by Ghosh [[7]. Another VNS algorithm combined with integer linear pro-
gramming was proposed by Hu et al. [10]. The authors report that their VNS ap-
proach can produce solutions that are comparable to those obtained by means of
the second variant of the TS heuristic of Ghosh [[7]. Golden et al. have devised
a local search heuristic (LSH) and a genetic algorithm (GA) for the GMSTP. Both
algorithms have yielded improvements on TSPLIB instances with sizes between
198 < n < 225. On none of these instances did the LSH outperform the GA. Re-
cently, an attribute based tabu search heuristic employing new neighborhoods was
proposed by Oncan et al. [12]. The authors mention that their TS based heuristic
yields the best results for all instances.

In order to solve the GMSTP we propose in this paper a memetic algorithm, that
can be seen as a hybrid technique that combines the population concept of genetic
algorithms with an intensification mechanism that exploits the specific knowledge
of the problem.

2 The Memetic Algorithm for Solving the Generalized
Minimum Spanning Tree Problem

Memetic algorithms have been introduced by Mascato [11] to denote a family of
metaheuristic algorithms that emphasis on the used of a population-based approach
with separate individual learning or local improvement procedures for problem
search. Therefore a memetic algorithm is a genetic algorithm (GA) hybridized with
a local search procedure to intensify the search space.

Genetic algorithms are not well suited for fine-tuning structures which are close
to optimal solutions. Incorporating of local improvement operators into the recom-
bination step of a GA is essential in order to obtain a competitive GA. Memetic
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algorithms have been recognized as a powerful algorithmic paradigm for evolu-
tionary computing, being applied successfully to solve combinatorial optimization
problems such as the VRP (Vehicle Routing Problem) and the CARP (Capacitated
Arc Routing Problem) [19], etc.

We present in this section a memetic algorithm for solving the GMSTP. The pro-
posed computational model to approach the problem is genetic algorithm combined
with an intensification mechanism based on Kruskal’s algorithm for finding the min-
imum cost tree spanning a given number of nodes.

2.1 Genetic Representation

We represent a chromosome by an array of dimension m so that the gene values
correspond to the nodes selected from each of the cluster Vi, k € {1,...,m}. There-
fore, an individual is represented as a sequence of nodes (N, , Ny, ..., Ny, ), where
the node N, is the node selected from the cluster Vi, p € {1, ...,m}.

An example of an individual in the case of a graph with 56 nodes partitioned into
7 clusters is:

(1121 8 3528 42 55)
and the cluster representation of the individual is as follows:

(Vo V3 Vi Vs Vy Vs V7).

2.2 Initial Population

The construction of the initial population is of great importance to the performance
of genetic algorithms, since it contains most of the material the final best solution
is made of. In our algorithm, we have produced 20 initial solutions generated ran-
domly: by selecting randomly the nodes from each of the clusters (exactly one node
from each cluster).

2.3 The Fitness Value

Every solution has a fitness value assigned to it, which measures its quality. In our
case the, the fitness value of an individual (Ni, ,Ny,,...,Ni, ) is given by the min-
imum cost of the tree which spans the nodes: N, ,Ny,, ..., Ny,,. Such a tree which
is a feasible solution of the GMSTP, i.e. a generalized spanning tree, always ex-
ists because we assumed that edges are defined between all nodes which belong to
different clusters. This minimum generalized spanning tree is determined using the
Kruskal’s algorithm.
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2.4 Genetic Operators

2.4.1 Crossover

Two parents are selected from the population by the binary tournament method, i.e.
the individuals are chosen from the population at random.

Offspring are produced from two parent solutions using the following crossover
procedure: it creates offspring which preserve the order and position of symbols in
a subsequence of one parent while preserving the relative order of the remaining
symbols from the other parent. It is implemented by selecting a random cut point.
The crossover operator for the set of nodes N is straightforward. We use a single
cut-point. Two randomly selected parents generate two offspring as follows:

o the first offspring is made of the first part of the first parent, respectively the
second part of the second parent;

e the second offspring is made of the first part of the second parent, respectively
the second part of the first parent.

Next we present the application of the proposed crossover. We assume two well-
structured parents chosen randomly, with the cutting point between 2 and 3:

Py =(1121]354255)
Py = (1426 31 44 53)

The offspring are:

O; = (112131 44 53)
0, = (1426|3542 55)

2.4.2 Mutation

We use in our algorithm a straightforward mutation operator: a random node is
selected to undergo mutation. Another node belonging to the same cluster replaces
the selected node and a new individual is created.

2.4.3 Selection

The selection process is deterministic. The first selection is (it + A ), where y par-
ents produce A offspring. The new population of (i + A) is reduced again to u
individuals by a selection based of the ”survival of the fittest” principle. In other
words, parents survive until they are suppressed by better offspring. It might be pos-
sible for very well adapted individuals to survive forever. This feature yields some
deficiencies of the method []]:

1. In problems with optimum moving over time, a (i + A ) selection may get stuck
at an outdated good location if the internal parameter setting becomes unsuitable
to jump to the new field of possible improvements.

2. The same happens if the measurement of the fitness or the adjustment of the
object variables are subject to noise, e.g. in experimental settings.
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In order to avoid effects, Schwefel investigated the properties of (i, A), selection,
where u parent produce A (A > pt) and only the offspring undergo selection. In
other words, the lifetime of every individual is limited to only one generation. The
limited life span allows to forget the inappropriate internal parameter settings. This
may lead to short periods of recession, but it avoids long stagnation phases due
to unadapted strategy parameters [20]. The (u +A) and (u,2) selection fit into
the same formal framework with the only difference being the limited life time of
individuals in (¢, 4) method.

2.5 Genetic Parameters

The genetic parameters are very important for the success of the algorithm, equally
important as the other aspects, such as the representation of the individuals, the
initial population and the genetic operators. The most important parameters are:

o the population size t has been set to 5 times the number of clusters. This turned
out to be the best number of individuals in a generation.

e the intermediate population size A was chosen twice the size of the population:
A=2-u.

e mutation probability was set at 5%.

The number of epochs used in our memetic algorithm was set to 100.

3 Computational Results

The performance of the proposed memetic algorithm for solving the GMSTP was
tested on seventeen benchmark problems drawn from TSPLIB test problems con-
taining between 229 and 724 nodes. The corresponding GTSP problems are ob-
tained by applying the CLUSTERING procedure introduced in Fischetti ez al. [6]
and contain between 46 and 145 clusters.

The testing machine was an Intel Dual-Core 1,6 GHz and 1 GB RAM with operat-
ing system Windows XP Professional. The algorithm was developed in Java, JDK 1.6.

In the next table we report the experimental results obtained using our proposed
memetic algorithm on the new TSPLIB instances described by Oncan et al. [12]
for the GMSTP. The results are compared with the best results from the literature
obtained using the Tabu Search algorithm described by Oncan et al.

The first column in the table represents the instances of the problem and the
second column gives the number of clusters. The next columns contain the values of
the objective function obtained using the tabu search algorithm proposed by Oncan
et al. [12] and our memetic algorithm. In the last column we present the solution
error obtained using our proposed memetic algorithm as a percentage of the solution
provided by Oncan et al. using the TS algorithm.

Analyzing the computational results, it results that overall the proposed memetic
algorithm performs well in comparison to the tabu search algorithm (TS) developed
by Oncan et al. [12] in terms of solution quality: in nine out of seventeen instances
we obtained the same solution and in rest the solution provided is at most 0.99 % of
the solution provided by the TS algorithm.
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Table 1 Computational results with TS (Oncan et al.) and our MA on TSPLIB with the center
clustering procedure

Instance No. of s MA  Sol. error
Clusters Oncan et al. Cost %

ali535 107 114303 114379 0.99

att532 107 12001 12001  0.00

d493 99 16493 16841  0.97
d657 132 19427 19811  0.98
1417 84 7935 7935 0.00
gil262 53 887 910 0.97

ar229 46 59740 59740  0.00
grd31 87 86885 86885  0.00
1lin318 64 18471 18561  0.99
p654 131 22209 22209  0.00
pcb442 89 19571 20654  0.94
pr264 53 21872 21872 0.00
pr299 60 20290 20662  0.98
rd400 80 5868 6069 0.96
si535 107 12791 12791 0.00
u574 115 15037 15037  0.00
u724 145 15905 15905  0.00

Regarding the computational times, it is difficult to make a fair comparison be-
tween algorithms, because they have been evaluated on different computers and they
are implemented in different languages. However, in average our running times are
comparable with those obtained using the TS algorithm.

4 Conclusions

The Generalized Minimum Spanning Tree Problem is an extension of the classi-
cal Minimum Spanning Tree Problem (MST) and consists in finding the minimum
cost spanning tree containing exactly one node from a given number of predefined,
mutually exclusive and exhaustive clusters.

We presented an efficient memetic algorithm for solving the GMSTP that com-
bines the population concept of genetic algorithms with a fast local improvement
method. The experimental results confirms the success of our proposed approach.
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A Computer Algorithm to Simulate Molecular
Replication

Rafael Silveira Xavier and Leandro Nunes de Castro

Abstract. Molecular replicators were introduced as a possible theory to explain
the origin of life. Since their proposal they have been extensively studied from a
bio- chemical perspective. This work proposes a taxonomy for the main properties
of replicators that are important for building computational tools to solve complex
problems as well as introduces a computer algorithm that models these entities. The
simulation of this algorithm allows the observation and analysis of the behavior
of replicators in light of the properties introduced. A number of experiments are
performed to show that the proposed taxonomy of properties can be observed by
simulating the algorithm introduced.

1 Introduction

The first studies concerning replicators were devoted to discussing molecular repli-
cation as a plausible explanation for the prebiotic evolution in chemical terms 5,
, ], and thus to the emergence of life. From these works began studies on the
identification, characterization and classification of replicators ,EL , , , ],
which have been refined in the search for a more precise definition of these systems.
Among the many concepts of replicators in the literature, the following deserve
particular attention within the context of the present paper:
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e The replicator is a macromolecule consisting of a complex chain of various types
of molecular blocks (or building blocks) which acts as a standard model, a matrix
for the construction of another molecule ].

° [A@ replicator is an entity that passes its structure largely intact during replication

1.

e The replicator is any entity that multiplies by an autocatalytic process in which
some of the products of the process are functionally equivalent to the original
entity [@].

Considering the scope of this work, we deal with the replicators as polymers that
act as standard models, a sort of matrix, for the construction of new molecules. In
other terms, replicators are molecules that transmit or perpetuate their functionality
(information) through an autocatalytic process called molecular replication [ﬁ].

Although the study of the properties of such systems has a great potential for the
construction of new natural computing [Ij] applications, there are still few studies
on the categorization and application of replicators’ properties to computer algo-
rithms.In this direction, one first step involves the development of a computer algo-
rithm that, when run, allows us to observe the main properties of replicators and,
then, evolve this algorithm so as to design more sophisticated computer algorithms
for complex problem solving.

Based upon this line of thought, this work aims to discriminate and to investigate-
qualitatively the main properties of replicators, to propose a preliminary algorithm
to simulate specific processes of molecular replication and, as a result, to investigate
some properties of the replicators that will be useful for the development of future
natural computing tools to solve complex engineering problems.

2 Replicators: An Introduction

This section provides a basic introduction to the concept of molecular replication,
which is the basis for the algorithm to be proposed here, and then introduces a num-
ber of properties for the replicators. More specifically, it is proposed that replicators
can be characterized by some Structural, Conditional and Existential properties, as
will be detailed in the following.

2.1 Molecular Replication

Molecular replication can be understood as a specific subset of autocatalysis [Iﬁ],
where the reaction product has the ability to organize the junction of reagents, thus
speeding up (catalyzing) the production of a new molecule. The replication process
results in copying a molecule that can be called the parent or original molecule. A
simple diagram can be used to conceptualize the process of molecular replication, as
shown in Fig[ll At first, the T molecule interacts with some building blocks A and B
to form the ternary complex Cj. This complex brings together the building blocks A
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and B, facilitating the reaction between them. After the precursors’ reaction it is
formed a binary complex C,. The dissociation of this complex gives rise to two
new molecules, copies of the original one, capable of serving as templates for the
formation of a new cycle of replication.

[> 2>

s >
S

.\ T.I >
[ T >

Fig. 1 Simplified molecular replication cycle

\:

Replication as an autocatalytic process is associated with three factors: multipli-
cation, variance and inheritance [14]. The multiplication of an entity or an autocat-
alytic cycle requires three specifications:

e Multiplication: there must be some material input (e.g., molecules used as build-
ing blocks) used for the construction of new entities;

e Variance: the original entity and the copy must be equivalent in some functional
aspect within the cycle, but there may be some difference between them;

e [nheritance: the output of the multiplication process should contain more than
one entity equivalent to the original replicator; that is, the copy must inherit some
information from its parent.

Thus, multiplication can be characterized as an autocatalytic process that can generate
some entities equivalent, but with slight modifications, to the original entity, thus
preserving the identity of the entity’s functional progenitor [14].

The notion of equivalence given above is associated with a concept of variability.
Two entities can vary their structures, and still be functionally equivalent. However,
the variability is also linked to the introduction of novelty and to the generation of
entities that are not equivalent to a unique entity, i.e., structural changes bring new
features.

Heredity involves a copying process, in which the offspring inherits the set of
defining features original to the replicator. Heredity can be defined as the ability of
an entity to transmit (copy) a portion or all of their structure, implying that there
may be non-hereditary changes.
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2.2 Replicator Properties

In order to appropriately describe the replicators so as to introduce a new compu-
tational model of replication we propose a taxonomy for the main replicator prop-
erties. These replicators’ properties can be divided into three categories: structural,
conditional and existential.

[ Replicator Properties |

Structural | Conditional | Existential |
Genotype | Causality | Longevity |
Phenotype | Similarity | Fecundity ]

Information
transfer

Fidelity

Fig. 2 Scheme of the replicator’s properties.

2.2.1 Structural Properties

The structural properties of a replicator are associated with the arrangement and
function of its constituent parts. Basically, a replicator has a genotype and a pheno-
type [IEI]. The genotype is the part of a replicator that encodes its form and function,
i.e. its informational load. The phenotype, in turn, is the function of the replicator
itself within a specific context or environment.

Based onasimplified interpretation of the Szathmary’s work [14], the internal struc-
ture of a replicator can be divided into four main parts (Fig.3):

e (: representing the complete set of features of a replicator. It corresponds to the
whole replicator structure;

e V: set of features that can change state without promoting a loss of functional
identity in the replicator;

e [D: subset of C that cannot be altered without promoting a loss of functionality
in the replicator;

e H: the hereditary portion of a replicator’s structure.

f \
Lzpl v | H ]

Fig. 3 The internal structure of a replicator
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Some important relationships among the structural sub-sets must be highlighted.
Subset H can be represented by the entire structure of the replicator, i.e., H C C. If
H = C, then the replicator will have a full inheritance. If H C C then the replicator
will have a partial inheritance, and if /D C H then the replicator will have a func-
tional inheritance. Thus, inheritance is partially functional since the /D is contained
within the inheritable set. If the partial inheritance is not functional, i.e., ID ,¢_ H the
replicator will not be able to pass its functionality to its offspring. The classification
of such replicator will be addressed in the next section. Finally, one can define the
heritability of a replicator as strictly functional, i.e., H = ID.

2.2.2 Conditional Properties

The conditional properties characterize an entity as a replicator. They are: causality,
similarity and information transfer [@], as detailed bellow:

e Causality: the original replicator is involved in the production (the cause) of the
offspring;

e Similarity: is the equivalence relation between the original replicator and its off-
spring (copy). This relation divides the replicators in equivalence classes, where
all the replicators in a particular class are considered functionally equivalent;

e [nformation transfer: defines that the parent replicator must pass some kind of in-
formation to its offspring. This property divides the replicators in informational
and non-informational. An informational replicator can store and transmit infor-
mation in a stable way, whilst a non-informational replicator cannot.

2.2.3 Existential Properties

The existential properties are associated with the existence of a replicator in a given
environment ]. These properties are described below:

e Longevity: corresponds to the lifetime of the replicator;

e Fecundity: is associated with the rate of replication of a molecule;

e Fidelity (or replication precision): is associated with the accuracy of the replica-
tion process.

3 An Algorithm to Simulate Replication

An algorithm was designed and implemented to simulate a number of collisions
between a set of templates previously known and a set of building blocks and ob-
serve the behavior of replicators throughout the experiments. The number of copies
(fecundity) of each replicator, its variations, longevity (life span) and other charac-
teristics will be measured and analyzed in the light of the properties of the biological
replicators introduced.

The reaction environment (also known as soup) is simulated using two vectors T
and B representing, respectively, the collections of replicators and building blocks
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for a K set of collisions that simulates encounters among blocks and replicators
in the soup and the following processes: matching, replication and mutation. The
matching process simulates the binding between a building block and a template,
which is a transition state before the replication; the replication process, as its name
suggests, is associated with the generation of copies of replicators; and finally,
the mutation process represents the variations that can occur in templates during
replication.

In this model, the replicators are represented by binary strings with an arbitrary
length L. The building blocks are formed by binary strings of varying sizes, always
smaller than L, furthermore, each block and each replicator has a counter to store
their copies.

Throughout K collisions for each template it is randomly selected a building
block. During the collision the matching between the block and replicator is tested
and it is verified if the template is able to replicate. The matching is accomplished
through an exhaustive search of the binary sequence block in the entire structure of
the replicator. If any region in the template is found, with a similarity greater than
or equal to a threshold (u) every bit of this region is marked to be overlooked in
future comparisons and a unit is subtracted from the number of copies of the block,
indicating that there was a binding between the building block and the replicator.
In Fig. @l which exemplifies this process, the dotted square in the left corner of the
block and the template contains the number of copies of each one of them.

Before binding
Template Block
SAPEERERLRER (®ELT
During binding (matching process) After binding
o[z a[e 2 o 2 o 1] it
BOE e EINOBBOARNEH|
1|1]1 i i
i '
e I: -: . Block
i]1] | : po[[a]e]
111}

[1

-

1

1]1]1

'
'
'
il
'
'
'

Fig. 4 Tllustration of the matching process

Replication only occurs if a template has a number of marked bits greater than
or equal to a replication threshold (1). During the replication process the replicator
can vary in structure given a default probability of mutation pm. After replicating all
the bits that were marked in the replicator are cleared, the counter of the replicator
is iterated and a new replicator is inserted into the soup. It is important to note that
over collisions, the replicators and building blocks that are extinct are eliminated
from the soup. The flowchart of the proposed algorithm is presented below.
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READTandB

Fig. 5 Flowchart of computational replicator model

: set of templates t; € T,i=1,...,N;

: set of building blocks b; € B, j =1,...,n;

: total number of collisions;

: number of templates in T;

: matching threshold between a replicator and a block;
: replication threshold.
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In the three sections that follow we will discuss how the proposed algorithm fits
with each of the properties summarized in this paper.

3.1 Structural Properties

Despite mutations that may occur during successive replication processes,a portion
of the original replicator remains without change. This portion can be seen within
the proposed model, as the /D group, because it meets the constraint introduced in
this paper that the /D portion of a replicator cannot be changed without promoting a
loss in the replicator’s functionality. The hereditary portion H of the replicators can
be seen as the whole molecular structure (genotype), whilst the variable part V can
be represented by the replicator region of the mutated offspring and finally the com-
plete replicator’s binary string representing C. Therefore, all structural properties
are observable in the model.
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3.2 Conditional Properties

The observation of the causal property is straightforward, because each copy of the
replicator is generated by reproducing, subjected to a low mutation rate, the parent
replicator. This is a consequence of a matching between a template and one or more
building blocks complementary to it.

The similarity property is measured by the genotypic difference between each
template and the remaining replicators after total collisions. As the mutation opera-
tor does not change drastically the structure of the original template, it maintains a
high degree of similarity between the initial and final replicators after all collisions.

The information transfer property is also straightforwardly observed, for each
replicator is generated by simply copying its parent structure into the offspring,
subjected to a mutation with a small rate.

3.3 Existential Properties

The fecundity is associated with number of copies and longevity is related to the
lifetime of the replicator. These properties can be directly observed in experiments
conducted in this study. The fidelity is associated with the replication process.

4 Experimental Analysis

This section will present the experimental results and discussions that validate the
computational model proposed for the replicators within the context of the various
properties (conditional, structural and existential) introduced in this work.In a pre-
vious work [[13] we introduced a different algorithm to study replication in which the
replicators were incapable of creating a physical copy of themselves, but there was a
replication index that allowed the counting of the number of offspring that would be
generated by a replicator in case it could create a copy. The results presented in that
particular case were quite different from the results to be presented here, suggesting
that the physical replication is indeed important for a better understanding of how a
number of replicators behave within the soup.

4.1 Materials and Methods

Three experiments were initially conducted using the same configuration parameters
described below. Despite the same parameters, the stochastic processes of building
blocks selection for collisions and the mutation after replication result in qualita-
tively and quantitatively different behaviors. Parameters:

Total number of collisions: 1,000;

Number of templates: 4;

Initial number of copies of each template: 1;
Size of templates: 10 bits;
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Initial life span of each template: 10 % of the total number of collisions;
Number of building blocks (randomly generated): 10,000;

Initial number of copies of each building block: random within the range [1,100];
Size of building blocks: random within the range [2, L/2], where L is the
templates’ length.

matching threshold (u): 1.0;

replication threshold (1): 0.7;

Mutation probability: 1%;

In the experiment the following initial templates were used:

#; = [0000000000];
Hh=[1111111111];
13 = [0000011111];
t4 = [1111100000].

4.2 Experimental Results

This section describes the experimental results obtained with the proposed algorithm
and their interpretation in the light of the properties introduced. It will be shown the
population size of building blocks and templates during collisions, the maximum,
mean and minimum fecundity (number of copies) of the soup for all collisions an the
maximum, mean and minimum longevity (replicator life span) of the soup during
collisions (Fig. @l to[8)).

:
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Fig. 6 Experiment 1: Population of building blocks and templates (top), fecundity and
longevity during 1000 collisions (bottom).

The three experiments show similar behavior. The replicator with the largest
number of copies in all experiments, is around 14 or 16 copies. The apex of the
population of templates is around 70,000 templates. The use of building blocks is
similar in all experiments. We note that the apex of the population of templates
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Fig. 7 Experiment 2: Population of building blocks and templates (top), fecundity and
longevity during 1000 collisions (bottom).

§

588l

NEIRARAFIRAIIENRERR
Collisions

Fig. 8 Experiment 3: Population of building blocks and templates (top), fecundity and
longevity during 1000 collisions (bottom).

coincided with the declining population of building blocks and found the highest
fecundity, i.e., occurred around the same number of collisions.

One interesting feature, more clearly presented in the first and second experi-
ments (Fig. [6] and Fig. [7), is the bimodal behavior of the curve which denotes the
population of templates. There are two peaks or two local maxima, indicating the
formation of two generations of replicators. The first generation develops (replica-
tion) to the point that this generation of replicators becomes incompatible with the
existing building blocks in the soup, but the action of the mutation operator and a de-
crease in the population of building blocks, respectively, cause the creation of repli-
cators more adapted to the existing blocks and increases the probability of finding
favorable blocks because there are fewer blocks to be selected. Finally the scarcity
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of blocks associated with the reduction in the longevity of replicators caused the
decline in population of templates.

Another interesting feature observed is the fact that the mean fecundity is around
2. This indicates that throughout all the collisions at least one new replicator was
generated.

The results obtained from the experiments presented in this section are consis-
tent with the architecture of the model and give us a general framework about the
development of computational replicators in the proposed model.

5 Conclusion

Replicators are theoretically important structures because they serve as a plausible
conceptual tool to explain the origins of life. Despite the vast literature discoursing
about replicators, few models addressing specific features of replicators are avail-
able. Furthermore, no work so far has given attention to the fact that there may be
a number of features that, altogether, lead to a general description of replicators
with great potential for the development of novel computer algorithms for problem
solving. This is exactly the line of thought proposed and followed by this paper.

Based on the molecular replicator literature we organized and introduced a tax-
onomy of features for the replicators and a novel, but simple, computer algorithm
that can be used to simulate computational replicators. After that, some experimen-
tal scenarios were designed in order to empirically investigate the behavior of the
proposed model. The results obtained allowed us to observe all replicators’ proper-
ties and make important conclusions mainly about their existential properties. We
could observe the longevity, fecundity and fidelity properties of the replicators in
the experiments.

As future research we will perform a number of experiments to investigate the
sensitivity of the algorithm to some of its tunable parameters, such as y, A and
others. Also, we plan to adapt the model so that it accounts for replicator networks
and, finally, use these networks to solve pattern recognition problems.
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Particle Filter with Differential Evolution for
Trajectory Tracking

Leandro M. de Lima and Renato A. Krohling

Abstract. Over the last decades, Particle Filter also known as the Sampling Im-
portance Resampling algorithm has successfully been applied to solve different
problems in Engineering, e.g., trajectory tracking, non-linear estimation, and many
others. Basically, the Particle Filter algorithm consists of a population of particles,
which are sampled to estimate a posterior probability distribution. Unfortunately,
in some cases the algorithm suffers from particle degeneracy, in which most parti-
cles converge prematurely to local minima due a loss of diversity of the population,
and therefore do not contribute to estimation of the true probability distribution. In
this paper, in order to tackle this drawback and to improve the performance of the
standard Particle Filter we propose a modification to the algorithm by inserting a
sampling mechanism inspired by Differential Evolution. Simulation results of the
enhanced hybrid version are presented and compared with the standard Particle Fil-
ter algorithm and show the suitability of the proposed approach.

1 Introduction

State estimation is a very important issue not only on automatic control but also
in time series prediction, tracking, robot navigation, etc. A common approach used
for modeling is the state space model. If the process is linear and Gaussian there
exists optimal solution in a closed form like the Kalman Filter and the Extended
Kalman Filter. On the other hand, for real-world problems which present non-linear
behavior and are non-Gaussian, the information available arrives sequentially and is
corrupted by noise. For such kind of processes there are no closed solutions and the
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hidden state of the model can be estimated using Particle Filter (PF), which has its
foundation on the theory of Bayesian estimation [EI, , ].

Particle Filter consists of an approximation of the posterior probability distribu-
tion by sampling points, called particles, which are updated as new data arrives.
Particles are random samples, which follow the trajectory of the state. Particle filter
uses Sequential Monte Carlo (SMC) integration method to approximate the poste-
rior probability distribution by sampling from a known probability distribution in
order to calculate the weights. A common drawback presented by sampling from
a distribution is degeneracy, which means that after some iterations some of the
weights tend to concentrate in a non-optimal point. To overcome this issue, we
propose a modification of the Sampling Importance Resampling (SIR) algorithm
incorporating Differential Evolution into it. Previous attempts to hybridize Evolu-
tionary Algorithm (EA) with PF have already been presented in the literature, e.g.,
Evolution Strategy (ES)], Particle Swarm Optimization (PSO)[B], Evolutionary
Algorithm[lﬂ], and recently Ant Colony Optimization (ACO)[@]. In this paper, we
propose a hybrid approach combining PF with DE.

The rest of this paper is organized as follows: In Sect. 2l the PF is described.
Section 3] presents a description of Differential Evolution. In Sect. E] the Particle
Filter combined with Differential Evolution is proposed. Section ] presents simula-
tion results followed by conclusions in Sect.

2 Particle Filter
Consider the non-linear state space model described by
Xie = f (X, k) + Vi1 (D

Y = g(Xp, k) + Uy (2)

where X}, is the state variable at time instant k, Y}, are the observations at time instant
k, f and g are non-linear functions, V; is the system noise and Uy, is the noise meas-
urement. One assumes that the system noise and the measurement noise are normal
random variables with covariance O and Ry, respectively. The problem considered
here consists on obtaining the best estimate for the state variable X; when only data
of observations are available, i.e., Y1, = {¥,Y,...,Y;}. In this case, the state vari-
able is modeled as a hidden Markov Process. The problem of the estimation of Xj
can be solved calculating the posterior probability density (pdf) of X; based on the
observations Y. So, the estimation problem can be formulated as minimization of the
Mean Squared Error (MSE) estimate or the Maximum A Posteriori (MAP) probabil-
ity given by:

R = EXYid) = [ Xep(Xil¥ie)dXe 3)
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X = arg max p(Xi[Yi.x) @)
k

where E stands for the expected value.

In order to estimate the hidden states a frequently used approach is the Sequen-
tial Monte Carlo, which has its fundamentals on the Bayesian filtering theory. The
posterior pdf p(X;|Y;.x) of X can be evaluated recursively from a priory pdf of the
initial state Xy of the system according to basically a prediction and an observation
step. In the prediction step, one is interested to propagate into the next time step k
by means of the transition density given by

Pl 1) = [ POXlXe )P (X1 Fi )X 1. 5)

The observation (or update) step, involves the application of the Bayes theorem
when new data arrives and is calculated according to

(Ye| X ) p(Xee|Yik—1)
P(Yi|Y1ik-1)

These two steps provide the optimal solution to the estimation problem, but un-
fortunately the solution of the multidimensional integration is difficult to be obtained
analytically. An alternative approach provides the Sequential Monte Carlo method
[EI, |j,,]. In this paper, the approximation of the posterior pdf is solved by means of
the Sampling Importance Resampling algorithm.

The SIR algorithm consists of three steps: first, all particle are sampled. Next,
the importance weight is calculated for each of them. Then, the particles are re-
sampled in order to discard particles with low importance and explore the region
where particles have high importance. Figure [[] shows the particles as dark bubbles
and its weights are represented by bubbles’ size, whereas bubbles with bigger size
correspond to higher weights. The importance is calculated by particle’s posterior
density. A detailed description of the SIR is beyond the scope of this paper and the
reader is referred to [@ B, ] for more details.

p(XilY1x) = P (6)

3 Differential Evolution

Differential Evolution is a method of optimization of multidimensional functions.
It is an evolutionary algorithm composed of a population of possible solutions.
The initial population may be started randomly if no prior knowledge is available

about the solution space. Assuming a population P<i>, a vector of size Np with
components pg.f)(;, where i is an index for each individual in Pé'), Jj is the position in
D-dimensional individual and G is the generation that the population belongs.
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0
0
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Measurement 535 ‘-vf? PR i

Fig. 1 Illustration of the two steps of the PF algorithm showing particles with different
weights

Successive generations can be created by adding to an element, chosen at random,
the weighted difference of two others, also selected randomly. For standard DE
(DE/rand/1/bin) mutation, crossover and selection operators are directly defined as
follows. ‘ '

For each possible solution vector PC(;Z) in generation G a mutant vector Mg) is
calculated by

MY =PIV 4 p (P — pi) (7)
wherei=1,2,...,Np and ry, r; and r3 are mutually different random integer indexes

selected from {1,2,...,N, }. Further, it implies that N, > 4 is required. F € [0,2]is a
real constant, which determines the amplification of the added differential variation
of (Pg2> - Pg3>). Larger values for F result in higher diversity in the generated
population and lower values cause faster convergence [IE].

DE utilizes the crossover operation to generate new solutions by shuffling each
vector with a mutant one and also to increase the diversity of the population.

To calculate the trial vector’s elements we use

56T ®)

o [ m\. if rand;(0,1) < C or j=k
p jl.,>G7 otherwise.

The constant C, € (0,1) is a user-defined crossover rate, which controls
the fraction of mutant values that are used. For each j a uniform random number
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is generated within the interval [0,1], called here rand;(0,1). The index k €
{1,2,...,D} is a random parameter index, chosen once for each i to make sure

that at least one parameter is always selected from the mutated vector Mg). Most
used values for C, are within the interval [0.4, 1] according to [B].

In selection, Zg) or P((;l) vector is selected to be a member of the next generation
G + 1 if it has the higher objective function value than the other one, for a maxi-
mization problem.

=

Pé) , otherw1se.

There are other variants based on different mutation and crossover strategies [IE].
The Differential Evolution algorithm is presented as a pseudocode in Algorithm/[Il

Algorithm 1. Differential Evolution
Input: Population size Np
repeat
for each individual in DEi=1,...,Np do
Select (1), P(2) and P("s) where r| £ 1y £ r3 £
// D is the dimension of a particle
Jrand = floor(Dxrand(0,1))
for each individual component j =1,...,D do
if rand(0,1) < C, or j = jyqnq then
ZE}) _ le) +Fx (PYZ) 7p§V3))
else " "
A
end if
end for
end for
// select next generation
for each individual l =1,...,Npdo

1ff(()) f( )then

end if
end for
until termination condition met

4 Particle Filter Using Differential Evolution

The degeneracy issue in Particle Filter happens when there are a small amount of
particles with very high importance and the other ones have low relevance. As we
want to sample from the posterior density, the proposal density need to be close
to the posterior one, that means importance weights variance be close to 0 to well
estimate it.
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An attempt to tackle the problem of degeneracy of PF is to create a new group
of particles that generate higher weights. These new particles replace those that
currently have less relevance to the original set, i.e., with lower weights. In this
paper, this new group of particles has the fittest individuals, those that will have
high weights, found by Differential Evolution. In this context, the individuals in DE
are those particles estimated in the actual step in PF, and the fitness function in DE
is the function that calculates the weight of a particle.

In lines [GHI3] of Algorithm[2]is shown the required change in the Particle Filter
algorithm to be integrated into the DE. For the DE be able to take advantage of the
computational effort already spent, the current particles found by the Particle Filter
(Xorig) are used as initial population, instead of initializing its population at random.
As output the DE algorithm (Algorithm [I)) returns a DE modified set (Xy,). Then,
those two sets are sorted in a way that merging the (M — N) last particles in X,g
with the N first ones in X, will replace the N particles with lower weights by N
fittest ones found in DE. This new set is used as the particles set in this time step.

Algorithm 2. Particle Filter with Differential Evolution
Input: Population size M
for each particlei = 1,...,M do
// generation of particles (samples)
X~ p(XelXi1)
end for
5: repeat
Xorig = {Xlgl),Wk(l) }Ml
// creation of better planicles through DE
Xde = Differential Evolution(Xorig) // Call Algorithm[I]
Sort Xorig in ascending order
10: Sort Xde in descending order
// replaces the N lower weighted particles in Xorig
// with the N higher weighted ones in Xde
X = {Xde}}L; U{Xorighily
for each particlei = 1,...,M do
15: // computation of the weights
W =w prpx)
// normalization of the weights

(i)
0_ W
WS
1
X W
i=1
// resampling
o LM _ i M
20: {xk ,M} l:{xk W
i=
Replication of particles in proportion to their weights
end for

until termination condition met
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5 Results
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The algorithms were tested on a truck-trailer problem [@ 5, ﬁ] with multiple trailers.
As shown in Fig.[2] it is the case where we have one truck connected with 3 trailers.

Its dynamics model is defined by the following equations:

x7(k)

Fig. 2 Truck-trailer system with three trailers

than(u(k)) +wo(k)

xo(k+1) = xo(k) +
x1 (k) = xo(k) — x2(k)

o (k+1) = xa (k) + VLT sin(x; (k) +wa (k)
x1(K) = xa(k) — xa(k)

xa(k+1) = xa(k) + VLT sin(xs (k) + wa (k)
x5(K) = xs(k) — x6(K)

wo(k+1) = xs (k) + 7

; sin(xs (k) +we (k)

(10)

(1)

12)

(13)

(14)

15)

(16)



216 L.M. de Lima and R.A. Krohling
k+1 k
x7(k+ 1) = x7(k) + T cos(xs (k) sin (XG( + g”ﬁ( )> Fwi(k) (A7)

xs(k+ 1) = xg (k) + vT cos(xs (k)) cos <x6(k+ 1; “6(")) Fwsk)  (18)

The variables and parameters of the truck-trailer system [@] are given in Table[T]

Table 1 Parameters of the truck-trailer system

Name Description

l Length of truck

L Length of trailer

T Sampling time

v Speed of truck

u(k) Control input to steering angle

xo(k) Angle of truck

x1 (k) Angle difference between truck trailer and first trailer
x2(k) Angle of first trailer

x3(k) Angle difference between first trailer and second trailer
x4 (k) Angle of second trailer

xs5(k) Angle difference between second trailer and third trailer
X6 (k) Angle of third trailer

x7(k) Vertical position of third trailer

xg (k) Horizontal position of third trailer

We define w(k) = [wo (k) wa (k) wa (k) we (k) w7 (k) wg (k)]T ~ N(0,Q) and v(k) ~
N(0,R) as being mutually independent Gaussians. The covariance matrices of con-
trol noise and measurement noise are Q = diag(1%,...,1?) and R = diag(1%,...,1?),
respectively, with appropriate dimensions. We assume that the measurement signal
is missing for a while and the target truck trailer moves fast during the measure-
ment missing. In this simulation the sampling time is 0.5 seconds and the num-
ber of particles used in the experiments was set to 100, 500 and 1000. More-
over, the trailers have 5.0m each, the truck has 2.8m and its speed is 2.0m/s.
The crossover rate C,, the mutation factor F and number of generations in DE
methods are set to 0.8, 0.75 and 200, respectively. During the simulation, white
Gaussian noise was the control input to steering angle, u(k). The start value of vec-
tor x(0) = [x0(0) x1(0) ... x7(0) x(0)]” is [00000001010]7.

It is shown in Fig. [3] the simulation result of xg for a specific set of state values.
Since this system has nine states, only xg is depicted for simplicity[ﬁ]. The perfor-
mance for other states are summarized in Table Pl The values in the Table 2] are the
average of the MSE over 10 runs.
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T [—True value a T [—True value b
---DE +PF ---DE +PF
20 20— PF

x_ value

x_ value

100

Time step

x_ value

100
Time step

l —True value C
---DE + FF
20 PF
di
\ \
x J\
' n
0 50 150

200

Fig. 3 Estimation results for the state xg. a 100 particles. b 500 particles. ¢ 1000 particles

Table 2 Average MSE for PF and PF+DE with 100, 500 and 1000 particles

Particles

Algorithm

xo(k

=

xp (k
2(k
3(k
a(k
(k
(k
(k
(k

e <R

5
6
7
8

= =

)
)
)
)
)
)
)
)
)

o

sum

100
PF

3.549
7.350
2.384
3.993
3.837
133.369
122.791
18.260
200.212

495.745

PF+DE

8.493
14.258
3.191
11.057
8.507
26.936
17.780
7.954
39.072

137.247

500
PF

1.803
4.535
1.086
1.970
4.293
1.260
0.548
5.717
27.698

48911

PF+DE

1.285
3.390
2.301
2.709
4.382
0.570
0.180
6.750
19.238

40.806

1000
PF

1.130
2.799
1.028
2.450
6.177
0.872
0.357
5.642
16.597

37.053

PF+DE

0.615
2.991
0.603
1.014
4.793
0.255
0.235
7.004
14.701

32.209
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As can be seen in Fig. 3l and in the last row of Table 2] that represents the sum-
mation of all dimensions average MSE, the hybrid approach combining PF with DE
obtained an improvement over the canonical PF. This improvement is noticeable for
each number of particles tested.

6 Conclusions

In this work, we proposed an improved Particle Filter using Differential Evolution to
decrease the tracking error. In simulations, an improvement was seen in the modified
versions of PF, as shown in the simulation results for a problem where the state
change rapidly and abruptly, avoiding premature convergence. The hybridized PF
with DE presents better tracking performance over the standard PF.

For future work, methods to automatically adjust (tune) some parameters of the
algorithm are under investigation. Also, there is room to reduce the computational
time, thus allowing its use in real-time applications.
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A Novel Normal Parameter Reduction
Algorithm of Soft Sets

Xiuqin Ma, Norrozila Sulaiman, Hongwu Qin, and Tutut Herawan

Abstract. In this paper, we propose a novel normal parameter reduction algorithm
of soft sets based on the oriented-parameter sum, which can be carried out without
parameter important degree and decision partition. We present some new related
definitions and proved theorems of normal parameter reduction. The comparison
result on a Boolean-valued dataset shows that, the proposed algorithm involves
relatively less computation and is easier to implement and understand as compared
with the soft set-based algorithm of normal parameter reduction.

Keywords: Oriented-parameter sum, soft sets, reduction, normal parameter reduc-
tion, Boolean-valued dataset.

1 Introduction

In recent years, there has been a rapid growth in interest in soft set theory and its
applications. Soft set theory was firstly proposed by a Russian Mathematician
Molodtsov [1] in 1999. It is a new mathematical tool for dealing with uncertain-
ties, while a wide variety of theories such as probability theory, fuzzy sets [2], and
rough sets [3] so on are applicable to modeling vagueness, each of which has its
inherent difficulties given in [4]. In contrast to all these theories, soft set theory is
free from the above limitations and has no problem of setting the membership
function, which makes it very convenient and easy to apply in practice. Therefore,
many applications based on soft set theory have already been demonstrated by
Molodtsov [1], such as the smoothness of functions, game theory, operations re-
search, Perron integration, probability theory, and measurement theory.

Presently, great progresses of study on soft set theory have been made
[5,6,7,8,9,10,11,12]. And it is worthwhile to mention that some effort has been
done to such issues concerning reduction of soft sets. Maji et al. [13] employed
soft sets to solve the decision-making problem. Later, Chen et al. [14] pointed out
that the conclusion of soft set reduction offered in [13] was incorrect, and then
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presented a new notion of parameterization reduction in soft sets in comparison
with the definition to the related concept of attributes reduction in rough set the-
ory. The concept of normal parameter reduction was introduced in [15], which
overcome the problem of suboptimal choice and added parameter set of soft sets.
An algorithm for normal parameter reduction was also presented in [15]. How-
ever, the algorithm is hard to understand and involves a great amount of computa-
tion. In order to make reduction of soft sets easy to implement and reduce compu-
tation, in this paper, we propose a simpler and more easily understandable
algorithm which is referred to as a novel normal parameter reduction algorithm of
soft sets.

The rest of this paper is organized as follows. Section 2 reviews the basic no-
tions of soft set theory and analyses the normal parameter reduction of soft set put
forward in [15]. Section 3 gives some theory and then proposes a novel normal pa-
rameter reduction algorithm of soft sets based on our theory. Section 4 shows the
comparison results between the former algorithm in [15] and our algorithm. Fi-
nally Section 5 presents the conclusion from our study.

2 Analysis of the Normal Parameter Reduction of Soft Sets

In this section, we briefly review the definition of soft set and discuss the normal
parameter reduction of soft sets which was presented by Kong et al. [15].

2.1 Soft Set Theory

Let U be a non-empty initial universe of objects, E be a set of parameters in rela-
tion to objects in U, P(U) be the power set of U, and A c E . The definition of
soft set is given as follows.

Definition 2.1 (See [4]). A pair (F, A) is called a soft set over U, where F is a
mapping given by F: A—P(U).

That is, a soft set over U is a parameterized family of subsets of the universe U.
2.2 The Normal Parameter Reduction of Soft Sets
Suppose U = {hl,hz,m,hn} ,E= {el,ez,u-,em}, (F, E) is a soft set with tabular rep-

resentation. Define f (hi ) = Z hy; , where hy; are the entries in the table of (F, E).
it

Definition 2.2 (See [15]). With every subset of parameters BC A, an indis-
cernibility relation IND(B) is defined by

IND(B)= {(hi’hj)e UxU: fB(hi)= fB(hj)}
For soft sets (F, E), U = {hl,hz,- - h, }, the decision partition is referred to as

C, = i{hl,hz,...,h,-}fl,{hm,...,hj}fz,...,{hk,...,hn}f‘_j
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Where for subclass{h,,hy ... by g fp () = fe(hy) == fp(hy,) = f;,
and f| = f, =...2 f;, 5 is the number of subclasses. In other words, objects in U
are classified and ranked according to value of f(.) based on the indiscernibility
relation.

Definition 2.3 (See [15]). Denote A = {ei,e;,u-,e' }C E as a subset, if there exist
a subset A satisfying f,(h)= fo(hy)=---= f,(h,), then A is dispensable, other-

wise, A is indispensable. B C E is defined as a normal parameter reduction of E,
if the two conditions as follows are satisfied

(1) B is indispensable
2) fe-p()=feplhy)=".= fi_p(h,)

2.3 Algorithm of Normal Parameter Reduction

Definition 2.4 (See [15]). Decision partition above mentioned C, = {E iEpsEy },

similarly, decision partition deleted e; is figured as

Cie, =iE—eiﬁ,E—e[ﬁ,---,E—eiﬂ}
The importance degree of e; for the decision partition is defined by
1
Te, = _(al,ei + aZ,ei teet as,ei )

W

where || denotes the cardinality of set and

if there exist 7' such that f, = fr1< 7<s,1<k<s.

, otherwise.

Based on the parameter importance degree, Kong et al. [15] presented the algo-
rithm of normal parameter reduction as follows:

1. Input the soft set (F JE ) and the parameter set E;

2. Compute parameter importance degree 7, , | <i<m;
3. Find maximum subset A:{ef,e;,m,e' }CE in which that sum of r,, for

1<i < p is nonnegative integer, then put the A into a feasible parameter reduc-
tion set;

4. Filter in the feasible parameter reduction set, if £, (1 )= f4(hy)=...= f4(h,),
then E— A is the normal parameter reduction, otherwise A is deleted.

. Get the maximum cardinality of A in feasible parameter reduction set.
6. Compute E— A as the optimal normal parameter reduction.

9,1
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3 A Novel Normal Parameter Reduction Algorithm

3.1 The Proposed Technique

Given a soft set (F, E) with a tabular presentation,U = {hl,hz,---,hn},
E= {el,ez,---,em}, and h;; are the entries in the table of (F, E).

Definition 3.1. For soft set (F, E),U ={,hy,--,h,}, E={e,,es, e, tand h;
are the entries in the table of (F, E) . We denote fy Uli):zj h; as oriented-
object sum.

Definition 3.2. For soft set (F, E),U z{hl,hz,---,hn}, Ez{el,ez,---,em}and hy;
are the entries in the table of (F, E) . We denote S(ej)=z,-hij as oriented-
parameter sum.

Definition 3.3. For soft set (F, E),U ={,hy,--,h,}, E={e,,es, e, tand h;
are the entries in the table of (F, E) . We denote S, = ZjS(ej), for ACE as
overall sum of A.

Theorem 3.1. For soft set (F, E),U = {hl,hz,---,hn}, E= {el,ez;n,em}, if there
exists a subset A=1e],e},--.ep}C E, such that E A is the normal parameter
reduction of E, then we have S, = qn, for g=0,1,2...,m, where n is the number of

the universe U.

Proof. Suppose A ={e/,e},---,e)} < E . According to Definition 2.3, if BC E

is defined as a normal parameter reduction of E, then
fosh)=f, ,(h)=---=f, ,(h ). In other words, if A=E B can be reduced, then

f.(n)=f,(h,)=---= f,(h,). Therefore the following equation must be satisfied.
hl,l +h1/2 +.“+hl,P =9
h;l +h;2 +.“+th =q

h;l +h;2 +'“+h;P =q.
We can easily get
S, =SE)+Se)+...+5()
=W, +h, +. AR )+, +h, +. B ) +.+(h, +h, +..+H,)
=W, +h,+..+h)+ (W, +h, +. AR+ .+, +h, +..+Hh,)
:n~q

Namely, S, is a multiple of n. This completes the proof. mi
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Definition 3.4. For soft set (F, E), U z{hl,hz,u-,hn}, E z{el,ez,-n,em}. Define
h; is an entry in the table of (F,E). For e €E,ifh,=h,=---=h,=1, we de-

note e, as e, .

Definition 3.5. For soft set (F, E),U ={hl,h2,---,hn}, E={el,ez,---,em}. Define
h; is an entry in the table of (F,E). For e cE,ifh,=h,=--=h =0, wede-

note e, as e'.

3.2 The Proposed Algorithm

Based on above theorems and definitions, we give our algorithm as follows:

1. Input the soft set (F, E) and the parameter set E;

2. If there exists e} and e(; , they will be put into the reduced parameter set de-

1.

noted by C and a new soft set (F,E") will be established without e;

where U = {h,hy,--,h, }, E' ={ey ey, e}

3. For the soft set (F E) calculate S(e j,) of e I (that is, oriented-parameter

and e?,

sum), for j'=12",--,t";
4. Find the subset A < E” in which S, is a multiple of |U | , then put the A into a

candidate parameter reduction set;
5. Check every A in the candidate parameter reduction set if
Falh)=f ,(hy)=-+-= f4(h,),it will be kept; otherwise it will be omitted;

6. Find the maximum cardinality of A in the candidate parameter reduction set,
then E— A—C as the optimal normal parameter reduction.

4 The Comparison Result

In this section, a comparison for capturing the normal parameterization reduction
is elaborated through a Boolean data set as in Table 1. Both algorithms are imple-
mented in C++ program. They are executed sequentially on a processor Intel Core
2 Duo CPUs. The total main memory is 1 gigabyte and the operating system is
Windows XP Professional SP3.

Example 4.1. Let (F, E) be a soft set with the tabular representation displayed in
Table 1. Suppose that U = {i;, iy, hy,hy, hs, he}, and E ={e;,e,,e5,¢4,5,€5, 67,64}
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Table 1 A soft set (F, E)

h e; 1Z) ez ey es es e7 es fl.)

hy 1 0 0 0 0 1 0 1 3

hz 0 1 0 0 1 1 0 1 4

hs 0 0 1 1 1 0 0 1 4

hy 1 0 0 1 0 0 0 1 3

hs 0 1 0 1 1 0 0 1 4

hes 0 0 1 1 0 1 0 1 4
S(ej) 2 2 2 4 3 3 0 6 Sp=22

a. The results from the algorithm in [15]

Step 1: Figuring out the oriented-object sum and then getting decision partition.
CE :{{h15h4}3’{h’2’h’3,h5,h6}4}’
Step 2: Figuring out the oriented-object sum deleted e; and the decision parti-

tion deleted e; .
CEfel ={{h. by} Ay, 3, hs B} o }
CE—e2 ={{l.hy, hy.hs}3.{hs. B}y }
Cpe, =M. b3, hys hs Y30y, hs Yy )
O SUN PR NN NS ER TS
CEfeS ={{h.hys by hyshs s e b )
CE_e6 =M}z, hys hebss Uy, sy )
CEfe7 ={{h.hy}a.{hy, 3, hs, B )4 }
CEfes ={{h.hy}.{hp, 3, hs, B )3}

. . 2 2
Step 3: Getting the importance degree of e;. Thus, oy =—> T =€, T =€,

|

r, =—,T,_=—,T1 =—,re7=O r, =1,

T 6 es 6 € 6 ’ e
Step 4: Finding maximum subset A = {ei,e;,u-,e' }C E in which that sum of
ry, for 1 <i< p is nonnegative integer. As a result, we get 39 subsets which are

put into a feasible parameter reduction set, such as {e;,e,},{e;.exe3}, {€3.e465.66}
and so on.
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Step 5: Filtering in the feasible parameter reduction set. We get the 11 subsets such
asleg}, {enexes} and {ejeseses) so on, satistying fo(ly)= fu(hy) ="+ = f4(h,)
and the remainders are deleted.

Step 6: Getting the maximum cardinality of A in feasible parameter reduction
set be {e;,e,,e5,¢5,7,¢5}. So, the set {e,,e;} is the optimal normal parameter re-
duction.

b. The results from the proposed algorithm

Step 1: Because there exists e(7) and eé , they are put into the reduced parameter

set denoted by C and a new soft set (F ,E') is established without e; and e?,

4
where and E :{el,ez,e3,e4,e5,e6}.

Step 2: calculating the oriented-parameter sum § (e j,) of e showed in Table 1.

Step 3: Finding the subset A < E” in which S, is a multiple of |U| =6.Asa

result we then put 9 subsets such as {e;, es},{e}, ez, €3}, {e3, ey, €5, €5} and so on
into a candidate parameter reduction set.
Step 4: Filtering in the candidate parameter reduction set. We get {e;, e,, e3}
and {ey, ey, es, eg) satistying f, ()= fu(hy)=--= f4(h,) and the remainders

are deleted.
Step 5: Finding the maximum cardinality of A in the candidate parameter reduc-
tion set, then E—A—C ={e,,e,} as the optimal normal parameter reduction.

We can draw conclusions from the above example:

1. In order to obtain all the decision partitions, the data in the Table 1 are accessed
9 times for the oriented-object sums and partitions by means of algorithm in
[15]. However, the data in Table 1 are accessed only 1 time for the oriented-
parameter sums in the proposed algorithm. Consequently our algorithm in-
volves relatively much less computation compared with the former algorithm.

2. Due to considering e} and e? , the number of subsets in the candidate parame-

ter reduction set of the proposed algorithm is much less than that of subsets in
the feasible parameter reduction set of algorithm in [15]. Hence computation is
reduced.

3. It is necessary to calculate the oriented-object sums, classify objects according
to the oriented-object sums and then compute the importance degree in the al-
gorithm in [15], whereas our algorithm only needs to calculate the oriented-
parameter sums. As a result our algorithm is easier to implement and under-
stand compared with the former algorithm.

Some details on the comparison result for this example are clearly depicted in
Table 2.
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Table 2 The comparison result

Comparison The algorithm [15] The proposed algorithm Improvement
%

Optimgl normal parameter {ez , (33} {ez , (33} The same

reduction

The number of entry access534 48 91.01%

The number of candidate

parameter reduction set 39 9 76.92%
Addition, set operation, Only Addition for ori-

The involved operation  classification for parameter -
. ented-parameter sum
importance degree

Besides the soft set constructed in this section, we also experimented on some
other soft sets with larger amount of data and drew the same conclusion: (1) two
algorithms can obtain the same result; (2)due to much decrease on the number of
entry access and the number of candidate parameter reduction set, our algorithm
involves relatively much less computation compared with the algorithm[15] and
then save the time; (3) because of reduce on the involved operation, our algorithm
is easier to implement and understand compared with the algorithm[15]. So the
conclusion can be generalized.

5 Conclusions

The related definitions and algorithm on the normal parameter reduction of soft
sets have been proposed. In this paper, some new theorems are presented and
proved. Based on the theorems, we propose a novel normal parameter reduction
algorithm of soft sets, which can be carried out without parameter important de-
gree and decision partition. As a result, it can involve relatively less computation
and is simpler and easier to understand, compared with the algorithm of normal
parameter reduction [15].
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Integrating Cognitive Pairwise Comparison to
Data Envelopment Analysis

Kevin Kam Fung Yuen

Abstract. Data Envelopment Analysis (DEA) is one of the popular approaches of
decision analysis. Parametric Settings for DEA is one of the essential steps for the
decision making. This research proposes the method to apply Cognitive Pairwise
Comparison (CPC) to the determination of the parametric settings in DEA. The
usability and applicability of the enhanced DEA are demonstrated in a resource al-
location problem on the basis of quality-cost balance.

1 Introduction

Data Envelopment Analysis (DEA) is an optimization technique of solving a vari-
ety of practical decision problems that arise in different fields. Data Envelopment
Analysis (DEA) was initially proposed by Charnes, Cooper, and Rhodes (CCR)
[3] in 1978. The CCR was extended by Banker, Charnes, and Cooper, (BCC) [2]
in 1984. CCR and BCC are the two fundamental models of DEA.

Alder et al.[1] reviewed DEA context in six areas: cross-efficiency, super-
efficiency, benchmarking, statistical techniques, ranking inefficient units, and
multicriteria decision making methodologies. The research of DEA has also been
extended to the fuzzy soft computing [4-6,8].

Whilst a number of studies discuss the improvement of the optimization model,
a few studies address the assessment for utility estimation for the input of DEA
model. Regarding the utility estimation for the parameters, the pairwise reciprocal
matrix of the Analytic Hierarchy Process (AHP) [7] is one of the methods. Yuen
[9] has indicated two major queries on this method: cognitive misrepresentation of
the pairwise reciprocal matrix using the ratio scale, and the uncertainty of the pri-
oritization methods. Yuen [9] proposed cognitive pairwise comparison (CPC) as
the alternative. CPC can produce either crisp or fuzzy data. For the simplicity, this
study only considers crisp output from the CPC. The applications of CPC can also
be found in [9-11].

Kevin Kam Fung Yuen
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e-mail: kevinkf .yuen@gmail.com
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This paper proposed the integrated DEA using CPC to solve the real world
problem. The organization is structured as follows. Section 2 illustrates the notion
of Cognitive Pairwise Comparison. Section 3 presents the model of the enhanced
DEA using CPC. To demonstrate the usability and applicability, a resource alloca-
tion problem on the basis of quality-cost balance is demonstrated in section 4.
Conclusion is drawn in section 5.

2 Cognitive Pairwise Comparisons

The Cognitive Pairwise Matrix (Pairwise Opposite Matrix or Cognitive Compari-
son Matrix) B of the objective O with respective to the criteria {c,} , i.e.

Clst(O,{c,.}) , is of the form.

Cl Cz Cn
G bll blZ 1n

B, =¢(Clst(0.{c}))=c,| by by ... by, |, (1
Cn bnl an nn

b, =v,—v,, Vi, je (1,...,n). b, is the comparison score from the cognitive rat-

)
ing scale X (Table 1). X comprises linguistic form such as equally, weakly,
moderately, ..., extremely, and the numerical representation form such as from 0
to &, and the opposite form is from - k¥ to 0. The opposite form means that “if A
dominates B, then B dominates A.” Clst is a cluster. ¢ is the Cogntive
Assessment Function (CAF) performed by expert.

A Cognitive Pairwise Matrix B is validated by the Accordant Index of the form:

1 n n
AI:?\{ZZ‘ZU ’
i=1 j=1

2
d, =\/Mean((l(Bi+Bf—bij)) J Vi, je(l,....n), @

K

where Al >0, and x is the normal utility such that (bik +bkj)e [-x.x] ,

Vi, j.ke(l,...,n).
The maximal value of the numerical rating scale is the default setting of x if
v, is a non-negative value. Otherwise, x is increased such that v, 20.

If AI =0, then B is perfectly accordant; If 0 < Al <0.1, then B is satisfactory,
then. If Al > 0.1, then B is unsatisfactory .
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Table 1 Scale schemas: pairwise reciprocal comparison and pairwise opposite comparison

. Verbal scales Semantic Comparison Scales
S
0 Equally 0
Weakly K 3
K
2 Moderately A
3K
3 Moderately plus A
K
4 Strongly A
5K
5 Strong Plus A
3K
6 Very Strongly A
7 Very, very strongly 7%
8 Extremely K
{-i} opposites of Above (from —x to0)

Yuen [9] has proposed several cognitive prioritization operators. Two
operators are recommended: Least Penalty Squares (LPS) and the Row Average
plus the normal Utility (RAU). The comprehensive numerical analyses conclude
that, in most cases, if AI<0.1, the results of RAU and LPS are the same or very
close [9].

If AI<0.1, the vector of individual utilities can be derived by the Primitive
Least Squares optimization program which is of the form:

PLS(B', k)=
Min Z=ZLIZ:=M([’U Vi +V.i )2 (3)
s.t. :1:1 v, =nk, n= |{v,}| ,and & is the normal utility.

The solution of the closed form can be solved manually and is RAU, given by:
1 .
v, =| =>b, |[+K.Vie{l,...n} 4)
n j=1 X

If 3v,e V is less than 0, x can be increased such that {v, e V :v, 20}, or Least

Penalty Squares (LPS) operator is applied as an alternative, as follows:
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LPS (B+ , x) =

Min A:Z;ijm B; -(b,.j -V, +v, )2 ,where

B, vi,>v, &b, >0

orv,<v, & b, <0
B = By vi=v; &b 20 1= <f, < p, ®)
orv,#v, & b, =0

B.. otherwise
n .
s.t. zizlvi =nk;v,20,i=12,...,n.

For the most decision problems, if Z:;l w, =1, Wis said to be a normalized
priority vector (or a priority vector in short) and has the following form.

W={w,.;w,:L,Vie{L...,n}}, 3 v =nk ©6)
K

n i{l.....n}

W is the special case of V such that nx=1.

3 Data Envelopment Analysis

Data Envelopment Analysis (DEA) is an optimization programming to determine
the weights and efficiency for a decision making unit o (DMU,) by maximizing
the ratio:

s

Z UpYro

= (N

virtual input -
P 2 Vo
i=1

virtual output _

The input matrix and the output matrix can respectively be arranged as follows:

a, [ Vi Vi Vi || X1 X Xin

Input = [V | X] = ®)
ai vil e vij e vin x“ e ‘xij e ‘xin
am le o ij e an xml e xmj o xmn
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7—; . 7—'] . 7:1 7—; . 7"} e ]:l
b (u, - Uy o Uy ([ Y o Yy Y
Output _ [U | Y] _ . . . . . . . . . . . (9)
r rl j m yrl yrj ym
by ouy ug vy vy ey,

X and Y represent the input data matrix and output data matrix respectively for
a set of Decision Making Units (DMUs) denoted by T :{Tj} . X and Y can be
achieved by Cognitive Pairwise Comparisons in section 2.

V and U are the weight matrices corresponding to X and Y respectively and
usually are solved by the optimization model, together with the efficiency output.
Although there are various types of optimization models for DEA, this research

only considers the original one, CCR [3], as the motivation. CCR of one DMU, or
T, (with minor modification) is of the form:

CCR({XU}’{y’/}’O) =

z U Yo

max h =1L

o m

Z Vio ‘xio
i=l1
s

Dy, (10)

st. S——<1, j=12,.n
Zvioxz:f
i=1
u,, =&>0, r=12,-,s
v, 2e50, i=12-m

If h =1, u, >0, Vr and v, >0, Vi, DMU,is efficient. Otherwise, DMU,is inefti-
cient. The above fractional program is equivalent to the linear program [4] as follows:

LPCCR({x;}.{y,}.0)=
max I, =zuy
st. ivwxwzl
SlumyriSi:vwxﬁ, j=12n (11)

u,, = &>0, r=12,-,s

e

v, 2€50,  i=12-.m
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4 Numerical Example

This example illustrates the decision problem about recourse allocation consider-
ing the balance between cost and quality. In real life, if the service quality needs to
be increased, the cost on the quality improvement is needed. Extra cost means that
the company probably earns less. Without extra cost to improve the service qual-
ity, the company may suffer future loss, or lose competition capability of its ser-
vice products. Finally lower quality also means that company earns less again. The
proposed enhanced DEA using CPC can evaluate this problem.

Consider a problem that the efficiency is measured by the ratio of Quality Y and
Cost X. Cost X is measured by three dimensions: quality system implementation
cost (X;), promotion cost (X3), and customer service cost (X;). Quality Y is meas-
ured by perception of service quality Y,. Five proposals, 7={T,, T», T;T, Ts}, are
considered for the corporate strategy. The company would like to identify the inef-
ficient and efficient proposals, and choose the best one in the latter action.

The company firstly performs cognitive pairwise comparisons for all proposals
with respective to each dimension. Four pairwise opposite matrices, B;,B,,B;,B,
are respectively given in table 2 according to X;, X, X;and Y,. The utility values
for the pairwise opposite matrices, which are shown in table 3, are derived by the
cognitive prioritization operator, RAU since RAU produces similar result to the
LPS, which requires much higher computational effort than RAU. x =8 is set for
the rating scales.

Table 2 Pairwise Opposite matrices B, j=1,...,4

T, T T3 Ty Ts T, 1> T Ty Ts
B, AI=0.072 B, AI=0.059
T, 0 3 4 6 5 0 -3 2 3 -1
T, -3 0 1 2 2 3 0 4 5 2
T; -4 -1 0 1 1 -2 -4 0 0 -3
T, -6 -2 -1 0 -2 -3 -5 0 0 -3
Ts -5 -2 -1 2 0 1 -2 3 3 0
B;, Al=0.061 By, Al=0
T, 0 5 3 4 2 0 3 2 3 1
T, -5 0 -3 -1 -3 -3 0 -1 0 -2
T; -3 3 0 0 -1 -2 1 0 1 -1
T, -4 1 0 0 -2 -3 0 -1 0 -2
Ts -2 3 1 2 0 -1 2 1 2 0

The weights and efficiencies of the proposals are shown in table 4. In this ex-
ample, only T4 achieves the ideal efficiency, i.e. h,=1, u,, >0, Vr and v,,>0, Vi.
The other four proposals are inefficient and should be revised or rejected.
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It is possible to have more than one alternatives achieving ideal efficiency. The
proposed CPC-DEA method is especially useful for screening and removing inef-
ficient proposals in this scenario.

Table 3 Utility values for Decision making units

X, X, X, Y,
T, 0.29 0.205 0.27 0.245
T, 0.21 0.27 0.14 0.17
T, 0.185 0.155 0.195 0.195
T, 0.145 0.145 0.175 0.17
T 0.17 0.225 0.22 0.22

Table 4 Utility values for Decision making units

Vi 2) Vs u ho
T 3.877 0.000 4.878 0.000 0.95*
T, 5.882 0.000%* 1.112 4.999 1
Ts 5.128 0.000%* 0.969 4.358 1
*Ty 5.882 1.785 1.378 3.092 1
Ts 4.545 3.619 1.710 0.000%* 1

5 Conclusion

This research proposes the enhanced DEA using CPC. For the validity and appli-
cability, this research demonstrates the application of the proposed method to ad-
dress the allocation problem considering the balance between cost and quality.

There are several motivation directions for the future study. More DEA optimi-
zation models can further be evaluated with extension of CPC. Applications based
on DEA can also be investigated with extension of CPC. A case study considering
both the objective evaluations and operational data can be extended and discussed.
Extension of CPC as fuzzy CPC is applied to fuzzy DEA.

Regarding contributions, the proposed method can be applied to other applica-
tion areas by using the cognitive pairwise comparisons to determine the parameter
settings for a decision matrix, and the DEA to filter the inefficiencies.
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On the Multi-mode, Multi-skill Resource
Constrained Project Scheduling Problem -
A Software Application

Mboénica A. Santos and Anabela P. Tereso

Abstract. We consider an extension of the Resource-Constrained Project Schedul-
ing Problem (RCPSP) to multi-level (or multi-mode) activities. Each activity must
be allocated exactly one unit of each required resource and the resource unit may
be used at any of its specified levels. The processing time of an activity is given
by the maximum of the durations that would result from a specific allocation of
resources. The objective is to find the optimal solution that minimizes the overall
project cost which includes a penalty for tardiness beyond the specified delivery
date as well as a bonus for early delivery. We give some of the most important so-
lution details and we report on the preliminary results obtained. The implementa-
tion was designed using the C# language.

1 Introduction

This paper is concerned with an extension of the Resource-Constrained Project Sched-
uling Problem (RCPSP) which belongs to the NP-hard class of problems. In the sev-
eral resource constrained scheduling problem models found in the literature, there are
two important aspects present in any model: the objective and the constraints. The ob-
jective may be based on time, such as minimize the project duration, or on economic
aspects, such as minimize the project cost. However, success relative to time does not
imply success in economic terms. Often, time-based objectives are in conflict with
cost-based objectives. A recurrent situation encountered in practice is the need to com-
plete a project by its due date and maximize profit. Ozdmar and Ulusoy [1] reported in
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their survey of the literature, studies where the NPV is maximized while the due date
is a ‘hard’ constraint (Patterson et al. [2][3]). There are several other multi-objective
studies in the literature where efficient solutions regarding time and cost targets are
generated. Guldemond et al. [4] presented a study related to the problem of scheduling
projects with hard deadline jobs, defined as a Time-Constrained Project Scheduling
Problem (TCPSP). They used a non-regular objective function.

Researchers agree that a project cannot be insulated from its costs, or executed
without the scheduling of activities. As the costs depend on the activities in pro-
gress and scheduling is related to other constraints than monetary, the researchers
explicitly included cash-flows-resources-constraints in their formulations. El-
maghraby and Herroelen [5] lay down the following property of an optimal solu-
tion that maximizes the NPV: the activities with positive cash flows should be
scheduled as soon as possible and those with negative cash flow as late as possi-
ble. They concluded that the faster conclusion of the project is not necessarily the
optimal solution with regard to maximizing the NPV. In Mika et al. [6] study, a
positive flow is associated to each activity. The objective is to maximize the NPV
of all cash flows of the project. They use two meta-heuristics that are widely used
in research: Simulated Annealing (SA) and Tabu Search (TS).

Tereso et al.’s research ([7][8][9]) is included in the minimum-cost class prob-
lems. A recent metaheuristic, the Electromagnetism-Like Mechanism (EM), devel-
oped by Birbil and Fang [10], was implemented in Tereso et al. [7] in Matlab for
multimodal activities projects, with stochastic work. Improved results in terms of
computing performance were presented later in Tereso et al. [8] with an enhanced
implementation using the JAVA programming language and in Tereso et al. [9],
where a dynamic programming model was developed on a distributed platform.

Constraints complicate the efficient optimization of problems, and the more ac-
curately they describe the real problem, the more difficult it is to handle it. Recent
models include most of the requirements described by Willis [11] for modeling re-
alistic resources. These requirements include the variable need of resources ac-
cording to the duration of the activities, variable availability of resources over the
project duration and different operational modes for the activities.

A discrete time/resource function implies the representation of an activity in
different modes of operation. Each mode of operation has its own duration and
amount of renewable and non-renewable resources requirement. Boctor [12] pre-
sented a heuristic procedure for the scheduling of non-preemptive resource-limited
projects, although renewable from period to period. Each activity had a set of pos-
sible durations and resource requirements. The objective was to minimize the pro-
ject duration. A general framework to solve large-scale problems was suggested.
The heuristic rules that can be used in this framework were evaluated, and a strat-
egy to solve these problems efficiently was designed.

Heilmann [13] also worked with the multi-mode case in order to minimize the
duration of the project. In his work, besides the different modes of execution of
each activity, there is specified a maximum and minimum delay between activi-
ties. He presented a priority rule-based heuristic. Basnet [14] presented a “filtered
beam” search technique to generate makespan minimizing schedules, for multi-
mode single resource constrained projects, where there is a single renewable
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resource to consider and the multi-mode consists essentially of how many people
can be employed to finish an activity.

In a previous paper [15] we provided a formal model to the multi-mode, multi-
skill resource constrained project scheduling (MRCPSP-MS) problem and a
breadth-first procedure description, for an optimal allocation of resources in a pro-
ject, with multi-mode activities, minimizing its total cost, while respecting all the
restrictions. We implemented a procedure using the object oriented paradigm lan-
guage, JAVA and achieved the optimal solution for a simple 3 activities project
network, by obtaining all possible solutions and search the best between them. The
plan was to complete an adaptation of a “filtered beam” search algorithm to this
problem in the future; this report addresses this issue.

1.1 Problem Description

Consider a project network in the activity-on-arc (AoA) mode of representation:
G = (N, A), with INl = n (representing the events) and IAl = m (representing the
activities). Each activity may require the simultaneous use of several resources
with different resource consumption according to the selected execution mode -
each resource may be deployed at a different level. It is desired to determine
the optimal resources allocation to the activities that minimizes the total cost of
the project (resources + penalty for tardiness + bonus for earliness). We follow the
dictum that an activity should be initiated as soon as it is sequence-feasible.

There are |IRI= p resources. A resource has a capacity of several units (say w
workers or m/c’s) and may be used at different levels, such as a ‘resource’ of elec-
tricians of different skill levels, or a ‘resource’ of milling machines but of different
capacities and ages. A level may also be the amount of hours used by a resource;
for example, half-time, normal time or extra-time. An activity normally requires
the simultaneous utilization of more than one resource for its execution.

The problem presented here belongs to the class of the optimization scheduling
problems with multi-level activities. This means that the activities can be sched-
uled at different modes, each mode using a different resource level, implying dif-
ferent costs and durations. Each activity must be allocated exactly one unit of each
required resource and the resource unit may be used at any of its specified levels.
The processing time of an activity is given by the maximum of the durations that
would result from a specific allocation of the resources required by the activity.
The objective is to find the optimal solution that minimizes the overall project
cost, while respecting a delivery date. Briefly, the constraints of this problem are:

e Respect the precedence among the activities.

e A unit of the resource is allocated to at most one activity at any time at a par-
ticular level (the unit of the resource may be idle during an interval).

e Respect the capacity of the resource availability: The total units allocated at any
time should not exceed the capacity of the resource to which these units belong.

e An activity can be started only when it is sequence-feasible and all the requisite
resources are available, each perhaps at its own level, and must continue at the
same levels of all the resources without interruption or preemption.
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Figure 1 presents the mathematical model for the problem. For more information
on this model refer to our previous paper [15].

Let: Minimize TC

* G(N,A): Project network in AoA representation, with a set of N nodes, Subject to:

representing the events and A activities.
+ n:number of nodes; n = |N|. p(a) = pla,r,) forallarandl

m: number of arcs or number of activities; m = |4|.
ti—t; =pa)va €A

a : activity, which may also be represented by arc (i, j)

+ riresource r € |R|

Z Xa,r,) S b, Vr €R

C*: the kth uniformly directed cutset (udc) of the project network that is |
aec

traversed by the project progression; k = 1,... , K.

I: level at which a resource is applied to an activity. x(ar,D=1va,¥r €R

* X(g,r, ' abinary variable, of value 1 if resource r is allocated to activity a at

foralll

level I, and 0 otherwise.
« pla,r,1): the processing time of activity @ when resource ris allocated at level I. Na — J((a,f, l) =0,Ya € cK
+ p(a): processing time of the activity a (considering all resources). TER forall l
+ cfa,r,1): resource cost of activity a when resource ris allocated at level 1. Where:
0 : resource cost of the activit; considering all resources).

cpla) ya( g ) TC = Cg + Cerp
*+ 1, the countof resources required by activity a.
. : number of resources, p = |R|.

' ! =) exla)
« b, : capacity of resource r acA

¥(r,1): : marginal cost of resource r at level [.

* ¥, : marginal gain from early completion of the project. cr=cpter=ygrety,-d

* y, : marginal loss (penalty) from late completion of the project.
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TrER

t; : time of realization of node i (AoA representation), where node 1 is the “start
node” of the project and node n its “end node”.
T, : target completion time of the project. f(fl. r, l) = y(r, l) e P(E, T',I)

* ¢p: earliness cost.

e 2T -t
+ ¢ tardiness cost. S
¢ ¢yt earliness-tardiness cost. d>ty— T
* ¢y total resource cost for all project activities.
+ TC: total cost of the project ed=0

Fig. 1 Mathematical Model

2 Solution Details

The initial procedure we adopted, applied to a small project, was based in a
breadth first search (BFS) algorithm. All the nodes (partial solutions) in the search
tree were evaluated at each stage before going any deeper, subsequently imple-
menting an exhaustive search that visits all nodes of the search tree. This strategy
can be applied for small projects but becomes infeasible for larger ones.

The branch and bound (BaB) search technique allows reducing the number of
nodes being explored. It can be seen as a polished breadth first search, since it ap-
plies some criteria in order to reduce the BFS complexity. Usually it consists of
keeping track of the best solution found so far and checking if the solution given
by that node is greater than the best known solution. So if that node cannot offer a
better solution than the solution obtained so far, the node is discarded. The BaB
process consists of two procedures: subset generation and subset elimination. The
former (the subset generation) is accomplished by branching, where a set of
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descendent nodes, form a tree-like structure. The latter (subset elimination) is real-
ized through bounding, where upper and lower bounds are calculated for the “val-
ue” of each node. The bounding function can be strong, which is usually harder to
calculate but faster in finding the solution, or weak, which is easier to calculate but
slower in finding the solution. The BaB approach is more efficient if the bounds
can be made very tight. In our case, the objective of our problem is to minimize
the total cost of the project, that gets a bonus or a penalty cost while respecting or
exceeding the specified due date; respectively. As a result, finding a strong bound-
ing function would depend on the three project parameters cited: the penalty cost,
bonus cost and due date. The feat of the bounding function is simply in reducing
the search while not discarding potentially desirable branches. A “filtered beam”
search is a heuristic BaB procedure that uses breadth first search but only the top
“best” nodes are kept. At each stage of the tree, it generates all successors for the
selected nodes at the current stage, but only stores a predetermined number of de-
scendent nodes at each stage, called the beam width. This paper is concerned with
the study of the adaptation of the initial algorithm, presented below, to a “filtered
beam” search procedure.

2.1 Procedure Description

The procedure to be executed can be based either on the BFS algorithm or on the
Beam Search Algorithm. If the latter is the one adopted a beam width value must
be defined. We consider that activities can be in one of four states: “to begin”,
“pending”, “active” and “finished”. To get the first activities with which to initiate
the process, we search all activities that do not have any predecessors. These ac-
tivities are set to state “to begin”. All others are set to the state “pending”.

Activities in the state “to begin” are analyzed in order to check resources avail-
ability. If we have enough resources, all activities in the state “to begin” modify
the state to “in progress”, otherwise we apply, in sequence, the following rules,
until resources conflict are resolved:

1. Give priority to activities precedents of a larger number of “pending activities”.
2. Give priority to activities that use fewer resources.
3. Give priority to activities in sequence of arrival to the state “to begin”.

An “event” represents the starting time of one or more activities and the project
begins at event 0. Each activity must be allocated exactly one unit of each re-
source. For each active activity, we calculate all the possible combinations of
resources levels. Then we join all activities combinations, getting the initial com-
binations of allocation modes for all active activities. These initial combinations
form branches through which we will get possible solutions for the project. All
combinations have a copy of resources availability information, and activities’
current state.
If the algorithm set to find best solution is the Beam Search Algorithm then:

1. If the number of combinations is less than the beam width value, all combi-
nations are kept.
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Otherwise, the set of combinations must be reduced to the beam width val-
ue. In this case some combinations need to be discarded using the possible
rules to evaluate the ones in the top best:
Select top best combinations that have: -Minimum Duration.
-Minimum Cost.
-Minimum Cost/Duration.

In either case, we continue applying the following procedure to each combination:

3.

4,

9.

To all activities in progress, we find the ones that will be finished first, and
set that time as the next event.
We update activities found in step 1 to state “finished”, and release all the
resources being used by them.

. For all activities in the state “to begin”, we check if they can begin, the same

way we did when initiating the project. Activities in the state “to begin” are
analyzed in order to check resources availability. If no resource conflicts
exists, all activities in the state “to begin” are set to state “active” and
resources are set as being used, otherwise we apply in sequence, the rules
described above.

. For all activities in the state “pending”, we check for precedence relation-

ships. For all activities that are precedence-feasible their state is updated to
state “to begin”. These activities aren’t combined to the previous set of “to
begin” activities to give priority to activities that entered first in this state.

. If there are resources available and any pending activities were set “to be-

gin” we apply step 5 again.

. For all new activities “in progress” we set their start time to the next event

found in step 3, and determine all the possible combinations of its resources
levels. Then we join all found combinations for these activities, getting new
combinations to join to the actual combination being analyzed. This forms
new branches to process in order to get the project solution.

We continue by applying step 1 (or 3) to each new combination until all ac-
tivities are set to state “finished”.

10. Once all activities in a combination are set to state “finished”, we have a

valid project solution.

When the project final solutions are found, we evaluate, for each one, the finishing
time of the project and the total project cost, choosing the best one.

The BaB and the Beam Search procedures are typical methods applied to the
RCPSP. The differentiating aspects of our approach are, on one hand the defini-
tion of the set of states followed by the activities, combined with the priority rules
used to solve resource conflicts, and on the other hand the alternative evaluation
rules used to discard undesirable “branches”.

2.2

Application Development

The software was developed in C# language using Visual Studio 2010. To con-
struct the project network (in AoN), we use Graph#, an open source library for
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.Net/WPF applications that is based on a previous library QuickGraph. These
libraries support GraphML that is an XML-based file format for graphs, although
we didn’t make use of this format. The graph is automatically generated for each
project loaded in the application. To save/load existing projects we define an xm!
file that embodies all project characteristics for this problem.

Three main classes were defined for the application. The base class is NetPro-
Jject that keeps all project required information: name, activities, resources, due
date, bonus and penalty cost. Then we have the Resource class that keeps the re-
source identification availability and levels. Each resource level has a unitary cost.
The Activity class has activity identification, resources requirement and its prece-
dents. The referred classes are the most relevant to represent the project, additional
classes are used to support the evaluation of the project solution.

2.2.1 Functionalities

The application provides the functionalities described next.

e Load a Project - The project must be saved as an xml file, using a structure that
represents the project components (activities, resources, etc.).
e Create a Project - There are two main steps to create a new project:

o First the project “skeleton” is built through a wizard that ini-
tiates asking the project name and the number of resources
and activities. Next the resource data is introduced i.e. the
availability of each resource and the number of associated
levels. Finally the activities information is introduced, that is
the identification and precedents of each activity.

o Secondly it generates the project graph and a project grid
where the remaining project information can be introduced.

e Edit/Save a Project.

e Determinate best solution - This can be achieved using either BFS based Algo-
rithm or Beam Search Algorithm.

e Save solution to a txt file.

We present next the application look, using some prints.

Fig. 2 Application prints
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3 Preliminary Results

The next computational tests were performed on an Intel® Pentium® M
@1.20GHz 1.25GB RAM. Consider the following data for a 3 activities network.

Table 1 Resource Requirements, Processing Times and Resource Costs of the Project.

RESOURCE — 1 2 3 4
AVAILABILITY 2 1 3 2
| Activity\Levels —» | 1 2 1 2 3 1 2 3 1 2 3
Unitary costs 2 4 3 5 7 1 4 5 1 3 5 |,
Al(Processing time) | 14 | 6 | - | - - - 12 | 8 S 11811217 3
Al(Resource cost) 28 | 24 | - - - - 12 132 | 25] 18 | 36 | 35
A2(Processing time) - - -1 7 5 3 - - - 8 5 4 2
A2(Resource cost) - - -1 21|25 21 - - - 8 15 ] 20
A3(Processing time) | 20 | 12 | - | 22 | 16 | 10 | - - - - - - 2
A3(Resource cost) 40 | 48 | -1 66 | 80 | 70 - - - - - -
Assume the following rates for earliness and lateness costs: y ,=-10,

y, =20 and the due date T, =24 .
Using the BFS Algorithm the project obtained solution is presented in table 2.

Table 2 Solution totals, obtained using BFS Algorithm.

to Cg Cpr Cr TC Runtime (ms)
16,0 80,0 0,0 230 150,0 66

Since the due date was 24, a bonus is applied. Activities execution modes are:

Activity Al - Start: 0 End: 12 Duration: 12 Cost: 71
I R1 Level 2 (Cost: 24 Duration: 6)
I R3 Level 1 (Cost: 12 Duration: 12)
| R4 Level 3 (Cost: 35 Duration: 7)
Activity A3 - Start: 0 End: 12 Duration: 12 Cost: 118
I R1 Level 2 (Cost: 48 Duration: 12)
| R2 Level 3 (Cost: 70 Duration: 10)
Activity A2 - Start: 12 End: 16 Duration: 4 Cost: 41
I R2 Level 3 (Cost: 21 Duration: 3)
| R4 Level 3 (Cost: 20 Duration: 4)
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Table 3 Solution totals, obtained using Beam Search Algorithm.

Evaluation Type
<
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The BFS Algorithm generates 972 combinations for the three activity network.
We used a beam width between 150 and 900. As we can see by the results exhib-
ited in table 3, the duration evaluation type was the best for this network, achiev-
ing the same result as the BFS Algorithm, even with the lowest beam width. The
other evaluation types gave both the same result.

4 Conclusions

We developed a practical tool, useful to represent multi-mode projects, and to find
a solution for the problem on hand — select the best mode for each resource in each
activity in order to minimize the total cost, considering the resource cost, a penalty
for tardiness and a bonus for early completion. We must continue testing the tool,
in order to evaluate the quality of the solution obtained, since the heuristic used
doesn’t guarantee the optimum. Further experiments will also allow specifying the
limits of its applicability in terms of the number of activities, the number of re-
sources, and the number of alternative levels of resource application. Another use-
ful effort is to compare as well the solutions obtained with both algorithms, trying
to define a recommended beam width and evaluation type.
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Strict Authentication of Multimodal
Biometric Images Using Near Sets

Lamiaa M. El Bakrawy, Neveen 1. Ghali, Aboul Ella Hassanien,
and James F. Peters

Abstract. In this paper, a strict authentication watermarking scheme based
on multi-modal biometric images and near sets was designed and introduced.
The proposed scheme has a number of stages including feature enrolment for
extracting the human facial features. Three human facial features which are
nose length, nose width and distance between eyes balls are extracted. The
near sets approach is adapted to choose the best feature among the consid-
ered features. The watermark is generated from hashing the extracted facial
features that then encrypted using Advanced Encryption Standard (AES)
technique and embedding the encrypted value into the human fingerprint
image in order to confirm the integrity of respective biometric data. The ex-
perimental result shows that the proposed scheme guarantees the security
assurance.

Keywords: Biometrics, encryption, facial feature, image authentication,
near sets, security assurance.

1 Introduction

Biometrics refers to the automated identification of a person depending on
his/her physiological or behavioral characteristics. Biometric characteristics
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include fingerprint, face, DNA, ear, facial thermogram, hand thermogram,
iris, retina, voice, etc. [6,13]. Biometrics have been gradually increased with
the current wide employment since the conventional knowledge- based tech-
nology which can be forgotten, like a password, or lost or stolen, like an
personality card has a defect [12,16]. Multi-modal biometrics refers to using
of multiple biometric indicators for identifying persons, it has been shown to
raise accuracy [11] and population treatment, while decreasing vulnerability
to spoofing [25,26].

Strict image authentication methods do not allow any modifying in the
image data. These methods can be classified into two extensive categories
depending on the techniques that are used: methods based on conventional
cryptography and methods that use fragile watermarking [7].

In this paper, near set is used for feature partitioning and selection. Hash
function is applied to compact selected features to a fixed size. Finally, con-
ventional cryptography and watermarking technique are employed to propose
strict authentication technique for multimodal biometric image.

The remainder of this paper is ordered as follows. Section (2) reviews the
related works. Brief introduction of near sets and nearness approximation
spaces, hash function and Advanced Encryption Standard are respectively
introduced in Section (3). The details of the proposed method is presented
in Section (4). Section (5) shows the experimental results. Conclusions are
discussed in Section (6).

2 Related Work

With the broad increase employment of biometric identification systems, the
authenticity of biometric data itself has appeared as an essential research
topic. Jain and Uludag in [14] introduced two applications of an ampli-
tude modulation-based watermarking method, in which they secrete a user’s
biometric data in a diversity of images. This method has the capability to
enhance the security of both the hidden biometric data (e.g., eigen-face co-
efficients) and host images (e.g., fingerprints). Vatsa et al. in [26] proposed a
new biometric image watermarking algorithm which synergistically combines
the DWT and LSB based algorithms for enhanced robustness and resiliency
when subjected to both geometric and frequency attacks. Kim et al. in [16]
proposed multimodal biometric image watermarking scheme through a two-
stage integrity verification method using the hidden thumbnail feature vectors
for safe authentication of multimodal biometrics data, face and fingerprint,
respectively. It is based on the robust image watermarking scheme.
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3 An Overview

3.1 Near Sets and Nearness Approximation Spaces

Near set approach is used to compare object descriptions. Sets of objects
X, X’ are called near each other if the sets include objects with at least partial
matching descriptions [19, 8, 20, 21].

Let ~ B denote {(x,z')|f(x) = f(2')Vf € B} (called the indiscernibility
relation).

Let X, X’ C€C O,B C F. Set X is near X’ if, and only if there exists
x € X,r' € X',0; € B such that z ~ ;7'

The original generalized approximation space (GAS) model [24] has been
extended as a result of current work on nearness of objects (see, e.g.,[21,20]). A
nearness approximation space (NAS) is a tuple NAS = (O, F,~ B,, N;.,vny),
defined using set of perceived objects O, set of probe functions F' indicating
object features, indiscernibility relation ~ B,. defined relativeto B, C B C F,
family of neighbourhoods N,., and neighbourhood overlap function vy, . The
relation ~ B, is the common indiscernibility relation from rough set theory
limited to a subset B, C B. The subscript r denotes the cardinality of the
limited subset B,., where we consider (|B|,r) i.e., | B| functions §); € F taken
r at a time to define the relation ~ B,. This relation defines a partition of O
into nonempty, pairwise disjoint subsets that are equivalence classes denoted
by [z]B,, Where

Olz]p, = {2’ € Olz ~p, 2} (1)

These classes form a new set called the quotient set O/ ~ B,., Where
O/ ~ By ={[z], |z € O} (2)

In effect, each choice of probe functions B, defines a partition {p,. on a set
of objects O, namely,
{8, =0/ ~ By ®3)

Every choice of the set B, leads to a new partition of O. The overlap
function vy, is defined by

vxr 2 P(O) % P(O) — [0,1] (4)

where P(O) is the power set of O. The overlap function vy, maps a pair
of sets to a number in [0,1] indicating the degree of overlap between sets
of objects with features defined by probe functions B, C B. For each sub-
set B, C B of probe functions, define the binary relation ~p5 = {(z, 2’) €
O x O : V¢; € By,p;(x) = ¢;(a’)}. Since each ~p,_ is, in fact, the usual
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indiscernibility relation, for B, C B and z € O, let [z]p denote the equiva-
lence class containing z, i.e.,

[2]B, = {2’ € O|Vf € By, f(a) = f(2)} ()

If (x,2') €~ B, (also written © ~ B,a’), then x and 2’ are said to be
B-indiscernible with respect to all feature probe functions in B,.. Then term
a group of partitions N,.(B) (families of neighborhoods), where

Ni(B) ={¢s, | B € B} (6)

Families of neighborhoods are constructed for each combination of probe
functions in B using (| B, r), i.e., |B| probe functions taken r at a time. The
family of neighborhoods N, (B) contains a set of precepts.

N,.(B) contains a set of precepts. A percept is a by product of perception,
i.e., something that has been observed. For example, a class in N,.(B) indi-
cates what has been perceived about objects belonging to a neighbourhood,
i.e., observed objects with matching probe function values.

3.2 Hash Functions

Hash functions are used to compact inputs of arbitrary length to outputs
of a fixed size [1,23], and it is frequently used in data integrity, message
authentication, and digital signature. It was first introduced in early 1950s.
Since then different Hash algorithms were designed, and widely studied, in
which the mainly broadly used were MD5 and S H A—1, invented by Rivest in
1992 and the NIST (National Institute of Standards and Technology) in 1995
respectively[9,10,17]. The SHA-1 algorithm is based on principles like to MD4
message digest algorithm. It operates on message blocks of 512 bits for which a
160-bit digest is created. SHA-1 is called secure because it is computationally
infeasible to discover a message which corresponds to a known message digest,
or to discover two diverse messages which create the same message digest.
Any modify to a message in transit will, with very high probability, leads to
a diverse message digest, and the signature will fail to confirm [3, 22, 27].

3.3 Advanced Encryption Standard

The Advanced Encryption Standard is lately approved by NIST (National
Institute of Standards and Technology). It will swap the earlier standards
because of its good characteristics according to security, cost, and efficient
implementations so it replaced Data Encryption Standard (DES) as a world-
wide standard for symmetric key encryption [5,15,18]. AES is an iterated
block cipher which consists of sequences of 128 bits (digits with values of 0 or
1). These sequences will occasionally be referred to as blocks and the number
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of bits which will be referred to as their length. The Cipher Key for the AES
algorithm is a sequence of 128,1920r256 bits [2,4].

4 Proposed Scheme

In the proposed scheme the facial features of a face image are extracted then
near set approach is used to choose the best feature among the extracted
features, which considerably improves image authentication. After that a hash
function is applied on the selected feature to create hash value, which is
encrypted and embedded in fingerprint image in order to confirm the integrity
of respective biometric data, the overall explanation of the proposed system
are given in Figure 1.

Capturing human face snd feature extraction snd scheetion phases

Capturing human
Tace

Mashiig computing phase

Encryption process
Eiln)

Eanbeding watermirk phise

Watermarked
finmgerpring bmags

Extrnction s decey plion
watermark phise

Decrypiion proces : Extracting
DOW2y watermark grocess

Authentication phase

Fig. 1 The overview of the proposed algorithm

Facial features of a face image such as Nose Length, Nose Width and
distance between eyes balls are extracted using Algorithm 1. Near set-based
algorithms to partition every combination of 3 features and to carry out
feature selection are given in [20].
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Algorithm 1. Features Extraction

Input: Face images 1

Output:Facial features: Nose Length (NL), Nose Width (NW) and distance
between eyes balls(ED)

While True do

For i=0;i<1I)do
Initialize NL(i) =0, NW(i) =0 and ED(i) =0;
Repeat (for number of features)
Retrieve image i
Extract Region Of Interest (ROI) for each feature;
NL(i)=NL(i),~NL(i)q
NW(i)=NW(i),~NW(i)q
ED(i)=ED(i),—ED(i),
Until all features are extracted.

End

End

Since SH A — 1 is significantly stronger hash function against attacks, the
watermark is generated by applying it on the selected feature (Nose Length)
of the face image to give a fixed size hash value h, called the message digest,
h=H (NL), where H is SHA — 1 hash function. The size of h is regularly
much smaller than the size of NL. For more security the hash value was
encrypted using Advanced Encryption Standard (AES). We used AES be-
cause of its excellent characteristics according to security, cost, and efficient
implementations. Encrypted hash value is embedded into the fingerprint im-
age using Least Significant Bit (LSB). LSB is used because it is robust to
geometric attacks such as JPEG lossy compression and Gaussian noise. Then
the recovered message is decrypted using AES algorithm and the extracted
hash and the calculated one are then compared. If the two values are matched
then image is authenticated ot