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WSC 15 Chair’s Welcome Message 

Dear Colleague, 
 
On behalf of the Organizing Committee, it is our honor to welcome you to WSC15, 
the 15th Online World Conference on Soft Computing in Industrial Applications. 

A tradition started over a decade ago by the World Federation of Soft Comput-
ing (http://www.softcomputing.org/), again brings together researchers interested 
in the ever advancing state of the art in the field. Continuous technological im-
provements make this online forum a viable gathering format for a world class 
conference. 

The program committee received a total of 86 submissions from 20 countries, 
which reflects the worldwide nature of this event. Each paper was peer reviewed 
by typically 3 referees, culminating in the acceptance of 38 papers for publication. 
Two recognized researchers were invited to give a plenary talk - the first talk is in 
the field of multi-objective optimization using Particle Swarm Optimization, while 
the second focuses on practical applications of soft computing in “An Evolution-
ary Algorithm for the Design and Selection of Direct Load Control Actions”. 

The organization of the WSC15 conference is entirely voluntary. The review 
process required an enormous effort from the members of the International Pro-
gram Committee, and we would therefore like to thank all its members for their 
contribution to the success of this conference. We would like to express our sin-
cere thanks to the special session organizers, the plenary presenters, and to the 
publisher - Springer - for their hard work and support in organizing the confer-
ence. Finally, we would like to thank all the authors for their high quality contri-
butions. It is all of you who make this event possible! 

Finally, we would like to take this opportunity to raise the consciousness of the 
importance of reducing carbon emissions by participating virtual conferences, 
such as WSC15. 

 
Sincerely, 

António Gaspar Cunha - WSC15 General Chair 
Gerald Schaefer, Ricardo Takahashi - WSC15 Program Co-Chairs 

 
 
 
 
 
 



 

Welcome Message from the WFSC Chair 

Welcome to the 15th Online World Conference on Soft Computing in Industrial 
Applications (WSC15). On behalf of the World Federation on Soft Computing 
(WFSC), it is my privilege to invite you for an active technical discussion on the 
cyberspace! The online conference provides an opportunity to select good quality 
papers and have prolonged and detailed discussions on the research. 

This year, organizers have selected 38 papers out of 86 submissions. Accepted 
papers are from 15 different countries around the World. This is an opportunity to 
publish high quality research in soft computing and its applications without incur-
ring any significant cost. I would like to encourage all of you to get engaged with 
WFSC and promote the conference for future years. 

Soft Computing as a discipline is maturing and we can see wide spread applica-
tion of the techniques. More and more commercial software tools are becoming 
available for industrial applications. I would like to encourage the research com-
munity to collaborate and develop benchmark data and test function repositories 
for validation of our research. It is also necessary to develop more soft computing 
education program and research the pedagogy for application domains, such as 
engineering and medicine. I also hope the research community will discuss impli-
cations of their research and application of soft computing in terms of ethics. 

Finally, I would like to thank the organizers of the WSC15 conference for their 
good work in bring together the researchers in the cyberspace and also for orga-
nizing publications afterwards. With their effort and your support, soft computing 
is taking another step forward. 

 
Chairmen of WFSC 

Professor Rajkumar Roy 
World Federation on Soft Computing (WFSC) 
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An Introduction to Multi-Objective
Particle Swarm Optimizers

Carlos A. Coello Coello�

Abstract. This paper provides a discussion on the main changes required in
order to extend particle swarm optimization to the solution of multi-objective
optimization problems. A short discussion of some potential paths for future
research in this area is also included.

Keywords: particle swarm optimization, multi-objective optimization,
metaheuristics.

1 Introduction

There is a wide variety of real-world problems which have two or more (nor-
mally conflicting) objectives that we aim to optimize at the same time.
Such problems are called multi-objective, and their solution involves the
search of solutions that represent the best possible compromise among all the
objectives.

Particle Swarm Optimization (PSO) is a bio-inspired metaheuristic that
simulates the movements of a flock of birds or fish which seek food. Its rel-
ative simplicity (with respect to evolutionary algorithms) have made it a
popular optimization approach, and a good candidate to be extended for
multi-objective optimization.

The first multi-objective particle swarm optimizer (MOPSO) was proposed
by Moore and Chapman in an unpublished manuscript from 19991 [11]. This
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paper was published the following year [12], but the actual interest in devel-
oping MOPSOs really started in 2002. Due to obvious space limitations, this
paper does not intend to provide a survey on MOPSOs (see, for example, [13]
for a survey of that sort). Here, we only provide a short review of PSO and
the way in which it has to be modified so that it can solve multi-objective
optimization problems.

The remainder of this paper is organized as follows. In Section 2, we provide
some basic concepts from multi-objective optimization required to make the
paper self-contained. Section 3 presents an introduction to the PSO strategy
and Section 4 presents a brief discussion about extending the PSO strategy
for solving multi-objective problems. In Section 5, possible paths of future
research are discussed and, finally, we present our conclusions in Section 6.

2 Basic Concepts

We are interested in solving the so-called multi-objective optimization problem
(MOP) which has the following form2:

minimize f(x) := [f1(x), f2(x), . . . , fk(x)] (1)

subject to:
gi(x) ≤ 0 i = 1, 2, . . . , m (2)

hi(x) = 0 i = 1, 2, . . . , p (3)

where x = [x1, x2, . . . , xn]T is the vector of decision variables, fi : IRn → IR,
i = 1, ..., k are the objective functions and gi, hj : IRn → IR, i = 1, ..., m,
j = 1, ..., p are the constraint functions of the problem.

Definition 1. Given two vectors x,y ∈ IRk, we say that x ≤ y if xi ≤ yi for
i = 1, ..., k, and that x dominates y (denoted by x ≺ y) if x ≤ y and x �= y.

Definition 2. We say that a vector of decision variables x ∈ X ⊂ IRn is
nondominated with respect to X , if there does not exist another x′ ∈ X
such that f(x′) ≺ f (x).

Definition 3. We say that a vector of decision variables x∗ ∈ F ⊂ IRn (F
is the feasible region) is Pareto-optimal if it is nondominated with respect
to F .

Definition 4. The Pareto Optimal Set P∗ is defined by:

P∗ = {x ∈ F|x is Pareto-optimal}
2 Without loss of generality, we will assume only minimization problems.
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Definition 5. The Pareto Front PF∗ is defined by:

PF∗ = {f(x) ∈ IRk|x ∈ P∗}
We thus wish to determine the Pareto optimal set from the set F of all the
decision variable vectors that satisfy (2) and (3). In practice, it is normally the
case that only some elements of the Pareto optimal set is required, although
multi-objective metaheuristics normally aim to find as many elements of the
Pareto optimal set as possible [2].

3 An Introduction to Particle Swarm Optimization

PSO is a population-based metaheuristic which was originally introduced by
James Kennedy and Russell C. Eberhart in the mid-1990s [8]. PSO was orig-
inally adopted for balancing weights in neural networks, but it soon became
a very popular global optimizer, maybe in problems in which the decision
variables are real numbers [6, 9].

Although some authors consider PSO as another evolutionary algorithm
(EA), other authors such as Angeline [1], make important distinctions
between them:

1. EAs rely on three main mechanisms: parents encoding, selection of indi-
viduals and fine tuning of their parameters. In contrast, PSO only relies
on two mechanisms, since it does not adopt an explicit selection function
(this is compensated by the use of leaders to guide the search, but there
is no notion of offspring generation in PSO as in EAs).

2. PSO adopts a velocity value for each particle, and this is used to guide
the search. The velocity can be seen as a directional mutation operator in
which the direction is defined by both the particle’s personal best and the
global best (of the swarm). In contrast, EAs use a randomized mutation
operator that can set an individual in any direction. Clearly, PSO has a
more limited operator, and such limitations have led to several researchers
to incorporate a randomized mutation operator.

In order to make this paper self-contained, we provide next a small glossary
of terms used by the PSO community:

• Swarm: Number of particles adopted (i.e., population size).
• Particle: One member (or individual) of the swarm. Each particle repre-

sents a potential solution to the problem being solved. The position of a
particle is determined by the solution that it currently represents.

• pbest (personal best): The best position that a given particle has achieved
so far. That is, the position of the particle that has provided the greatest
success (measured in terms of a scalar value defined by the user, which is
analogous to the fitness value adopted in EAs).

• lbest (local best): Position of the best particle member belonging to the
neighborhood of a given particle.
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• gbest (global best): Position of the best particle of the entire swarm.
• Leader: Particle that is used to guide another particle towards better

regions of the search space.
• Velocity (vector): This vector drives the optimization process, that is,

it determines the direction in which a particle needs to “fly” (move), in
order to improve its current position.

• Inertia weight: The inertial weight (denoted by W ) is adopted to control
the impact of the previous history of velocities on the current velocity of
a given particle.

• Learning factor: It represents the attraction that a particle has towards
either its own best previous value or that of its neighbors. Two learning
factors are adopted in PSO: C1, which is the cognitive learning factor and
represents the attraction that a particle has toward its own success, and
C2, which is the social learning factor and represents the attraction that a
particle has toward the success of its neighbors. Both of them are normally
defined as constants.

• Neighborhood topology: It determines the way in which particles are
interconnected and thus defines the way in which they contribute to the
computation of the lbest value of a given particle.

In PSO, the position of a particle (within the search space being explored)
changes based on its own experience and the success of its neighbors.

Let xi(t) denote the position of particle pi, at time step t. The position of
pi is then changed by adding a velocity vi(t) value to the current position of
the particle, i.e.:

xi(t) = xi(t− 1) + vi(t) (4)

The velocity vector reflects the exchanged information and, in general, is
defined in the following way:

vi(t) = Wvi(t− 1) + C1r1(xpbesti − xi(t))
+C2r2(xleader − xi(t)) (5)

where and r1, r2 ∈ [0, 1] are randomly generated values.
Particles are influenced by the success of any particle connected to them. It

is worth noting, however, that the way this influence information is propagated
depends on the neighborhood topology adopted. Any of the possible neighbor-
hood topologies that can be adopted in PSO can be represented as a graph. The
following are the most commonly adopted neighborhood topologies:

• Empty graph: In this topology, each particle is connected only with itself,
and it compares its current position only to its own best position found so
far (pbest) [5]. In this case, C2 = 0 in equation (5).

• Local best: In this topology, each particle is affected by the best perfor-
mance of its k immediate neighbors (lbest), as well as by their own past
experience (pbest) [5]. When k = 2, this structure is equivalent to a ring
topology. In this case, leader=lbest in equation (5).
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• Fully connected graph: This topology connects all members of the
swarm to one another. This structure is also called star topology in the
PSO community [5]. In this case, leader=gbest in equation (5).

• Star network: In this topology, one particle is connected to all others
and they are connected to only that one (called focal particle) [5]. This
structure is also called wheel topology in the PSO community. In this
case, leader=focal in equation (5).

• Tree network: In this topology, all particles are arranged in a tree and
each node of the tree contains exactly one particle [7]. This structure is also
called hierarchical topology in the PSO community. In this case, leader=
pbestparent in equation (5).

The neighborhood topology is likely to affect the rate fo convergence as it de-
termines how much time it takes to the particles to find out about the location
of good (better) regions of the search space. For example, since in the fully con-
nected topology all particles are connected to each other, all particles receive the
information of the best solution from the entire swarm at the same time. Thus,
when using such topology, the swarmtends to convergemore rapidly than when
using local best topologies, since in this case, the information of the best posi-
tion of the swarm takes a longer time to be transferred. However, for the same
reason, the fully connected topology is also more susceptible to suffer premature
convergence (i.e., to converge to local optima) [6].

Figure 1 shows the way in which the general (single-optimization) PSO
algorithm works. First, the swarm (both positions and velocities) is randomly
initialized. The corresponding pbest of each particle is initialized and the
leader is located (usually the gbest solution is selected as the leader). Then,
for a maximum number of iterations, each particle flies through the search
space updating its position (using equations (4) and (5)) and its pbest and,
finally, the leader is updated too.

Begin
Initialize swarm
Locate leader
g = 0
While g < gmax

For each particle
Update position (flight)
Evaluation
Update pbest

EndFor
Update leader
g++

EndWhile
End

Fig. 1 Pseudocode of the general PSO algorithm for single-objective optimization.
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4 Particle Swarm Optimization for Multi-Objective
Problems

In order to apply the PSO strategy for solving MOPs, it is obvious that the
original scheme has to be modified. As we saw in Section 2, in multi-objective
optimization, we aim to find not one, but a set of different solutions (the so-
called Pareto optimal set). In general, when solving a MOP, the main goals are
to converge to the true Pareto front of the problem (i.e., to the solutions that
are globally nondominated) and to have such solutions as well-distributed as
possible along the Pareto front. Given the population-based nature of PSO,
it is desirable to produce several (different) nondominated solutions with a
single run. So, as with any other evolutionary algorithm, the main issues to
be considered when extending PSO to multi-objective optimization are [2]:

1. How to select particles (to be used as leaders) in order to give preference
to nondominated solutions over those that are dominated?

2. How to retain the nondominated solutions found during the search process
in order to report solutions that are nondominated with respect to all the
past populations and not only with respect to the current one? Also, it is
desirable that these solutions are well spread along the Pareto front.

3. How to maintain diversity in the swarm in order to avoid convergence to
a single solution?

As we just saw, when solving single-objective optimization problems, the
leader that each particle uses to update its position is completely deter-
mined once a neighborhood topology is stablished. However, when dealing
with MOPs, each particle might have a set of different leaders from which
just one can be selected in order to update its position. Such set of leaders
is usually stored in a different place from the swarm, that we will call ex-
ternal archive 3: This is a repository in which the nondominated solutions
found so far are stored. Only solutions that are nondominated with respect
to the contents of the entire archive are retained. The solutions contained in
the external archive are used as leaders when the positions of the particles
of the swarm have to be updated. Furthermore, the contents of the external
archive is also usually reported as the final output of the algorithm.

Figure 2 shows the way in which a general MOPSO works. We have marked
with italics the processes that make this algorithm different from the gen-
eral PSO algorithm for single objective optimization shown before. First, the
swarm is initialized. Then, a set of leaders is also initialized with the nondom-
inated particles from the swarm. As we mentioned before, the set of leaders is
usually stored in an external archive. Later on, some sort of quality measure
is calculated for all the leaders in order to select (usually) one leader for each
particle of the swarm. At each generation, for each particle, a leader is se-
lected and the flight is performed. Most of the existing MOPSOs apply some
3 This external archive is also used by many Multi-Objective Evolutionary

Algorihtms (MOEAs).
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Begin
Initialize swarm
Initialize leaders in an external archive
Quality(leaders)
g = 0
While g < gmax

For each particle
Select leader
Update Position (Flight)
Mutation
Evaluation
Update pbest

EndFor
Update leaders in the external archive
Quality(leaders)
g++

EndWhile
Report results in the external archive

End

Fig. 2 Pseudocode of a general MOPSO algorithm.

sort of mutation operator4 after performing the flight. Then, the particle is
evaluated and its corresponding pbest is updated. A new particle replaces
its pbest particle usually when this particle is dominated or if both are in-
comparable (i.e., they are both nondominated with respect to each other).
After all the particles have been updated, the set of leaders is updated, too.
Finally, the quality measure of the set of leaders is re-calculated. This process
is repeated for a certain (usually fixed) number of iterations.

As we can see, and given the characteristics of the PSO algorithm, the
issues that arise when dealing with multi-objective problems are related with
two main algorithmic design aspects [14]:

1. Selection and updating of leaders

• How to select a single leader out of set of nondominated solutions which
are all equally good? Should we select this leader in a random way or
should we use an additional criterion (to promote diversity, for exam-
ple)?

• How to select the particles that should remain in the external archive
from one iteration to another?

4 The mutation operators adopted in the PSO literature have also been called
turbulence operators.
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2. Creation of new solutions

• How to promote diversity through the two main mechanisms to cre-
ate new solutions: updating of positions (equations (4) and (5)) and a
mutation (turbulence) operator.

Regarding the selection of leaders, the most simple approach is to adopt ag-
gregating functions (i.e., weighted sums of the objectives) or approaches that
optimize each objective separately. However, most researchers redefine the
concept of leader, incorporating the definition of Pareto optimality. However,
since all the nondominated solutions currently available can be considered as
potential leaders, a quality measure is required in order to choose one of them
at a given time. Several authors have proposed the use of density measures
for this sake. The two most commonly adopted are:

• Nearest neighbor density estimator [4]. The nearest neighbor density
estimator gives us an idea of how crowded are the closest neighbors of
a given particle, in objective function space. This measure estimates the
perimeter of the cuboid formed by using as vertices the nearest neighbors.

• Kernel density estimator [3]: When a particle is sharing resources with
others, its fitness is degraded in proportion to the number and closeness
to particles that surround it within a certain perimeter. A neighborhood
of a particle is defined in terms of a parameter that defines the radius of
the neighborhood. Such neighborhoods are called niches.

As indicated before, most MOPSOs adopt an external archive that retains
solutions that are nondominated with respect to all the previous populations
(or swarms). Such an archive will allow the entrance of a solution only if:
(a) it is nondominated with respect to the contents of the archive or (b) it
dominates any of the solutions within the archive (in this case, the dominated
solutions have to be deleted from the archive).

Mainly due to practical reasons, archives tend to be bounded [2], which
makes necessary the use of an additional criterion to decide which nondom-
inated solutions to retain, once the archive is full. In evolutionary multi-
objective optimization, researchers have adopted different techniques to prune
the archive (e.g., clustering [15] and geographical-based schemes that place
the nondominated solutions in cells in order to favor less crowded cells when
deleting in-excess nondominated solutions [10]).

It is worth noting that, strictly speaking, three archives should be used
when implementing a MOPSO: one for storing the global best solutions, one
for the personal best values and a third one for storing the local best (if
applicable). However, in practice, few authors report the use of more than
one archive in their MOPSOs.

In a MOPSO, diversity can be promoted through the selection of lead-
ers. However, this can be also done through the two main mechanisms used
for creating new solutions: (a) updating of positions (topologies that de-
fine neighborhoods smaller than the entire swarm for each particle can also
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preserve diversity within the swarm a longer time), and (b) through the use
of a mutation (or turbulence) operator (this will help a MOPSO to escape
from local optima).

5 Future Research Paths

Most of the work in this are has focused on algorithm development, but we
believe that there are several other topics that constitute very promising
paths for future research:

• Self-Adaptation: The design of MOPSOs with no parameters that have
to be fine-tuned by the user is a topic that is worth studying. The design of
a parameterless MOPSO requires a in-depth knowledge of the relationship
between its parameters and its performance in problems with different
features.

• Theoretical Developments: There is an evident lack of research on even
the most basic aspects of a MOPSO (e.g., convergence properties, run-time
analysis, population dynamics, etc.), but it is expected that some work in
this direction will be conducted in the next few years.

• Applications: The applications of MOPSOs have steadily grown in the
last few years, but more are expected to arise, as MOPSOs become better
developed and widespread multi-objective optimization tools.

6 Conclusions

This paper has provided a review of the basic concepts of the PSO algorithm,
including its basic equation, neighborhood topologies and leader selection
mechanisms. Then, the main changes required to extend PSO to the solution
of MOPs were briefly described, including the use of external archives, the
mechanisms to select leaders and the promotion of diversity in a swarm. In
the final part of the paper, some of the possible paths for future research on
MOPSOs were briefly addressed.
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Direct Load Control in the Perspective of an 
Electricity Retailer – A Multi-Objective 
Evolutionary Approach 

Álvaro Gomes, Carlos Henggeler Antunes, and Eunice Oliveira* 

Abstract. The judicious use of end-use electric loads in the framework of  
demand-side management programs as valuable resources to increase the global 
efficiency of power systems as far as economical, technical and quality of service 
aspects are concerned, is a relevant issue in face of the changes underway in the 
power systems industry. This paper presents the results of a multi-objective opti-
mization model, in the perspective of an electricity retailer, which is aimed at  
designing load control actions to be applied to groups of electric loads. An evolu-
tionary algorithm is used to compute solutions to this problem. 

Keywords: Load control, load management, multi-objective optimization, evolu-
tionary algorithms. 

1   Introduction 

The recent changes in the structure of power systems, in which traditional verti-
cally integrated utilities have been replaced by several entities in the different 
functions, with competition at the generation and the retail levels, associated with 
the dissemination of advanced metering technologies, dynamic pricing tariff sys-
tems, micro-generation, electric storage devices and smart grids, are pushing for-
ward demand- side management (DSM) activities, namely price-based demand  
response programs. During the last decades, DSM programs encompassing a set of 
activities designed to change the shape of the load diagram and the amount of 
electricity used have significantly evolved. DSM has moved from actions mainly 
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focused on energy conservation and load management measures to activities  
responsive to prices. Different entities have different objectives, and besides op-
erational benefits such as increasing the load factor, reducing peak power demand, 
reducing cost and losses, as well as reliability concerns, the possibility of increas-
ing profits with the selling of electricity becomes an attractive objective to be  
pursued by several players [1][2][3]. 

Some of the DSM programs being offered are dynamic pricing programs, 
which give consumers incentives to reduce peak demand thus reducing their elec-
tricity bills, and load curtailment programs, which give customers some financial 
stimuli for reducing peak demand during critical periods. Load curtailment pro-
grams encompass direct load control (DLC) actions and interruptible rates, which 
are programs typically based on a up-front incentive payment, and demand bid-
ding or buyback programs, in which customers are paid a certain amount of  
money for each MWh reduced (curtailed) during critical time periods.  

The implementation of load curtailment programs triggered by emergency  
signals or price signals usually reduce peak load in those critical periods by turn-
ing off some end-use loads. Suitable loads for these activities are loads to which 
some storage capability is associated, that is loads providing an energy service that 
can be temporarily interrupted or deferred in time without decreasing the quality 
of the service provided. Examples of loads with these characteristics are thermo-
static loads such as air conditioners, heat pumps, electric water heaters and electric 
space heaters, and loads associated with other types of storage capacity such as 
water pumping or conveyors filling storage silos. If there is a certain period of 
time (designated as time constant) during which the load can be turned off without 
decreasing too much the quality of energy service provided then it is possible to 
shift the load operation to a lower demand period, therefore contributing to reduce 
the peak demand while increasing energy consumption in low demand periods. 
The working cycle of thermostatic loads is determined by a thermostat according 
to the end-use needs (desired temperature, heat load, space characteristics, etc.) 
and according to the physical characteristics of the loads (for instance, the nominal 
power). Therefore, when many thermostatic loads are running simultaneously the 
aggregate demand of all loads is lower than the sum of the maximum demand of 
every load due to diversified demand patterns. It should be noticed that when the 
regular working cycle of these loads is changed, by deferring the demand in time, 
the diversified demand changes in a way that may cause a higher peak demand 
during power restoration than it would be if no load curtailment had occurred (the 
so-called payback effect) (Figure 1 and Figure 2). This is one of the potential un-
desirable effects of such load management actions if they are not properly de-
signed and scheduled. A second unwanted effect is a possible strong decrease in 
profits or discomfort caused to consumers associated with a decrease of the quality 
of the energy service provided. 
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Fig. 1 Impact of a load control action on the load diagram. 
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Fig. 2 The payback effect. 

Besides the prevention of potential undesirable effects, load curtailment pro-
grams should be implemented taking into account a careful balance of the objec-
tives pursuit. These objectives include economical, technical and quality of service 
aspects of evaluation of the merits of different measures.  

Distinct load management programs are being offered by electric utilities in 
many countries [4][5][6]. Electric utilities, namely distribution utilities, retailers 
and aggregators are some of the entities currently operating in the power systems 
sector that are directly interested in implementing DSM activities. Electric utilities 
responsible for the network management might be interested in DSM activities 
aimed at increasing the network reliability [7][8], reducing maximum demand and 
losses, reducing costs and emissions, and increasing revenues [9][10][11]. Retail-
ers and aggregators might be interested in exploiting the differences between the 
retail market and the wholesale market electricity prices in order to increase prof-
its. Also they might be interested in reducing the peak demand of their customers 
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as the electricity purchase prices or the costs of using networks may be a function 
of the maximum demand [10][12].  

Furthermore, other issues are increasing the interest in DSM activities. One is 
the integration of renewable sources into the grid. It is well known that a high 
penetration of renewable sources, namely wind power, affects the planning and 
operation of power systems and the impacts on costs and reliability may not be 
neglected. In face of the existing forces towards increasing the contribution of re-
newable energy, properly designed load curtailment programs can be attractive 
tools to mitigate the impacts of such energy sources. Another issue pushing for-
ward DSM activities is the overall efficiency of the power system by making an 
integrated management of all available resources: traditional generation, distrib-
uted and local generation, storage, electric vehicle, and demand-side resources. 
Load management should also play an essential role in the stand-alone operation 
of parts of the power system. From a consumer point of view, the possibility of 
reducing the electricity bill by an adequate management of the loads is a motivat-
ing objective. With the penetration of micro-generation and storage technologies, 
consumers become prosumers, in the sense that not just displaying a more proac-
tive and intelligent consumer behavior but also being active producers, meaning 
that even at individual customer level there is the need for an adequate manage-
ment of all resources available. The ongoing development and dissemination of in-
formation and communication technologies, advanced metering and control sys-
tems lays the technical and operational foundations for an integrated management 
of all energy resources. The interest and motivation of this study has been pro-
vided in this section. In section 2 an overview is made of a multi-objective model 
for the design of load control actions. The case study is presented in section 3 as 
well as illustrative results. Finally some conclusions are drawn in section 4. 

2   A Multi-Objective Model for the Design of Load Control 
Actions 

The design of load control actions involves determining the time intervals 
throughout a given control period in which the loads are turned off, namely when 
they occur and how long they last. This characterization of load control actions 
has been often done based on information from past implementations, (costly) 
field experiments or pilot programs. Moreover, a cycling strategy has been fre-
quently used with pre-determined on/off patterns applied to the loads under con-
trol. However, if the different (dynamic) usages of energy services are not taken 
into consideration the on/off constant patterns of cycling strategies increase the 
probability of causing discomfort to the end-users. Usually the demand imposed 
by loads presents a daily behavior and the effects of power curtailment actions last 
for significant periods of time. The use of physically-based load models [10][13] 
for the identification of control actions enable to mitigate these risks. These mod-
els mimic the physical phenomena happening in end-use loads, making possible 
the characterization of changes in the demand derived from the control actions. It 
is important to notice that the use of physically-based load models enables to tack-
le real-world situations in a very detailed way but it imposes an additional  
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computational burden. However, this does not hinder its use in a normal situation 
of one day ahead planning. 

The problem consists in designing load control actions to be applied to load 
groups under control to optimize economical, technical and quality of service ob-
jectives. The objectives to be achieved with the implementation of load curtail-
ment actions include: 

• Minimization of peak power demand. In this case, the electricity retailer 
wants to assess the load management impacts at three different demand aggrega-
tion levels: the aggregated level, representing the demand of all the customers; the 
residential customer’s level, representing the demand of all residential customers; 
and at a power distribution transformer level, feeding mainly service sector cus-
tomers. Besides enabling the retailer to continuously exploiting the differences be-
tween purchasing and selling prices, the evaluation carried out at these different 
levels may also be used for a better design of the load management actions. 

• Profit maximization. Profits in the selling of electricity are influenced by the 
amount of electricity sold, the time of day/season/year, and the rate of using en-
ergy (power). In the presence of demand and wholesale price forecasts, the retailer 
wants to design adequate load curtailment actions in order to maximize profits. 

• Loss factor minimization. This objective is related with operational and  
economic goals. 

• Minimize discomfort caused to customers. The changes on the regular load 
working cycle may eventually cause discomfort to customers that must be mini-
mized so that those actions become also attractive from the customers' point of 
view (with possible reduction in their electricity bill) and/or at least not decrease 
their willingness to accept them. Discomfort is evaluated through objective func-
tions related with the time a state variable (controlled by loads) is over or under a 
pre-specified threshold level: the maximum continuous time interval in which this 
condition has occurred and the total time it has occurred. 

A multi-objective mathematical model has been developed [10][13] in which the deci-
sion variables refer to the on/off patterns to be applied to each group of loads. Since  
total flexibility exists in the definition of the on/off periods determining the normal op-
eration/curtailment of loads, this is a large-scale combinatorial problem due to the vast 
number of feasible combinations of on/off patterns for the groups of loads. A multi-
objective evolutionary algorithm (EA) has been developed and tailored for this prob-
lem [10][13]. Besides not requiring any specific form of the mathematical model, EAs 
are particularly suited for combinatorial multi-objective optimization since they work 
with a set (population) of potential solutions and the aim is generally the identification 
of the non-dominated front [14][15][16]. In complex real-world problems it is not usu-
ally possible to assert the true non-dominance of a set of solutions because no theoreti-
cal tools exist to guarantee that a solution found in the optimization process is indeed 
non-dominated as it is generally the case in mathematical programming approaches.  

The structure of the solution (on/off patterns) asks for a binary representation. 
The solutions (individuals) are the codification of a load control strategy, which 
represents the on/off patterns to be applied to every group of loads during one day. 
An individual is represented by a binary string:  “1” = a load curtailment action is 
applied to a group of loads; “0” = no load curtailment occurs (Figure 3). 
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Fig. 3 Examples of control actions applied to two groups of loads. 

Figure 3 shows the load control actions applied to two groups of loads. The ability 
of “tuning” the control actions to the characteristics of the loads in every group makes 
this methodological approach very attractive as it allows exploiting the amount of 
controllable load available and maximizing the reduction of peak demand available 
for control without increasing the discomfort caused to consumers. This ability is be-
yond the capabilities of traditional cycling strategies with equal and pre-defined 
on/off periods that do not take into consideration the utilization of the energy service.  

In the approach followed in this work an EA is used for the design and the  
selection of load control strategies. The demand of controllable loads - air condi-
tioners (ACs) and electric water heaters (EWHs) - is estimated by using Monte 
Carlo simulations of physically-based load models that have been experimentally 
validated. One of the main advantages of using physically-based load models is 
that changes in individual power demand due to external load curtailment actions 
are automatically taken into account in individual and global demand, due to their 
ability reproduce the changed demand of controlled loads.  

3   A Case Study and Illustrative Results 

A common objective for the different entities competing in the retail of electricity 
is the maximization of profits. These entities may buy electricity in the wholesale 
market, from a generator or any other entity selling electricity. Depending on the 
tariff systems being used for electricity transactions and the purchase contracts es-
tablished between retailers and sellers of electricity, the energy acquisition costs as 
seen by retailers can change over time, and probably costs change in a way that is 
very close to what is known as real-time price. Acquisition costs may also take in-
to consideration costs with the use and management of the networks, and can be a 
function of the amount of energy and the peak power flow over the wires. On the 
other hand, for most consumers, at least residential consumers, the electricity pric-
es are fixed over a significant time length, one trimester or one year. For instance 
under static time-of-use tariffs, which are very common nowadays, the prices of 
kWh vary over the day but are fixed during one trimester or one year. Figure 4 
shows the Iberian Electricity Market (MIBEL) spot indices for 4 days, in which 
prices vary over the day and are also different for different days. 

In this work, a case study taking into consideration the perspectives of a retailer 
is presented. The retailer sells electricity to about 5000 customers whose average 
daily load diagram is shown in Figure 5 (“Aggregate level” curve). Most custom-
ers are residential, services and small commerce clients. Besides assessing the 
changes at the aggregate demand level (all customers), the retailer also wants also 
to analyze the impacts of load management activities on the demand of their  
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Fig. 4 MIBEL spot indices. 

 

Fig. 5 Demand at three aggregation levels. 

residential consumers (“Residential customers” curve) and a specific group of ser-
vice sector customers fed by a distribution power transformer owned by the  
retailer that faces some capacity constraints (“Power transformer” curve).  

Figure 6 shows the demand of all the retailer’s customers and the demand of all 
controllable end-use loads. Figure 7 shows the demand of a specific group of service 
sector customers and the corresponding controllable load. The demand of all residen-
tial customers is shown in Figure 8 together with the controllable load associated with 
these consumers. 
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The peak power demand of all the retailer’s customers is 7105 kW, occurring at 
14:30h, while the peak demand of all residential consumers is 2872 kW at 20:30h, 
and the peak demand at the power transformer is 691kW at 14:30h (Table 1). The 
total controllable load when maximum demand at aggregate level occurs is 445 
kW, which is 6.25% of peak demand. The controllable load for residential con-
sumers is 141 kW (4.9%) of the maximum value of the residential load diagram, 
while for service sector customers the controllable peak load is 139kW (20.1%). 

 

Fig. 6 Total power demand and total controllable load. 

 

Fig. 7 Demand at power transformer level. 
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Fig. 8 Demand of all residential customers and controllable residential demand. 

Table 1 Characteristics of total demand and controllable demand 

 Maximum demand 
Controllable load when 

maximum demand occurs 
Profits Loss factor 

 kW Hour kW % €€  − 

Total 7105 14:30 445 6.28 2224.9 0.48434 

Residential 2872 20:30 141 4.9 − − 

PTD 691 14:30 139 20.1 − − 

 
Controllable loads, in this case electric water heaters and air conditioners, have 

been grouped in 20 groups. Table 2 shows some details of the groups. Each group 
contains only one type of load grouped according to some physical and geographi-
cal characteristics. 

Average unit profits per kWh sold are shown in Figure 9. 
Besides the combinatorial nature and the size of the search space, also the need 

to assess the impacts at different demand aggregation levels with different shapes 
contributes to increase the difficulty of this type of problems. 
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Table 2 Number of loads per group and types of loads. 

Group Type LD # Loads Group Type LD # Loads 

1 EWH RC 20 11 EWH PTD 20 

2 EWH RC 35 12 EWH PTD 15 

3 EWH RC 30 13 EWH A 30 

4 EWH RC 20 14 EWH RC 15 

5 EWH RC 30 15 AC PTD 20 

6 EWH RC 20 16 AC A 30 

7 EWH A 25 17 AC A 50 

8 EWH RC 30 18 AC PTD 20 

9 EWH A 25 19 AC A 40 

10 EWH RC 20 

 

20 AC PTD 30 
A = Aggregate demand level. 
RC = Residential demand level. 
PTD = Power transformer demand level. 
EWH = Electric water heaters. 
AC = Air conditioners. 

 

Fig. 9 Profits per unit of energy sold. 

The results for 7 non-dominated solutions are shown in Table 3. The algorithm 
was able to identify solutions that could reduce maximum demand at the three 
demand levels (aggregate, residential, power transformer), and at the same time 
increase profits and reduce the loss factor, without decreasing too much the qual-
ity of energy services provided.  
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Table 3 Results in the seven evaluation axis for 7 non-dominated solutions. 

 
 
Table 4 shows the extreme values encountered for these seven solutions shown 

in Table 3 and the maximum improvement in each objective. According to the  
results in Table 4 it was possible to reduce up to 312/112/52 kW the maximum 
demand at aggregate/residential/power transformer levels, which are 4.39%  
/3.91% /7.49%, respectively, of the original maximum demand values. Profits  
increased up to 3.07%. 

Table 4 Details about the results obtained. 

 Minimum Maximum Difference 
Original 
Values 

Maximum im-
provement 

Maximum de-
mand at aggre-

gate level 
6793,11 6821,44 28,3345 7105 311,89 

Residential con-
sumers demand 

2759,63 2767,65 8,026273 2872 112,37 

Power trans-
former demand 

639,19 650,91 11,72003 691 51,81 

No. minutes 13 28 15 0 − 
Maximum in-

terval 
1 6 5 0 − 

Loss factor 0,48228 0,48258 0,000297 0,48434 0,00206 
Profits 2286,27 2293,29 7,012812 2224,9 68,39 

 
A more detailed analysis of the results corresponding to solution 4 (Figure 10) 

can be done using the values in Table 5. Figure 10 shows the on/off patterns corre-
sponding to this solution. 
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Table 5 Results for solution 4. 

 Solution 4 Original Values Difference 
Maximum demand at 

aggregate level 
6796,154 7105 308,8464 4,35% 

Residential consumers 
demand 

2760,762 2872 111,238 3,87% 

Power transformer de-
mand 

639,1904 691 51,80963 7,50% 

No. minutes 13 0 13 − 
Maximum interval 2 0 2 − 

Loss factor 0,482576 0,48434 0,001764 0,36% 
Profits 2293,203 2224,9 68,30289 3,07% 
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Fig. 10 On/off patterns to be applied to the 20 groups of loads (solution 4). 

4   Conclusions 

The concurrent development, dissemination and implementation of new technolo-
gies are changing the paradigm of electric power systems sector: smart metering 
allowing a two-way communication between suppliers and consumers; distributed 
and micro-generation systems; storage including the electric vehicle allowing to 
make electricity a service/good with characteristics similar to other negotiable  
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services/goods; control systems, such as smart thermostats, allowing to explore 
different operating modes of some end-use loads. Load resources should play an 
essential role in this new power systems paradigm, to be exploited in the frame-
work of demand-side management activities. These resources can be used as a 
way to increase the system global efficiency, to reduce the costs with the acquisi-
tion of electricity, to increase profits with the selling of electricity, and as tool to 
maximize the integration of renewable and micro-generation systems. In this 
work, the perspective of a retailer has been used as a starting point to explore the 
potential of LM activities in a distribution network. Load control actions com-
puted using an EA designed to tackle a multi-objective model have proved their 
effectiveness in the attainment of the retailer’s objectives. 
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Evolutionary Approaches for Optimisation 
Problems 

Lars Nolle and Gerald Schaefer* 

Abstract. Many problems can be formulated as optimisation problems. Among 
the many classes of algorithms for solving such problems, one interesting, bio-
logically inspired group is that of evolutionary optimisation techniques. In this tu-
torial paper we provide an overview of such techniques, in particular of Genetic 
Algorithms and Genetic Programming and its related subtasks of selection, cross-
over, mutation, and coding. We then also explore Ant Colony Optimisation and 
Particle Swarm Optimisation techniques. 

1   Evolutionary Computing 

Many scientific problems can be viewed as search or optimisation problems, 
where an optimum input parameter vector for a given system has to be found in 
order to maximise or to minimise the system response to that input vector. Often, 
auxiliary information about the system, like its transfer function and derivatives, is 
not known and the measures might be incomplete and distorted by noise. This 
makes such problems difficult to be solved by traditional mathematical methods. 
Here, evolutionary optimisation algorithms, which are based on biological princi-
ples borrowed from nature, can offer a solution. These algorithms work on a popu-
lation of candidate solutions, which are iteratively improved so that an optimal  
solution evolves over time. 

This tutorial paper discusses the general problem of search and optimisation  
before it introduces the system’s view, followed by a definition of search space 
and fitness landscape. It then explains the process of optimisation and the concept 
of optimisation loops. It continuous with introducing biological-inspired evolu-
tionary optimisation algorithms, namely Genetic Algorithms and Genetic Pro-
gramming. Other evolutionary inspired optimisation techniques, namely Ant  
Colony Optimisation and Particle Swarm Optimisation are also discussed. 

                                                           
Lars Nolle 
School of Science and Technology, Nottingham Trent University, U.K. 

Gerald Schaefer 
Department of Computer Science, Loughborough University, U.K. 



30 L. Nolle and G. Schaefer
 

1.1   Systems 

Every process or object can be seen as a system. Fenton and Hill (1993) define a 
system as "… an assembly of components, connected together in an organised 
way, and separated from its environment by a boundary. This organised assembly 
has an observable purpose which is characterised in terms of how it transforms in-
put from the environment into output to the environment." By definition, a system 
has exactly one input channel x and exactly one output channel y (Figure 1). All 
interactions with the environment have to be made through these interfaces. 

system Sx y

 
Fig. 1  Generic system. 

Both input and output can be vectors or scalars. The input is called the inde-
pendent variable or parameter, because its value(s) can be chosen freely, and  
results in the output y, the so-called dependent variable. If the present state of the 
system does not depend on previous states but only on the current input, the sys-
tem is said to be a steady state system, the output of the system can be described as 
a function of the input . 

1.2   Objective Function 

In order to rate the quality of a candidate solution x, it is necessary to transform 
the system response to x into an appropriate measure, called the objective or fit-
ness. If the system has only one output variable, the system output  equals the 

fitness. If  has more than one component the output variables of the system have 

to be combined into a single value, computed by the so called objective function or 
fitness function. In general, there are four approaches to judge the system output: 
aggregation, the Changing Objectives Method, the Use of Niche Techniques and 
Pareto Based Methods (Fonseca, 1995). The most often used method is aggrega-
tion. In its simplest case, the fitness function  equals the weighted sum of 

the components )(xFcy iii ⋅= of , where ci is the weight for component i: 

                                 (1) 

1.3   Search Space and Fitness Landscape 

If all the possible candidate solutions are collected in an ordered way, this collec-
tion is called the search space. Sometimes, this space is also referred to as input  
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space. For an optimisation problem of dimension n, i.e. a system with n independ-
ent parameters, the search space also has dimension n. By adding the dimension 
Fitness or Costs to the search space, one will get the (n+1) dimensional fitness 
landscape (Wright, 1931). 

Fitness landscape
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Fig. 2 Example of a fitness landscape for a system with two input parameters. 

1.4   Optimisation 

Optimisation (Schwefel, 1995) is the process of selecting the best candidate solution 
from a range of possibilities, i.e. the search space. In other words, a system S, that has 
to be optimised in terms of a quality output value y, is brought into a new state that 
has a better quality output value y than the previous state. This is done by changing 
the independent input parameters x. The error function describes the difference be-
tween the predefined objective and systems response f(x) to the input x. 

 

                                         (2) 

Usually, the aim is to find the vector that leads to a minimal error for the  
system S, i.e. the minimal departure from the optimal output value: 

 

0)( =′xError                                                      (3) 

Often, a predefined target value is not known. In this case one tries to gain a fit-
ness value that is as high as possible in case of maximisation, or as low a possible 
in the case of minimisation.  
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Ideally, one would evaluate all possible candidates and choose the best one. 
This is known as exhaustive search. However, often it is not feasible to consider 
all possible solutions, for example if the search space is too large and the evalua-
tion of a single candidate is too expensive. In this case, only a subset of the solu-
tions can be evaluated.   

Optimisation problems can be either function optimisation problems or combi-
natorial problems. The first class of problems can be divided in continuous opti-
misation and discrete optimisation problems. In continuous function optimisation, 
the independent variables are real numbers whereas for discrete function optimisa-
tion, the independent variables can only be chosen from a predefined set of al-
lowed and somehow ordered numbers, for example {10, 20, 30, 40}.  

In combinatorial optimisation problems, the optimum sequence or combination 
of a fixed set of input values has to be found. Here, the input values are symbols 
and might not be connected or ordered, for example {apple, orange, strawberry}. 
An example of a combinatorial optimisation problem is the classical Travelling 
Salesman Problem (TSP), where a sales agent needs to visit a predefined set of cit-
ies and return to base. The problem here is to find an optimal route, i.e. the route 
that connects all cities whilst having the shortest travel distance, by choosing the 
order in which the cities are visited.   

1.5   Optimisation Loop 

Mathematical or calculus-based methods use known functional relationships  
between variables and objectives to calculate the optimum of the given system. 
Therefore, an exact mathematical model of the process must exist. Edelbaum 
(1962) introduced the differentiation of calculus-based methods in direct methods 
and indirect methods. 

Direct methods solve the optimisation problem by iterative calculation and 
derivation of the error function and moving in a direction to the maximum slope 
gradient. Indirect methods solve the optimisation problem in one step - without 
testing - by solving a set of equations (usually non-linear). These equations result 
from setting the derivative of the error function equal to zero. 

Both classes of methods are local in scope, i.e. they tend to find only local  
optima. Therefore, they are not robust. They depend on the existence of deriva-
tives. Real problem functions tend to be perturbed by noise and are not smooth, 
i.e. derivations may not exist for all points of functions. This class of problem 
cannot be solved by mathematical methods.  

If the functional relations between input variables and objectives are not 
known, one can experiment on the real system (or a model of this system) in order 
to find the optimum. Access to the independent variables must exist for the whole 
multi-dimensional search space, i.e. the collection of all possible candidate solu-
tions. Also a possibility of measuring the independent variable and the objective 
must be given. The optimisation process is iterative, i.e. it has to be done in a 
closed optimisation loop (Figure 3). 
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system Sx y

algorithm

target value

 

Fig. 3 Closed optimisation loop consisting of a system and an optimisation algorithm. 

Experimental optimisation methods can therefore be seen as a search for the  
optimum by traversing over the fitness landscape.  

2   Genetic Algorithms 

As Darwin's theory of natural selection articulates, nature is very effective at  
optimisation, e.g. to enable life-forms to survive in a unfriendly and changing  
environment, only by means of the simple method of trial and error. Genetic Algo-
rithms (GAs) simulate this evolutionary mechanism by using heredity and muta-
tion. They were first introduced in 1975 by Holland (1975) who also provided a 
theoretical framework for Genetic Algorithms, the Schemata Theorem (Goldberg, 
1989).  

For genetic algorithms, the independent input parameters of a system S   
(Figure 4) are coded into a binary string, the genotype of an individual (Figure 5).  

 

System S

x1

x2

x3

y

 

Fig. 4 System to be optimised. 
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a1 a5a4a3a2 a7a6 a8 a9 a11a10 a12

x1 x3x2

genotype

phenotype
 

Fig. 5 Binary string representing one input pattern of the system. 

The individual represented by genotype is called a phenotype. This phenotype 
has a certain quality or fitness to survive which can be determined by presenting 
the phenotype to the system S  and measuring the system response.  

The search is not only undertaken by one individual but by a population of  
genotypes, the genepool. Therefore, the search space is tested at  points in  
parallel. All the individuals of the genepool at a time are called a generation. 
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Fig. 6 Genepool consisting of individuals I1 … In. 

A new generation for time  is generated by selecting N  individuals from 

the current population for breeding. They are copying into the genepool of the 
next generation and their genetic information is then recombined, using the cross-

over operator (see 0), with a predefined cross-over probability cp . The resulting 

offspring is then copied into the new genepool and mutation is applied to the off-
spring. Figure 7 shows the flowchart of a simple Genetic Algorithm.  
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Fig. 7 Flowchart of basic GA algorithm. 

The search will be carried out until at least one individual has a better fitness 
than the defined minimum fitness, or a maximum number of generations have 
been reached 

2.1   Selection 

In general, there are three different approaches to choose individuals from the cur-
rent generation for re-production, namely Tournament Selection, Fitness Propor-
tional Selection and Rank Based Selection. In Tournament Selection, two or more 
individuals are randomly selected from the current generation of N genotypes to 
compete with each other. The individual with the highest fitness of this set is the  
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winner and will be selected for generating offspring. The process is repeated N 
times in order to create the new population. Using Tournament Selection, the least 
fit individual can never be selected. 

In fitness proportional selection, the chance of an individual to be selected is  
related to its fitness value. The most commonly used method of this type is Rou-
lette Wheel Selection. Here, proportions of an imaginary roulette wheel are  
distributed in proportion to the relative fitness of an individual. Figure 8 shows 
and example for N=3. In this example, the fitness of individual 3 is approximately 
four times higher than the fitness of individual 1, i.e. its chance to be selected is 
four times greater then the chance that individual one is selected. For a population 
of N individuals, the wheel is spun N times and the individual under the pointer is 
selected. In fitness proportional selection, all individuals have a chance of selec-
tion but high fitness individuals are more likely to be selected, because they  
occupy a larger portion of the wheel. 

3

2

1

3

2
1

before spinning after spinning
 

Fig. 8 Roulette Wheel selection. 

However, there is the statistical chance that the actual selected distribution 
might not reflect the expected distribution based on the fitness values. If the selec-
tion is too strong, it can lead to premature convergence, i.e. the population would 
converge before it has found the region of the search space that contains the global 
optimum. In other words, the exploitation would start before the search space is 
fully explored. On the other hand, if the selection is too weak, it can lead to stalled 
evolution, which means the search is reduced to randomly walking through search 
space. 

These effects are overcome using Stochastic Universal Selection (SUS). Here, 
the same roulette wheel is used, but instead of using a single pointer, N equally-
spaced pointers are used for a population of N individuals and the wheel is spun 
only once (Figure 9). 
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Fig. 9 SUS selection 

Instead of using the fitness of an individual for selection, a selective s value can 
be used, which is based on the rank position of an individual in the population 
(Equation 4). 

1

1
)(

−
−−+=

N

rank
MinMaxMins i

i
                                          

(4) 

where 
Min: minimum fitness within a generation 
Max: maximum fitness within a generation 
ranki: rank of individual i within the population in a generation 
N: number of individuals within population 

So, instead of using the raw fitness to determine the proportion for an individual, 
the rank of the individual within the generation is used. 

Sometimes the m fittest individuals in a generation are cloned into the next  
generation in order to make sure to preserve their genetic material. This is known 
as elitism.  

2.2   Cross-Over 

The most important operator in terms of robustness of the algorithm is the cross-
over operator. Figure 10 shows the so-called one-point cross-over operator, which 
combines the information of two parents. They are aligning and then both cut at a 
randomly chosen cross-over point and the tails are swapped successively.   
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G(t)

G(t+1)

G(t)

Cross-over Point

G(t)

a1 a5a4a3a2 a7a6 a8 a9 a11a10 a12

b1 b5b4b3b2 b7b6 b8 b9 b11b10 b12

a1 a5a4a3a2 b7b6 b8 b9 b11b10 b12

b1 b5b4b3b2 a7a6 a8 a9 a11a10 a12  

Fig. 10 Cross-over operator. 

Instead of a single cross-over point, two or more random cross-over points can 
be used for recombining the genetic information of the parents.  

Another form of cross-over is called Uniform cross over (Syswerda, 1989). 
Here, every component of a parent individual X is randomly passed on either to 
offspring A or offspring B. If X passes on its component to A, the position in B is 
filled using the component from parent Y and vice versa. 

2.3   Mutation 

After the genetic information of the parents is recombined using cross-over, muta-
tion is applied to every individual of the new generation. Here, every bit of the 
offspring is inverted (mutated) with probability . The mutation operator is im-

portant for restoring lost information and therewith to result in a better effective-
ness of the GA.  

2.4   Discussion 

The advantages of GAs are that they use payoff (objective function) information, 
not derivatives or other auxiliary knowledge, i.e. they are black box optimisation 
methods. GAs tend to converge towards the global optimum rather than getting 
stuck in a local optimum and therefore they are very robust. On the other hand, it 
is not always straightforward to find the right GA parameters for a particular op-
timisation problem, e.g. a suitable genepool size or mutation probability. Also, the 
efficiency of GAs relies heavily on the right coding of the input parameters, i.e. 
the chosen mapping function from phenotype to genotype, and they tend to fail if 
the inputs of the system are heavily correlated. 
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2.5   Schemata Theorem 

Holland provided a theoretical foundation of GAs, i.e. a theoretical proof of con-
vergence, which he called the Schemata Theorem.  A schema is a template for  
binary strings, but built from a three letter alphabet containing the symbols *, 0 
and 1. The * symbol is the ‘don’t care symbol’ which either stands for 0 or 1. 
Figure 11 shows an example of a schema for chromosomes consisting of 12 bits, 
of which three are set to the don’t care symbol and the remaining nine bits are set 
to fixed values.  

1 01*1 00 * * 11 0
 

Fig. 11 Example of a schema in GA. 

The distance between the first and the last fixed bit is called the defined length of 
the schema and the number of fixed bits is called the order of the schema.  
Figure 12 shows an example of a schema H and the different instances it represents.  

 

1 * * 0

1 0 0 0

1 0 1 0

1 1 0 0

1 1 1 0

Schema H

Instance 1

Instance 2

Instance 3

Instance 4

 

Fig. 12 Example of a schema H and the instances it represents. 

A binary string s is an instance of a schema H if it fits into the template. There-
fore, any binary string of length l does not just represent one candidate solution, it 
is also an instance of 2l schemata a the same time. As a consequence, a GA with 
the genepool of size n does not only test n different solutions at the same time, but 
also a high number of different schemata. This is known as implicit parallelism in 
GA and provides an explanation for their effectiveness and efficiency: 

According to Holland, the number of instances m of a schema H that are  
contained in the population at generation t+1 can be determined as follows: 
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f

Hf
tHmtHm
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),()1,( ⋅=+

                                        

(5) 

where: 
:  Schema or "Building Block" with at least one instance in the last 

generation, 
: number of instances of  at time t, 

: number of instances of  at time t+1, 

)(Hf :  average fitness of the instances of schema , 

f :  average fitness of the whole population. 

 
This is a simplified version of the schemata theorem, because it does not take into 
account the effects of the cross-over and the mutation operator. However, it is suf-
ficient to demonstrate the basic idea. A more detailed description can be found, for 
example, in (Goldberg, 1989). 

Suppose that a particular schemata  remains above-average an amount  

with  being a constant factor, equation 4 can be rewritten as follows: 

),()1(),()1,( tHmc
f

fcf
tHmtHm ⋅+=⋅+⋅=+

                        

(6) 

Assuming  is stationary and starts at , equation 5 can be rewritten as  
follows: 

tcHmtHm )1()0,(),( +⋅=                                                (7) 

It can be seen that this equation is similar to the formula of interest: the number of 
instances of a schema  with a fitness above-average grows exponentially to 
generation . Hence, schemata with good fitness will survive and ones with a fit-
ness below average will eventually die out. Therefore, the fitter building blocks, 
i.e. the better partial solution, will take over the genepool within finite time. How-
ever, the schemata theorem is controversial, because it assumes that the factor c is 
constant over time. 

2.6   Coding Problem 

Traditionally, GAs use binary stings. However, if an input variable is coded using 
standard binary coding, this can lead to the problem that a small change in the 
phenotype would require a large number of bits of the genotype to be inverted. An 
example of the coding problem is given in Figure 13. 
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Fig. 13 Differences between decimal and standard binary coding. 

As it can be seen from the figure, a step from 310 to 410 requires flipping 3 bits 
in binary representation whereas it only changes the least significant digit in deci-
mal representation by one. One solution is to use Gray Code, which has the advan-
tage that only one bit changes between any two positions, i.e. it has a constant 
Hamming Distance of one. 

Decimal Binary Gray Code

0 0000 0000

1 0001 0001

2 0010 0011

3 0011 0010

4 0100 0110

5 0101 0111

6 0110 0101

7 0111 0100

8 1000 1100

9 1001 1101

10 1010 1111

Decimal Binary Gray Code

0 0000 0000

1 0001 0001

2 0010 0011

3 0011 0010

4 0100 0110

5 0101 0111

6 0110 0101

7 0111 0100

8 1000 1100

9 1001 1101

10 1010 1111
 

Fig. 14 Gray Code. 
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3   Genetic Programming 

Genetic Programming (GP) was introduced by Koza (1992) and is a machine 
learning technique that uses a Genetic Algorithm for the automated generation of 
computer programs. These programs model a system using sample data provided 
by that system. A typical application of GP is, for example, symbolic regression. 

In GP, the programs are represented as tree structures where a node represents 
an operator and a leaf represents an operand. Often, GP programs are coded in 
computer languages like LISP, because they can be used straightforward to  
implement tree-like structures. The operators are chosen for a problem specific 
function set and the operands are chosen from a problem specific terminal set. 
Figure 15 shows an example of a tree representing a program to calcu-

late )sin(*2/)(),,( 321321 xxxxxxfy +== : 

/

+

x1 x2

x3

*

2 sin

 

Fig. 15 Example of a program represented by a tree. 

The function set depends on the problem at hand. It may contain unitary or  
binary operators and has to be chosen so that the function to be learned can be ap-
proximated as accurately as possible. The terminal set contains variables and  
constants and is again problem dependent. In the example above, the function set 
contains at least the operators +, /, *, sin, whereas the terminal set contains at least 
the variables x1, x2, x3 and the constant 2. The quality of a program can be evalu-
ated by applying the training data to the program and measuring either the average 
(often quadratic) error or by counting how many instances of the training set are 
reproduced correctly by the program.   

GP works similar to GA. It works on a population of programs, the gene pool.  
The individuals, i.e. the programs, are randomly created and then evaluated. The 
algorithm applies genetic operators to the population in each generation. These 
operators are selection, cross-over and mutation.   

3.1   Selection 

All the different selection methods from the GA domain can be employed, e.g.  
fitness proportional selection, tournament selection, etc. 
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3.2   Cross-Over 

For each of the selected parents, a random node is chosen to be the cross-over 
point. Figure 16 shows two individuals before cross-over. The black-circled nodes 
are the randomly selected cross-over points. 
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2 sin
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x1 x3
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Individual 1 Individual 2

randomly selected
cross over point
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Fig. 16 Individuals before cross-over. 

The nodes and their subtrees are subsequently swapped to create the off-spring 
individuals (Figure 17) 
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x1 x2 x3

*

2
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x1 x3
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2
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Fig. 17 Individuals after cross-over. 

As it can be seen from Figure 16 and Figure 17, the resulting individuals are 
quite different from their parent individuals and hence the cross-over operator is 
very effective. It can also be seen from the figures that the trees have all different 
sizes, which requires variable tree sizes. This is a major difference to GA, where 
individuals usually have a fixed size. 

3.3   Mutation 

The other genetic operator commonly used in GP is mutation. Here, either a  
random node is deleted from the tree or its content is replaced. In the latter case it is 
important to maintain integrity. For example, if a binary operator would be replaced by 
an unary operator, one of the operands would become obsolete. Figure 18 shows an 
example of mutation. 
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a) Individual before mutation. b) Individual after mutation. 

Fig. 18 Example of mutation in GP. 

It can be seen that the operator - is replaced by the operator * in this example. 
Because both operators are binary, the integrity is maintained.  

4   Ant Colony Optimisation 

Ant Colony Optimisation (ACO) (Dorigo et al., 1999) refers to a class of discrete 
optimisation algorithms, i.e. a meta-heuristic, which is modelled on the collective 
behaviour of ant colonies.  

Real ants are very limited in their individual cognitive and visual capabilities, 
but an ant colony as a social entity is capable of solving complex problems and 
tasks in order to survive in an ever-changing hostile environment. For example, 
ants are capable of finding the shortest path to a food source (Goss et al., 1989). If 
the food source is depleted, the ant colony adapts itself in a way that it will  
explore the environment and discover new food sources. 

Ants communicate indirectly with other ants by depositing a substance called 
pheromone on the ground while they are walking around. This pheromone trail can 
then be used by the ant to find its way back to its nest after the ant has found a food 
source and other ants can also sense it. Ants have the tendency to follow existing 
paths with high pheromone levels. If there is no existing pheromone trail, they walk 
around in a random fashion. If an ant has to make a decision, for example to choose a 
way around an obstacle in its way, it follows existing paths with a high probability. 
However, there is always a chance that the ant explores a new path or a path with a 
lower pheromone level. If an ant has chosen an existing path, the pheromone level of 
this path will be increased because the ants deposit new pheromone on top of the ex-
isting one. This makes it more likely that other ants will also follow this path,  
increasing the pheromone level again. This positive feedback process is known as 
autocatalysis (Dorigo et al., 1991). Although the pheromone evaporates over time, the 
entire colony builds up a complex solution based on this indirect form of communica-
tion, called stigmergy (Dorigo et al., 1999).   

Figure 19 demonstrates the basic principle of the ACO meta-heuristic, which is 
modelled after the behaviour described above. In this example, the system S that 
has to be optimised has three independent variables x1 … x3 and the quality of the 
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solution can be measured by the achieved fitness value y. Each input can have one 
of five different discrete alternative values sij, where i represents the input and j 
the chosen alternative for that input. Each alternative has an associated probability 
value, which is randomly initialised. The collection of probability distributions can 
be seen as a global probability matrix. Each artificial ant in the colony has to 
choose randomly a ‘path’ through state space, i.e. the input value for each inde-
pendent variable. In the example below, the ant chooses alternative s12 for input x1, 
s24 for input x2 and s33 for input x3. The chosen path depends on the probabilities 
associated with the states, i.e. a state with a high probability is more likely to be 
selected for a trial solution than states with a low probability value. This probabil-
ity values are refereed to as the pheromone level τ. 

System S

x1

x2 y

x3

S12S11 S13 S14 S15

S22S21 S23 S24 S25

S32S31 S33 S34 S35  

Fig. 19 Example of an artificial ant constructing a trial vector by traversing through state space. 

A chosen path represents one candidate solution, which is evaluated and the 
probabilities of the states that the ant has visited on that trail is updated based on 
the achieved fitness. In the next generation, the updated probability matrix is used, 
which means that states that have proven fit in the past are more likely to be se-
lected for the subsequent trail. However, it should be pointed out that a ‘path’ is 
not actually traversing through the state space; it simply refers to the collection of 
chosen alternatives for a particular candidate solution. The order in which the 
states are selected does not have any effect on the candidate solution itself, i.e. one 
could start with determining the input for x1 first or, alternatively, with x2 or x3. 
The resulting candidate solutions would still be the same. 

A major advantage of ACO is that adjacent states in the neighbourhood do not 
need to show similarities, i.e. the state space does not need to be ordered. This is 
different to most optimisation heuristics, which rely on ordered collections of 
states, i.e. fitness landscapes. 

Figure 20 shows a flowchart of the basic ACO meta-heuristic for a colony con-
sisting of n artificial ants. During one iteration, called a time-step, every ant gen-
erates a trial solution, which is evaluated and based on the fitness of the solution 
the pheromone level of the states involved in the trail is updated in a local prob-
ability matrix for the ant. After one iteration, i.e. time-step, all the local probability 
matrices are combined and added to the global one, which is usually scaled down 
in order to simulate the evaporation process of real pheromone trails. This helps to 
avoid search stagnation and ensures that ants maintain their ability to explore new 
regions of the state space. 

The main principle of ACO is that a colony of artificial ants builds up discrete prob-
ability distributions for each input parameter of a system to be optimised. Figure 21 
shows an example of a probability distribution for an input i with ten alternative states.  
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Fig. 20 Flowchart of ACO meta-heuristic. 
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It can be seen that state 8is has the highest pheromone level, i.e. probability, 

and hence has a high chance to be selected for a trial. States 7is  and 8is , on the 

other hand, have a pheromone level of zero and can never be selected. However, 

even states with a low pheromone level, e.g. 3is  in Figure 21, have a certain 

chance to be selected. 

 0

 5

 10

 15

 20

 25

si1 si2 si3 si4 si5 si6 si7 si8 si9 si10

ta
u

state  

Fig. 21 Example of a probability distribution based on pheromone level. 

Initially, every possible choice for each of the input variables is set to a very low 
probability, which is the equivalent to the pheromone level in the real world. Each in-
dividual ant then chooses randomly one value for each input parameter, i.e. builds up 
a candidate solution, based on the probability distributions of the input values. De-
pending on the quality of the resulting candidate solution, the probability values of 
the chosen input values are updated. The whole process is repeated in iterations called 
time-steps until a suitable solution is found or the algorithm has converged, i.e. has 
reached a stable set of probability distributions. It has been proved, for example by 
Stützle and Dorigo (2002) and Gutjahr (2000), that ACO algorithms are capable of 
converging towards the global optimum within finite time. 

The first computational optimisation algorithm based on ant colonies was the 
Ant System (AS) algorithm (Dorigo, 1992). It was successfully applied to the 
Travelling Salesman Problem and the Quadratic Assignment Problem. This was  
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later followed by the Ant Colony System (ACS) (Dorigo and Gambardella, 1997), 
the Max-Min Ant System (MMAS) (Stützle and Hoos, 2000) and the Rank-Based 
Ant System (RBAS) (Bullheimer et al., 1999,). 

For ACO the probability of a state ijs  to be chosen as input parameter i  can be 

calculated using the following transition rule (Equation 8): 
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(8) 

Where ijτ is the pheromone level for state ijs , ijη is a heuristic value related to the 

fitness of the solution, α and β are control parameters that determine the relative 

importance of pheromone versus fitness, m is the number of alternatives for input 

parameter i , and iN is the set of possible alternatives for input i . If the heuristic 

value ijη  is set to a constant value of one, the algorithm becomes the Simple Ant 

Colony Optimization algorithm (SACO) (Dorigo and Stützle, 2004). 
The evaporation after time-step t can be computed using Equation 9, 

where ( ]1,0∈ρ  is the evaporation rate. 

)()1()1( tt ijij τρτ ⋅−=+
                                     

(9) 

The pheromone updating rule is given in Equation 10, where 

),,,()( 21 nij yyyft h=Δτ : 

)()()1( ttt ijijij τττ Δ+=+
                                   

(10) 

Unlike real ants, artificial ants can be equipped with additional capabilities, for 
example with look ahead capabilities (Michel and Middendorf, 1998) and back-
tracking (Di Caro and Dorigo, 1998) in order to improve efficiency. They can also 
be combined with local search methods, for example see Dorigo and Di Caro 
(1999) or Shmygelska and Hoos (2005).  

However, one problem related to ACO is that it is not a straightforward task to 
find optimum control parameter settings for an ACO application (Gaertner and 
Clark, 2005).  
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5   Particle Swarm Optimisation 

Particle Swarm Optimisation (PSO) is a simple but effective algorithm that was 
original developed by Kennedy and Eberhart (1995) for continuous function opti-
misation. It is based on the social behaviour of a collection of animals that can be 
observed, for example, in fish schooling and bird flocking. PSO uses a population 
of agents where the population is referred to as swarm and the agents are called 
particles. Each particle represents an input vector for the system and is randomly 
initialised.   

Each particle i has a position xij(t) and a velocity vij(t) for each dimension j of 
the search space. In every iteration of the algorithm, i is ‘flying’ through search 
space by adjusting the position vector xi(t) using the velocity vector vi(t)  as  
follows: 

)1()()1( ++=+ tvtxtx ijijij                                       
(11) 

It should be stressed that, in the physical world, a velocity and a position cannot 
be added. The velocity would need to be multiplied with a time interval in order to 
get a distance that could then be added to the original position. However, if one 
thinks of an iteration as a time step, the velocity vector could be multiplied with 
one time unit, which would not change the actual value but it would change the 
unit. The velocity vector itself is determined using the following equation: 

  
))(())(()()1( _22_21 txxrctxxrctvtv ijbestglobalijbestiijij −+−+=+ (12) 

Here, 1r and 2r are random numbers, 1c and 2c are tuning constants, bestix _ is the 

best position that particle i found during the search so far and bestglobalx _  is the 

best position the swarm found so far. The second term in Equation 12 is called  
the component cognitive component whereas the third one is called the social 
component. Figure 22 shows a flow-chart of the basic PSO algorithm. 
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Fig. 22 Flowchart of PSO algorithm. 
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One variation of the basic PSO algorithm is that, instead of using the global 
best position, the best position of the neighbourhood of particle i is used in the  
social component.  

6   Conclusions 

In this tutorial paper we provided a brief overview of evolutionary approaches to 
optimisation. In particular, we discussed Genetic Algorithms and Genetic Pro-
gramming and their subtasks of selection, cross-over, mutation and coding. In ad-
dition, we gave an overview of other evolutionary optimisation approaches, 
namely Ant Colony Optimisation and Particle Swarm Optimisation. 
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Approaches for Handling Premature
Convergence in CFG Induction Using GA

Nitin S. Choubey and Madan U. Kharat

Abstract. Grammar Induction (or Grammar Inference or Language Learning) is the
process of learning of a grammar from training data of the positive and negative
strings of the language. Genetic algorithms are amongst the techniques which pro-
vide successful result for the grammar induction. The paper is an extended approach
to the earlier work by the authors regarding using stochastic mutation scheme based
on Adaptive Genetic Algorithm for the induction of the grammar. Optimization by
Genetic Algorithm often comes with premature convergence. The paper suggests
two approaches, Elite Mating Pool and generating the population with the Dynamic
Application of Reproduction Operator, for handling local convergence by consid-
ering a set of eleven different languages and their comparison. The algorithm pro-
duces successive generations of individuals, computing their ‘fitness value’at each
step and selecting the best of them when the termination condition is reached. The
paper deals with the issues in implementation of the algorithm,chromosome repre-
sentation and evaluation, selection and replacement strategy, and the genetic opera-
tors for crossover and mutation. The model has been implemented, and the results
obtained for the set of eleven languages are shown in the paper.

1 Introduction

The field of evolutionary computing has been applying problem-solving techniques
similar in intent to the Machine Learning recombination methods. Most evolution-
ary computing approaches hold in common that they try and find a solution to a
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particular problem, by recombining and mutating individuals in a society of
possible solutions[12]. John Holland invented Genetic Algorithms(GAs) in 1960s.
In contrast with Evolution Strategies and Evolutionary Programming, Holland’s
original goal was not to design algorithms to solve specific problems, but rather
to formally study the phenomenon of adaptation as it occurs in nature and to de-
velop ways in which the mechanisms of natural adaptation might be utilized into
computer systems. Holland’s 1975 book ‘Adaptation in Natural and Artificial Sys-
tems’presented the GA as an abstraction of biological evolution and gave a theo-
retical framework for adaptation under the GA. Many problems in engineering and
related areas require the simultaneous genetic optimization of a number of, possi-
bly competing, objectives have been solve by combining the multiple objectives in
to single scalar by some linear combination. The combining coefficients, however,
usually based on heuristic or guesswork and can exert an unknown influence on the
outcome of the optimization. A more satisfactory approach is to use the notion of
Pareto optimality [5] in which an optimal set of solutions prescribe some surface
‘The Pareto front’in the vector space of the objectives. For a solution on the Pareto
front no objective can be improved without simultaneously degrading at least one
other.

The perennial problem with GA is that of premature convergence, a non-optimal
genotype taking over a population resulting in every individual being either iden-
tical or, the consequences of which is a population that does not contain sufficient
genetic diversity to evolve further. To avoid the premature convergence, in a GA is
imperative to preserve the population diversity during the evolution. An approach
to increase the population size may not be enough to avoid the problem, as any
increase in population size will incur the two fold cost of both extra computation
time and more generations to converge on an optimal solution. Several approaches
are adapted to avoid the premature convergence such as The Pygmy Algorithm,
use of Incest Prevention, Crowding, Sharing, restricted mating, introducing a ran-
dom chromosome in every generation[13], Adaptive mutation rate, Random Off-
spring Generation[10], Immoderate crossover greediness and low influence of ran-
dom factors[8], Social Disaster Technique, The Population Partial Re-initialization,
Dynamic Application of Crossover and Mutation Operators[11].

Inductive Inference is the process of making generalizations from sample. Wyard
[14] explored the impact of different grammar representations and experimental re-
sults show that an evolutionary algorithm using standard context-free grammars
(BNF) outperformed other representations.A formal language is context-free if
some context-free grammar generates it[6].

These languages are exactly recognized by a non-deterministic pushdown
automata. In the conventional grammatical induction, a language generator is con-
structed to accept all the positive examples. Learning from positive examples is
called text learning.A more powerful technique uses negative examples as well is
called as informant learning, the language acceptor is constructed so as to accept all
the positive examples and reject all the negative examples. A positive sentence is
defined as a sentence represented by the grammar of a language and hence included
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in the language. A negative sentence is defined accordingly. The problem
discussed here is finding generalizations for Context Free Languages from finite
sets of positive and negative examples.

2 Methodologies Adapted

The GA produces successive generations of individuals, computing their ”fitness”
at each step and selecting the best of them when the termination condition arises.
In GA application the choice of the chromosome structure is an important deci-
sion. When dealing with grammars, however, the number of parameters required
by the model is unknown, and hence (ideally) the chromosomes can be of variable
lengths, making the operation of the crossover operator less straightforward than
before. Furthermore, the interaction of the individual genes is profound: the flip-
ping of a single bit (and the corresponding removal or addition of a production)
can render a previously perfect grammar utterly useless. Perhaps as a result of these
problems, only relatively simple (and deterministic) Context Free Grammars have
been inferred (e.g.[1, 2, 3, 14]) using GAs. A sequential structured chromosome[3]
is used in the implementation consists of random sequence of 0s and 1s. The de-
coding procedure of the grammar maps the random chromosome according to bit
sequence based on the number of terminals available in given sample data. The sym-
bolic grammar equivalent to the bit sequence/chromosome is traced from the Start-
ing symbol S through terminal symbol to eliminate all useless productions from
the symbolic chromosome. The production length of 5 (one L.H.S. and four R.H.S.
symbol.) is taken for the experiment. The generated grammar is then processed with
the left recursion removal and left factoring method. The string to be checked from
the sample set is then passed to the PDA simulator (Fig. 1) to verify its acceptability
to the generated grammar[2].

Fig. 1 Block diagram of CFG Induction Process[2]
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The positive and negative string set required for the experiment is generated by
using the minimum length principle[7]. The strings with the terminals for the given
language are generated for the length, L, starting with L=0 and gradually increas-
ing L to get the required number of strings. The validity of the generated string is
checked with the best known grammar for the languages. The invalid string gen-
erated during this process is considered as negative strings. The objective of the
method is to find a generalized best grammar fit for accepting the positive string
set and reject the negative string set. The fitness function is formulated to achieve
the multiple objectives to accept all the positive strings and to reject all the negative
string form the corpus with the grammar having minimum number of production
rules. The Grammar which accepts all the positive samples and rejects the entire
negative sample set from the corpus is considered to be the best grammar. Due to
the stochastic nature of GA, the result is obtained as the average of 10 GAs runs for
Languages considered for experimentation[12].

The approaches for handling the premature convergence problem includes the
Elite Mating Pool Approach (EMPA) and Dynamic Application of Reproduction
Operators (DARO) for generating the proportionate amount of population based on
the performance of the different operators.

2.1 Elite Mating Pool (EMP) Approach

The premature convergence problem of Genetic Algorithm can be handled by the
effective use of the operators, crossover and reproduction, which cause convergence
even by encouraging population to converge on a solution while still maintaining
diversity. This approach is equivalent to simply taking the best solution after mul-
tiple executions of the Simple GA on different initial populations. The approach
suggested in the paper is shown in the Fig. 2.

Fig. 2 Elite Mating Pool (EMP) Approach

Two individuals in the parent population are selected for reproduction and passed
to the elite mating pool. Two elite members from the pool are placed in the child
population as newly generated offspring. The diversity is maintained by generating
the elite members more capable of satisfying the multiple objectives. The mating
pool approach is used for resolving the issue of premature convergence in case of the
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population converges before reaching to the threshold value. The entire generation
of the chromosome is generated by the application of elite mating pool until either
the population with a new elite chromosome is evolved or a minimum number of
generations (the number of generation used in the experiment is 20.) are completed
with the converged population.

2.2 Dynamic Application of Reproduction Operator (DARO)

The dynamic method for the reproduction operator selection is proposed to get the
effective utilization of the various operators. The working of the DARO approach is
shown in the Fig. 3.

Fig. 3 The DARO approach

It is an extension of the Dynamic Application of crossover and mutation Operator
Approach given in Elena Simona Nicoară[11]. The GA run begins with the alloca-
tion of the equal probability to every reproduction operator combination (Crossover-
Mutation operator combination, CMOC). The probability value determines the
proportion of the child population to be generated with the application the CMOC.
The probability value for the CMOC is updated after every generation based on the
ratio of the average fitness of the generated children to the average fitness value of
the selected parent. The each CMOC will have chance to generate individuals in
child population in proportionate to their probability value.

Three crossover operators and four mutation operators are used in the process.
The Crossover Operators used are Two Point crossover (TPC), Two Point crossover
with internal swapping (TPCIS) and Uniform Crossover (UC) whereas the Muta-
tion Operators are Stochastic Mutation operator, Inverse Mutation Operator (IMO),
Block Copier with Fixed Length Mutation Operator (BCFLMO), and Block Copier
with Random Length Mutation Operator (BCRLMO). In the Two Point crossover
(TPC), the individual is cut from two random points and offspring are created by
copying the middle part of one parent to another. The Point crossover with internal
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Fig. 4 Reproduction Operators Used

swapping (TPCIS) is the variation of two point crossover where internal left shifting
is done after the offspring are created whereas the Uniform Crossover (UC) utilizes
a binary mask to create offspring[13]. Inverse Mutation Operator (IMO) comple-
ments the parent to get offspring[13] , The Stochastic Mutation operator uses a
binary mask for offspring creation, where as the Block Copier with Fixed Length
Mutation Operator (BCFLMO), and Block Copier with Random Length Mutation
Operator (BCRLMO) copies the block with fixed and variable length, respectively,
to get new offspring [4]. The working of the Crossover and Mutation operators is
shown in Fig. 4.

3 The Language Set Used

The Languages used for the purpose of experiment corresponding to various GAs
runs are listed in the Table 1. The languages chosen for the experiment are the
collection of Context Free Language as well as Regular Language.

4 Experimental Setup and Outcome

Experiment is done with JDK 1.4 on an Intel CoreTM2 CPU with 2.66 GHZ and
2 GB RAM. The Corpus size = 50, Chromosome size = 240, The Population size
= 120, the maximum number of generation considered are 400 for the experiment.
The Resultant Best Equivalent Grammar received and its fitness value is shown in
the Table 2.

The EMP approach maintains a small pool of elite members. This approach is
equivalent to taking the best solution after multiple executions of the SGA on dif-
ferent initial populations. Execution time required for such approach is assumed
to be greater than that of a normal SGA approach. To check the effective utiliza-
tion of the EMP method the generations are processed with the different probability
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Table 1 The Languages Used

Languages Language Description

L1 All string not containing 000 over (0+1)∗.
L2 0∗1 over 0+1∗.
L3 (00)∗ (111)∗ over 0+1∗.
L4 Any String with even 0 and odd 1 over 0+1∗.
L5 0(00)∗1 over 0+1∗.
L6 All strings with even number of 0 over

0+1∗.
L7 (00)∗10∗ over 0+1∗.
L8 Balanced Parentheses Problem.
L9 0n,1n,n≥ 0 over 0+1∗.
L10 0n12n,n≥ 0 over 0+1∗
L11 Even Length Palindrome over a,b∗

Table 2 The Resultant Best Equivalent Grammar and Its Fitness Value

LanguagesFitness Value The Resultant Equivalent Grammar

L1 1009 〈{S,M,K},{0,1},{S → M,S→ 0K,M → ε,M → 1SM,K →
M,K→ 0M},S〉

L2 1013 〈{S},{0,1},{S→ 1,S→ 0S},S〉.
L3 1011 〈{S,M},{0,1},{S→M,S→ 00SM,M→ ε,M→ 111M},S〉.
L4 1008 〈{S,M,K},{0,1},{S → 1K,S → 0SM0,M → ε,M →

0M0,K→ 1S1M,K→M,K→ 0M0},S〉.
L5 1011 〈{S,L,C},{0,1},{S→ 0L,L→C,L→ 0S,C→ 1},S〉.
L6 1010 〈{S,M},{0,1},{S→M,S→ 1SSM,S→ 0S0M,M→ ε,M→

1M},S〉.
L7 1011 〈{S,M},{0,1},{S→ 1M,S→ 00S,M→ ε,M→ 0M},S〉.
L8 1011 〈{S,M},{(,)},{S→ (M,M→ S)M,M→ ε,M→)M},S〉.
L9 1012 〈{S,M},{0,1},{S→M,S→ 0S1M,M→ ε},S〉.
L10 1013 〈{S,M},{0,1},{S→?,S→ 0S11},S〉.
L11 1010 〈{S,J},{a,b},{S→ bJ,S→ aSa,S→ ε,J→ b,J→ Sb},S〉.

of EMP. The probabilities with the entire generation is processed with EMP ap-
proach are 0%, 25% and 50%.The Statistical Analysis of the EMP approach over
probabilities such as 0%, 25% and 50% are given in Table 3, Table 4 and Table 5
respectively. The analysis of the Local Optimum Convergence (LOC) and the suc-
cess rate (SUCC %) attended by the method it is found that the DARO approach is
more suitable for generating the context free grammar from the sample corpus. In
all the cases EMP is also used to break the local optimum convergence situation of
the GA run whereas in case of DARO approach no any such method is applied for
handling the local optimum convergence situation. The Statistical Analysis of the
DARO approach is given in Table 6. The proposed approaches found to result in the
superset of the grammar required. The threshold value is considered as the fitness
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value of the grammar sufficient to accept all the strings from positive sample set and
reject the strings from negative sample set. The language sets used are the example
of the lightweight grammars.

Table 3 The Data Analysis for EMP-00 Approach

L Total Runs Generations Success Rate
Range Threshold Mean μ Std.dev. σ LOC SUCC%

L1 11 30±18 36 26.90 12.08 01 90.90%
L2 10 08±06 09 08.70 03.83 00 100%
L3 26 42±25 38 35.80 15.88 16 38.46%
L4 10 17±10 22 17.10 06.04 00 100%
L5 18 12±10 15 11.90 05.54 08 55.55%
L6 13 16±07 22 14.40 04.69 03 76.92%
L7 14 20±14 32 22.50 08.91 04 71.42%
L8 10 12±09 11 09.20 05.49 00 100%
L9 10 11±08 18 08.50 06.51 00 100%
L10 10 31±24 32 21.90 14.67 00 100%
L11 28 23±13 36 19.90 09.13 18 35.71%

Table 4 The Data Analysis for EMP-25 Approach

L Total Runs Generations Success Rate
Range Threshold Mean μ Std.dev. σ LOC SUCC%

L1 10 30±13 34 27.55 09.24 00 100%
L2 10 07±05 07 08 03.05 00 100%
L3 40 29±15 31 25.40 09.45 30 25%
L4 10 15±06 21 14.60 04.35 00 100%
L5 10 12±07 14 11 03.57 00 100%
L6 11 16±07 20 13.80 05.26 01 90.90%
L7 13 18±14 28 15.90 09.46 03 76.92%
L8 10 06±03 09 05.80 02.34 00 100%
L9 10 08±05 13 06.60 03.30 00 100%
L10 10 23±18 24 20.41 12.55 00 100%
L11 31 15±08 23 17.80 05.05 21 32.25%

Results obtained for first ten successful run on each language set, which does
not results in premature convergence and the comparative chart for the execution
time (in seconds) per generation for the languages considered over the approaches,
are summarized in the Fig. 5. The generation chart displays the average of best fit-
ness values received over GAs run for the approached used in the experiment. It is
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found that, the population is converged to the best value earlier in case of the simple
grammar, whereas it has converged late for the relatively complex Context Free
Grammar. The EMP approach found to converge earlier than the DARO approach
whereas the execution time taken by the EMP approach is more as compared to
DARO approach.

Table 5 The Data Analysis for EMP-50 Approach

L Total Runs Generations Success Rate
Range Threshold Mean μ Std.dev. σ LOC SUCC%

L1 10 21±09 27 22.30 06.21 00 100%
L2 10 09±05 05 07.40 04.69 00 100%
L3 50 21±15 23 20.30 10.02 40 20%
L4 32 12±04 16 13 03.39 22 31.25%
L5 10 09±06 09 06.90 04.72 00 100%
L6 11 11±07 16 10.60 04.62 01 90.90%
L7 11 16±09 16 14.10 05.54 01 90.90%
L8 10 05±03 07 03 01.63 00 100%
L9 10 10±05 14 09.50 04.06 00 100%
L10 10 24±21 14 11.50 12.92 00 100%
L11 30 15±08 20 15.30 05.59 20 33.33%

Table 6 The Data Analysis for DARO Approach

L Total Runs Generations Success Rate
Range Threshold Mean μ Std.dev. σ LOC SUCC%

L1 10 23±16 27 20.90 08.41 00 100%
L2 10 05±03 06 05.70 02.05 00 100%
L3 10 28±18 39 28.20 13.35 00 100%
L4 10 35±26 51 29.60 16.42 00 100%
L5 10 18±15 18 14 09 00 100%
L6 10 15±06 18 14.20 03.96 00 100%
L7 10 13±03 16 12 01.90 00 100%
L8 10 12±10 22 15.70 6.96 00 100%
L9 10 07±05 9 05.70 03.20 00 100%
L10 10 17±10 18 12 07 00 100%
L11 10 19±16 27 18 09.20 00 100%
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Fig. 5 Generation charts for the Languages used and the comparison chart for the execution
time required in seconds/generation

5 Conclusion

The Experiment is successfully conducted and the adapted method is found to be
working successfully on the language set considered. There is further scope for
adoption of the same method for more complex grammar sets. It is found that the
EMP method have shown higher tendency to get in to local optimum convergence as
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compared to the DARO method used in the experiment. It is also found that the exe-
cution time taken by the EMP method much higher as compared to DARO approach.
The methods used have shown fast convergence for the induction of grammar for
languages. Minimum length description principle[7] is found to be more effective
in the selection of the corpus. The selection of the good quality corpus (positive
and negative string inputs) has resulted into induction of good quality grammar for
the languages considered. Results have shown tendency towards the local optimum
convergence which requires special attention in future work.

Acknowledgements. Authors thank to Dr. V. M. Thakare, Sant Gadge Baba Amravati Uni-
versity, Amravati, Maharastra, for his kind support in providing Laboratory infrastructural
facility required for the conduction of the experiment.
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A Novel Magnetic Update Operator for
Quantum Evolutionary Algorithms

Mohammad H. Tayarani, N., Adam Prugel Bennett, and Hosein Mohammadi

Abstract. Quantum Evolutionary Algorithms (QEA) are novel algorithms proposed
for class of combinatorial optimization problems. The probabilistic representation of
possible solutions in QEA helps the q-individuals to represent all the search space
simultaneously. In QEA, Q-Gate plays the role of update operator and moves q-
individuals toward better parts of search space to represent better possible solutions
with higher probability. This paper proposes an alternative magnetic update oper-
ator for QEA. In the proposed update operator the q-individuals are some mag-
netic particles attracting each other. The force two particles apply to each other
depends on their fitness and their distance. The population has a cellular structure
and each q-individual has four neighbors. Each q-individual is attracted by its four
binary solution neighbors. The proposed algorithm is tested on Knapsack Problems,
Trap problem and fourteen numerical function optimization problems. Experimental
results show better performance for the proposed update operator than Q-Gate.

1 Introduction

Quantum Evolutionary Algorithms are new optimization algorithms proposed for
class of combinatorial optimization problems [1]. QEA uses probabilistic repre-
sentation for possible solutions and this characteristic helps the q-individuals to
represent all the search space simultaneously. Several works try to improve the per-
formance of QEA. Combining the concepts of Immune systems and QEA, [2] pro-
poses an immune quantum evolutionary algorithm. In another work [3] proposes a
novel particle swarm quantum evolutionary algorithm. A new adaptive rotation gate
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is proposed in [4] which uses the probability amplitude ratio of the corresponding
states of quantum bits. Inspired by the idea of hybrid optimization algorithms, [5]
proposes two hybrid-QEA based on combining QEA with PSO. In [6] a novel Multi-
universe Parallel Immune QEA is proposed. In the algorithm all the q-individuals
are divided into some independent sub-colonies, called universes. Since QEA is
proposed for the class of combinatorial optimization problems, [7] proposes a new
version of QEA for numerical function optimization problems. A novel quantum cod-
ing mechanism for QEA is proposed in [8] to solve the travelling salesman problem.
In another work [9] points out some weaknesses of QEA and explains how hitching
phenomena can slow down the discovery of optimal solutions. In this algorithm, the
attractors moving the population through the search space are replaced at every gen-
eration. A new approach based on Evolution Strategies is proposed in [10] to evolve
quantum unitary operators which represents the computational algorithm a quantum
computer would perform to solve an arbitrary problem. In order to preserve the di-
versity in population and empower the search ability of QEA, [11] proposes a novel
diversity preservation operator for QEA. Reference [12] proposes a sinusoid sized
population QEA that makes a tradeoff between exploration and exploitation. While
QEA is suitable for combinatorial problems and is relatively weak for real coded prob-
lems like numerical function optimization problems, several works have focused on
this foible. Reference [13] proposes a probabilistic optimization algorithm, which
similar to QEA uses a probabilistic representation for possible solutions.

In QEA, Q-Gate plays the role of update operator and moves the q-individuals
toward better parts of the search space. Each q-individual moves toward its best
observed possible solution and the only interaction among the q-individuals is the
simple copying of best observed binary solutions (see local and global migrations
in [1]). This paper proposes a more complicated update operator for QEA, inspir-
ing magnetic field theory which offers more interaction among q-individuals and
binary solutions to help the q-individuals extract more information from each other.
In the proposed algorithm, the binary solutions attract q-individuals and the binary
solutions with higher fitness apply more force to the q-individuals. The proposed
algorithm has a parameter and this paper tries to investigate the effect of the pa-
rameter on the performance of the proposed algorithm. The proposed algorithm is
tested on several benchmark functions including Knapsack problem, Trap problem
and numerical function optimization problems. Experimental results show better
performance for the proposed update operator than Q-Gate.

This paper is organized as follows. Section 2 introduces Quantum Evolutionary
Algorithm and its representation. In section 3 the proposed algorithm is proposed
and its parameter is investigated. Experimental results are performed in section 4
and finally section 5 concludes the paper.

2 QEA

QEA is inspired from the principles of quantum computation, and its superposition
of states is based on qubits, the smallest unit of information stored in a two-state
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quantum computer. A qubit could be either in state ”0” or ”1”, or in any superposi-
tion of the two as described below:

|ψ〉= α |0〉+ β |1〉 (1)

Where α and β are complex number, which denote the corresponding state appear-
ance probability, following below constraint:

|α|2 + |β |2 = 1 (2)

This probabilistic representation implies that if there is a system of m qubits, the sys-
tem can represent 2m states simultaneously. At each observation, a qubits quantum
state collapses to a single state as determined by its corresponding probabilities.

Consider i− th individual in t− th generation defined as an m-qubit as below:[
αt

i1 αt
i2 . . . αt

i j . . . αt
im

β t
i1 β t

i2 . . . β t
i j . . . β t

im

]
(3)

Where
∣∣∣αt

i j

∣∣∣2 +
∣∣∣β t

i j

∣∣∣2 = 1 , j = 1,2, ,m,m is the number of qubits, i.e., the string

length of the qubit individual, i = 1,2, ,n,n is the number of possible solution in
population and t is generation number of the evolution.

2.1 QEA Structure

In the initialization step of QEA, [αt
i j β t

i j]
T of all q0

i are initialized with 1√
2
. This

implies that each qubit individual q0
i represents the linear superposition of all pos-

sible states with equal probability. The next step makes a set of binary instants; xt
i

by observing Q(t) = {qt
1,q

t
2, ...,q

t
n} states, where X(t) = /xt

1,x
t
2, ...,x

t
n/ at genera-

tion t is a random instant of qubit population. Each binary instant, xt
i of length m, is

formed by selecting each bit using the probability of qubit, either |αt
i j| or |β t

i j| of qt
i.

Each instant xt
i is evaluated to give some measure of its fitness. The initial best solu-

tion b = maxn
i=1{ f (xt

i)} is then selected and stored from among the binary instants
of X(t). Then, in ’update’ Q(t), quantum gates U update this set of qubit individuals
Q(t) as discussed below. This process is repeated in a while loop until convergence
is achieved. The appropriate quantum gate is usually designed in accordance with
problems under consideration.

2.2 Quantum Gates Assignment

The common mutation is a random disturbance of each individual, promoting ex-
ploration while also slowing convergence. Here, the quantum bit representation can
be simply interpreted as a biased mutation operator. Therefore, the current best in-
dividual can be used to steer the direction of this mutation operator, which will speed
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up the convergence. The evolutionary process of quantum individual is completed
through the step of ”update Q(t)”. A crossover operator, quantum rotation gate, is
described below. Specifically, a qubit individual qt

i is updated by using the rotation
gate U(θ ) in this algorithm. The j− th qubit value of i− th quantum individual in
generation t, [αt

i j β t
i j]

T is updated as:

[
αt

i j
β t

i j

]
=
[

cos(Δθ ) − sin(Δθ )
sin(Δθ ) cos(Δθ )

][
αt−1

i j

β t−1
i j

]
(4)

Where Δθ is rotation angle and controls the speed of convergence and determined
from Table 1. Reference [14] shows that these values for Δθ have better perfor-
mance.

Table 1 Lookup Table of Δθ , the rotation gate. xi is the i− th bit of the observed binary
solution and bi is the i− th bit of the best found binary solution.

xi bi f (x)≥ f (b) Δθ

0 0 false 0
0 0 true 0
0 1 false 0.01π
0 1 true 0
1 0 false −0.01π
1 0 true 0
1 1 false 0
1 1 true 0

3 Magnetic Update Operator

As it is seen in previous section, Q-Gate has the role of update operator in QEA
and moves the q-individuals toward better parts of the search space to represent
better possible solutions with higher probability. In each iteration, Q-Gate moves
the q-individuals to their best observed possible solutions with the certain value
of Δθi. This kind of update operator has two weaknesses. First regardless of the
fitness of the best observed possible solution, the q-individuals are moved with a
constant value of Δθi, which is the same for various best observed possible solu-
tions with various values of fitness. Second, each q-individual is affected with only
one possible solution and other possible solutions have not any effect on the q-
individual. In Q-Gate update operator the only interaction among q-individuals is
the local and global migrations which are a simple copying of binary solutions. This
paper proposes a novel update operator for QEA inspiring from the attraction among
magnetic particles. Recently we proposed a novel optimization algorithm called
Magnetic Optimization Algorithm [14]. In MOA the possible solutions are some
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magnetic particles attracting each other. Each magnetic particle applies a force to
its neighbors, and the amplitude of force is determined by the fitness of the particles
and the distance the particles have. Here we propose a similar update operator for
QEA. In the proposed update operator, the q-individuals are attracted toward all of
their binary solution neighbors. In the proposed update operator even the inferior
binary solutions attract the q-individuals and have effect on searching process. The
pseudo code of the proposed update operator is as follows:

Procedure Basic MQEA
begin

t = 0
1. initialize Q0

2. while not termination condition do
begin

t = t + 1
3. make Xt by observing the states of Qt−1

4. evaluate the particles in Xt and store their performance in magnetic fields Bt

5. normalize Bt according to 6
6. evaluate the mass Mt for all particles according to 7
7. for all q-individuals qt

i j in Qt do
begin

8. Fi j=0
9. find Ni j

10. for all xt
uv in Ni j do

11. Fi j,k = Fi j,k +
(xt

uv,k−(β t
i j,k)

2)×Bt
uv

D(xt
i j ,x

t
uv)

end
12. for all q-individuals qt

i j in Qt do
begin

13. vt+1
i j,k = Fi j,k

η×Mi j

14. qt+1
i j,k = qt

i j,k + vt+1
i j,k

end
end

end

The description of the proposed algorithm is as follows: Step 1. This paper uses
a cellular structure for population. In the initialization step, the quantum-individuals
q0

i j are located in a lattice-like population. Then [α0
i j,k β 0

i j,k]
T of all q0

i j are initialized

with 1/
√

2, where i, j = 1,2, ,S is the location of the q-individuals in the lattice,
k = 1,2, ...,m, and m is the number of qubits in the individuals. This implies that
each qubit individual q0

i j represents the linear superposition of all possible states
with equal probability.

Step 3. This step makes a set of binary instants Xt = {xt
i j|i, j = 1,2, ...,S}

at generation t by observing Qt−1 = {xt−1
i j |i, j = 1,2, ...,S} states, where Xt at
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generation t is a random instant of qubit population and S is the size of lattice. Each
binary instant, xt

i j of length m, is formed by selecting each bit using the probability

of qubit, either |αt−1
i j,k |2 or |β t−1

i j,k |2 of qt−1
i j . Observing the binary bit xt

i j,k from qubit

[αt
i j,k β t

i j,k]
T performs as:

xt
i j,k =

{
0 i f R(0,1) < |αt

i j,k|2
1 otherwise

(5)

Where R(., .) is a uniform random number generator.
Step 4. Each binary instant xt

i j is evaluated to give some measure of its objective.

In this step, the fitness of all binary solutions of X0 are evaluated and stored in Bt .
Step 5. Next the normalization is performed on Bt . The normalization is per-

formed as:

Bi j =
Bi j−Min

Max−Min
(6)

Where: Min = minimumS
i, j=1(B

t
i j), Max = maximumS

i, j=1(B
t
i j)

The magnetic field of each particle is normalized in the range of [0-1]. This is
because the fitness values of possible solutions are problem dependent. The range
of the fitness of the possible solutions can be in any range, since the amount of the
magnetic field controls the movement of the particles, we normalize the amount of
magnetic field.

Step 6. In this step the mass of all particles is calculated and stored in Mt :

Mt
i j = 1 + Bt

i j (7)

Step 7. In this step in the ”for” loop, the resultant force of all forces on each particle
is calculated.

Step 8. At first the resultant force Fi j to particle xt
i j is initialized to zero.

Step 9. In the lattice-like structure of QEA population, each particle interacts
only with its neighbors i.e. each particle applies its force only to its neighbors.
In this step the neighbors of xt

i j are considered. The set of neighbors for parti-

cle xi j can be defined as Ni j = {xi′ j,xi j′ ,xi” j,xi j”}Where: i′ =

{
i−1 i �= 1

S i = 1
, j′ ={

j−1 j �= 1

S j = 1
, i” =

{
i+ 1 i �= S

1 i = S
, j” =

{
j + 1 j �= S

1 j = S
Step 10. In this step, the

applied force to particle xt
i j by its neighbor’s xt

uv ∀xt
uv ∈ Ni j is calculated.

Step 11. The force which is applied by xt
uv to xt

i j relates to the distance between
two particles and the magnetic field of xt

uv and is calculated as:

Fi j,k =

(
xt

uv,k− (β t
i j,k)

2
)
×Bt

uv

D(xt
i j,x

t
uv)

(8)
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Here Fi j shows the force applied to q-individual qt
i j. The part ”xt

uv,k−(β t
i j,k)

2” shows

the direction which the q-individual moves and (β t
i j,k)

2 is the probability of qt
i j

representing state ”1”. Where D(., .) is the distance between each pair of neigh-
boring particles and is calculated as:

D(xt
i j) =

1
m

m

∑
k=1

∣∣∣xt
i j,k− xt

uv,k

∣∣∣ (9)

Where xt
i j and xt

uv are (i, j)− th and (u,v)− th binary solutions of the population in
iteration t respectively and xt

i j,k is the k− th dimension of (i, j)− th binary solution
in iteration t. This step is the main step in the proposed algorithm.

Steps 12, 13, 14. In these steps the location of q-individuals are updated. Here η
is the movement coefficient which controls the speed of movement.

The proposed update operator has two advantages. First according to 8 the ob-
served binary solutions with higher fitness have bigger magnetic field B and apply
more force to the q-individual, therefore the better binary solutions have more at-
traction force. Here unlike Q-Gate the movement of q-individuals is not constant
throughout the search process and varies for various q-individuals and even vari-
ous dimensions. Second in the proposed update operator even the inferior binary
solutions have effect on the q-individuals but with smaller amplitude. Accordingly
the interaction among possible solutions is much more than Q-Gate and the inferior
binary solutions participate in the search process. It helps the algorithm escaping
from local optima and if the inferior binary solutions are near an optimum, helps the
q-individuals to find the optimum.

3.1 Parameter Tuning

As it is seen in step 13 of MQEA, the proposed algorithm has a parameter of η .
This section tries to find the best parameter for the proposed update operator for
several benchmark functions. The size of population for all the experiments is set
to 25, and the parameter is set to η=(1,2,3,4,5,10,15,20,25,30,35,40,45,50). Figure
1 shows the parameter setting for the proposed algorithm on Knapsack problem
and Generalized Schwefel’s Function 2.26. The results are averaged over 30 runs.
According to Figure 1, the best parameter for Knapsack problem repair type 1,
the best parameter is η=5, the best parameter for Knapsack penalty type 2 is η=20
and the best parameter for Generalized Schwefel is 10. This paper finds the best
parameter for the proposed update operator for several benchmark functions and the
results are summarized in Table 2. As it is clear in Table 2, for all the numerical
function problems the best parameter for the proposed update operator is 10.

4 Experimental Results

The proposed algorithm is compared with the original version of QEA to show the
improvement on QEA. The best parameters as found in previous sections are used
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Table 2 Best parameter for the proposed Update operator. The results are averaged over 30
runs

Problem η Problem η Problem η Problem η

Kpck Rep 1 5 Kpck Rep 2 35 Kpck Pen 1 5 Kpck Pen 2 20
Trap 2 Schwefel [16] 10 Rastrigin [16] 10 Ackley [16] 10
Griawank [16] 10 Penalized1 [16] 10 Penalized2 [16] 10 Kennedy [15] 10
Michalewicz [15] 10 Goldberg [15] 10 Sphere [16] 10 Rosenbrock [15] 10
Schwefel 2.21 [16] 10 Dejong [15] 10 Schwefel 2.22 [16] 10

in order to provide fair comparison between the proposed algorithm and the original
version of QEA. The parameters of QEA is set to the best parameters found in [1].
The experimental results are performed on Knapsack problem Penalty type 1 and 2,
Knapsack problem Repair types 1 and 2 (see Appendix), Trap problem and fourteen
numerical function optimization problems, for the dimension of 100 and 250. The
population size of all algorithms for all of the experiments is set to 25; termination
condition is set for a maximum of 2000 iterations for Knapsack and Trap problems
and 5000 iterations for the fourteen numerical functions. The parameter of QEA is
set to Table 1. The parameter of the proposed update operator is set to the values
found in previous section. Due to statistical nature of the optimization algorithms,
all results are averaged over 30 runs.

Table 3 shows the experimental results on the proposed magnetic optimization
update operator and Q-Gate update operator. According to Table 3, the proposed
update operator improves the performance of QEA significantly, and in all the ex-
perimental results, the proposed algorithm reaches better results. Additionally, the
standard deviation of the best reached results over 30 runs in the proposed update
operator is much smaller than Q-Gate. The small STD shows better performance for
the proposed algorithm.

Fig. 1 The effect of the parameter η on the performance of the proposed algorithm on Gen-
eralized Schwefel’s Function 2.26, Knapsack problem Penalty Type 2 and Trap problem.
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Table 3 Experimental results on Knapsack problem, Trap Problem and fourteen numerical
function optimization problems. The number of runs is 30. Mean and STD represent the
mean of best answers and standard deviation of best answers for 30 runs respectively. m is
the dimension of problem. The bold results are the best ones.

m=100 m=250
Q-Gate Magnetic Q-Gate Magnetic

Problem Mean STD Mean STD Mean STD Mean STD

Kpck Rep 1 373.73 4.79 387.04 0.90 907.53 18.37 1008.50 3.11
Kpck Rep 2 438.44 6.77 456.32 0.02 887.43 16.27 991.73 1.46
Kpck Pen 1 373.73 4.79 387.04 0.90 966.76 20.96 1086.27 4.15
Kpck Pen 2 434.97 7.20 456.29 0.05 930.56 18.26 1046.00 0.59
Trap 71.50 4.65 80.33 1.18 156.67 8.15 196.90 3.13
Schwefel 4.2 ×104 5558 7.6 ×104 1304 7.9 ×104 14101 1.8 ×105 2207
Rastrigin -1677 259 -252 35 -5858.41 720.78 -848.38 75.77
Ackley -17.91 0.12 -5.72 1.75 -18.21 0.13 -11.86 0.81
Griewank -32.18 5.79 -0.07 0.16 -127.65 23.17 -1.67 0.40
Penalized 1 -1.3 ×105 2.4 ×104 -33.45 288.06 -5.1 ×105 1.0 ×105 -1864 1179
Penalized 2 -3.0 ×104 7014 -107.60 69.05 -1.1 ×105 2.4 ×104 -1415 566
Michalewicz 32.99 6.33 80.97 1.372 51.79 15.07 190.24 2.86
Goldberg 46.40 3.76 89.01 1.07 93.77 12.14 212.65 2.04
Sphere Model -3.3 ×105 8.1 ×104 -1435 1176 -1.4 ×106 2.2 ×105 -1.8 ×104 4631
Schwefel 2.22 -4.10 0.61 -0.05 0.01 -5.73 0.54 -0.19 0.02
Schwefel 2.21 -172.70 6.15 -124.64 11.57 -189.44 2.14 -161.94 4.91
Dejong -2.2 ×107 8.3 ×106 -92603 48854 -2.6 ×108 7.3 ×107 -2.2 ×106 7.7 ×105

Rosenbrock -7.7 ×104 2.0 ×104 -2460 1311 -3.6 ×105 9.9 ×104 -1.2 ×104 3488
Kennedy -1.26 0.83 -0.0003 0.0003 -18.17 7.61 -0.003 0.002

5 Conclusion

This paper proposes a novel alternative for Q-Gate update operator. In the proposed
update operator the q-individuals are some magnetic particles being attracted to binary
solutionsbased on theirfitness. In comparisonwith Q-Gate theproposedupdateopera-
tor has two advantages. First the movement of q-individuals is not constant throughout
the search process and varies for various q-individuals and even various dimensions.
Second in the proposed update operator even the inferior binary solutions have effect
on the q-individuals but with smaller amplitude. Accordingly the interaction among
possible solutions is much more than Q-Gate and the inferior binary solutions par-
ticipate in the search process. The proposed algorithm has a parameter; this paper has
also investigated the effect of the parameter for several benchmark functions. The pro-
posed update operator is tested on several benchmark functions, and experimental re-
sults shows better performance for the proposed operator than Q-Gate. In our future
works we will focus on some operators to improve the performance of the proposed
algorithm and apply the proposed algorithm on some real problems.
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Improved Population-Based Incremental 
Learning in Continuous Spaces 

Sujin Bureerat* 

Abstract. Population-based incremental learning (PBIL) is one of the well-
established evolutionary algorithms (EAs). This method, although having out-
standing search performance, has been somewhat overlooked compared to other 
popular EAs. Since the first version of PBIL, which is based on binary search 
space, several real code versions of PBIL have been introduced; nevertheless, they 
have been less popular than their binary code counterpart. In this paper, a popula-
tion-based incremental learning algorithm dealing with real design variables is 
proposed. The method achieves optimization search with the use of a probability 
matrix, which is an extension of the probability vector used in binary PBIL. Three 
variants of the new real code PBIL are proposed while a comparative performance 
is conducted. The benchmark results show that the present PBIL algorithm outper-
forms both its binary versions and the previously developed continuous PBIL. The 
new methods are also compared with well-established and newly developed EAs 
and it is shown that the proposed real-code PBIL can rank among the high  
performance EAs. 

Keywords: Population-based incremental learning, evolutionary algorithms,  
performance comparison, meta-heuristics, continuous domains.  

1   Introduction 

Evolutionary algorithms (EAs) have long been regarded as alternative optimizers, 
apart from classical mathematical programming. This variety of optimizers is 
well-known and popular for their robustness, derivative – free searching and capa-
bility in tackling global optimization.  However, these methods have no guaran-
tees of convergence and search consistency. Moreover, they usually require a 
large number of function evaluations to achieve optimum solutions. With such ad-
vantages and disadvantages, there have been numerous evolutionary algorithms 
and meta-heuristic (MH) searches developed with the aim to enhance search  
                                                           
Sujin Bureerat 
Department of Mechanical Engineering, Faculty of Engineering,  
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performance whilst maintaining their outstanding abilities e.g. global optimization 
capability, derivative-free strategy, and robustness.  

Methods, such as genetic algorithm (GA), are said to be well-established and have 
been implemented on a wide range of real world applications. PBIL, on the other 
hand, has been proposed as an alternative binary code approach to GA. The method 
has been somewhat overlooked although it has an acceptable search performance 
when compared to some popular EAs. In this paper, population-based incremental 
learning dealing with real design variables is proposed. The method achieves optimi-
zation search with the use of a probability matrix, which is an extension of a probabil-
ity vector used in the binary PBIL. Three variants of the new real code PBIL are  
proposed while a comparative performance is performed. The benchmark results 
show that the present PBIL algorithm outperforms its binary versions and the previ-
ously developed continuous PBIL. The new methods are also compared with well-
established EAs, and some other newly developed algorithms. It is shown that the 
proposed real-code PBIL is considered among the best EAs. 

2   PBIL Algorithms 

The first version of PBIL is based upon a binary search space [1]. It was proposed as 
an alternative EA apart from the best known GA. The basic idea of binary PBIL is to 
use the so-called probability vector to represent a set of design solutions or population 
rather than using a set of binary design solutions as with GA. During the searching 
process, the probability vector is improved iteratively until termination conditions are 
met. This search strategy can be viewed as limiting a binary search space iteratively 
until reaching the optimum solution. The real-code versions of PBIL have been de-
veloped later, e.g. PBILI and PBILG [2-3]. Moreover, since the introduction of binary 
PBIL, a number of estimation distribution algorithms have been proposed, such as the 
bivariate marginal distribution algorithm [4], and multivariate interactions (e.g. 
Bayesian optimization algorithm [5]).  Multiobjective versions of PBIL have also 
been proposed [6] and implemented on a variety of engineering applications. The 
most outstanding feature of PBIL, when dealing with a multiobjective problem, is its 
ability to provide better population diversity. This means that an efficient, approxi-
mate, non-dominated set can be expected. The real code PBIL presented in this paper 
is developed for single objective optimization with box constraints, which can be  
expressed as:  

                                   Min f(x)     (1) 

                                                 Li ≤ xi ≤ Ui; i = 1… n                                              
                                                 x ∈ Rn 
 
where x is the vector of design variables size n×1, f is an objective function, Li are 
lower bounds of x, and Ui are upper bounds of x. 

For binary PBIL, the so-called probability vector, P, is used to create a binary 
population. Given that x is represented by a binary string, b, size Nb × 1, the  
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probability vector will have the same size as the binary design solution. The i-th  
element of the probability vector determines the number of ‘1’ bits on the row of a 
binary population {b1…bM}. If the population size is Nb×M, the i-th row of the 
population will have approximately PiM elements of ‘1’ in which their positions 
are randomly located.  

In continuous domains, it is more complicated to represent real number design 
solutions with a probability vector. From the previous work of continuous PBIL, 
PBILI and PBILG use a probability vector, whereas the histogram PBILH [3] pro-
poses the use of a probability matrix. In this work, a probability matrix similar to 
that used in PBILH’ is used; however, the search strategy and probability updating 
scheme are totally different from PBILH. Given that the probability matrix is sized 
n×T, the range [Li, Ui] is thus divided in to T equal parts leading to a set of points 
ai = {a0…aT} where a0 = Li and aT = Ui. Each element Pij indicates a number of xi 
in a current population, which have values in the j-th interval of ai. Initially, a ma-
trix A, size n×(T+1) whose i-th row contains ai, is created and used together with 
the probability matrix. The procedure to generate a real code population {x1…xM} 
is detailed in Fig. 1 where λ ∈ [0,1] is a uniform random number. The command 
lines 7-9 use a bias random generation so that yl has the possibility to be located at 
the bounds of the sub-interval [ai,j-1,aij].  

The main search procedure of the proposed real code PBIL starts with a prob-
ability matrix whose elements are set to be 1/T. A real number population is then 
created using the algorithm in Fig. 1. Having evaluated the objective function val-
ues of all the members in the population, the best individual, xbest, is detected and 
will be used for updating the probability matrix. The probability matrix updating 
scheme is given in Fig. 2. Note that mutation in the updating process is used to 
prevent premature convergence of the real-code PBIL. At the i-th loop, the r-th in-
terval of ai which contains xi

best is detected. The concept of updating the i-th row 
of P is to increase the value of Pir. The command lines 3-6 are proposed to prevent 
the premature convergence of the method. The command line 10 is activated so as 
to fulfill the condition 

                                                 
1

1

=∑
=

T

j
ijP .  (2) 

rand ∈[0,1] is a uniform random number generated every time the command line 
7 is activated. In this paper, the learning rate (LR0), mutation probability, and  
mutation shift (Ms) are set to be 0.5, 0.02, and 0.2 respectively. 

The probability matrix and the best individual are updated iteratively until the 
termination condition is met. The procedure of the real-code PBIL is given in  
Fig. 3 where NG is the maximum number of generations assigned for the termina-
tion condition.  
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Input: Pij, n, T, M, aij (A) 
Output: X = {x1, …, xM} 
1: For i = 1 to n
2: l = 0 
3: For j = 1 to T
4:  Nj = round(Pij.M) 
5:  For k = 1 to Nj

6:   Set l = l + 1 
7:   Assign yl = 0.9ai,j-1 + (1.1aij – 0.9ai,j-1) 
8:   If yl < ai,j-1; set yl = ai,j-1

9:   If yl > aij; set yl = aij

10:   If l = M, break 
11;  End 
12: End 
13: Set the i-th row of X = randomly_permutate(yl), l = 1, …, M
14:End 

 

Fig. 1 Creating real code design solutions from a probability matrix 

Input: old
ijP , xbest, aij, LR0, mutation probability, Ms

Output: new
ijP

1: For i = 1 to n

2: Search for the r-th interval of ai, which contains best
ix

3: For j = 1 to T
4:  ))(exp( 2

0 rjLL RR

5:  R
old

ijRij LPLP )1(

6: End 
7: If rand < mutation probability 
8: Select t  {1, …, T} randomly 
9: sitsit MrandroundPMP )()1(
10: Normalize P: 

ijT

j
ij

ij P

P

P

1

1

11: ij
new

ij PP

12: End 
 

Fig. 2 Probability matrix updating scheme 
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Input: NG, M, n, T, LR0, mutation probability, Ms, function name (fun) 
Output: xbest, fbest 
Initialization: Pij = 1/T, aij, x

best = {}  

1: For i = 1 to NG 
2: Generate a real code population X from Pij, aij (Algorithm 1) and find f = fun(X) 
3: Find new xbest from X and xbest from the previous generation 
4: Update Pij based on the current xbest (Algorithm 2) 
5: End  

Fig. 3 Real-Code Population-Based Incremental Learning 

 

Fig. 4 Transformation of probability matrices: Δ larger T (fine), ο smaller T (coarse) 

One of the parameters that influence the search performance of the proposed 
continuous PBIL is the number of columns of the probability matrix denoted by T. 
The coarser probability matrix (with lower value of T) is suitable for global search 
whereas the finer probability matrix is suitable for local search. In this paper, three 
variants of real-code PBIL are proposed as follows: 

RPBIL1 is a real-code PBIL using a constant size probability vector (default T = 30). 
RPBIL2 is a real-code PBIL using two probability matrices with different sizes. 

The coarse probability matrix is used for global search while, at the same time, the 
finer probability matrix is used for local search (default Tcoarse = 10, Tfine = 30). 
Each probability matrix is used to generate half of the solutions in a population. 

RPBIL3 is a real-code PBIL using an adaptive probability vector. The strategy 
is to start with a coarser probability matrix at the early iterations. As the algorithm 
proceeds, the value of T becomes larger. The transformation from coarser to finer 
probability matrices can be carried out by using linear interpolation. Fig. 4  
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displays the transformation from a particular row of a coarser matrix (T = 3) to a 
row of a finer matrix (T = 7). The marker “ο” represents the values of the coarser  
matrix elements whereas the marker “Δ” represent the values of the finer matrix  
elements. In this work, we use Tstart = 5, and Tend = 40 where T reaches Tend at the 
half way point of an optimization run and afterwards remains constant until the 
search is terminated.      

3   Performance Testing 

Measurement of the search performance of the proposed PBILs is carried out by 
using a number of testing objective functions. The computation results obtained 
from using PBILs will be compared with those obtained from using some well-
established and newly developed EAs. The implemented EAs are: binary-code ge-
netic algorithm (GA) [7], stud-genetic algorithm (SGA) [8], real-code ant colony 
optimization (ACO) [9], continuous scatter search (SS) [10], particle swarm opti-
mization (PSO) [11], charged system search (CSS) [12], fireworks algorithm (FA) 
[13], differential evolution (DE) [14],  covariance matrix adaptation evolution 
strategy (CMA-ES) [15], binary PBIL [1], PBILG [3], RPBIL1, RPBIL2, and 
RPBIL3. The PBILH, although being a predecessor closest to the proposed PBIL, 
will not be implemented because it uses all of the solutions in a population to up-
date the probability matrix, which means it is time-consuming. Moreover, all the 
objective function values need to be positive or converted to be positive before en-
tering an optimization process. This makes the algorithm difficult to use. The test-
ing functions are detailed in Table 1. Note that function expressions may not be 
shown herein as we have limited paper length. The functions are taken from [9] 
and [10] where they are traceable from their names. For each test function, all evo-
lutionary algorithms start with the same initial population and search for the opti-
mum 30 simulation runs. The number of iterations is set to be 10n while the popu-
lation size is set to be 7n, which means the optimization procedures are terminated 
after 10n×7n function evaluations. It should be noted that, from observation, most 
of the algorithms can usually locate near optimum areas in a few early iterations. 
Later on, they struggle to hit the real optima. Therefore, the assigned generation 
number and population size used in this paper are adequate for EAs to locate near 
optimum regions of unconstrained optimization problems rather than to drive EAs 
to strict optimum points. The best results the optimizers can explore in the last 
generation are taken as optimum results. Several methods, such as SS and FA, due 
to their search mechanisms, may not use the same number of generations and pop-
ulation size; however, they are assigned to exploit the same number of function 
evaluations as the others.   
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Table 1 Testing functions 

Function no., details [L,U]n Function no., details [L,U]n 
1, B2 [9]            
2, Beale [10]           
3, Booth [10]            
4,  Easom [9]            
5, Goldstein & Price [9]       
6, Martin & Gaddy [9]         
7, Matyas [10]            
8, Penny & Linfield* [7]      
9, Powersum [10]            
10, Branin [9]          
11, Shubert [10]            
12, Six Hump 
 Camel Back [10]        
13, Colville [10]            
14, Hartmann 3,4 [9]           
15, Shekel [9]           
16, Zakharov [9]            
17, Hartmann 6,4 [9]         

[-50,100]2 
[-4.5,4.5]2 
[-10,10]2 
[-

100,100]2 
[-2,2]2 
[-20,20]2 
[-5,10]2 
[-5,5]2 
[0,2]2 
[-5,15]2 
[-10,10]2 
[-5,10]2 
[-10,10]4 
[0,4]4 
[0,10]4 
[-5,10]5 
[0,6]6 

18, Griewangk [9]        
19, Perm [10]           
20, Perm0 [10]          
21, Cigar [9]            
22, Diagonal plane [9]    
23, Dixon & Price 

[10]           
24, Levy(n) [10]            
25, Powell(n) [10]          
26, Rastrigin(n) [9]         
27, Rosenbrock [9]         
28, Sum Squares [10]     
29, Schwefel [10]          
30, Trid(n) [10]           
31, Ackley(n) [10]          
32, Ellipsoid [9]            
33, Plane [9]            
34, Sphere [9]            
35, Tablet [9] 

[-5.12,5.12]10 
[-15,15]15 
[-15,15]15 
[-3,7]20 
[0.5,1.5]20 
[-10,10]20 
[-10,10]20 
[-4,5]20 
[-2.56,5.12]20 
[-5,5]20 
[-5,10]20 
[-500,500]20 
[-400,400]20 
[-15,30]30 
[-3,7]30 
[-0.5,1.5]30 
[-3,7]30 
[-3,7]30 

* )516(5.0)516(5.0)( 2
2
2

4
21

2
1

4
18 xxxxxxf +−++−=x  

4   Comparative Results 

Having performed 14 optimizers to solve 35 unconstrained optimization problems, 
the comparative results are given in Table 2. Each value in the table is the average 
of 30 near optimum values each method can search for. The average values are 
normalized with respect to the best and the worst methods, which can be  
expressed as:  

                                     minmax

min

ff

ff
f i
i −

−=                                                      (3) 

 
where fmin is the average near optimum value of the best method, and fmax is the 
average near optimum value of the worst method. By using Eq. 3, the best method 

will have 0=f whereas the worst method will have 1=f .  

From the overall comparison results, the five best methods are RPBIL3, ACO, FA, 
GA, and DE. For the functions F20 and F33, most of the optimizers can reach the real 
optima. Between the top two optimizers, RPBIL3 is better when the design variables 
vectors have smaller size while ACO is slightly superior when dealing with design 
variables with larger scale. However, the method that produces the best results for 
most of the optimization problems is CMA-ES. Among the PBIL variants, RPBIL3 is 
the best while the second best is RPBIL1. The third best is the original binary PBIL 
whereas the worst is RPBIL2. Based on the standard deviations of the near optimum 
values of the various optimizers which are not shown in the paper, all of the algo-
rithms do not have an acceptable search consistency. This could be due to the low 
number of generations and small population size being used.  
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Table 2 Comparative results by normalized function values 

Fn ACO CSS FA GA PSO SGA SS DE ES PB PG PR1 PR2 PR3 
1 0 0.007 0.016 0.507 0 1 0.018 0.01 0 0.429 0.032 0 0.043 0 
2 0.027 1 0.395 0.189 0 0.425 0.175 0.467 0.17 0.298 0.52 0.1 0.121 0.085 
3 0.004 0.048 0.021 0.367 0 1 0.135 0.159 0 0.214 0.066 0.023 0.575 0 
4 0.977 1 1 0.622 0.522 0.999 1 0.993 1 0.886 0.559 1 1 0 
5 0 0.712 0.036 0.358 0.181 0.92 0.527 0.242 0.333 0.295 0.084 0.11 1 0.108 
6 0.001 0.023 0.02 0.174 0.002 1 0.073 0.066 0 0.589 0.018 0.004 0.315 0 
7 0.034 0.067 0.085 0.375 0.02 0.585 0.515 0.228 0 1 0.926 0.073 0.146 0.001 
8 0.038 0.16 0.336 0.091 1 0.193 0.092 0.031 0.545 0.128 0.032 0.71 0.007 0 
9 0.009 0.009 0.063 0.191 0.086 1 0.082 0.096 0 0.571 0.073 0.009 0.456 0.009 

10 0.382 0.018 0.042 0.135 0.285 1 0.15 0.368 0.603 0.319 0.288 0.019 0.366 0 
11 0.459 0.295 0.103 0.194 0.265 0.199 0.506 0.416 1 0.126 0.244 0.123 0.07 0 
12 0.025 0.151 0.083 0.156 0.173 0.391 0.255 0.09 0 0.196 0.094 1 0.144 0.027 
13 0.077 0.062 0.118 0.083 0.052 0.075 0.078 0.211 0 0.082 1 0.045 0.13 0.056 
14 0 1 0.004 0.036 0.336 0.37 0.051 0.001 0.129 0.091 0.168 0.144 0.221 0.011 
15 0 0.098 0.867 0.399 0.542 1 0.186 0.687 0.439 0.962 0.822 0.661 0.342 0.027 
16 0.026 0.007 0.02 0.473 0.262 1 0.188 0.232 0 0.742 0.262 0 0.635 0.005 
17 0 1 0.102 0.194 0.904 0.312 0.524 0.047 0.911 0.328 0.192 0.263 0.102 0.26 
18 0.502 0 0.099 0.062 0.083 0.103 0.01 0.589 1 0.044 0.317 0.058 0.715 0.028 
19 0 0.447 0.585 0.032 0.8 0 0.24 0 0.201 0.059 0.341 1 0.3 0.956 
20 0 0 0 0 0 0.172 0 0.001 0 0 0 0 1 0 
21 0 0 0.005 0.054 0.04 0.1 0.032 0.006 0 0.186 0.737 0.01 1 0.007 
22 0 0.015 0 0.001 1 0 0.057 0 0 0.022 0 0.057 0.035 0.053 
23 0 0 0 0.001 0.003 0.001 0 0.001 0 0.003 0.041 0 1 0 
24 0.007 0 0.31 0.013 0.16 0.112 0.012 0.042 0.005 0.119 0.209 0.085 1 0.091 
25 0.003 0 0.001 0.016 0.021 0.047 0.002 0.007 0 0.057 0.152 0.006 1 0.003 
26 0.886 0.259 0.371 0 0.319 0.26 0.352 0.462 0.087 0.114 1 0.615 0.678 0.424 
27 0.003 0.002 0.002 0.005 0.021 0.008 0.003 0.017 0 0.017 0.088 0.014 1 0.005 
28 0 0 0.006 0.052 0.218 0.308 0.04 0.012 0 0.245 1 0.012 0.783 0.01 
29 0.955 0.109 0.394 0 0.716 0.031 0.789 0.402 0.63 0.107 0.832 0.603 1 0.435 
30 0.124 0.289 0 0.384 1 0.512 0.619 0.071 0.153 0.455 0.897 0.442 0.644 0.329 
31 0.202 0.109 0.187 0.363 0.663 0.646 0.447 0.359 0 0.543 1 0.287 0.941 0.271 
32 0.002 0 0.016 0.047 0.354 0.118 0.056 0.014 0 0.172 1 0.046 0.552 0.018 
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
34 0.003 0 0.004 0.045 0.405 0.457 0.079 0.026 0 0.136 1 0.019 0.702 0.011 
35 0 0 0.001 0.018 0.932 0.125 0.024 0.004 0 0.053 0.448 1 0.423 0.722 

total 4.746 6.887 5.292 5.637 11.36 14.46 7.317 6.357 7.206 9.588 14.44 8.538 18.44 3.952 

* PB = binary PBIL, PG = PBILG, PR1 = RPBIL1, PR2 = RPBIL2, PR3 = RPBIL3, ES =      
CMA-ES. 

Table 3 provides an alternative comparison which is based on a ranking  
approach. For each testing function, the 14 optimizers are ranked based on their 
average values in Table 2, where the better methods have smaller scores. Based on 
the total scores, the top five optimizers are slightly different from the first com-
parison, which can be ranked in order as ACO, CMA-ES, RPBIL3, CSS, and FA. 
CMA-ES produces the most number one rankings. Other conclusions are  
somewhat similar to the comparison in Table 2.  



Improved Population-Based Incremental Learning in Continuous Spaces 85
 

Table 3 Comparative results by ranking 

Fn 
No. ACO CSS FA GA PSO SGA SS DE ES PB PG PR1 PR2 PR3 

1 1 6 8 13 1 14 9 7 1 12 10 1 11 1 
2 2 14 10 8 1 11 7 12 6 9 13 4 5 3 
3 4 7 5 12 1 14 9 10 1 11 8 6 13 1 
4 6 9 9 4 2 8 9 7 9 5 3 9 9 1 
5 1 12 2 10 6 13 11 7 9 8 3 5 14 4 
6 3 8 7 11 4 14 10 9 1 13 6 5 12 1 
7 4 5 7 10 3 12 11 9 1 14 13 6 8 2 
8 5 9 11 6 14 10 7 3 12 8 4 13 2 1 
9 2 2 6 11 9 14 8 10 1 13 7 2 12 2 
10 12 2 4 5 7 14 6 11 13 9 8 3 10 1 
11 12 10 3 6 9 7 13 11 14 5 8 4 2 1 
12 2 8 4 9 10 13 12 5 1 11 6 14 7 3 
13 7 5 11 10 3 6 8 13 1 9 14 2 12 4 
14 1 14 3 5 12 13 6 2 8 7 10 9 11 4 
15 1 3 12 6 8 14 4 10 7 13 11 9 5 2 
16 6 4 5 11 9 14 7 8 1 13 9 1 12 3 
17 1 14 3 6 12 9 11 2 13 10 5 8 3 7 
18 11 1 8 6 7 9 2 12 14 4 10 5 13 3 
19 1 10 11 4 12 1 7 1 6 5 9 14 8 13 
20 1 1 1 1 1 13 1 12 1 1 1 1 14 1 
21 1 1 4 10 9 11 8 5 1 12 13 7 14 6 
22 1 8 1 7 14 1 12 1 1 9 1 12 10 11 
23 1 1 1 8 11 8 1 8 1 11 13 1 14 1 
24 3 1 13 5 11 9 4 6 2 10 12 7 14 8 
25 5 1 3 9 10 11 4 8 1 12 13 7 14 5 
26 13 4 8 1 6 5 7 10 2 3 14 11 12 9 
27 4 2 2 6 12 8 4 10 1 10 13 9 14 6 
28 1 1 4 9 10 12 8 6 1 11 14 6 13 5 
29 13 4 5 1 10 2 11 6 9 3 12 8 14 7 
30 3 5 1 7 14 10 11 2 4 9 13 8 12 6 
31 4 2 3 8 12 11 9 7 1 10 14 6 13 5 
32 3 1 5 8 12 10 9 4 1 11 14 7 13 6 
33 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
34 3 1 4 8 11 12 9 7 1 10 14 6 13 5 
35 1 1 4 6 13 9 7 5 1 8 11 14 10 12 
total 140 178 189 248 287 343 263 247 148 310 330 231 364 151 

5   Conclusions and Discussion 

Three versions of new real-code population-based incremental learning are  
proposed. The methods use a probability matrix to represent a set of real design vari-
ables during the search procedure. The comparative results show that the proposed 
real-code PBIL is comparable to high performance evolutionary algorithms. It should 
be noted that a more reliable comparison should be made based on a statistical ap-
proach rather than by comparing the average objective values directly. Since RPBIL3 
outperforms the other PBIL versions, it can be concluded that the probability matrix 
should start with a low resolution at early iterations. This will help the PBIL to per-
form a global search. The probability matrix resolution becomes higher in the later  
iterations so as to make a fine search for the real optimum. For the other versions, 
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RPBIL1, which uses one fine probability matrix, is superior to RPBIL2, which uses 
both coarse and fine probability matrices at the same time. This result is due to use of 
the finer probability matrix tends to produce a better search performance than the use 
of the coarser one. Since RPBIL2 uses the coarser probability matrix to produce half 
of the solution members throughout the simulation run, it therefore has an inferior 
performance when compared to the other two RPBIL variants. The proposed real-
code PBIL, with adaptive probability matrix, is an algorithm that performs among the 
best EAs. It is possible to enhance its search performance by hybridizing it with some 
other efficient evolutionary operators.  
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Particle Swarm Optimization in the EDAs
Framework

Valentino Santucci and Alfredo Milani

Abstract. Particle Swarm Optimization (PSO) is a popular optimization tech-
nique based on swarm intelligence concepts. Estimation of Distribution Algorithms
(EDAs) are a relatively new class of evolutionary algorithms which build a prob-
abilistic model of the population dynamics and use this model to sample new
individuals. Recently, the hybridization of PSO and EDAs is emerged as a new
research trend. In this paper, we introduce a new hybrid approach that uses a mix-
ture of Gaussian distributions. The obtained algorithm, called PSEDA, can be seen
as an implementation of the PSO behaviour in the EDAs framework. Experiments on
well known benchmark functions have been held and the performances of PSEDA
are compared with those of classical PSO.

1 Introduction and Related Work

Particle swarm optimization (PSO) [9] is a population-based stochastic approach
mainly used for solving continuous optimization problems (although some attempts
to handle combinatorial problems have been proposed [8]). Inspired by the be-
havioural model of bird flocking, a population of particles (the candidate solutions)
move in the search space at the quest of the optimum point.

Estimation of Distribution Algorithms (EDAs) [10] are a class of evolutionary al-
gorithms (EAs) where a population of candidate solutions is sampled from a proba-
bilistic model learned from the previous generations. Hence, conversely of classical
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EAs, EDAs does not use variation operators (like crossover or mutation), but rely
on purely probabilistic methods. Although mainly used for discrete problems, some
continuous EDAs applications have been proposed [3].

Recently, the hybridization of PSO and EDAs is emerged as a new research trend.
A significant work to mention is EDA-PSO [17] where the next generation popula-
tion is built using PSO or EDA method on the basis of a continuously updated prob-
ability. Instead, in [2] the population is splitted into chunks, hence the intra-chunk
update follows PSO rules, while the global update is based on an EDA scheme.
Another approach is EDPSO [7], which also relies on an Ant Colony Optimiza-
tion (ACO) variant for continuous domains [14]. Finally, we mention PSO Bounds
[6], which uses an EDA scheme to manipulate the allowable bounds for the PSO
particles.

Unlike the various PSO-EDA hybridization proposals, our algorithm (PSEDA)
can be seen as a PSO implementation in the EDAs framework. The genotype of a
PSEDA individual shares various properties with that of a PSO particle. Further-
more, PSEDA and PSO base their behavioural dynamics on the same attractive
points. The notable difference with respect to PSO is the absence of velocities, while
the main innovation with respect to usual EDAs is the learning of an independent
probability distribution model for each individual.

The rest of the paper is organized as follows. A brief background about PSO and
EDAs are covered in Sections 2 and 3. The proposed PSEDA is explained in Section
4, while some experimental results about it are provided in Section 5. Conclusions
are drawn in Section 6 where some considerations and future lines of research are
reported.

2 Particle Swarm Optimization

PSO denotes a class of metaheuristics introduced by Kennedy and Eberhart [9]
where the algorithm scheme is inspired by the collective behaviour of flocks of
birds.

A PSO swarm is composed by a set of n particles P = {p1, p2, . . . , pn} intercon-
nected in a graph that defines a neighborhood relation among them, i.e. for each
particle pi its neighborhood set Ni ⊆ P is defined (in the following we assume, as
it is in general, that pi ∈ Ni). The position of a particle represents a candidate solu-
tion of the given optimization problem represented by the objective/fitness function
f : Θ →R with Θ ⊆ Rd (the region of feasible solutions) to be minimized (or max-
imized). Each particle, as time passes, adjusts its position, i.e. it explores search
space, according to its own experience as well as the experience of its neighbours.
In this way PSO combines cognitive and social strategies in order to focus the search
of the swarm toward the most promising areas.

At any time step t (with t ∈ N) the genotype of a particle pi is formed by the
following d-dimensional vectors (where d is the dimensionality of the search space):

• xi,t , i.e. the particle position,
• vi,t , i.e. the particle velocity,
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• bi,t , i.e. the particle personal best position ever visited until time step t,
• li,t , i.e. the best position ever found among its neighbours until time step t.

In the more usual PSO implementation, a complete network is adopted as neighbor-
hood graph. In this case the li,t values are replaced by a global gt that is the same
for all the particles thus improving the efficiency of the algorithm. We will call this
implementation global PSO (gPSO).

PSO starts by assigning random positions within the feasible region Θ . Further-
more, velocities are usually initialized to small random values in order to prevent
particles from leaving the search space in the early iterations.

During a main loop, velocities and positions are iteratively updated until a stop
criterion is met (e.g. a given amount of fitness evaluations has been performed). The
update rules are:

vi,t+1 = ωvi,t + ϕ1r1,t(bi,t − xi,t)+ ϕ2r2,t(li,t − xi,t) (1)

xi,t+1 = xi,t + vi,t+1 (2)

Weights in (1) respectively represent the inertia ω and the acceleration factors ϕ1

and ϕ2. Instead, r1,t and r2,t are two random numbers uniformly distributed in [0,1].
The three terms of the velocity update rule (1) characterize the behaviour of the
particles. The first term, called inertia or momentum, serves as a memory of the
previous flight trajectory and prevents a particle from drastically changing direc-
tion. The second term is the cognitive component that models the tendency of the
particles to return to the previously found personal best position. Finally, the third
term represents the social component and quantifies the velocity contribution of the
neighbours (or of the entire swarm in the gPSO case).

The (personal and social) best positions are updated whenever there is an im-
provement in fitness. More formally (in the case of a minimization problem):

bi,t+1 =
{

xi,t+1 if f (xi,t+1)≤ f (bi,t)
bi,t otherwise

(3)

li,t+1 = arg min
j:p j∈Ni

f (b j,t+1) (4)

In the gPSO case the assignment (4) becomes:

gt+1 = arg min
1≤i≤n

f (bi,t+1) (5)

Sometimes the particles can exceed the bounds of the feasible search space Θ . There
are several solutions to this problem [13], but generally the preferred one is to ran-
domly reset an out-of-bounds component between the previous position and the
bound exceeded according to:

xi,t+1,k =
{

xi,t,k + r(uk− xi,t,k) if xi,t+1,k > uk

xi,t,k− r(xi,t,k− lk) if xi,t+1,k < lk
(6)
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where r is a random number in [0,1], k is the index of the exceeding component and
lk, uk are, respectively, the lower and upper bounds for this component. Conversely
of a completely random restart, in this way the original direction of the particle is
somehow preserved.

Finally, note that a lot of studies on the PSO parameters tuning have been done.
However, in [4] it has been proved that a good general setting, able to allow the
swarm convergence without the need of bounds for the velocity components, is the
following: ω = 0.7298, ϕ1 = ϕ2 = 1.49618.

3 Estimation of Distribution Algorithms

Estimation of Distribution Algorithms (EDAs) [10] are a recently new scheme of
evolutionary algorithms (EAs). The main difference with the other EAs is that EDAs
rely on a probabilistic model and do not use variation operators such as crossover
or mutation. They select some solutions from the current population and perform a
learning procedure on them. In this learning phase EDAs build a probability distri-
bution model (PDM) basing on some selected solutions. Successively, the solutions
for the next generation are sampled from that model.

More precisely, EDAs perform the following steps:

0. Randomly generate n initial solutions.
1. Select m ≤ n solutions from the current population according to a selection

method.
2. Build a probability model PDM basing on the m selected solutions.
3. Replace q≤ n members of the current population by new solutions sampled from

the probability model PDM.
4. If a stop criterion is not met go back to step 1.

The selection method in step 1 usually chooses the best m solutions basing on their
fitness, although sometimes a stochastic method (like a fitness proportional selec-
tion) is preferred in order to maintain a certain degree of diversity. Instead, the re-
placement method in step 3 generally substitutes the q worst members, so the EDA
presents an elitist behaviour1.

The model built in step 2 generally assumes the form of a set of probability
distributions, one for each dimension of the search space. For example, in the case
that the genotype is a bitstring of length d, the PDM could consist in a vector of d
probability values pi (with 1≤ i≤ d) where each pi is the probability that the ith bit
is a 1. Note that sometimes the PDM is a multivariate probability distribution.

Finally, we report that, although EDAs have been originally introduced to tackle
combinatorial optimization problems, recently, numerical applications have also
been proposed [3].

1 Note that there is no elitism if q = n.
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4 Particle Swarm Estimation of Distribution Algorithm

Particle Swarm Estimation of Distribution Algorithm (PSEDA), more than an hy-
bridization between PSO and EDAs, can be seen as a PSO implementation in the
EDAs framework. The notable difference with respect to PSO is the absence of ve-
locities, while the main innovation with respect to usual EDAs is the learning of an
independent probability distribution model (PDM) for each individual (other than
for each dimension).

In order to understand how the PSO position update process is simulated in
PSEDA, we first analyze the PSO rules (1) and (2). In (2) the new particle posi-
tion depends on its current position and on its velocity, which in turn is a function of
the previous velocity, the personal best position, the social best position, and, again,
the current position (see rule (1)). Summarizing and simplifying, we can say that
xi,t+1 depends on xi,t , bi,t , and li,t . Note that this is a coarse simplification since we
have omitted the previous velocity value vi,t , however, this component is somehow
reintroduced later in the probability model.

Before explaining the PSEDA learning procedure, we note that, as usual in con-
tinuous optimization, the objective function f is provided with its feasible region
Θ = [lk,uk]d ⊆ Rd (with 1≤ k ≤ d).

As aforementioned, in PSEDA, a PDM is independently built for each one of the
n population individuals. Let d be the dimensionality of the search space, then each
PDM is modeled by d mixtures of (univariate) probability distributions (i.e. a mix-
ture for each dimension of the problem). The probability distributions composing
the mixture Mi,t,k of the kth dimension of individual i at time step t are:

1. TNx
i,t,k(xi,t,k,σt ; lk,uk), i.e. a Gaussian distribution, with mean xi,t,k and standard

deviation σt , truncated in [lk,uk],
2. TNb

i,t,k(bi,t,k,σt ; lk,uk), i.e. a Gaussian distribution, with mean bi,t,k and standard
deviation σt , truncated in [lk,uk],

3. TNl
i,t,k(li,t,k,σt ; lk,uk), i.e. a Gaussian distribution, with mean li,t,k and standard

deviation σt , truncated in [lk,uk],
4. Uk(lk,uk), i.e. a continuous uniform distribution in [lk,uk],
5. Mi,t−1,k(xi,t−1,k,bi,t−1,k, li,t−1,k;σt ; lk,uk), i.e. a relaxed version of the previous

mixture distribution for the same dimension of the same particle. This mixture
is composed by the three truncated (in [lk,uk]) Gaussians with means xi,t−1,k,
bi,t−1,k, li,t−1,k and standard deviation σt .

At the end of every generation, once built the PDMs, a new individual position is
sampled from the mixture distributions that form its PDM.

In this way, the three truncated Gaussians (TN) ensure that the attractive points
of PSO (xi,t , bi,t , li,t ) are attractive also for PSEDA (since they are the means of
the Gaussians). The uniform component of the mixture (U) is introduced in order
to regulate the exploration degree of PSEDA. Finally, the last component of the
mixture Mi,t−1,k, a relaxed version of the previous mixture Mi,t−1,k, plays the role of
the previous velocity in PSO rule (1).
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In each one of the (truncated) Gaussian distributions, at time step t, a common
standard deviation σt is used. This parameter, although in a different way from the
uniform distribution Uk, is significant for the exploration/exploitation balance of the
algorithm. In order to match the more common EAs best practices [1], σt should
be relatively large in early generations (favoring exploration) and relatively small in
later generations (favoring exploitation). For this reason we have decided to shade
σt from a relatively great to a relatively small value with the passing of generations.
After some preliminary experiments we have decided to shade σt from 1/10 to
1/106 of the dimension length (uk− lk). More formally:

σt =
uk− lk

t 106−10
G + 10

(7)

where G is the maximum number of generations allowed in a computation.
As well known, the probability density function (pdf ) of a mixture distribution

is a convex combination of the pdf s of its component distributions [16]. Let gx(z),
gb(z), gl(z), gu(z), gm(z) be the pdf s of the five component distributions (note that,
in order to have a clear notation, we have omitted some indices), then the pdf m(z)
of the mixture distribution Mi,t,k is:

m(z) = wxgx(z)+ wbgb(z)+ wlgl(z)+ wugu(z)+ wmgm(z) (8)

where the weights wx, wb, wl , wu, wm are non-negative values2 that sum up to 1.
Obviously, these values allow to regulate the contribution of the different component
distributions. Hence we have five weights against the three of PSO. However, as
illustrated in Section 5, we can set them proportionally with respect to the PSO
parameters (i.e.: ω , ϕ1, ϕ2) that we would have chosen for the given problem. In
this way, the PSO concepts of inertia, cognitive acceleration and social acceleration
are even more preserved.

Summarizing, the genotype of a PSEDA individual is composed, other than by
the current position xi,t , the personal best bi,t , and the social best li,t , also by the same
values at the previous generation, i.e. xi,t−1, bi,t−1, li,t−1. Indeed, these are needed for
computing the distribution3 Mi,t−1,k. The complete algorithm for PSEDA is shown
in Algorithm 1.

In PSEDA, exactly as in PSO, in order to have the social best values, a neigh-
borhood relation among the individuals must be defined. In the case that a complete
network is adopted as neighborhood graph, the li,t values can be replaced by a global
gt thus improving the space/time efficiency of the algorithm. Similarly as in PSO,
we call this implementation gPSEDA.

Finally, note that a mixture distribution can be easily sampled as explained in
[16], while a truncated Gaussian can be sampled either using the accept-reject
method (more suitable when σt is small) or the inverse cumulative function method

2 Note that, for sampling Mi,t,k, only the weights wx, wb, wl are needed. Hence, in this case,
they are temporarily normalized in order to sum up to 1.

3 This genotype richness ensures an elitist behaviour at the algorithm.
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Algorithm 1 PSEDA
1: procedure PSEDA
2: Randomly generate n initial solutions and evaluate them
3: t← 1
4: while t ≤max t do
5: for all individuals i do
6: for all dimensions k do
7: Learn the mixture distribution Mi,t,k
8: end for
9: Store previous positions xi,t−1, bi,t−1, li,t−1

10: for all dimensions k do
11: Sample xi,t,k from Mi,t,k
12: end for
13: Evaluate individual i
14: Update personal best bi,t
15: end for
16: Update social best li,ts
17: Update standard deviation σt

18: t← t +1
19: end while
20: end procedure

(more suitable when σt is large) [5]. With this approach, out-of-bounds individuals
become no more possible, hence, repair procedures, as in PSO, are not needed.

5 Experiments

The performances of PSEDA have been evaluated on a suite of eight well known
benchmark functions. These functions are non-noisy, non-translated, non-rotated
versions of those proposed in [15] for the real-parameters optimization competition
at CEC 2005. They are: sphere, ellipsoid, Rosenbrock, Griewank, Ackley, Rastrigin,
Weierstrass, and extended Schaffer. This suite presents a variegate combination for
what regards the properties of modality and separability of the composing functions.

Each benchmark is investigated with dimensionality d = 10. An execution is re-
garded convergent if f (x)− f (xopt) < ε , on the other hand, the execution will be
aborted if the number of fitness evaluations (NFES) exceeds the allowed cap of
300,000. In Table 1, for each benchmark, its function definition, the optimization
interval and the ε value used for it are reported.

The performances of a fully connected PSEDA (gPSEDA) are compared with
those of a classical fully connected PSO (gPSO). The gPSO parameters are those
widely used in literature and suggested in [4], i.e.: ω = 0.7298, ϕ1 = ϕ2 = 1.49618.
Also gPSEDA has some parameters to be set. After some preliminary tests, and
inspired from the usual values for the mutation rate parameter of classical genetic
algorithms [11] (it regulates the exploration degree as wu), we have set the explo-
ration weight wu to a small value, i.e. wu = 0.05. Instead, since the other parameters
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Table 1 Experiments Setup

Function Definition Opt. Interval ε

f1(x) = ∑d
i=1 x2

i [−100,100]d 10−6

f2(x) = ∑d
i=1(106)

i−1
d−1 x2

i [−100,100]d 0.5

f3(x) = ∑d−1
i=1

(
100(x2

i −xi +1)2 +(xi−1)2
)

[−100,100]d 10−6

f4(x) = ∑d
i=1 x2

i /4000−∏d
i=1 cos(xi/

√
i)+1 [−300,300]d 0.5

f5(x) =−20exp

(
−0.2

√
1
d ∑d

i=1 x2
i

)
−exp

( 1
d ∑d

i=1 cos(2πxi)
)
+20+e [−100,100]d 10−2

f6(x) = ∑d
i=1(x

2
i −10cos(2πxi)+10) [−5,5]d 10−2

f7(x) = ∑d
i=1 ∑20

k=0 0.5k cos(2π ·3k · (xi +0.5))−d ∑20
k=0 0.5k cos(2π ·3k ·0.5) [−0.5,0.5]d 0.5

f8(x) = ∑n−1
i=1 S(xi,xi+1)+S(xn,x1), where S(x,y) = 0.5+ sin2 (

√
x2+y2)−0.5

(1+0.001(x2+y2))2 [−100,100]d 0.5

have a similar meaning of those of PSO, we have decided to set them proportionally
with respect to those used for gPSO and reported above. Let s = ω + ϕ1 + ϕ2, then
wx = (1−wu) ·0.5 · ω

s = 0.09313, wb = (1−wu) · ϕ1
s = 0.38187, wl = (1−wu) · ϕ2

s =
0.38187, wm = (1−wu)·0.5 · ω

s = 0.09313. Other than consistent with the usual PSO
parameters setting, our choice is resulted better than other settings that we have tried
in some preliminary experiments (although more systematic tests are still needed).

In order to eliminate the randomness of the statistical results, for each benchmark
30 executions have been held. In each experiment, the convergence probability Pc

(i.e. the number of convergent executions above the total number of executions) and
the average NFES of all convergent executions C are recorded. These two indices
are also synthesized in the quality measure Qm = C/Pc suggested in [15].

Table 2 Experimental Results

gPSEDA gPSO
Benchmark C Pc Qm C Pc Qm

f1 66788 1.00 66788 4227 1.00 444222222777
f2 71651 1.00 71651 5631 0.93 666000333555
f3 - 0.00 - 214373 0.10 222111444333777333000
f4 1787 1.00 111777888777 2507 0.97 2585
f5 5447 1.00 5447 2527 1.00 222555222777
f6 8397 1.00 888333999777 - 0.00 -
f7 8263 1.00 888222666333 3050 0.20 15250
f8 6234 0.97 666444444777 - 0.00 -

In Table 2, the performance indices C, Pc, and Qm are reported both for gPSEDA
and for gPSO. The results show that gPSEDA is not as efficient as gPSO on the
unimodal benchmarks ( f1, f2) and on the Rosenbrock function ( f3), a multimodal
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function with a very small number of optima. However, on the other multimodal
benchmarks, gPSEDA clearly outperforms gPSO both in convergence (C) than in
probability of convergence (Pc) (apart on Ackley function f5, a famous good bench-
mark for PSO, where the results are anyhow similar). The best results are obtained
on Rastrigin function f6 and on extended Schaffer function f8, where our approach
is able to reach a near optimum solution with a small amount of NFES and with a
full convergence. Instead gPSO, on these benchmarks was never able to reach a near
optimum solution before the allowed cap of NFES. Since f6 is a separable function
and f8 is non-separable, we can conclude that PSEDA, with respect to PSO, is very
versatile, other than efficient, on those problems that present a certain complexity.

6 Conclusion and Future Work

In this paper Particle Swarm Estimation of Distribution Algorithm (PSEDA), an
hybridization of PSO and EDAs, has been introduced by implementing the PSO
dynamics in the EDAs framework. The velocity concept of PSO has been simulated
in PSEDA by a probability distribution model where the PSO attractive positions
are used as peaks of probability.

Regarding PSEDA from the viewpoint of EDAs, the innovation introduced is the
learning and the sampling of an independent probability distribution model for each
individual and for each dimension.Furthermore, conversely ofclassical EDAs, elitism
is maintained despite the entire population update from one generation to the next.

Experimental results show that PSEDA improves the performances with respect
to classical PSO on problems that present a certain complexity on their landscapes.
Further experiments are still needed to confirm the positive results on a wider range of
benchmarks, such as rotated, translated and noisy functions. Furthermore, in order to
provide a better understanding of the PSEDA behaviour, an analysis of the parameters
setting and of the standard deviation regulation are planned for the future.

Note that, a comparison with respect to a continuous EDA scheme has been not
reported since all the continuous EDAs in literature use multivariate PDMs. Indeed,
for this reason the results would have been not comparable. However, our approach,
through a future introduction of a multivariate PDM, could allow to incorporate an
inter-dimension dependencies learning procedure in PSO.

Another future line of research is the discretization of PSEDA. Indeed, PSEDA
can be easily converted to handle discrete search spaces by using mixtures of discrete
probability distributions. For example, the continuous Gaussian distributions can be
replaced by discrete binomial distributions in the case of ordered discrete search
spaces, or by probability histograms of the form ”needle in a haystack” in the case
of purely combinatorial (or symbolic) search spaces (those without an ordered struc-
ture). This discretization process, once formalized and experimented, jointly with
the continuous PSEDA described in this paper, could allow to handle several prac-
tical applications that generally consist of hybrid continuous/combinatorial spaces
(i.e. search spaces where some dimensions are continuous and other ones are combi-
natorial). Imagine, for example, the automatic testing scenario where an industry,
before commercializing an engineering product, must test the product in order to
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optimize some features (e.g. the aerodynamics of an airplane that is repetitively tested
with a scale model in an automatized and robotized wind tunnel using a sort of trial-
and-error method). Finally, another practical application, already approached with
a similar technique [12], is the optimization of web content presentations using the
users feedback as an online fitness function to optimize.
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Differential Evolution Based Bi-Level
Programming Algorithm for Computing
Normalized Nash Equilibrium

Andrew Koh

Abstract. The Generalised Nash Equilibrium Problem (GNEP) is a Nash game with
the distinct feature that the feasible strategy set of a player depends on the strate-
gies chosen by all her opponents in the game. This characteristic distinguishes the
GNEP from a conventional Nash Game. These shared constraints on each player’s
decision space, being dependent on decisions of others in the game, increases its
computational difficulty. A special solution of the GNEP is the Nash Normalized
Equilibrium which can be obtained by transforming the GNEP into a bi-level pro-
gram with an optimal value of zero in the upper level. In this paper, we propose a
Differential Evolution based Bi-Level Programming algorithm embodying Stochas-
tic Ranking to handle constraints (DEBLP-SR) to solve the resulting bi-level pro-
gramming formulation. Numerical examples of GNEPs drawn from the literature
are used to illustrate the performance of the proposed algorithm.

1 Introduction

In a game when a rational agent optimizes her welfare in the presence of others
symmetrically doing the same simultaneously, game theory [23] provides a way
to analyze the strategic decision variables of all players. The solution concept of
such games was analyzed by Nash in [16]. A game is considered to have attained a
Nash Equilibrium (NE) if no one player can unilaterally improve her payoff given
the strategic decisions of all other players. While establishing that an outcome is
not a NE (by showing that a player can profitably deviate) is usually not difficult,
determining the NE itself is more challenging. A review of some deterministic and
stochastic methodologies for determination of NE is found in [13].
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This paper is concerned with a special class of Nash Games known as the Gen-
eralized Nash Equilibrium Problem (GNEP). In the GNEP, the players’ payoffs and
their strategies are continuous (and subsets of the real line) but more importantly
the GNEP possesses the distinctive feature that players face constraints depending
on the strategies their opponents choose. This feature is in contrast to more com-
mon Nash Game where the utility/payoff/reward the players obtain depend solely
on the decisions they make and their actions are not restricted because of the strate-
gies chosen by others. The ensuing constrained action space in GNEPs makes them
more difficult to resolve than conventional Nash games discussed in monographs
such as [23]. We point out in passing that the solution algorithm proposed in this
paper can be easily applied to conventional Nash games (see below).

This paper is structured thus. Following this introduction, we introduce the GNEP
formally along with the various game theoretic terminologies. In Sect 3 the key re-
sult emphasized is that the GNEP can be formulated as a bi-level program. Sect 4
outlines DEBLP-SR, a Differential Evolution based algorithm integrated with de-
terministic gradient based solvers and embodying stochastic ranking to resolve the
resulting bi-level formulation. Numerical examples from the literature are discussed
in Sect 5. Results of runs using the proposed DEBLP-SR are presented in Sect 6 and
Sect 7 wraps up with some concluding remarks.

2 Nash Equilibrium and the GNEP

This section introduces the notation used throughout this work. The GNEP is a sin-
gle shot normal form game with a set N of players indexed by i ∈ {1,2, ...,n} and
each player can play a strategy xi ∈ Xi which all players are assumed to announce
simultaneously. X ⊆ Rm is the collective action space for all players. In a standard

Nash Game, X =
n
∏
i=1

Xi. X is thus equal to the Cartesian product. In contrast, in a

GNEP, the feasible strategies for player i ∈ N depend on the strategies of all other
players [1],[4],[10],[21]. We denote the feasible strategy space of each player by
the point to set mapping: Ki : X−i→ Xi,∀i ∈ N that emphasizes the ability of other
players to influence the strategies available to player i [4],[7],[21]. The distinction
between a conventional Nash game and a GNEP is therefore analogous to the dis-
tinction between unconstrained and constrained optimization.

To emphasize the variables chosen by player i, we write x ≡ (xi,x−i) where x−i

is the combined strategies of all players in the game excluding that of player i i.e.
x−i ≡ (x1 , ...,x(i−1) ,x(i+1) , ...,xn). Critically note that the notation (xi,x−i) does not
mean that the components of x are reordered such that xi becomes the first block. In
addition, let φi(x) be the payoff/reward to player i, i ∈ N if x is played.

Definition 1. [21] A combined strategy profile x∗ = (x∗
1
,x∗

2
, ...,x∗n) ∈ X is a Gener-

alized Nash Equilibrium for the game if:

φi(x∗i ,x
∗
−i)≥ φi(xi,x

∗
−i), ∀xi ∈ K(x∗−i) ,∀i ∈ {1,2, ...,n}.
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At a Nash Equilibrium no player can benefit (increase individual payoffs) by uni-
laterally deviating from her current chosen strategy. Players are assumed not to co-
operate and so each is doing the best she can given what her competitors are doing
[5],[13],[23]. For a GNEP, the strategy profile x∗ is a Generalized Nash Equilibrium
(GNE) if it is feasible with respect to the mapping Ki and if it is a maximizer of
each player’s utility over the constrained feasible set [7].

2.1 Nikaido Isoda Function

The Nikaido Isoda (NI) function in Eq 1 is an useful tool used in the study of Nash
Equilibrium problems eg. [3],[4],[8],[10]. Its interpretation is as follows: each sum-
mand shows the increase in payoff a player will receive by unilaterally deviating
and playing a strategy yi ∈ K(x−i) while other players play according to x.

Ψ(x,y) =
n

∑
1

[φi(yi,x−i)−φi(xi,x−i)] ,∀i ∈ {1,2, ...,n} (1)

The NI function is always non-negative for any combination of x and y. Further-
more, this function is everywhere non-positive when either x or y is a Nash Equi-
librium point by virtue of Definition 1 since at a Nash Equilibrium no player can
increase their payoff by unilaterally deviating. This result is summarized in Defini-
tion 2.

Definition 2. [10] A vector x∗ ∈ X is called a Normalized Nash Equilibrium if
Ψ(x,y) = 0.

2.2 Solution Approaches for the GNEP

A review of solution methods for the GNEP is discussed in the survey [4]. Determin-
istic (i.e. gradient-based) descent, the subject of detailed study in Von Heusinger’s
PhD thesis [9], is the primary solution approach for finding Normalized Nash Equi-
librium (NNE). Krawczyk et al [3],[8],[14] also proposed another deterministic de-
scent method based on minimization of the Nikaido-Isoda function. In this paper
however we exploit the proof that we can find the NNE by formulating the GNEP
as a special bi-level program [2],[21] as discussed in the following section.

3 A Bi-Level Programming Approach for GNEPs

The NNE solution to the GNEP can be found by solving a bi-level programming
problem given by the system of equations in 2 and 3. For a proof see [2],[21].

max
(x,y)

f (x,y) =−(y− x)T (y− x) (2a)

subject to xi ∈ Ki(x−i) ,∀i ∈ {1,2, ...,n}. (2b)
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where y solves

max
(x,y)

(φ1(y1,x−1)+ . . .+ φn(yn,x−n))≡max
(x,y)

n

∑
i=1

[φi(yi,x−i)−φi(xi,x−i)] (3a)

subject to yi ∈ Ki(x−i) ,∀i ∈ {1,2, ...,n}. (3b)

The upper level problem (Eq 2) is a norm minimization problem subject to strategic
variable constraints (Eq.2b). The objective function of the lower level problem (Eq
3) is exactly the Nikado Isoda function (Eq 1).

Definition 3. [21] The optimal value of f (x,y) is 0 at the Normalized Nash Equi-
librium.

Definition 3 will perform the critical role of being the termination criteria of the
proposed DEBLP-SR Algorithm discussed in Sect 4.

4 Differential Evolution for Bi-Level Programming

Differential Evolution (DE) for Bi-Level Programming (DEBLP) was initially pro-
posed in [12] to solve Bi-Level Programs (posed as leader-follower games) arising
in transportation systems management. It follows the Genetic Algorithms Based Ap-
proach proposed in [22] but substitutes the use of binary coded Genetic Algorithms
strings with real coded DE [18] as the stochastic optimization method instead.

DEBLP integrates DE manipulation of the upper level variables with gradient
based optimization of the lower level problem. The characteristic feature of GNEPs
is the constraints facing the players i.e. (Eq.2b); and thus it is necessary to employ
constraint handling techniques to produce solutions that satisfy the constraints. Con-
straint handling methods were not required for the class of Nash Games discussed
in [13] and so the technique proposed here is considered more generic.

In the original DEBLP, constraints in the upper level problem were handled by
degrading fitness values if constraints were not satisfied via rudimentary penalty
methods [12]. In this paper, the upper level constraints in Eq 2 are handled using
stochastic ranking [20]. Hence this version of DEBLP is termed DEBLP-SR.

The pseudo code of DEBLP-SR is summarized in Algorithm 1. DEBLP-SR op-
erates thus: A population of h chromosomes is randomly initialized between the
bounds of the problem and the user provides the control parameters (mutation prob-
ability and crossover factors) for the DE algorithm [18] . The evaluation of fitness
is carried out in a two stage process: In the first stage (lines 5 and 13), each chro-
mosome, representing x the upper level variable, is used as a input argument into
the lower level program (Eq 3) parameterized in y. Thus given x we solve the lower
level program for y using conventional gradient based optimization methods. In the
second stage (lines 6 and 14), x and y are used to compute Eq 2 ( f (x) in line 10).
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This measures how far the chromosome is from the optimal value of 0 (cf Definition
3) and thus represents the fitness of the chromosome x. In addition, the constraint
violation are also output by the evaluation routine (line 7 and 15).

Stochastic ranking (SR), a robust procedure for handling constraints, uses a
stochastic bubble sort procedure to rank population members taking into account
both the objective function value and constraint violations. (See [20] for more de-
tails). In the first iteration (line 9) the best member of the population is the member
that is assigned a rank of 1 (one) by the SR algorithm. DE operations are subse-
quently used to evolve child chromosomes and evaluated following the two stage
process described in the foregoing.

Algorithm 1. Differential Evolution for Bi-Level Programming with Stochastic Ranking
(DEBLP-SR)

1: Input: h, Maxit , DE Control Parameters (Mutation Probability, Crossover Factor)
2: it← 0
3: Randomly initialize a population of h parent chromosomes P
4: for j = 1 to h do
5: Solve Eq 3 using deterministic optimization given chromosome j ∈P
6: Compute Eq 2 to evaluate fitness of chromosome j ∈P
7: Compute constraint violation of chromosome j ∈P
8: end for
9: Apply Stochastic Ranking to rank each member of P (between 1 (best member)

and h)
10: while it < Maxit or f (x) �= 0 do
11: Apply DE/best/1/bin [18] to create a child population C
12: for j = 1 to h do
13: Solve Eq 3 using deterministic optimization given chromosome j ∈ C
14: Compute Eq 2 to evaluate fitness of chromosome j ∈ C
15: Compute constraint violation of chromosome j ∈ C
16: end for
17: Pool Parents and Children Chromosomes:
18: T ←P ∪C
19: Apply Stochastic Ranking to rank each member of T (between 1 (best member)

and h)
20: P ←MaxRank(T )
21: if f (x) = 0 then
22: Terminate
23: else
24: it← it +1
25: end if
26: end while
27: Output: Normalized Nash Equilibrium

To utilize the ranking information generated by SR, we modify the selection pro-
cedure used for determining whether parent or child survive into the next generation.
Instead of the one to one greedy selection found in canonical DE [18], we pool the



102 A. Koh

entire set of parent and child chromosomes together and then apply SR to identify
the top h ranked population members which will survive (this is the set returned by
the MaxRank procedure in line 20 of Algorithm 1). The rest of the population is
discarded and such a selection procedure is reminiscent of that used in e.g. GENI-
TOR [24]. If the best fitness attains the value of 0 and constraints are satisfied, then
we have found the NNE and the algorithm terminates, else the iteration counter is
increased and the process is repeated until Maxit generations are exceeded.

5 Numerical Examples

In this section, we give details of the numerical examples to which we apply
DEBLP-SR and present the results of numerical experiments in Sect 6.

5.1 Problem 1

Problem 1, from [19] was originally solved using a projected gradient method. This
game has 2 players with 1 decision variable each. Player 1’s objective is:

φ1(x1,x2) =
1
2
(x1)2− x1x2

Player 2’s objective is:
φ2(x1,x2) = (x2)2 + x1x2

The feasible space is defined according to:

X = {x ∈ℜ2|x1 ≥ 0,x2 ≥ 0,−x1− x2 ≤−1}

As an example, we give the NI function explicitly as:

Ψ(x,y) = [(
1
2

x1
2− x1x2)− (

1
2

y1
2− y1x2)]+ [(x2

2 + x1x2)− (y2
2 + x1y2)]

The NNE is x∗1 = 1,x∗2 = 0 [9],[19].

5.2 Problem 2

Problem 2, again with 2 players and 1 decision variable each, comes from Harker
[7]. Player 1’s objective is:

φ1(x1,x2) = (x1)2 +
8
3

x1x2−34x1

Player 2’s objective is:

φ2(x1,x2) = (x2)2 +
5
4

x1x2−24.25x2
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The feasible space is defined according to:

X = {x ∈ℜ2|x1 ≥ 0,x2 ≥ 0,x1 + x2 ≤ 15}

The NNE is x∗1 = 5,x∗2 = 9 [7], [9].

5.3 Problem 3

This problem describes an Environmental Pollution Control Problem known as the
“River Basin Pollution Game” studied by Krawczyk and co-workers [8],[14]. There
are 3 players with 1 variable each. The objective function for player j is:

φ j(x) = (c1 j + c2 j)x j− (3−0.01(x1 + x2 + x3))x j,∀ j ∈ {1,2,3}

The feasible space is defined according to:

3.25x1 + 1.25x2 + 4.125x3 ≤ 100

2.2915x1 + 1.5625x2 + 2.8125x3≤ 100

x j ≥ 0,∀ j ∈ {1,2,3}
The NNE is x∗1 = 21.14,x∗2 = 16.03,x∗3 = 2.927 [9], [8], [14].

5.4 Problem 4

This problem describes an internet switching model with 10 players proposed in
[11] and also studied in [9]. The cost function for player j is given by

φ j(x) =−(
x j

(x1 + ...+ x10)
)(1− (x1 + ...+ x10)

1
), ∀ j ∈ {1, ...,10}

The feasible solution space is:

X = {x ∈ℜ10|x j ≥ 0.01,∀ j ∈ {1, ...,10},
10

∑
j=1

x j ≤ 1}

The NNE is x∗j = 0.09, ∀ j = {1, ...,10} [10].

5.5 Problems 5a and 5b

The last problem studied is a non-linear Cournot-Nash Game with 5 players pro-
posed in [15] which we refer to as Problem 5a. Inclusion of Problem 5a serves to
emphasize that the method articulated here can be applied to both standard Nash
Games and GNEPs and thus demonstrate that the method in this paper is more
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general than that proposed in [13]. With the introduction of a production constraint
in [17], it is transformed into a GNEP (and referred to as Problem 5b herein).

For both problems, each player’s cost function is given as:

φ j(x) = (x j) = c jx j +(
β j

β j + 1
)Lj

−1
β j x j

β j+1

β j −P(x)x j, ∀ j ∈ {1, ...,5}

P(x) = 5000
1

1.1 (
5

∑
j=1

x j)
−( 1

1.1 ),∀ j ∈ {1, ...,5}

The firm dependent parameters (c j, β jand Lj) are found in [15],[17]. The feasible
space for Problem 5a (NEP) is the positive axis as production cannot be negative.
The solution of the NEP is x∗ = [36.9318,41.8175,43.7060,42.6588,39.1786]T

[6],[15].
The feasible space for the GNEP variant includes a joint production constraint

(Problem 5b) given as follows: [17]

X = {x ∈ℜ5|x j ≥ 0 ∀ j ∈ {1, ...,5},
5

∑
j=1

x j ≤M}

For the case where M = 100, then the NNE (for GNEP variant 5b) is x∗ =
[14.050,17.798,20.907,23.111,24.133]T [9].

6 Results

In numerical experiments, we carried out 30 independent runs of DEBLP-SR for
each test problem allowing for a maximum of 200 iterations (Maxit) each run. Based
on Definition 3, we terminate the algorithm when the objective function reaches a
value of 01. When this target value is reached and the maximum constraint violation
is less than 0.000001, we deem a run to be “successful ” and the number of such
runs are reported in Table 1. All runs also utilize the DE/best/1/bin strategy [18].
The crossover and mutation factor applied to all problems are both set 0.9 without
any parameter tuning. Our results illustrate that the algorithm is very useful for
simpler problems but robustness (as measured by standard deviation and number
of successful runs out of 30) decreases as both non-linearity (c.f. Problem 5) and
number of players increases (c.f. Problem 4). However, no solution would be valid
if it does not satisfy the constraints and it is evident that all constraints are satisfied
for all problems since the maximum constraint violation for each run is zero.

For the purposes of comparing DEBLP-SR against others proposed in the lit-
erature, we also used PSwarm [25], which is explicitly designed to handle both
bound and linear constraints, to solve our test problems. We are unable to include
a comparison of DEBLP-SR with PSWARM due to space constraints but instead

1 In practice we terminate when the best objective reached is less than or equal to 0.000001.
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have made the performance comparison available at http://goo.gl/bupz0.
For this we used the MATLAB version of PSWARM available on the world wide
web at http://www.norg.uminho.pt/aivaz/pswarm.

Table 1 Results of Application of DEBLP-SR to Test Problems defined in Section 5

Problem Number 1 2 3 4 5a 5b

Best Objective 1E-08 0 2E-08 0 0 0
Worst Objective 1E-07 0 1E-07 3.4E-05 0 1.2E-07
Mean Objective 5.13E-08 0 5.5E-08 4.2E-06 0 5.8E-08

Median Objective 5E-08 0 5E-08 0 0 8E-08
Standard Deviation 2.57E-08 0 2.84E-08 1.1E-05 0 5.33E-08

Maximum Constraint Violation 0 0 0 0 NA 0
Minimum No. of Function Evaluations 400 420 800 4320 1920 2700
Maximum No. of Function Evaluations 660 640 1940 6000 2790 6000

Mean No. of Function Evaluations 529 535 1081 5618 2388 4935
Median No. of Function Evaluations 520 520 1040 5730 2430 5685

Population Size 20 20 20 30 30 30
No. of Successful Runs 30 30 30 24 30 30

7 Conclusions

The Generalized Nash Equilibrium Problem is a Nash Game with the characteristic
that the strategic options open to each player depend on what others have chosen.
One particular solution of the GNEP is the Normalized Nash Equilibrium which can
be found by solving a specialized bi-level program. We have demonstrated the use
of a heuristic method which integrates deterministic optimization with Differential
Evolution to solve the resulting bi-level program. DEBLP-SR incorporates stochas-
tic ranking to deal with constraints and tournament selection to select survivors
when comparing parent and child chromosomes. We illustrated the performance of
DEBLP-SR with numerical examples drawn from the literature and evidence sug-
gests that DEBLP-SR is a viable algorithm for this class of Nash games.
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(2009)

10. von Heusinger, A., Kanzow, C.: Relaxation Methods for Generalized Nash Equilibrium
Problems with Inexact Line Search. J. Optimiz. Theory App. 143(1), 159–183 (2009)

11. Kesselman, A., Leonardi, S., Bonifaci, V.: Game-Theoretic Analysis of Internet Switch-
ing with Selfish Users. In: Deng, X., Ye, Y. (eds.) WINE 2005. LNCS, vol. 3828, pp.
236–245. Springer, Heidelberg (2005)

12. Koh, A.: Solving transportation bi-level programs with Differential Evolution. In: Proc
IEEE CEC, Singapore, September 25–28, pp. 2243–2250 (2007)

13. Koh, A.: Nash Dominance with Applications to Equilibrium Problems with Equilibrium
Constraints. In: Gao, X., et al. (eds.) Soft Computing in Industrial Applications: Al-
gorithms, Integration, and Success Stories. Advances in Soft Computing, vol. 75, pp.
71–79. Springer, Heidelberg (2010)

14. Krawczyk, J., Uryasev, S.: Relaxation algorithms to find Nash equilibria with economic
applications. Environ. Model Assess 5(1), 63–73 (2000)

15. Murphy, F.H., Sherali, H.D., Soyster, A.L.: A mathematical programming approach for
determining oligopolistic market equilibrium. Math. Program 24(1), 92–106 (1982)

16. Nash, J.: Equilibrium points in N-person games. Proc. Natl. Acad. Sci. USA 36(1), 48–
49 (1950)
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Estimating CO Conversion Values in the 
Fischer-Tropsch Synthesis Using LoLiMoT 
Algorithm 

Vahideh Keikha, Sophia Bazzi, Mahdi Aliyari Shoorehdeli,  
and Mostafa Noruzi Nashalji* 

Abstract. In this paper, a new method for estimation of CO conversion in a range 
of temperatures, pressures and H2/CO molar ratios in the Fischer-Tropsch (FT) 
synthesis based on Locally Liner Model Tree (LoLiMoT) has been introduced. 
LoLiMoT is an incremental tree-construction algorithm that partitions the input 
space by axis-orthogonal splits. In each iteration two new local models as the re-
sult of splitting the worst local model has been inserted into the previous structure 
and result decreasing the total error. The system has been evaluated through two 
methods and results show estimated CO conversion values by LoLiMoT are in 
good agreement with experimental data. 

1   Introduction 

FT synthesis is an important chemical process for the production of liquid fuels 
and olefins [1, 2]. The exothermic FT reaction is the polymerization of methylene 
groups [-(CH2)-] forming mainly linear alkanes and alkenes, ranging from meth-
ane to high molecular weight waxes [3]:  
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2 2 22 ( )nnCO nH CH nH O+ → − − +                                 (1) 

The kinetic study of the FT reaction is a very important task for the industrial 
practice, being a prerequisite for the industrial FT process design, optimization 
and simulation [4]. In general, the rate of synthesis gas conversion depends on the 
partial pressure of the feed constituents, as well as temperature. Understanding of 
the mechanism of a chemical reaction makes it possible to develop physically-
realistic mathematical models based on these mechanisms [5]. A number of  
mechanistic schemes have been developed for FT synthesis over iron [6]. 

Most studies support a carbene mechanism involving dissociation of CO to C 
and O atoms followed by stepwise hydrogenation of carbon and oxygen. Wang et 
al. developed a kinetic model for the rate of CO consumption on CO/Fe/SiO2 cata-
lyst [7]. CO conversion values have been achieved in various temperatures, pres-
sures and H2/CO molar ratios. If the used experimental data is enough, a kinetic 
study will be reliable; in the kinetic study, the mechanism’s accuracy of chemical 
reactions increases as the number of experimental data increases. Provision of the 
numerous data using the fixed bed micro-reactor is a time-consuming and costly 
procedure. Thus a mathematical model that can estimate the major experimental 
data will be very valuable and interesting in industry. 

System modeling plays a very important role in many applications such as control, 
communication and industrial [8-12]. Process control devices utilizing fuzzy algo-
rithms have been used for some times in chemical/biochemical engineering. Indus-
trial and academic research chemists will now encounter in their laboratories both 
hardware programmed with fuzzy algorithms and software functioning via fuzzy 
rules. Neuro-fuzzy methods are popular solutions for nonlinear system identification 
that has been successfully applied in system modeling. Neuro-fuzzy approach pos-
sesses all advantages of the pure neural and fuzzy methods, such that the low level 
learning and computational power of neural networks into fuzzy systems and provi-
sion of the high-level human-like thinking are the reasons of predominance of fuzzy 
systems into neural networks [13]. Also, these methods solve the problems such find-
ing good neural network architecture, high number of hidden units and long computa-
tional time of every epoch in the learning process in neural networks. Thus, neuro-
fuzzy approach is a good selection for many real world problem such estimation of 
CO conversion values in FT synthesis. Also, the use of computer simulation as a 
powerful tool in industrial process, model predictive control, static and dynamic 
simulation and to process analysis is now well established. Many of these applica-
tions contain complex nonlinearities and bioinspired solutions that are based on a lin-
earized model of the process. However, if the process is highly nonlinear and subject 
to large frequent disturbances, a nonlinear model will be necessary. An alternative 
approach is to design a nonlinear model consists of several linear models that major 
output derives from combination of these linear models. Also, many training algo-
rithms and structures for solving such problems have been suggested such as LoLi-
MoT, adaptive network based fuzzy inference system (ANFIS), Takagi-Sugeno (TS) 
and piecewise linear networks (PLN) [14-17]. Likewise, LoLiMoT has been greatly 
applied for training neuro-fuzzy network and chemical process control because of its 
rapid and accurate operation in computation [11-13]. The kinetic study of FT reaction 
would be more reliable if we had CO conversion values in the various experimental 
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conditions which are a time-consuming and costly process. Thus, a complementary 
method is a requirement for the kinetic study of FT synthesis. The development of at-
tempts to build satisfactory models for the kinetic study and the mechanism of FT 
synthesis are the theme of the present work. In the present study, the CO conversion 
values which have been achieved in various temperatures, pressures and H2/CO mo-
lar ratios using LoLiMoT algorithm, are compared with the experimentally achieved 
ones. The estimated values have an acceptable accuracy for use in the kinetic study of 
FT synthesis. 

2   Experimental Studies 

2.1   Catalyst Preparation 

The tested catalysts in this study were prepared using co-precipitation method. An 
aqueous solution of Co(NO3)2.6H2O (0.5 mol/l) and Fe(NO3)3.9H2O (0.5 mol/l) 
with 15 wt% of SiO2 support, has been added with nominal composition of 
40%Fe/60%Co on molar basis. Then the resulting solution was heated to 70˚C in a 
round- bottomed flask fitted with a condenser. Aqueous Na2CO3 (0.5 mol/l) was 
added to the mixed nitrate solution with stirring while the temperature was main-
tained at 70˚C until pH 7.0 was achieved. The precipitate resulting was then left in 
this medium for times ranging from 2 h. The aged suspension was then filtered, 
washed several times with warm distilled water until no further Na+ was observed 
in the washings tested by flame atomic absorption. The precipitate was then dried 
in the oven (110˚C, 18 h) to give a material denoted as the catalyst precursor, 
which was subsequently calcined in static air in the furnace (600˚C, 6 h) to give 
the final catalyst. 

2.2   Catalyst Testing  

The Co/Fe/SiO2 catalyst tests were carried out in a fixed bed stainless steel micro re-
actor at various operating conditions (Fig. 1). All gas lines to the reactor bed were 
made from 1/4" stainless steel tubing. Three mass flow controllers (Brooks, Model 
5850E) equipped with a four-channel control panel (Brooks 0154) were used to ad-
just the flow rate of the inlet gases (CO, H2, and N2 with purity of 99.99%) automati-
cally. The mixed gases passed into the reactor tube, which was placed inside a tubular 
furnace (Atbin, Model ATU 150-15) capable of producing temperature up to 1300ºC 
and controlled by a digital programmable controller (DPC). The catalyst bed is lo-
cated at the middle of the reactor. The reaction temperature was controlled by a com-
puter, based on the temperature measurement obtained by a thermocouple inserted 
into the catalyst bed. The meshed catalyst (1.0 g) was held in the middle of the reactor 
with 110 cm length using quartz wool. The studied system consists of an electronic 
back pressure regulator which can control the total pressure of the desired process. 
The catalyst was pre-reduced in situ atmospheric pressure in a flowing H2 stream 
(flow rate=30 ml/min) at 400ºC for 16 h before synthesis gas exposure. Analysis of 
the reactants and products was by means of a GC (THERMO ONIX; LNICAM Pro 
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GC+) equipped with a thermal conductivity detector. The CO conversion (%) was 
calculated according to the normalization method: 

( ) ( )
(%) 100in out

in

Moles CO Moles CO
CO conversion

Moles CO

−= ×
                    

(2) 

2.3   Kinetic Experimental Data 

Kinetic experiments were carried out in a fixed bed micro-reactor containing 1g of 
Co/Fe/SiO2 catalyst. CO, N2 and H2 were fed to the reactor. The partial pressures 
of CO and H2 were varied. Prior to reaction the catalyst was pre-treated in pure H2 
at 400°C for 16 hours. Experimental conditions were varied in the following 
ranges: P=1–12 bars, T=250–300°C, GHSV=3600 ml/h/gcat, and H2/CO feed ra-
tio=1–2.5. Each experiment was replicated three times in order to verify the  
experimental data accuracy and reproducibility. 

3   Modeling Study 

3.1   Local Linear Neuro-Fuzzy Network 

The Local Linear Neuro-Fuzzy (LLNF) network is depicted in Fig. 2. A local  
linear modeling approach is based on a dived-and-conquer strategy. A complex 
modeling problem is divided into a number of smaller and thus simpler sub prob-
lems, which could be solved almost independently by simple models. The most 
important factor for the success of such an approach is the division strategy for the 
original complex problems [18-20]. The main objective of learning from data ex-
tracts a family of rules that cover these data explicitly. As data used in learning 
contain generally vagueness and ambiguity, there is a need of developing algo-
rithms for learning from imprecise data [13]; LoLiMoT algorithm provides a sim-
ple, fast and deterministic model which has low number of trial-and-error steps for 
system identification. 

3.2   Locally Linear Model Tree 

LoLiMoT has been introduced as a local linear modeling algorithm [11, 16-20] 
LoLiMoT can be regarded as a radial basis function that the output layer weights 
are replaced with a linear function of the network inputs (Fig. 2). Each neuron  
realizes a local linear model (LLM) and an associated validity function that deter-
mines the region of validity of the LLM [18]. It is an incremental tree-construction 
algorithm that partitions the input space by axis-orthogonal splits. In each itera-
tion, a new rule or LLM is added to the model. Thus, LoLiMoT belongs to the 
class of incremental or growing algorithms [13]. In each iteration the validity 
functions with correspond to the actual partitioning of the input space are com-
pared and the corresponding rule consequents are optimized by the local weighted 
least square technique [18, 21]. The model construction algorithm has an outer 
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loop (upper level) that determines the parameters for nonlinear partitioning of the 
input space (structure) an inner loop (lower level) that estimates the parameters of 
those local linear models [18, 19, 22]. The validity functions, which are similar to 
basis functions in RBF and could be Gaussians, are normalized such that for any 

input u,
1

( ) 1
M

ii
uφ

=
=∑ , and he output of this model is computed as: 
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Where the local linear models and the validity functions depend on 1 2[ ]Tpu u u u= "  

as input of the model and p is number of the dimension of the model input. 
This network simply interpolates linear hyper-planes, which are used to  

approximate the functions locally, by nonlinear neurons called validity function. A 
choice for validity function is normalized Gaussians. If these Gaussians are  
furthermore axis- orthogonal the validity functions are 
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The center coordinates cij and standard deviations σij as the hidden layer parame-
ters of the neural network are nonlinear network parameters and each weight wij as 
the j-th local weight of the linear system i is a linear parameter. Each Gaussian 
function in (4) performs as a membership function with input vector u for the  
locally linear model. The global parameter vector contains M(p+1) elements: 

10 11 1 20 21 0[ ]p M Mpw w w w w w w w= … …
                                   

(5) 

And the associated regression matrix X for N measured data samples are: 

1 2[ ]MX X X X= …                                                         (6) 
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Therefore: 

1ˆ ˆ ˆ, ( )T Ty Xw w X X X y−= =                                    (8) 

The input space is decomposed in axis orthogonal style yielding hyper-rectangles 
which centers of Gaussian membership functions μi(u) are placed. The standard  
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division of these Gaussians is set to 0.159 of the length of their rectangles in each 
dimension. 

.ij ijk σσ = Δ
                                                         

(9) 

0.159kσ =                                                          (10) 

Where ∆i,j denotes the extension of the hyper rectangle of local model i in dimen-
sion uj [18]. kσ has been found by trial and error and 0.001 perturbation on it make 
a big difference in estimated data and reduce the accuracy of the result.  

The LoLiMoT algorithm is classified as follow: 

1. Start with an initial model: start with a single neuron, which is a global linear 
model over the whole input space with 1( ) 1uφ =  and set M=1. If there is a  

priori input space partitioning it can be used as the initial structure. 
2. Find the worst locally linear model: Calculate a local loss function e.g. Sum 

Square Error (SSE) for each of the i =1,..., M LLMs, and find the worst per-
forming neuron. 

3. Check all divisions: The worst locally linear model is considered for further re-
finement. The hyper rectangle of this LLM is split into two halves with an axis 
orthogonal split. Divisions in all dimensions are tried, and for each of the p  
divisions the following steps are carried out: 

a) Construction of the multi-dimensional validity functions for both gener-
ated hyper rectangles; 

b) Construction of all validity functions. 
c) Estimation of the rule consequent parameters for newly generated LLMs. 
d) Calculations of the loss function for the current overall model. 

4. Find the best division: The best of the p alternatives was checked in step 3 is 
selected, and the related validity functions and LLMs are constructed. The 
number of LLM neurons is incremented (M = M + 1). 

5. Test for convergence: If the termination condition is met, then stop, else go to step 2. 

4   Results and Discussion 

The basis form of LoLiMoT algorithm has been used to estimate the CO conver-
sion in the specified range of temperatures, pressures and H2/CO molar ratios. The 
standard division calculated based on trial and error is equal to 0.159. The algo-
rithm was implemented in MATLAB 2009. The efficiency of algorithm has been 
evaluated through two methods. During the first method, the available data have 
been split into two non-overlapped parts, test set and train set. The test set data 
(eight points) is held out and not looked at during training; fifty four points are 
used as train set. The maximum number of neurons is restricted to the number of 
experimental train data that is 54, although we reach to the accuracy of 10-12 by 34 
neurons in 2.1606 seconds and after this, just the amount of error has been de-
creased. Fig.4 shows the error reducing process in the procedure of increasing  
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number of neurons. The CO conversion values are estimated in the pressures of 1, 
3, 6 and 12 bar and approximation by LoLiMoT has been done in 3 and 6 bars by 
different temperatures and H2/CO molar ratios (see Table 2). The kinetics of the 
gas–solid Fischer–Tropsch synthesis over a Co–Fe–K–SiO2 catalyst was studied in 
a fixed bed micro-reactor. Experimental conditions were varied as follows:  
p=1–12 bar, T=250– 300 °C, GHSV=3600 ml/h/gcat and H2/CO feed ratio=1–2.5. 
The experimental results obtained in this investigation at different temperatures 
and pressures are given in Table 1. The comparison of estimated and test data for 
FTS in fixed bed reactor has been shown in Table 3. Also, Fig.3 shows that esti-
mated CO conversion values are in relatively good accordance with the real ones. 
During the second method, the system has been evaluated trough 8-fold cross-
validation. The data are partitioned into 8 nearly equally sized segments. Eight it-
erations of training and validation are performed, during each iteration a different 
fold of the data is held-out for validation while the remaining 7 folds are used for 
learning. The values of mean error and the variance are 0.0270 and 0.0287,  
respectively. 

 

Fig. 1 Fixed bed stainless steel micro reactor 

 

Fig. 2 The network structure of a local linear neuro-fuzzy model with M neurons and p inputs 
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Table 1 The experimental data for FTS in fixed bed reactor 

CO conv. T(K) Pt[Bar] H2/CO CO conv. T(K) Pt[Bar] H2/CO 

0.042521 523.15 1 1 0.097355 533.15 12 1.5 

0.047098 533.15 1 1 0.116366 543.15 12 1.5 

0.051209 543.15 1 1 0.129036 563.15 12 1.5 

0.067585 553.15 1 1 0.136978 573.15 12 1.5 

0.100756 563.15 1 1 0.14257 583.15 12 1.5 

0.182049 583.15 1 1 0.087076 543.15 12 2 

0.089412 513.15 1 1.5 0.081119 553.15 12 2 

0.066127 513.15 1 2 0.057969 533.15 3 1 

0.120704 513.15 1 1 0.055105 543.15 3 1 

0.076497 513.15 1 2.5 0.075608 553.15 3 1 

0.12247 523.15 1 1.5 0.088885 563.15 3 1 

0.115699 523.15 1 2 0.102707 573.15 3 1 

0.102454 523.15 1 2.5 0.082219 583.15 3 1 

0.089412 513.15 1 1.5 0.104912 533.15 3 1.5 

0.109588 533.15 1 1.5 0.108637 543.15 3 1.5 

0.113235 543.15 1 1.5 0.11434 553.15 3 1.5 

0.096039 553.15 1 1.5 0.11952 563.15 3 1.5 

0.106931 563.15 1 1.5 0.118202 573.15 3 1.5 

0.045188 533.15 1 2 0.123707 583.15 3 1.5 

0.08588 543.15 1 2 0.076736 533.15 3 2 

0.102756 553.15 1 2 0.05738 583.15 6 2 

0.127657 563.15 1 2 0.113717 533.15 6 1 

0.06159 543.15 12 1 0.113641 543.15 6 1 

0.113173 553.15 12 1 0.114307 553.15 6 1 

0.09375 563.15 12 1 0.10713 563.15 6 1 

0.102616 573.15 12 1 0.113876 573.15 6 1 

0.126951 583.15 12 1 0.110089 583.15 6 1 

Table 2 The experimental test data for FTS in fixed bed reactor 

CO conv T(K) Pt[Bar] H2/CO 

0.088400523 543.15 3 2 

0.082965138 553.15 3 2 

0.080143368 563.15 3 2 

0.077996684 573.15 3 2 

0.094118521 583.15 3 2 

0.128986569 543.15 6 1.5 

0.171944000 583.15 6 1.5 

0.068357485 533.15 6 2 
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Table 3 Comparison of estimated and test experimental data for FTS in fixed bed reactor 

0.0702 0.14530.1017 0.08480.0721 0.08410.0988 0.0861 Estimated 

0.0684 0.17190.1290 0.09410.0780 0.08010.0830 0.0884 Real 

 

 
 

Fig. 3 Real and estimated output in compar-
ing LoLiMoT and experimental test data 

Fig. 4 Convergence curve in learning proc-
ess by training data 

5   Conclusions 

In this study, a new method for estimation of CO conversion values in the FT  
synthesis based on LoLiMoT algorithm has been presented. LoLiMoT has been used 
to approximate CO conversion values in a range of temperatures, pressures and 
H2/CO molar ratios. Experimental conditions were varied in the following ranges: 
P=1-12 bar, T=250–310 ◦C, H2/CO feed ratio=1–2 mol/mol, GHSV=3600 cm3 

(STP)/h/gcat. The system has been evaluated through two methods, hold-out exercise 
and 8-fold cross validation. The results show that estimated CO conversion values 
have good accordance with the real ones and accuracy of estimated CO conversion 
values is acceptable for use in the kinetic study of FT reaction, also with few discrete 
training data. In addition, this algorithm can be used in order to save time and to re-
duce the costs of kinetic study of FT reaction. Therefore it can be used as a comple-
ment in the kinetics modeling and similar systems. Since it is a novel approach for 
approximation of CO conversion values, there is not any results, obtained by other 
techniques in the previous works, to be compared with our results. 
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Global Optimization Using Space-Filling Curves
and Measure-Preserving Transformations

Hime A. e Oliveira Jr. and Antonio Petraglia

Abstract. This work proposes a multi-start global optimization algorithm that
uses dimensional reduction techniques based upon approximations of space-filling
curves and simulated annealing, aiming to find global minima of real-valued (pos-
sibly multimodal) functions that are not necessarily well behaved, that is, are
not required to be differentiable or continuous. Given a real-valued function with
a multidimensional and compact domain, the method builds an equivalent, one-
dimensional problem by composing it with a space-filling curve (SFC), searches
for a small group of candidates and returns to the original higher-dimensional do-
main, this time with a small set of “promising” starting points. Finally, these points
serve as seeds to the algorithm known as Fuzzy Adaptive Simulated Annealing,
aiming to find the global optima of the original cost functions. New SFCs are built
with basis on the well-known Sierpiński SFC, a subtle modification of a theorem by
Hugo Steinhaus and several results of ergodic theory.

1 Introduction

A significant number of techniques for global optimization of numerical functions
based on space-filling curves or its approximations have been proposed [2, 6]. One
common characteristic shared by these contributions is that the functions under
study have certain regularity properties, such as being of Lipschitz type or differ-
entiable. If those properties are not satisfied, or we cannot prove whenever they are,
the problem is outside the scope of the corresponding method. It is thus of interest

Hime A. e Oliveira Jr
National Cinema Agency, Rio de Janeiro, Brazil
e-mail: hime@engineer.com

Antonio Petraglia
Department of Electrical Engineering, Federal University of Rio de Janeiro,
Rio de Janeiro, Brazil
e-mail: antonio@pads.ufrj.br

A. Gaspar-Cunha et al. (Eds.): Soft Computing in Industrial Applications, AISC 96, pp. 121–130.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

hime@engineer.com
antonio@pads.ufrj.br


122 H.A. e Oliveira Jr. and A. Petraglia

to devise a way of handling such difficulties, as well. Another situation that occurs
frequently is related to the poor precision attained by some methods whenever the
domain dimension gets higher - such a fact is related to the difficulty in minimiz-
ing the resulting one-dimensional auxiliary functions that exhibit a large number of
local minima and very noisy graphs, fractal-like indeed. Considering that the great
majority, if not all, of global minimization methods fail in such extreme situations,
such an approach is in some cases considered to be ineffective. The reasons for this
are related to the way the multidimensional domain is filled up and to the qual-
ity of the one-dimensional minimization process applied to the resulting auxiliary
function.

To be successful in practice, the global optimization approach must devise a good
approximation of a space-filling curve (SFC) whose image is, or contains, the com-
pact domain of the function under study, and to use a one-dimensional global min-
imization algorithm that can find precise approximations to optimizing points of
the composed map, whose domain is a closed interval, say [0,1], and that assumes
real values, possessing the same extremes as the original function, among which the
desired global optimum is included. Unfortunately, such conditions are not easily
satisfied and past efforts were only partially successful in finding good results. In
[2], for example, an interesting and promising paradigm is presented, but the results
focus on low dimensional spaces. Another issue is related to the adequacy of the
chosen way for filling up the original multidimensional domain - by projecting the
image of an approximation of a particular SFC onto the space generated by vectors
corresponding to directions that have larger variance (by means of principal compo-
nent analysis), we can show whether there are poorly visited regions, inside which
extreme points could be located.

To find SFCs capable of overcoming such obstacles, measure-preserving trans-
formations, key theorems of general topology and ergodic theory were taken as
inestimable tools [1, 3, 4]. In this paper, we assume, without loss of generality, that
all optimization problems are related to unconstrained global minimization of real
functions and all SFCs have the unitary interval [0,1] as their domain.

It’s worth to highlight that an important qualitative property of SFCs is their abil-
ity to ”sweep” deterministically high-dimensional domains, so as to improve the
likelihood of finding good ”seeds” for complementary, posterior global optimiza-
tion stages, taking into account the existence of several methods whose final results
depend strongly upon their starting points [7]. In this fashion, it is of interest to
investigate new ways of finding adequate starters, particularly those located in at-
traction basins of global optima.

Despite of the existence of many good global optimization methods that could
be used in such a posterior stage, we have chosen the fuzzy adaptive simulated
annealing algorithm, taking into account its excellent performance in difficult opti-
mizations tasks [9] and the maturity of the adaptive simulated annealing paradigm
itself [7, 10]. Nevertheless, it’s possible to replace it by any other method, especially
those ones depending on good starting points.
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2 Auxiliary Theoretical Results

In this work, we define a SFC as a surjective and continuous function from a real in-
terval, say [0,1], to a compact subset of a finite-dimensional vector space, which can
be identified to Rn, the n-dimensional Euclidean space. The SFCs were well studied
in the past and there are many theoretical results stating necessary conditions for their
existence [11]. Besides, long before the invention of digital computers, a number of
great mathematicians have proposed constructive examples and established several
interesting properties [11] of SFCs. More recently, researchers have found ways to
apply previous knowledge about SFCs to various relevant areas, including global op-
timization of numerical functions. In this paper, the fundamental idea is to compose
a given objective function with a SFC corresponding to a compact superset of the
respective domain. In such a way we can always reduce a multivariate problem to a
univariate one. Hence, at least in theory, it would be possible, by solving the auxiliary
one-dimensional problem, to go back to the n-dimensional domain and find the desired
optimum point. Unfortunately, when such ideas are brought to the digital computer
realm, some complications arise, particularly in high-dimensional domains.

The main drawback concerning implementation issues is that virtually all curves
idealized in the far past did not take into account the finite word length of digital
computers (one good reason for that is that digital computers were invented long
after their synthesis). Typically, the first proposed SFCs were based on infinite ex-
pansions and used, for instance, the property that elements in [0,1] can be repre-
sented as 0.t1t2t3t4t5... in a given basis B, where each ti is an integer between 0 and
B−1 (extremes included). It is thus necessary to find adequate approximations of
SFCs if we want to pursue this kind of approach. Initially, a reasonable alternative
seems to be the use of (approximations of) Sierpiński SFCs, taking into account the
availability of their precise defining formulas, as follows [11]:

x(t) = f(t), y(t) = f(t−1/4), t ∈ [0,1] (1)

where f is a bounded, even and continuous real function whose expression is given
by

f (t) =
Θ(t)

2
− Θ(t)Θ(τ1(t))

4
+

Θ(t)Θ(τ1(t))Θ(τ2(t))
8

− ... (2)

The 1-periodic functions Θ(t) and τk(t) are defined in [11], so that the resulting
curve (x(t),y(t)) is a 2-dimensional SFC and shows to be well-suited to numerical
calculations. To build higher-dimensional SFCs starting from this one, some results
were crucial, as stated by the following theorems, whose proofs can be found in
[11]. First, however, we need to present some definitions.

Definition 1. A function ϕ : [0,1]→ R is uniformly distributed with respect to the
Lebesgue measure if, for any (Lebesgue) measurable set A⊂ R, we have

Λ1(ϕ−1(A)) = Λ1(A) (3)

where Λ1 is the Lebesgue measure in the real line.
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Definition 2. n measurable functions ϕ1,ϕ2, ...,ϕn : [0,1]→R are stochastically in-
dependent with respect to Lebesgue measure if, for any n measurable sets
A1,A2, ...,An ⊂ R ,

Λ1(
n⋂

j=1

ϕ−1
j (A j)) =

n

∏
j=1

Λ1(ϕ−1
j (A j)) (4)

Theorem 1. (H. Steinhaus) If ϕ1,ϕ2, ...,ϕn : [0,1]→R are continuous, non-constant
and stochastically independent with respect to the Lebesgue measure, then

f = (ϕ1,ϕ2, ...,ϕn) : [0,1]→ ϕ1([0,1])×ϕ2([0,1])× ...×ϕn([0,1]) (5)

is a SFC.

Theorem 2. If f = (ϕ ,ψ) : [0,1]→ [0,1]× [0,1] is (Lebesgue) measure-preserving
and onto, then its coordinate functions ϕ ,ψ are uniformly distributed and stochas-
tically independent.

Taking into account that the Sierpiński SFC is measure-preserving ( [11], page 111),
we conclude that its coordinate functions are uniformly distributed and stochas-
tically independent, and can be used to synthesize higher-dimensional SFCs with
coordinates

x1(t) = ϕ(t)
x2(t) = ϕ ◦ψ(t)

............... (6)

xn(t) = ϕ ◦ψ ◦ψ ◦ . . .◦ψ(t)
t ∈ [0,1]

that are non-constant, continuous and stochastically independent. Unfortunately,
after a few experiments it was clear that for higher-dimensional domains (around
8 dimensions), approximations of such “pure” Sierpiński based SFCs failed to fill
up adequately the compact domains of interest, as will be shown in the sequel
(Fig. 1(a)). This fact is due to distortions caused by numerical approximations, de-
spite the theoretical curve being really a SFC one. Aiming to find a better curve, we
composed the original Sierpiński function with an invertible (Lebesgue) measure-
preserving transformation that is a natural extension of a particular Generalized
Lüroth Series transformation [4], mapping [0,1)x[0,1) onto itself. That new map-
ping was found through a new partition, that we called the bisection partition, as
defined in (7). To generate a new SFC mapping [0,1] onto [-1,1]x[-1,1], it was neces-
sary to use linear homeomorphisms from [-1,1]x[-1,1] to [0,1]x[0,1] and vice-versa.
Let us denote such a transformation as τ, and derive its expression as shown below

D = {1,2,3, ...}= N, Ik = [lk,rk) = [
1
2k ,

1
2k−1 ), k ∈ D
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s(x) =
1

rk− lk
=

1
1

2(k−1) − 1
2k

= 2k, x ∈ Ik

h(x) =
lk

rk− lk
=

1
2k

2k = 1, x ∈ Ik (7){
s1(x) = s(x) = 2k

h1(x) = h(x) = 1 , x ∈ Ik

}
T (x) = x.s(x)−h(x) = 2kx−1, x ∈ Ik

τ(x,y) = (T (x),
h1(x)+ y

s1(x)
) =

(2kx−1,
1
2k +

y
2k ) = (2kx−1,2−k(1 + y)), x ∈ Ik

Here, the {Ik : k ∈ N} form the bisection partition.

The proposed SFC is given by the following sequence of operations:

[0,1]→ [−1,1]× [−1,1]→ [0,1]× [0,1]→ [0,1]× [0,1]→ [−1,1]× [−1,1] (8)

Sierpiński Homeomorphism τ Homeomorphism

It should also be observed that although τ was initially defined only in [0,1)x[0,1),
we extended it to [0,1]x[0,1] in an obvious way, so that the composite path can reach
all regions of the desired domain. To assess the filling degree of the curves relatively
to the compact set [−1,1]n, we present in Figs. 1(a) and 1(b) the plots produced
by PCA projections of the corresponding multidimensional curves onto the 2 maxi-
mum variance directions. Qualitatively, it can be stated that the more filled the graph
area is, the more adequate the filling curve will be. The generated paths consisted
of 20,000 8-dimensional points of each kind of curve, and conventional PCA was
carried out through a customized computer program. The parameterizing domain
was chosen as the closed interval [0,1] in all cases. As can be seen from the plot in
Fig. 1(a), the projected points of “pure” Sierpiński curves did not fill adequately the
maximum variance region. The composed transformation, in Fig. 1(b), presented
substantially better performance, showing denser and more uniform covering. Let

(a) PCA (Sierpiński) (b) PCA (proposed) (c) Reduced function

Fig. 1 Domain projections and example of dimensional reduction (2→ 1)
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us thus analyze what happens to the graph of the very well behaved bi-dimensional
function f (x1,x2) = (x1−0.3)2 +(x2−0.3)2, restricted to the square [-1,1]x[-1,1],
when it is composed with the proposed SFC, yielding a univariate, real-valued func-
tion with compact domain [0,1]. The result of uniformly sampling the interval [0,1]
by 10000 points is displayed in Fig. 1(c), from which we conclude that a simple
dimensional reduction from 2 to 1 transforms a smooth surface into the very rough
line g(t) = f (ϕ1(t),ϕ2(t)). This phenomenon worsens as the original number of di-
mensions increases. On the other side, by carefully observing Fig. 1(c), we notice
that there are regions where the maximum (3.38) and minimum (0) values of f in
[-1,1]x[-1,1] are visibly approximated, and could serve as hints to start more effec-
tively preexisting and efficient global optimization algorithms, be them stochastic
or deterministic.

Returning to the above example function we find that for t = 0.2908 the one-
dimensional function attains the value 0.000119, which is the minimum of the 10000
points used in the illustrative discretization and an approximation for the actual 0
value, corresponding to (0.3, 0.3). Going back to the two-dimensional domain, we
find (0.299, 0.289) as the associated bi-dimensional point, which is reasonably close
to the actual minimizer. It is worth noting that although Steinhaus theorem is stated
only for continuous functions, it is also true for surjective (over [0,1]), piecewise
continuous coordinate functions, as well, as is the case for the components of the
proposed SFC. In fact, we could state the following theorem, whose proof follows
from the corresponding one of Steinhaus theorem in [11].

Theorem 3. (modified Steinhaus) If ϕ1,ϕ2, . . . ,ϕn : [0,1]→ [0,1] are piecewise con-
tinuous, surjective, non-constant and stochastically independent with respect to the
Lebesgue measure, then f (defined below) is a SFC.

f ≡ (ϕ1,ϕ2, ...,ϕn) : [0,1]→ ϕ1([0,1])×ϕ2([0,1])× . . .×ϕn([0,1]) (9)

3 Fuzzy Adaptive Simulated Annealing

Adaptive simulated annealing (ASA) [7] is a sophisticated and rather effective global
optimization method. The ASA technique is particularly well suited to applications
involving neuro-fuzzy systems and neural network training [10], thanks to its supe-
rior performance and simplicity. Unfortunately, stochastic global optimization algo-
rithms typically present certain periods of poor improvement in their way to a global
optimum. In simulated annealing implementations, that behavior is mainly due to the
cooling schedule, whose speed is limited by the characteristics of probability density
functions, which are employed with the purpose of generating new candidate points.
In this fashion, if we choose to employ the so-called Boltzmann annealing, the tem-
perature has to be lowered at a maximum rate of T (k) = T (0)/ln(k) . In the case of
fast annealing, the schedule becomes T (k) = T (0)/k , if assurance of convergence
with probability 1 is to be maintained, resulting in a faster schedule. The approach
based on ASA has an even better default scheme, given by
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Ti(k) = Ti(0)exp(−Cik
1/D) (10)

because of its improved generating distribution. The constant Ci is a user-defined
parameter, and D is the number of independent variables of the function under min-
imization (dimension of the domain). Notice that subscripts indicate independent
evolution of temperatures for each parameter dimension. In addition, it is possible
to take advantage of simulated quenching, that is,

Ti(k) = Ti(0)exp(−Cik
Qi/D) (11)

where Qi is termed the quenching parameter. By attributing to Qi values greater
than 1 we obtain a gain in speed, but the convergence to a global optimum is no
longer assured [7]. Such a procedure could be used for higher-dimensional param-
eter spaces, whenever computational resources are scarce. The internal structure of
a successful approach to accelerate the ASA algorithm, using a simple fuzzy con-
troller that dynamically adjusts certain user’s parameters related to quenching, is
described in [9] - the so-called fuzzy ASA algorithm. As in any other method aim-
ing at global optimization of arbitrary numerical functions, ASA and fuzzy ASA
techniques could benefit from the choice of good starting points. Accordingly, the
main point of the present work is to find a small set of good seeds able to avoid
convergence to suboptimal regions.

4 Proposed Algorithm

We propose the following algorithm to find a global minimum of a given function
f : C→R , where C is a compact subset of some n-dimensional Euclidean space Rn.
No condition of regularity, such as differentiability or even continuity, is imposed
on f, and C is usually a hyper-rectangle. If it is not, we can always find one hyper-
rectangle that contains it, taking into account its compactness. So, from this point
on we assume that C = [a1,b1]× [a2,b2]× . . .× [an,bn]. The algorithm is:

(i) Using (6) and the sequence of operations shown in (8), find an SFC
ϕ = (ϕ1,ϕ2, ...,ϕn) : [0,1]→ [−1,1]× [−1,1]× ...× [−1,1];
(ii) Transform the original, multidimensional minimization problem
into a unidimensional one by composing ϕ and a linear isomorphism
Ψ : [−1,1] × [−1,1] × . . . × [−1,1] → [a1,b1] × [a2,b2] × ... × [an,bn],
defining g as the composition of ϕ , Ψ and f , from [0,1] onto
[a1,b1] × [a2,b2] × . . . × [an,bn], sharing with f the same extreme val-
ues;
(iii) Submit g to a one-dimensional global minimization process and find a
finite subset of best candidates to global minimizers of f , say {t1,t2,t3, ...,tN},
contained in [0,1]. In this work, this set has N=3 elements, but such a number
could be easily reconfigured, if necessary;
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(iv) Compute the set φ = {Ψ(ϕ(t1)),Ψ (ϕ(t2)), . . . ,Ψ(ϕ(tN))}, jumping back
to the original domain;
(v) Use the elements of φ as starting points for the fuzzy ASA algorithm;
(vi) Choose the best point (corresponding to the minimum value of f ) as the
final output of the algorithm.

The unidimensional minimization process in (iii) is to be chosen by the imple-
menter. In this work we used intentionally a simple scheme in our experiments (uni-
form sequential search), aiming to highlight the filling ability of the proposed SFC.

5 Experiments

As noticed in [8], it is usual in the literature to employ certain sets of test functions
for evaluation of optimization methods. However, the chosen problems may not be
the best ones for testing global optimization algorithms, as the functions belong-
ing to them are relatively simple and regions of attraction of the global minimizers
could be easily caught, despite their complicated appearances. Consequently, it is
argued that they do not present sufficient difficulty to stress the minimization ability
of new optimization approaches. Hence, it is necessary to idealize more sophisti-
cated and systematic tests to verify their performances. To assess the effectiveness
of the proposed method, a scheme similar to the one used in [8] was adopted, by
employing a certain class of test functions, specified in Table 1, produced by the
GKLS generator [5], which allows us to evaluate algorithms in a more complete
way. It generates classes of 100 test functions having the same number of local min-
ima plus one global minimum, supplying complete parametric information about
each of the functions, such as their dimensions, the values of local minimizers and
respective coordinates, placement and sizes of attraction regions of the global min-
imizer, which are described by parameters rg (radius of the approximate attraction
region of the global minimizer) and d (distance from the global minimizer to the
paraboloid vertex). We refer the reader to [5] for more details. In what follows, we
consider a global minimum found when candidate points reach a ball Bi of radius
ρ = 0.01

√
N, where N is the Euclidean dimension of the function domain, that is,

Bi = {y ∈ RN :
∥∥y− yG

i

∥∥≤ ρ} (12)

where yG
i is the global minimizer of the i-th function in a given test class and

i ∈ {1, ...,100}. Unlike in the original tests, just one function class (shown in Ta-
ble 1) was used in the experiments. It should also be noted that all functions are
non-differentiable, for (expected) greater difficulty. The present method was tested
against the best one presented in [8], therein termed ALI. The authors proposed
4 new global optimization methods denoted as AG, AGI, AL and ALI. Figure 2
displays the number of function evaluations and respective global minima found by
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the proposed technique, in a similar manner as those reported in [8] to compare AG
and ALI for functions of class 5. As indicated in Table 2, the proposed algorithm
produced better performance.

Table 1 Parameters pertaining to the function class used in the experiments

Function
class

Domain
dimension

No. of local
minima

Global min-
imum value

d rg Function
type

5 4 10 -1 0.66 0.33 ND

Table 2 ALI and the proposed method minimizing 100 ND-type class 5 functions

Method Average number of func-
tion evaluations

Maximum number of function evaluations
in individual minimization operations

ALI 14910 48210
Proposed 10716.5 17350

Fig. 2 Results for 100 class 5 functions - average 10716.5 and maximum 17350 evaluations

6 Conclusions

This work presented a multi-start approach for global minimization of multidimen-
sional functions using dimensional reduction and a nonlinear stochastic method.
When compared to previously published techniques, the method showed superior
performance and adequacy for use in difficult cost functions. This is mainly due
to the ability of space-filling curves in serializing the space, thereby allowing us
to reduce the search domain to real line intervals. As an important and desirable
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byproduct, the method is able to find points located in the attraction basins of global
minimum points that will be used as seeds when jumping back to the original, mul-
tidimensional domain. That ability is invaluable in functions presenting large planar
regions, where the great majority of methods get trapped, due mainly to the lack of
differential indications. Although the reduced function typically presents a fractal-
like graph even whenever the original one is smooth or “well-behaved”, existing
one-dimensional optimization techniques can obtain good estimates of near optimal
points.

Finally, it should be said that although the method could be tested against many
other classes of multimodal functions, in this work we have focused on (which we
consider) the hardest test used in [8] (cited in section 4.5 and shown in Figure
12 of that reference), for the sake of exact comparison of our findings to the best
performing method therein shown, namely ALI (in truth, all benchmarks presented
in [8] were privately done and our method performed well, but, for lack of space,
we are not presenting them here).
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8. Lera, D., Sergeyev, Y.D.: Lipschitz and Hölder global optimization using space-filling
curves. Applied Numerical Mathematics 60, 115–129 (2010)

9. Oliveira Jr., H.A.: Fuzzy control of stochastic global optimization algorithms and VFSR.
Naval Research Magazine 16, 103–113 (2003)

10. Rosen, B.: Function optimization based on advanced simulated annealing,
http://www.inger.com

11. Sagan, H.: Space-Filling Curves. Springer, New York (1994)

http://www.inger.com


A. Gaspar-Cunha et al. (Eds.): Soft Computing in Industrial Applications, AISC 96, pp. 131–140. 
springerlink.com                                                            © Springer-Verlag Berlin Heidelberg 2011 

Modelling Copper Omega Type Coriolis Mass 
Flow Sensor with an Aid of ANFIS Tool 

Patil Pravin, Sharma Satish, and Jain Satish* 

Abstract. For a variety of practical uses, modelling techniques are being building up 
with the endeavor of reducing the expenditure and time related with the improvement 
of new Coriolis mass flow sensors [CMFS]. In this paper the phase shift which is 
linearly proportional to mass flow rate is modeled using an ANFIS. This technique is 
competent of understanding an immense diversity of non-linear correlations of sub-
stantial intricacy. The experimental data obtained from experimentation on indige-
nously developed Copper CMFS test rig is used for training the Anfis model then this 
model is accessible to the network in the structure of input-output pairs, thus the best 
possible correlation is found between the phase shift and influential important pa-
rameters. The training data is having phase shift at changeable input factors like sen-
sor location, drive frequency and mass flow rate. Further, the multilayer feed forward 
neural network (MFNN) model is developed and compared with the ANFIS model 
results. These results reveal that ANFIS models could be effectively used in the  
expansion of Copper Coriolis mass flow sensors.  

1   Introduction 

A range of Coriolis mass flow sensors are recognized and commercially existing. 
In such devices, one or two fluid flows are normally pass on through rotating or 
oscillating tubes, usually driven into oscillation by one or more electromagnetic 
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oscillators acting at a resonant frequency of the system. This generates a Coriolis 
acceleration acting on the flowing fluid, and results in a Coriolis force directed at 
right angles to the flow path and in decisive opposing directions as between two 
legs of each tubes. This causes a sinusoidal time-varying twisting motion of the 
tube which can be sensed by conventional motion sensors to produce correspond-
ing analog sinusoidal outputs of measurable amplitude, frequency, and phase rela-
tive to a selected reference. By determining a phase difference between such  
sinusoidal outputs from two sensors, each sensing a motion at a different prede-
termined location on the tube carrying the flow; it is possible to determine the 
mass flow rate of the fluid flow through the tube. Coriolis mass flow sensor are 
very popular for the next generation mass flow measurement techniques and this is 
attributed due to sensing of the true mass flow rate directly, unlike some other in-
struments that measure the volumetric flow rate. Physical models play a most  
important role in assisting the understanding of the various stages for design and 
optimization of the mass flow sensors. Option to the experiments, which are costly 
and in some cases not easy to carry out, a well validated physical model can give 
constructive information about the performance prediction of the mass flow sensor 
for diverse set situations [1].  

However, the major harms with the physical models are the difficulties con-
nected with their creation and restricted accuracies due to the multifaceted nature 
of the physical designs. As substitute approaches, ANN and ANFIS take out the 
preferred information straightforwardly from experimental data, and necessitate 
not take into account the comprehensive information of structures and interactions 
in the systems and get better the prediction accurateness compared to the conven-
tional models and they have been used extensively. Fuzzy logic reduces the prob-
able complicacies in modelling and analysis of intricate data and also, it is suitable 
for integrating the qualitative aspects of human understanding within its mapping 
rules, which are to provide a way of communicable information. Artificial neural 
networks (ANNs) have also been used to recognize models of difficult systems 
because of their high computational rates, strength and capability to learn. For the 
same purpose Neuro- fuzzy systems are fuzzy systems which use ANNs theory in 
order to determine their properties (fuzzy sets and fuzzy rules) by processing data 
samples. A specific approach in neuro-fuzzy is the adaptive neuro-fuzzy inference 
system (ANFIS) that is one of the first integrated hybrid neuro-fuzzy models [2]. 
An ANFIS gives the mapping relation between the input and output data by using 
hybrid learning method to determine the optimal allocation of membership func-
tions [3]. Both artificial neural network (ANN) and fuzzy logic (FL) are used in 
ANFIS structural design [4]. Such structure makes the ANFIS modeling more  
organized and not as much of dependent on specialist acquaintance [5]. 

In this work, in order to show the applicability of ANFIS for prediction of 
phase shift of a copper omega type mass flow sensor a hybrid grid partitioning 
ANFIS was used.  The parameters like sensor location, drive frequency and mass 
flow rate were considered input features. All these parameters have been observed  
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influential in performance evaluation of such type of sensors in authors’ previous 
experimental study [6]. The model was trained and tested for the region where the 
experimental data is available. Further the model is well validated with the testing 
data as well as with the multilayer feed forward neural network modeling.   

2   Adaptive Network Based Fuzzy Inference System (ANFIS) 

The qualitative aspects of human knowledge and reasoning processes without  
employing accurate quantitative analyses can be model by a fuzzy inference sys-
tem which is make use of fuzzy if–then rules. Fuzzy logic modeling techniques 
can be classified into three categories, that is to say the linguistic (Mamdani- type) 
[7], the relational equation, and the Takagi–Sugeno–Kang (TSK) [8]. In linguistic 
models, both the antecedent and the consequence are fuzzy sets while in the TSK 
model the antecedent consists of fuzzy sets but the consequence is made up of lin-
ear equations. Fuzzy relational equation models aim at building the fuzzy relation 
matrices according to the input–output process data. Jang, [2] has been introduced 
an adaptive network based fuzzy inference system (ANFIS) based on the TSK 
model. ANFIS is fuzzy inference system implemented as neural network. Each 
layer in the network corresponds to a part of the fuzzy inference system (FIS) spe-
cifically input fuzzification, rule inference and fire strength computation, and out-
put defuzzification. The main advantage of this kind of illustration is that the FIS 
parameters are encoded as weights in the neural network and, thus, can be opti-
mized via influential well recognized neural net learning methods. This model is 
frequently appropriate to the modeling of nonlinear systems. It combines the re-
cursive least-square estimation and the steepest descent algorithms for calibrating 
both premise and consequent parameters iteratively. 

Fig. 1 illustrates an example of a simple FIS structure in an ANFIS network. In 
ANFIS architecture, a FIS is explained in a layered, feed-forward network struc-
ture, where some of the parameters are correspond to by adjustable nodes (repre-
sented as rectangular entities in Fig. 1) and the others as fixed nodes (represented 
as spherical entities in Fig. 1). The raw inputs are fed into the nodes of layer 1 that 
represent the membership functions. The parameters in this layer are called prem-
ise parameters and they are adjustable. The second layer represents the T-norm 
operators that merge the potential input membership grades in order to calculate 
the firing strength of the rule. The third layer implements a normalization function 
to the firing strengths producing normalized firing strengths. The fourth layer 
represents the consequent parameters that are adjustable. The fifth layer represents 
the aggregation of the outputs performed by weighted summation. It is not  
adjustable. 
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Fig. 1 An ANFIS network structure for a simple FIS. 

3   ANFIS/Neural Network Modeling of Phase Shift 

ANFIS is dominant model in solving multifaceted problems. Since ANFIS has the 
impending of solving nonlinear problem and can easily accomplish the input–
output mapping, it is perfect to be used for solving the prediction problem. In this 
work, the ANFIS model on the basis of grid partitioning algorithm with three in-
puts (sensor location, drive frequency , mass flow rate and one output (phase shift) 
was designed for prediction modeling of CMFS in a wide range of all input pa-
rameters. In the grid partitioning method, the domain of each antecedent variable 
is partitioned into equidistant and identically shaped membership functions. The 
Gaussian membership function used in the ANFIS model. Hybrid learning rule is 
used to train the model according to input/ output data pairs. A hybrid algorithm 
can be divided to forward pass and a backward pass. The forward pass of the 
learning algorithm stop at nodes at layer 4 and the consequent parameters are 
identified by least squares method. In the backward pass, the error signals propa-
gate backward and the premise parameters are updated by gradient descent. It has 
been demonstrated that this hybrid algorithm is extremely capable in training the 
ANFIS [2]. Further multilayer feed forward neural network model (MFNN) is de-
veloped using the backpropagation network training function: Levenberg-
Marquardt and backpropagation weight/bias learning function: Gradient descent 
having number of hidden layers 8 and epochs 100. In order to evaluate the predict-
ing accuracy of models, the phase shift prediction uses the root mean square error 
(RMSE) to measure the difference between the predicted and measured values.  
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where n is the total number of data considered. All ANFIS and neural network  
results were derived from the code developed in MATLAB 7 [9]. 
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4   Experimental Test Conditions 

The experimental studies were performed on the copper omega type Coriolis mass 
flow sensor. Vibrating tube of copper material was used having 12.7 mm outer diame-
ter and 10.9 mm inner diameter. Water was used as flowing fluid through vibrating 
tube. Tube was having height of 300mm and width of 500 mm. The Experimental set 
up used in the present study has been designed on Pro Engineer Wildfire modeling 
software and later manufactured at the Instrumentation project laboratory of Mechani-
cal and Industrial Engineering Department, IIT, Roorkee. The photographic view of 
the experimental setup has been shown in figure 2, which consists of the several func-
tional elements such as:  Hydraulic bench for providing regulated water supply to the 
flow sensor. Test bench for supporting the tubes of the mass flow sensor. Excitation 
system for providing mechanical excitation to the mass flow sensor, consists of an 
Electrodynamics shaker, control unit, accelerometer and vibration meter. Virtual in-
strumentation comprising of non-contact displacement laser sensors, and a signal con-
ditioning unit for extraction of phase shift. Various settings of sensor location, drive 
frequency and mass flow rate were used in the experiments. A response surface three 
level factorial experimental design with 32 runs was used to perform the experiments. 
The factors and level of each factor are illustrated in Table 1. 

 
Fig. 2 actual photographic view of experimental setup 

Various design components as follows: 

1. Hydraulic bench                     5. Omega tube                    9. Foundation 
2. Electromagnetic flow meter   6. Test Bench                    10. Data Acquisition box 
3. Vibration Control unit            7. Laser sensors                 11. Inlet pipe 
4. Vibration driver                      8. Sensor holding stand     12. Outlet pipe 
                                                                                               13. Sensor locations 
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Table 1 CMFS parameters and their levels 

Input parameters Level 1 Level 2 Level 3 
Sensor Location (cm) 6 10 14 

Drive frequency (Hz) 18 19 20 
Mass flow rate (kg/s) 0.1 0.2 0.3 

Start
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Fig. 3 Flow chart of ANFIS model 

5   Results and Discussions 

In this study, an ANFIS model based on both ANN and FL has been developed to 
predict phase shift in CMFS. Three input parameters specifically sensor location, 
drive frequency and mass flow rate were taken as input features. Further multi-
layer feed forward neural network model (MFNN) is also developed for compari-
son with the Anfis model. The experimental data for phase shift is collected from 
the experimentation carried out on the indigenously developed copper CMFS test 
rig. The experiments were divided into two group for training (the first 16 experi-
ment) and testing (remaining) of ANFIS and neural network model. For this  
purpose, computer simulation results were carried out and further results were 
validated with the testing data in terms of root mean square error (RMSE) for de-
termining the performance of the proposed methodology. According to the simula-
tion results, the proposed method is efficient for estimating of the phase shift in 
CMFS. Figs. 3 and 4 depict the flow chart of procedure followed for Anfis model-
ling; comparison of neural network and ANFIS results for the phase shift respec-
tively. Similarly fig. 5 depicts the RMSE for both the model developed and it is 
found that the ANIFS is having less compared to ANN. Therefore, it may be 
proved that the ANFIS method used in this paper is realistic and well improved 
over neural network results and could be used to predict the phase shift for coriolis 
mass flow sensor. The comparised lines seem to be close to each other indicating 
with good agreement. Fig. 6 - 8 shows the consequential surface plot identifying 
the correlation between preferred variables. It can be observed from the surface 
plot that the identified correlation by ANFIS methodology is non-linear in nature 
for sensor location as well as drive frequency and linear for mass flow rate. 
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Fig. 4 Comparison of predicted results for ANFIS/ MFNN with actual values for phase shift 

 

Fig. 5 RMSE for ANFIS/MFNN model 
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Fig. 6 overall input output surface of sensor location, drive frequency and phase shift 

 

Fig. 7 overall input output surface of drive frequency, mass flow rate and phase shift 
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Fig. 8 overall input output surface of sensor location, mass flow rate and phase shift 

6   Conclusion 

The paper has illustrated the use of the adaptive neuro-fuzzy inference system 
method for predicting phase shift of copper Coriolis mass flow sensor. ANFIS 
tests were performed to predict the preferred performances which are competent 
of realizing a immense multiplicity of non-linear interaction of significant intri-
cacy. The experimental data obtained from experimentation on indigenously de-
veloped Copper CMFS test rig is used for training the Anfis model then this model 
is accessible to the network in the structure of input-output pairs, thus the best 
possible correlation is found between the phase shift and influential important pa-
rameters. The training data is having phase shift at changeable input factors like 
sensor location, drive frequency and mass flow rate. Further, the multilayer feed 
forward neural network (MFNN) model is developed and compared with the 
ANFIS model results. These results reveal that ANFIS models could be effectively 
used in the expansion of Copper Coriolis mass flow sensors.   
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Gravitational Search Algorithm-Based Tuning 
of Fuzzy Control Systems with a Reduced 
Parametric Sensitivity 

Radu-Emil Precup, Radu-Codruţ David, Emil M. Petriu, Stefan Preitl,  
and Adrian Sebastian Paul* 

Abstract. This paper proposes the tuning of a class of fuzzy control systems to  
ensure a reduced parametric sensitivity on the basis of a new Gravitational Search 
Algorithm (GSA). The GSA is employed to solve the optimization problems charac-
terized by the minimization of objective functions defined as integral quadratic per-
formance indices. The performance indices depend on the control error and on the 
squared output sensitivity functions of the sensitivity models with respect to the pa-
rametric variations of the controlled process. The controlled processes in the fuzzy 
control systems are benchmarks modeled by second-order linearized systems with an 
integral component and Takagi-Sugeno proportional-integral fuzzy controllers are 
designed and tuned for these processes. 
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1   Introduction 

The uncontrollable variations of the parameters of the processes lead to undesirable 
behaviors of the control systems. The parametric sensitivity of the control systems is 
studied in the time domain [23, 29] and in the frequency domain [20, 24, 33]. Some 
optimal control applications employing sensitivity models in the objective functions 
are dealing with objective functions as extended quadratic performance indices used 
in the design and tuning of Takagi-Sugeno PI-fuzzy controllers [23], Bellman-
Zadeh’s approach applied to decision making in fuzzy environments in multi-criteria 
optimization problems [10], augmented state feedback tracking guaranteed cost con-
trol [24], optimal human arm movement control [5] or Iterative Learning Control [7]. 
Attractive applications are given in [18, 35]. 

Solving the optimization problems for the usually non-convex objective func-
tions used in many control systems is not a trivial task as it can lead to several lo-
cal minima. Different solutions including derivative-free optimization algorithms 
are proposed in the literature [4, 6, 8, 9, 11, 14, 17, 19, 22, 32, ] to solve the opti-
mization problems in control systems with objective functions that can have sev-
eral local minima. The Gravitational Search Algorithm (GSA) [26] is such an  
algorithm inspired by Newton’s law of gravity to solve the optimization problems 
with non-convex objective functions which eventually have several local minima. 

The main contributions of this paper are: the application of the GSA to the op-
timal tuning of Takagi-Sugeno proportional-integral (PI)-fuzzy controllers, a new 
GSA which is based on an additional constraint regarding system’s overshoot and 
on the modification of the depreciation equation of the gravitational constant with 
the advance of the algorithm’s iterations, and the simple implementation of the 
GSA by the application of the Extended Symmetrical Optimum (ESO) method 
[25] which uses of a single design parameter in the tuning conditions of the PI 
controller parameters which are next mapped onto the parameters of the PI-fuzzy 
controller in terms of the modal equivalence principle, and the number of parame-
ters of the tuning parameters of the PI-fuzzy controllers (viz. the variables of the 
objective functions) is much reduced. 

This paper treats the following topics. Section 2 gives the description of the  
optimization problems in terms of definition and GSA-based solving. Section 3 is 
focused on the case study which deals with the optimal tuning of Takagi-Sugeno 
PI-fuzzy controllers for a class of second-order processes with integral compo-
nent. A discussion on the results is included. Section 4 outlines the conclusions. 

2   Optimization Problems: Definition and GSA-Based Solving 

The control system structure is presented in Fig. 1, where C is the controller, P is 
the controlled process, r is the reference input, dinp is the disturbance input, y is the 
controlled output, u is the control signal, and e is the control error, yre −= ,  
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mT
m R∈= ]...[ 21 αααα  is the parameter vector containing the parameters 

maa ,1  , =α , of the controlled process, and qT
q R∈= ]...[ 21 ρρρρ  is the 

parameter vector containing the tuning parameters qll ,1  , =ρ , of the controller. 

 

Fig. 1 Control system structure. 
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and that the state-space model of the control system is differentiable with respect 
to maa ,1  , =α , the state sensitivity functions pnba

b += ,1  ,αλ , and the output sen-

sitivity function aασ  are 
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where the subscript 0 indicates the nominal value of the appropriate parameter 
which is subjected to variations. The following discrete-time objective functions 
are defined to ensure the sensitivity reduction with respect to that parameter: 
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where INtt ∈  , , is the time variable, ,,1  , maa =αγ  are the weighting parameters, 

all variables in the sum depend on ρ , and ISE is the Integral of Squared Error. 

The objective functions defined in (3) can be viewed as extended ISE criteria. 
Their minimization aiming the sensitivity reduction is expressed in terms of the 
following optimization problems: 
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where *ρ  is the optimal value of the vector ρ  and Do is the feasible domain of ρ . 

The stability of the control system should be first of all taken into consideration 
when setting the domain Do. 

The operating mechanism of GSA used in solving the optimization problem  
defined in (4) comes from Newton’s law of gravity which states that each particle 
attracts every other particle with a gravitational force [15]. We suggest the follow-
ing depreciation of the gravitational constant )(kg  with the increase in the GSA’s 

iterations number k : 

max/ )( kkkg δ= ,                                                     (5) 

where 
maxk  is the maximum number of iterations, and 0>δ  is constant set such 

that to ensure the GSA’s convergence and to influence the search accuracy. 
Considering N  masses (agents) and the q-dimensional search space, the posi-

tion of the thi  agent is defined by the vector 
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where d
ix  is the position of the thi  agent in the thd  dimension, qd ,1= . The total 

force acting on the mass i  is 

)]()([
)(

)()(
)()(

,1

kxkx
kr

kmkm
kgkF d

i
d
j

ij

ji
N

jij
j

d
i −

+
= ∑

≠= ε
ρ ,                         (7) 

where 
jρ , 10 ≤≤ jρ , is a random generated number, )(kmi

 and )(km j
 are the 

related masses of the thi  and thj  agent, respectively, 0>ε  is a small constant, 

and )(krij
 is the Euclidian distance between the thi  and the thj  agent. The dis-

tance is used in (7) instead of the square distance to reduce the computational 
complexity according to the GSA presented in [26]. The law of motion results in 
the acceleration of the thi  agent at the iteration index k  in the thd  dimension 

)(/)()( kmkFka Ii
d

i
d
i = ,                                              (8) 

where )(kmIi
 is the inertia mass related to the thi  agent. The next velocity of an 

agent, )1( +kvd
i

, is considered as a fraction of its current velocity added to its ac-

celeration. Therefore, the position and velocity of an agent are updated in terms of 
the following state-space equations [27]: 
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where 
iρ , 10 ≤≤ iρ , is a uniform random variable. 
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The gravitational and inertial masses are calculated according to [26, 27]: 
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where )(kfi
 is the fitness value of the thi  agent at the iteration index k , and )(kb  

(corresponding to the best agent) and )(kw  (corresponding to the worst agent) are 

defined as follows for minimization problems as those defined in (4): 
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The relations between the fitness function f and value )(kfi
 in the GSA and the 

objective functions defined in (3), and between the position of the thi  agent of the 
GSA defined in (6) and the parameter vector are 

NiNjmaIkf iISEj
a ,1  ,  ,,1  ,,1  ),()( ===== ρXρα .                  (12) 

Our GSA consists of the following steps: 

1. Initialize the q-dimensional search space, the number of agents N and 
randomly generate the agents’ position vector Xi. 

2. Evaluate the agents’ fitness using the equations (3) and (12) involving 
simulations and/or experiments conducted with the fuzzy control system. 

3. Update )(kg , )(kb , )(kw  and )(kmi
 using (5), (10) and (11) for 

Ni ,1= . 

4. Calculate the total force in different directions using (7), and update the 
agents’ velocities and positions using (8) and (9). 

5. Validate the obtained vector solution )(kiX  in terms of checking the fol-

lowing inequality-type constraint which guarantees that the fuzzy control 
system with the obtained controller tuning parameters )(kiXρ =  ensures 

the convergence of the objective function: 

|)0()(|001.0|)()(| rtrtrty fff −≤− ,                              (13) 

where tf is the final time moment (theoretically ∞ according to (3)). 
6. Increment k and go to step 2 until the maximum number of iterations is 

reached, i.e. 
maxkk = . 

3   Case Study and Discussion of Results 

The controlled process with the following transfer function is considered in order 
to validate the application of our GSA to the optimal tuning of fuzzy controllers 
with a reduced parametric sensitivity: 

)]1(/[)( sTsksP ΣP += ,                                               (14) 
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where 
Pk  is the controlled process gain and ΣT  is the small time constant or the 

sum of parasitic time constants, 88.139=Pk  and s 92.0=ΣT . The accepted  

sampling period is s 05.0=sT . 

The transfer function defined in (14) includes the actuator and measuring  
element dynamics. Such transfer functions are simplified linearized models of 
processes used as servo systems in various applications [1, 2, 12, 13, 21, 28, 30]. 
As shown in [25] the PI controllers can be tuned by the ESO method to guarantee 
a good compromise to the desired / imposed control performance indices using a 
single design parameter referred to as β , and the Takagi-Sugeno PI-fuzzy con-

trollers (Fig. 2) are designed and tuned to improve the system’s performance. 

 

Fig. 2 Takagi-Sugeno PI-fuzzy controller structure. 

The Two Inputs-Single Output fuzzy controller (TISO-FC) block in Fig. 2 is 
characterized by the fuzzification according to Fig. 3, the weighted average  
method is employed for defuzzification, and the SUM and PROD operators are 
used in the inference engine. 

 

Fig. 3 Input membership functions of Takagi-Sugeno PI-fuzzy controller. 

Tustin’s method applied to the discretization of the linear PI controller with the 
transfer function 

icCiCic TkksTkssTksC =+=+=   )],/(11[/)1()( ,                          (15) 

with the controller gain kc and integral time constant Ti leads to the discrete-time 
incremental PI controller with the recurrent equation and parameters 

)2/(2  ),2/(  )],( )([ )( sissicPP TTTTTkKteteKtu −=−=+Δ=Δ μμ .    (16) 

The rule base of TISO-FC is presented in Table 1, where the consequents of the 
rules are characterized by 

)( )( )],( )([)( 121 tftfteteKtf P ημ =+Δ= .                               (17) 



Gravitational Search Algorithm-Based Tuning of Fuzzy Control Systems 147
 

Table 1 Decision table of TISO-FC 

)(te  
)(teΔ  

N ZE P 

P )()( 1 tftu =Δ  )()( 1 tftu =Δ  )()( 2 tftu =Δ  

ZE )()( 1 tftu =Δ  )()( 1 tftu =Δ  )()( 1 tftu =Δ  

N )()( 2 tftu =Δ  )()( 1 tftu =Δ  )()( 1 tftu =Δ  

 
The parameter η  is introduced to alleviate the overshoot of when e(t) and Δe(t) 

have the same sign, and the modal equivalence principle results in 

ee BB  μ=Δ .                                                             (18) 

The PI tuning conditions specific to the ESO method and the reference filter trans-
fer function (for performance improvement) are 

)1/(1)(  ,   ),   /(1 2 sTsFTTkTk iΣiPΣc +=== βββ .                       (19) 

The parameter vector of the controller ρ ( 3=q ) and the parameter vector of the 

controlled process α ( 2=m ) obtain the following particular expressions: 
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ρ

                              

 (20) 

The evaluation of the agents and the update of the worst and best masses are con-
ducted using the Simulink-based digital simulation of the fuzzy control system 
behavior with respect to the step-type modification of the reference input. The 
GSAs are implemented by means of }50,20,10{∈N  masses generated randomly. 

The weighting parameter values were set to }100000,10000,1000,0{)( 2 ∈Pkγ  and 

}5,5.0,05.0,0{)( 2 ∈ΣTγ . Each particle was a 3=q -dimensional vector, and each 

dimension was initialized using 164  ,155.0  ,405.22 ≤≤≤≤≤≤ βηeB , and 

these boundaries stand for inequality-type constraints and they define the domain 
Do as well. The maximum number of iterations used as stop criterion in the step 6 
of the GSA was set to {75, 100, 150}. The parameter δ in (5) was set to 0.5 in  
order to ensure acceptable GSA convergence and search accuracy as well. 

For the sake of simplicity just the analysis of the effect of different combina-
tions of the number of agents and of the maximum number of iterations on the  
optimal values of the controller tuning parameters and on the minimum values of 
the objective function Pk

ISEI  is presented here. The results are synthesized in Tables 

2 and 3, where the superscript * shows the optimum value of a certain parameter. 
The performance index )%( Pk

ISEIStDev  is introduced to evaluate the conver-

gence of the algorithms. This index is defined as the percentage represented by the 
standard deviation )( Pk

ISEIStDev  compared to the average value )( Pk
ISEIAvg  of the 

objective function obtained after all simulations. 
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Table 2 Parameters and objective function for 20 agents and maximum number of itera-

tions of 75 for 
Pk

ISEI
 

2)( Pkγ  *η  *
eB  *

Ck  *
iT  Pk

ISEI  

0 0.225813 32.82812 0.00276 7.292998 9328.354 
1000 0.213898 30.91186 0.002767 7.258782 10136.25 

10000 0.221227 32.1809 0.002759 7.298408 18721.98 
100000 0.360172 35.25418 0.00329 5.427772 99524.9 

Table 3 Results for 20 agents and maximum number of iterations of 75 for 
Pk

ISEI  

2)( Pkγ  )( Pk
ISEIAvg  )( Pk

ISEIStDev  )%( Pk
ISEIStDev  

0 9328.354 248.3207 2.661999 
1000 10136.25 265.8096 2.622365 
10000 18721.98 410.8041 2.194234 

100000 99524.9 3228.985 3.244399 

4   Conclusions 

The paper has proposed the GSA-based tuning of a class of Takagi-Sugeno fuzzy 
control systems such that to obtain a reduced sensitivity with respect to the para-
metric variations of the controlled process. Details concerning the implementation 
of a new GSA are given. 

The future research will extend the optimal tuning to other classes of fuzzy con-
trol systems with applications to other processes and controller structures  
[3, 16, 31]. The strong reduction of the number of simulations is aimed in order to 
replace the digital simulations in the step 2 of the GSA by real-time experiments. 

Another will deal with the comparison of the performance of different evolu-
tionary-based algorithms from the point of view of convergence speed and compu-
tational complexity, and with the comparison with classical non-optimized fuzzy 
controllers and with PI controllers. System’s robustness analysis will be tackled. 
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Application of Fuzzy Logic in Preference 
Management for Detailed Feedbacks 

Zhengping Wu and Hao Wu* 

Abstract. In consumer-to-consumer (C2C) e-commerce environments, the magni-
tude of products and the diversity of vendors have caused confusion and difficulty 
for consumers to choose the right product from a trustworthy vendor. Feedback 
system is a widely used solution to help consumers evaluate vendors’ reputations. 
Some C2C environments have started to provide detailed feedback besides the 
overall rating system to help consumers distinguish individual vendors from mul-
tiple aspects. However, the increase in detailed feedback may add to consumer 
confusion and increase the time needed to consider all aspects for a reputation 
evaluation decision. This paper analyzes a typical feedback and reputation system 
for the e-commerce environment and proposes a novel, perception-based reputa-
tion model for individual vendors.  

Keywords: Detailed feedback, perception-based, fuzzy logic, preference  
management, eBay. 

1   Introduction 

E-commerce, especially consumer-to-consumer (C2C) e-commerce platform such 
as eBay and Amazon Marketplace has become a very popular type of e-commerce 
sites in recent years due to its convenience and flexibility. Meanwhile, researchers 
have begun to study the trustworthiness of e-commerce environments [1] and have 
built many trust models for this type of e-commerce environment [4][9]. From the 
shopper’s point of view, vendor trustworthiness involves many factors [7]. Per-
sonalized recommendation is very difficult to develop because of the diversity and 
uncertainty of these factors. In e-commerce environments, the management of un-
certainty in various factors enables us to increase confidence and prevent untrust-
worthy vendors or products from conducting business. From the shopper’s point 
of view, an online shopping decision is difficult to make because of these uncer-
tain factors in reputation evaluation plus variable price factors.  In this paper, we 
                                                           
Zhengping Wu · Hao Wu 
Department of Computer Science and Engineering, University of Bridgeport 
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present a perception-based personalized decision-making system for e-commerce 
applications, which incorporates all possible factors, especially detailed feedbacks 
for shopping decisions. These detailed feedbacks can provide extra information to 
recommend the right product from a trustworthy vendor, following the shopper’s 
own rules. This paper aims to model detail feedbacks for increasing the discrimi-
nations of different vendors with similar general feedbacks. Two sub-models, de-
rived from this perception-based reputation model for different practical situations 
in C2C e-commerce environments, are also discussed. An adjustable feedback in-
dex that is generated from detailed feedback information on the eBay platform is 
used in the reasoning mechanism for shopping decision-making to maximize the 
usage of shoppers’ own preferences. An application of this system demonstrates 
that this novel framework can provide convenient and accurate recommendations 
for shoppers in e-commerce environments. A comparison with other extant reputa-
tion models and the two different sub-models discussed in this paper also offers a 
clear view of the merits and drawbacks of the entire reputation modeling. 

2   Related Work 

As one of the most popular C2C e-commerce platforms, eBay provides not only a 
flexible and convenient shopping environment but also, a complete feedback 
mechanism [2] that helps shoppers evaluate vendors and review vendor reputa-
tions when choosing products. The eBay feedback system includes a 3 degree 
overall rating mechanism plus a 5-scale rating mechanism from five different de-
tailed aspects. eBay-like C2C systems have been popping up all over the world 
and have been widely adopted by online retailers in recent years. Researchers 
chose the eBay system as a typical C2C model for their analysis of trust and repu-
tation in this type of system [9][8]. We attempt to incorporate detailed feedbacks 
into the analysis of trustworthiness in the eBay environment and propose a novel, 
perception-based reputation model for eBay, eBay-like systems and general C2C 
systems, using available information as much as we can in these systems to pro-
vide a more accurate trust and reputation evaluation in shopping decision–making. 

Fuzzy reputation models have also been studied recently. In [4], authors sur-
veyed several existing reputation models and proposed a fuzzy computational 
model (“fuzzy beta model”) for trust and reputation systems. They focused on 
centralized computation, which collects ratings from all community members and 
presents a beta fuzzy formula suitable for any rating system. In their model, trust 
is defined as a subjective expectation a user has about another’s future behavior 
based on the history of their encounters, and reputation is defined as belief about a 
person’s or thing’s character or standing. By introducing fuzzy logic into reputa-
tion and trust computation, they built their own fuzzy reputation and trust systems. 
As an application, they proposed a recommendation system that utilizes the results 
from fuzzy reputation and fuzzy trust systems. 
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3   Fuzzy Model and Uncertainty 

To manage a collection of reputation-oriented activities in e-commerce applica-
tions, we need to understand reputation itself. Reputation of a vendor itself does 
not mean anything, but it can be reflected in the trust toward that vendor, as felt by 
shoppers. Research in [3] indicates that trust has three properties: transitivity, 
asymmetry and personalization. According to the properties of trust and the cate-
gorization described by Beth et al. [6], we categorize trust into four classes - direct 
trust, indirect trust, subjective trust and objective trust. Indirect trust is derived 
from direct trust. Indirect trust is a function of direct trust. It may add value to di-
rect or indirect trust from a trusted party. Added values are uncertain at some level 
and tend to be fuzzy. Both subjective trust and objective trust can be derived from 
indirect or direct trust. However, subjective trust and indirect trust may vary 
greatly when different sources of information are considered. Due to this varia-
tion, subjective trust and indirect trust are uncertain at some level. Furthermore, 
the objective judgment from the feedback system is a combination of a huge num-
ber of other people’s subjective judgments, which are also uncertain at some level. 
Therefore, we need special representations and enforcement processes to handle 
this uncertain aspect of reputation management and reputation-based decision-
making for e-commerce applications. 

L. Zadeh proposed an extended perception-based fuzzy logic [5], which aims to 
lay the groundwork for a radical enlargement of the role for natural languages in 
probability theory and its applications, especially in the realm of decision analysis. 
We believe it has the capability to operate on perception-based information and 
preferences. By introducing perception-based fuzzy logic into the research of de-
cision-making, we aim to solve the issues associated with uncertainty in reputation 
management and then extend it to personalized shopping decision-making or rec-
ommendations for e-commerce applications. 

As discussed above, an e-commerce activity may contain several types of un-
certainty. When shopping on eBay, buyers may consider various aspects to deter-
mine a vendor’s reputation. And it is hard for buyers to quantify all the factors. 
However it is much easier to describe the degree of each factor using linguistic. 
Thus, we use a collection of linguistic rules to describe uncertainties in words.  

After we define a linguistic rule set, we use fuzzy logic to represent these rules. 
Following the definition in [9], we represent the set of subject as X in this paper. 
All the fuzzy sets on X are represented as P (X). Then we can use a group of fuzzy 
sets from P (X) to group all the elements of X into several sets with different levels 
of uncertainty. Here, we represent one of the factors which is feedback score as a 
set F and use P* to represent the probability that a vendor’s reputation is high. 
Then the linguistic rule set can be described as: 

“If F is high then P* is high.” 
“If F is normal then P* is medium.” 
“If F is low then P* is low.” 

The probability of “the vendor’s reputation is high” can be represented as an  
F-granular distribution [5] (Figure 1) and written as: 
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P* = high*high + normal*medium + low*low 

Then we use Z(F) to represent the fuzzy set in F domain and P(P*) to represent 
fuzzy set in P* domain. So the words “high”, “normal”, “low” belong to Z(F), and 
the words “high”, “medium”, “low” belong to P(P*). Then, the linguistic rule set 
can be represented as: 

“If F is Zi then P* is Pj”, where Zi∈Z(F), Pj∈P(P*). 

“if… than…” rule is the most widely used but not the only format to present lin-
guistic rule. As long as uncertainties need to be contained in rules, our proposed 
fuzzy term description can be embedded into any rule format. 

Using f-granular to describe P* (as illustrated in Figure 2), P* can be written as: 

∑ ×=
ji

ji PZP
,

*  

We apply this general form of fuzzy rule descriptions to reputation modeling and 
management for e-commerce applications in order to express uncertainty in real-
life trust and decision-making with human linguistics. Since multiple uncertain 
factors co-exist in the e-commerce environment that influence a shopper’s deci-
sion-making process regarding the trustworthiness of a vendor, and each individ-
ual factor is related to others, the final decision is made by co-activation of all re-
lated factors. General rules should have the capacity to involve all possible factors 
whether they are uncertain factors or normal factors. And we extended the defini-
tion of general rules described in [9] to complete linguistic rules. 

Definition 3.1 Complete linguistic rule set 
For subject set X, Xi ∈ X, and Zi(Xi) is a fuzzy set of Xi . Let P* be the probability 
distribution of an action or a decision, which is determined by X, and P(P*) is a 
fuzzy set of P*. 

f 
P*
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Flow normal high0
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Fig. 1 F-granular Fig. 2 F-granular of P* 

4   Modeling Detailed Feedback 

Determining a vendor’s reputation in an e-commerce environment is quite difficult 
due to various types of relevant factors in its decision-making process, which in-
clude both uncertain and certain information and the implicit relationships  
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between factors. We use the eBay feedback system to illustrate several concrete 
examples hereafter, but the proposed models can be applied to any e-commerce 
environments and applications. Since an eBay vendor’s reputation can be summa-
rized in a feedback score, positive feedback percentage, recent performance index 
and detailed feedback ratings. However, most shoppers only use the feedback 
score, positive feedback percentage and recent performance index to derive a 
reputation decision for their shopping activities. Detailed feedback ratings are 
supplemental information to support a vendor’s reputation. But we cannot ignore 
the significant contribution that detailed feedback can provide to evaluate the rep-
utation of a vendor, especially to distinguish vendors with similar feedback scores 
and positive feedback percentages.  

 

  
Fig. 3 Parallel Model Fig. 4 Feedback Adj. Model 

 
First, we propose a parallel model as shown in Figure 3, treating detailed feed-

backs as a sub set of all relevant factors, in which detailed feedbacks are as impor-
tant as general factors so that the reputation can be calculated, depending not only 
upon overall performance factors but also consisting of user’s preferences on dif-
ferent aspects within detailed feedbacks. Shoppers can define main policy set for 
general factors and sub policy set for detailed feedbacks. And these two sets are 
co-actively processed by reputation generator to calculate a reputation for a ven-
dor. On the other hand, we propose another model - the feedback adjustable model 
(Figure 4) – in which detailed feedbacks are only used to augment general per-
formance factors, which use available detailed feedback ratings to adjust the deci-
sion-making process in order to meet shoppers’ perceptions toward a vendor. 
Unlike the parallel model, the feedback adjustable model uses a parameter genera-
tor to map detailed feedback ratings into one parameter that has the range from 0 
to 1([0,1]). Then this parameter is used in the reputation generation process in or-
der to adjust the calculation of the overall reputation using general feedback  
information. 
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In the feedback adjustable model, we use detailed feedbacks to generate a  
parameter that is called the feedback index, represented as μ, μ∈ [0, 1]. We can 
define the set for each detailed feedback aspect as follows. 

Definition 4.1 Set of detailed feedback aspect 
The set of detailed feedback aspect is the set containing all the aspects to evaluate 
a vendor’s reputation according to a 5-point average rating and the number of to-
tal ratings. In this paper, we use FA to represent the set of detailed feedback  
aspect. 

For each element fi in FA, R(fi) represents the average rating of fi, and N(fi) 
represents the rating number of fi. Then we can define feedback index μ as  
follows. 

Definition 4.2 Feedback index 

∑
∑

∗
=

i i

ii

fN

fNfR

)(5

)()(
iμ , in which R(fi)∈ [0,5]. 

And we also propose a recent performance index that will represent a vendor’s 
sales frequency over the last 12 months, in order to overcome the inaccuracy of 
the current feedback score. 

Definition 4.3 Feedback Score 

Feedback Score = Total Positive Feedbacks – Total Negative Feedbacks 

The feedback score is defined to indicate a user’s general reputation. It is widely 
accepted by many e-commerce systems including eBay. 

Definition 4.4 Recent performance index (RP index) 

N
hActiveMont

oreFeedbackSc
MonthsedbacksInNegativeFeMonthsedbacksInPositiveFe

Index
∗

−= 1212
RP

, 

 in which if active month<12, N=active month; If active month>=12, N=12. 

The higher the recent performance index value, the more active a vendor’s sales 
activity has been within the last year (or active period).   

5   Experiments 

To examine the performance and adaptability of the system, we select an unlocked 
Nokia N900 cell phone as the target product for shopping. Then we run the system 
with the eBay environment. Hundreds of vendors who sell this cell phone (with 
the “buy it now” option) are compared in the experiments. And according to the 
percentage of vendors with/without detailed feedbacks (two categories), we pro-
portionally choose first 7 and 4 vendors from the raw result returned by eBay rep-
resenting both categories for the comparison. Detailed vendors’ information is 
shown in table 1. Then we use different models to calculate the reputation of each 
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vendor respectively. Then we add price information into decision-making and 
provide users a final recommendation following users’ preferences on different 
policy sets and different models.  

Table 1 Vendors’ information 

Vendor Price 

Positive 
feedback 

(%) 

Feed-
back 
score 

12 month 
feedback

Active 
Months

Item as des. 

(rating/# of 
rating) 

Communica-
tion(rating/# 
of rating) 

Shipping 
time 

(rating/# of 
rating) 

Shipping 
handle 

(rating/# of 
rating) 

eBay1 465.00 50 4 6 48 N/A N/A N/A N/A 

eBay2 538.00 100 98 83 39 N/A N/A N/A N/A 

eBay3 480.99 83.3 32 2 26 N/A N/A N/A N/A 

eBay4 499.95 100 144 150 23 N/A N/A N/A N/A 

eBay5 649.66 100 57 1 117 4.4/34 4.5/35 4.9/38 4.4/35 

eBay6 449.95 99.6 2616 2894 78 4.9/1712 4.9/1703 4.8/1703 4.9/1703 

eBay7 529.99 99 684 551 46 4.8/415 4.8/412 4.8/418 4.8/410 

eBay8 540.00 98.4 3974 67 106 4.7/52 4.5/51 4.4/51 4.7/52 

eBay9 589.99 98.1 743 775 36 4.8/635 4.7/631 4.8/629 4.8/632 

eBay10 599.00 100 141 91 17 4.5/43 4.7/43 4.7/43 4.5/43 

eBay11 575.00 98.9 105 95 16 4.8/62 4.8/62 4.6/62 4.8/62 

eBay12 499.95 100 132 137 15 5.0/61 5.0/61 4.9/60 4.9/61 

eBay13 538.00 99.4 1310 188 50 4.9/142 4.8/140 4.9/141 5.0/136 

eBay14 538.99 99.7 1708 316 114 4.9/229 4.6/229 4.9/226 4.9/227 

eBay15 490.00 100 1439 1119 97 4.9/905 4.9/902 4.9/899 4.9/899 

5.1   Comparisons of Reputation Models  

In order to compare the reputations generated from different models, we first  
defined the main policy set, which is used in both the parallel model and the feed-
back adjustable model. The main policy set is defined following most shoppers’ 
common sense, which gives a vendor a higher reputation when he obtains a higher 
feedback score, more positive feedback percentage and being active recently. We 
also defined two different sub policy sets for the parallel model in order to incor-
porate detailed feedbacks into the decision-making process. The first one consid-
ers all four aspects in detailed feedbacks. The second one, however, only prefers 
better performance on shipping time. We also set up a policy set that includes only 
the feedback score and the percentage of positive feedbacks, and run the system 
using this policy set to generate a set of reputations for vendors as the baseline for 
comparison. We also build a system following the fuzzy beta reputation model de-
scribed in [4] to calculate the reputation scores for these 15 eBay vendors. Since 
the fuzzy beta reputation model does not take recent activity into consideration of 
vendors’ reputation calculation, we also introduce RP index into the fuzzy beta 
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reputation model as a weight to re-calculate the reputation, and view the impact of 
the RP index. 

5.1.1   Comparisons 

Figure 5 illustrates the comparisons of reputations generated by different models. 
RP1 to PR7 represents the general model without detailed feedback, parallel 
model with sub policy set1, parallel model with sub policy set2, feedback adjust-
able model, general model without RP index and detailed feedbacks, fuzzy beta 
reputation model and fuzzy beta reputation model with RP index respectively. Our 
system provides reputations at three different levels: low, normal and high. The 
confidence of each level will be represented by a percentage following that level. 
In order to perform the comparison, we normalize our reputations into a reputation 
score ([0,1]). 

As mentioned before, we apply the RP index as a weight factor into the fuzzy 
beta reputation model. Compared RP6 with RP7, we can see its capability to in-
crease reputation scores for recent active vendors such as eBay6 and eBay9. We 
can also clearly find its capability to downgrade the reputations of not-so-active 
vendors. We can see from the diagram that our preference-based system results 
are very close to the fuzzy beta reputation model’s result on RP5. We believe that 
if we tune this policy set to reflect the implicit preferences in the fuzzy beta repu-
tation model, the difference will be even smaller. So our system is more flexible 
and adaptable for reputation calculations in different types of e-commerce applica-
tions and even other types of applications as long as implicit or explicit prefer-
ences can be clearly expressed by policy rules.  

 

Fig. 5 Comparisons of different reputation models 

When we incorporate detailed feedback as supplemental and extra support into 
the reputation calculation (RP2), most vendors’ reputations will decrease (com-
pared to RP1), because the proposed parallel model uses all four aspects of  
detailed feedback as equally weighted factors in the reputation calculation process. 
When we change to the second sub policy set, the reputations for those with good 
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shipping time feedbacks are increased (such as eBay5 and eBay14) and the reputa-
tions for those with bad shipping time feedbacks are decreased (such as eBay6, 
eBay8 and eBay11). RP4 shows the same trend as the parallel model for final rep-
utations, which pulls the final reputations in the same direction as the parallel 
model. The only difference is that the parallel model generates more accurate rep-
utations. From the above results, we can see that incorporating detailed feedbacks 
into reputation calculation can offer users more accurate reputation evaluations. 
Compared to the feedback adjustable model, the parallel model provides users 
with a more scalable mechanism for users to get not only accurate reputations but 
also to get more focused reputations based on their own preferences. However, the 
feedback adjustable model can provide the same reputation evaluation adjustment 
trend as the parallel model does, and it is more convenient and efficient for users 
to use, since users do not have to define an additional policy set for various as-
pects of detailed feedback. Besides, the feedback adjustable model can be easily 
adapted into different ecommerce environments no matter detailed feedbacks are 
provided or not. 

5.2   Comparison of Shopping Recommendations 

As a direct application, the models and mechanisms we proposed in this paper can 
help shoppers choose a suitable product from a reputable vendor following shop-
pers’ own preferences. We add product price to the policy definition and decision-
making process for the final recommendation. We also define two different main 
policy sets in order to illustrate the accuracy and flexibility of our system. Then 
we run the system under these policy sets with different models separately. We set 
the sub policy set 1 used in Section 5.1 for the parallel model as our default sub 
policy set. The first main policy set is defined following human common sense, 
which always tries to select a low-priced product from a reputable vendor. The 
second main policy set is defined as an extreme case, which always prefers an  
expensive product from a reputable vendor.  

 

Fig. 6 Comparison of recommendations 
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Figure 6 indicates the huge differences between two policy sets. Recommenda-
tions of those vendors selling at a lower price dramatically drop to a very low 
level regardless the vendors’ reputations. Especially eBay6 and eBay15, who have 
top reputations among all 15 vendors, suddenly drop to the same recommendation 
level as eBay1 and eBay3 or even lower. However, this situation is compatible 
with the policy set we define here, which does not recommend vendors selling at 
very low prices. The only highly recommended vendor for the second policy set is 
eBay9, who has an outstanding reputation (85.7% high) and sells at a very high 
price. For other vendors such as eBay5, eBay10 and eBay11, as long as they sell at 
high prices and receive average reputations, the recommendation levels will climb 
increasingly to a high level compared with their recommendations received under 
the first policy set. There are also three vendors normally recommended under 
both the first and the second policy sets, because both policy sets recommend at a 
normal level for average reputable vendors with average prices.  

6   Conclusions and Future Work  

This paper analyzed reputation modeling and management of a typical C2C envi-
ronment – eBay – and proposed a fuzzy-logic-based uncertainty modeling for  
detailed feedback. Two sub-models derived from the general model were also  
proposed in order to deal with different situations. The introduction of perception-
based fuzzy logic into the modeling and decision-making system can help shop-
pers handle uncertainty and fuzziness in personalized recommendation for  
e-commerce applications involving reputation, price and other factors. As illus-
trated in Section 5, a comparison of reputation evaluation between two sub-models 
gives users a clear view of the advantages and disadvantages of each model. An 
application of this model in the eBay environment can help shoppers make better 
decisions that follow their own intentions and preferences for their online shop-
ping activities. The experiments also show the flexibility and adaptability of the 
system. We will extend our models to different types of e-commerce environ-
ments, such as business-to-business (B2B) and business-to-consumer (B2C) envi-
ronments. A user survey asking users to evaluate the usability and accuracy of our 
system is in progress. This work can also provide effective support for policy-
based management of uncertainty and decision-making in preference management 
for other types of applications with uncertain and fuzzy factors. 
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Negative Biofeedback for Enhancing
Proprioception Training on Wobble Boards

Alpha Agape Gopalai and S.M.N. Arosha Senanayake

Abstract. Biofeedback has been identified to improve postural control and stability.
A biofeedback system communicates with the humans’ Central Nervous System
through many available modalities, such as vibrotactile. The vibrotactile nature of
feedback is presented in a simple and realistic manner, making the presentation
of signals safe and easy to decipher. This work presents a wobble board training
routine for rehabilitation combined with real-time biofeedback. The biofeedback
was stimulated using a fuzzy inference system. The fuzzy system had two inputs
and one output. Measurements to test this rehabilitation approach was taken in Eyes
Open and Eyes Close states, with and without biofeedback while subjects stood on
the wobble board. An independent T-test was conducted on the readings obtained to
test for statistical significance. The goal of this work was to determine the feasibility
of implementing a negative close-loop biofeedback system to assist in proprioceptor
training utilizing wobble boards.

1 Introduction

Postural control, a fundamental to the maintenance of balance, is essential to carry
out all Activities of Daily Living (ADL) [12]. An effective postural control mech-
anism requires the use and integration of several sensory inputs namely: (1) vi-
sual, (2) vestibular, and (3) somatosensory. Studies have proven that, in the absence
or degradation of these sensory inputs, a poor postural control is exhibited [13]. A
potential solution to this scenario is to use biofeedback to provide additional sensory
or augmented information via sensory modalities.

Biofeedback augments the extrinsic information about task success or failure pro-
vided to the performer. These systems are designed to improve postural control [1].
Biofeedback systems typically consists: (1) sensory device, (2) restitution device
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that displays/ presents the biofeedback information to end-users, and (3) process-
ing system that performs computation for decision making and input/ output control
of the system. Biofeedback protocol provides feedback to end-users in the form of
visual, auditory or tactile signal(s) (combination of one or more) [4]. These pro-
tocols have been successfully implemented to healthy young adults [15, 11, 13],
healthy older adults [15, 13], frail older adults [14], stroke patients [16, 12], Unilat-
eral Vestibular Loss (UVL) patients [5, 17], and Bilateral Peripheral Vestibular Loss
(BVL) patients [9].

The importance of biofeedback systems has been greatly recognized in clinical
applications. However, visual and audio biofeedback systems may interfere with
end-user’s visual or acoustic dependency for different ADL tasks [1]. The applica-
tion of these biofeedbacks are limited to individuals who are not deaf and blind.
Tactile biofeedback therefore presents itself as a generic, realistic and appropriate
alternative to provide additional sensory information for rehabilitation applications.
Tactile feedback technology is based on the ability of the skin to sense and com-
municate this modality to the CNS. There are three variations to the tactile modal-
ities (1) electrotactile, (2) thermal and (3) vibrotactile [2]. Vibrotactile feedback
has been identified to be the safest on human skin. The feedback information is
presented in a simple and realistic manner, making signals easy to decipher [13].
The signals are generated utilizing vibration actuators (vibrotactors), aimed to aug-
ment the somatosensory perception. Previous studies, report successfully utilizing
vibrotactors mounted at the foot [13], waist [1, 17], and head [4, 10] resulting in
significant postural improvement.

Balance training is an effective intervention method to improve static postural
sway and dynamic balance in humans [7]. Balance training programs that incorpo-
rated biofeedback, studied the effects of biofeedback for balance training on stable
platforms/ ground using tandem stance [1, 4], single leg balance [10] and functional
reach while standing [12, 13]. The potential of incorporating vibrotactile feedback
with a wobble board (perturbed surface) training has not been considered, to the
authors’ knowledge.

Wobble board balance training routines have been shown in previous studies to
significantly improve postural control by strengthening ankle proprioception [3, 8].
This work proposes a method for rehabilitation, conditioning, and strengthening an-
kle proprioception using a wobble board routine with real-time vibrotactile biofeed-
back stimulated through soft-computing methods. A negative feedback closed-loop
control system was designed. This system utilized tactile biofeedback to gener-
ate warnings, based on the outputs of the Fuzzy Inference System (FIS). The
FIS monitored the rotational angles experienced by the ankle and trunk along the
Anterior-Posterior (AP) plane. The purpose of this study was to determine if the im-
plementation of biofeedback improved the postural control of subjects on the wob-
ble board. An improved postural control (stable) on the wobble board is a predictor
of an effective intervention for foot proprioception training [8, 7].
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Fig. 1 (a) Front View of subject shows the VFCM attached to the elastic waist strap (b)
Side View shows the vibrotactors tucked between the elastic belt and subjects stomach and
lower back (c) Posterior View shows the positioning of the IMU on the trunk for trunk angle
measurement

2 System Hardware

The devices integrated into this system involves two Inertial Measurement Units
(IMU), a wobble board (BOSU R© Balance Trainer), Vibrotactor Feedback Control
Module (VFCM) and a personal computer for real-time communication and data
recording. Fig. 1 depicts the placement of the hardware on the subject while standing
on the balance trainer.

2.1 Inertial Measurement Unit (IMU)

The wireless IMU device used in this study was MicroStrain R©’s Inertia-Link R©. The
sensing unit measures 41 mm x 63 mm x 24 mm and weighs 39 g, making it suitable
for wearable applications without impairing natural movement. The IMU combined
triaxial accelerometers, triaxial gyro, and an on-board processor with sensor fusion
algorithms. The sensor has a resolution of 0.1◦ and supports a full 360◦ measure-
ments of orientation ranges over all axes. This work utilizes two IMUs. The IMUs
were set to stream Euler angles in real-time at a sampling rate of 100 Hz. The IMUs
provided accurate roll and pitch measurements, with yaw measurements drifting
over time. The yaw measurements were not used in this study. All communication
with the IMUs were handled by the host computer via USB base stations. Read-
ings were logged and saved on-board the computer. One IMU was mounted on the
surface of the wobble board while the other IMU was mounted to the trunk of the
subject. The IMUs were attached by means of hook-and-loop fasteners. The IMUs
were fastened to monitor the platform and trunk movement of subjects, with and
without biofeedback, in Eyes Open (EO) and Eyes Closed (EC) conditions.
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2.2 Wobble Board

The wobble board used was the BOSU R© Balance Trainer, it is a proprioception and
core stability training device [6, 7]. This device has two functional surfaces. The
base configuration used in this work, a convex base, provided an unstable surface
to stand on. The BOSU R© surface measured 635 mm in diameter and had a variable
height, which depended on the amount of air in its inflatable chamber. The direction
and degree of perturbation experienced was solely dependent on the subjects’ body
sway (perturbations were self-inflicted). The balance trainer tilted in the direction
of the nett force acting on the surface of the balance trainer. The balance trainer
allowed for±40◦ of tilt along the Anterior-Posterior (AP) and Medial-Lateral (ML)
planes. The BOSU R© balance trainer enabled investigation of (1) immediate defen-
sive postural reaction and (2) the adaptation of postural control mechanisms with
and without forewarning (biofeedback) in EO and EC.

2.3 Vibrotactor Feedback Control Module (VFCM)

Vibrotactors are small light-weighted motors that produce vibrations when pow-
ered. The vibrotactors used in this work was an inertia transducer, Tactaid VBW32
from Audiological Engineering Corporation. The device has a resonant frequency
of 250 Hz, an ideal frequency for the human somatosensory system. The VBW32
also has a very quick ring-up and ring-down period enabling it to provide rapid
responsiveness, which is required for fine control in this work. The vibrotactile con-
trol module consisted of Cypress’s CY8C27443 8-bit Microprocessor, a 9 V power
supply, and audio amplifiers (LM3836N) that functioned as motor drivers for the
vibrotactors used. The microprocessor monitored the input from the host computer
to determine the magnitude of tactile feedback to be provided. Signals to the micro-
processor was sent from the FIS running in the host computer via the digital lines
of a data acquisition device, National Instrument’s NI USB-6009. The VFCM (with
a 9 V battery) weighs approximately 190 g.

3 Experimental Method

The subjects for this study consisted of six healthy subjects (3 Males and 3 Females),
volunteers from the community, aged between 20 and 30 years. All participants were
healthy and had no known neurological, muscular, or postural disorder. The subject
group had the following average reading and ± S.D. readings, 23.69 ± 2.39 years
of age with relatively similar Body Mass Indexes, 22.17± 2.14 kg/m2. All subjects
had no exposure to the wobble board training prior to this work. This study was re-
viewed and approved by the Monash University Human Research Ethics Committee
(MUHREC). Written consent was obtained from all subjects who participated in this
study, after the purpose and procedures were clearly explained in accordance to the
guidelines set by MUHREC. Tests were conducted in EO, with and without biofeed-
back, and EC, with and without biofeedback. Readings were taken in the following
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order (1) EO with no feedback, (2) EC with no feedback, (3) EO with feedback, and
(4) EC with feedback. Subjects were required to take a 2 minute break in between
each acquisition, to reduce the effect of fatigue on the dataset. Each data acquisition
period was carried out for 60 seconds, subjects were required to perform 3 sets of
the previously mentioned acquisitions (carried out sequentially).

A stretchable waist belt was placed around the subject’s waist and was held se-
curely using hook-and-loop fasteners, Fig. 1. The surface of this belt allowed for
(1) the IMU to be attached to the subject’s trunk and (2) the VFCM to be attached
to the subject using hook-and-loop fasteners. The vibrotactors were placed between
the belt snugly at the stomach and the lower back, referring to the AP direction.
The actuators were held in place by the stretchable waist belt. The objective of the
wobble board training routine was to monitor the ability of subjects to maintain pos-
tural control. Postural control was gauged in relation to the postural sway, measured
by trunk displacement [10]. The trunk displacement measured in radians, was con-
verted into angles for further analysis. Good postural control is achieved by keeping
the wobble board and trunk relatively stable within a defined target threshold. Read-
ings obtained from the IMUs within the acceptable range nullifies the signals gener-
ated by the VFCM to the vibrotactors. The sensitivity limits for increasing feedback
signal strengths was determined by the FIS which monitored the two IMUs.

4 Measurements and Data Collection

Once subjects mounted the wobble board and were comfortable, the host computer
broadcasted a data streaming command to the IMUs, initiating data acquisition. The
received data was in 32-byte string format at 100 Hz. These packets arrive at the host
computer via the wireless USB base station and was temporarily buffered. Thepackets
were validated by performing checksum calculations. Once validated, the roll, pitch
andyawcomponentwithin the32-bytestringwasextractedandconverted into its IEEE
754 equivalent. Measurements along the pitch plane corresponds with the AP plane.

Forewarning on the platform tilt along the AP plane was conveyed to the subject
via the vibrotactors. Directional information is conveyed via the activation of these
actuators in the corresponding direction. Amplitude information was conveyed by
varying the duty cycle of the actuator, this was implemented within the CY8C27443
using 8-bit Pulse Width Modulation (PWM). Table 1, summarizes the varying duty
cycles with respect to the output from the FIS.

Table 1 Duty cycles used for varying vibration feedback sensitivity

FIS Output (X) Feedback Level PWM Duty Cycle (%) Direction

-0.20 < X < 0.20 No Feedback a 0 Off
0.21 < X < 0.50 Low 50 Front Tactor
0.51 < X < 1.00 High 85 Front Tactor
-0.50 < X < -0.21 Low 50 Back Tactor
-1.00 < X < -0.51 High 85 Back Tactor

a The condition when feedback is not provided is also known as ‘deadzone’.
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The outputs from the IMUs were fed into a FIS system, that was designed to de-
termine the amplitude of vibration for the vibrotactors. The FIS system used in this
work was a Mamdani fuzzy system. The Mamdani-type inference system provides
a fuzzy set output, after the aggregation of each rule in the knowledge base. The
final output from the FIS is a defuzzification process of the resultant from the ag-
gregation process. The FIS system has two input variables and one output variable.
Each input variable consisted of gaussian membership functions to represent the lin-
guistic characteristic of ‘poor’, ‘average’, and ‘good’. The trunk input angles were
defined to span between 45◦ and 120◦, while the platform input angles were defined
to span between -40◦ and 40◦. The output variable consisted of one trapezoidal
membership function and two gaussian membership functions ‘deadzone’, ‘low’,
and ‘high’, spanning between -1 and 1. The negative value of the output refers to a
posterior stimulation, while a positive value refers to an anterior stimulation. Mem-
bership functions that closely represent the desired distribution was selected for the
FIS. A total of 15 fuzzy set rules were defined in this work. It was found that 15
fuzzy sets were sufficient to represent the problem domain in an optimized manner.
Fig. 2 summarizes the fuzzy rule set defined within the FIS.

(a) (b)

Fig. 2 FIS system created with MATLAB 2009a Artificial Intelligence toolbox (a) A surface
plot summarizing the interaction between the output (Z-axis) and the two inputs (X-axis and
Y-axis) (b) A screen shot of the rule aggregation in achieving the final output

5 Results

Files stored on-board the host computer was retrieved for further analysis on the
system’s performance (post acquisition). The stored data acquisition files from the
IMUs contained the streamed Euler angles in data columns ‘ROLL’ and ‘PITCH’.
Only the rotations along the pitch axis were extracted for analysis, representing
sways along the AP (feedback was only provided along the AP plane). The mean
and standard deviations of the columns were calculated for the platform and trunk
angles. Comparisons were conducted according to the respective measured plane.
Readings with and without biofeedback, in EO and EC, were compared against each
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other using an independent T-test and tabulated in Table 2. Table 2 contained the
averaged measurements of the platform and trunk angles. Measurements presented
has been averaged across all subjects, for each logged session. A false reject ratio α
= 0.05 was set, biofeedback was accepted as significant if p-value <0.05.

Table 2 The mean ranges of angular displacement (±S.D.) in the ‘Pitch’ plane measured for
the platform and trunk, averaged across subjects for EO and EC balance task. Measurements
presented in degrees.

Task
Platform Trunk

No Feedback Feedbacka No Feedback Feedbacka

Male EO -2.53 ± 7.44 0.03 ± 6.86 98.56 ± 2.00 88.93 ± 0.94

Male EC -3.55 ± 3.70 -0.75 ± 4.12 99.41 ± 1.93 87.73 ± 1.03

Female EO -1.71 ± 6.85 0.10 ± 5.05 109.84 ± 3.83 88.72 ± 2.33

Female EC -0.80 ± 2.45 0.41 ± 2.43 113.13 ± 2.31 89.03 ± 1.48

a calculated p-values<0.04, for improvement measured.

(a) (b)

(c) (d)

Fig. 3 Recordings of platform angular sway are depicted in EO and EC conditions, with and
without biofeedback
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The roll and pitch values were used to produce a X-Y plot (Roll vs. Pitch). The
plot enabled qualitative assessment of the postural control exhibited by subjects
while on the board, Fig. 3. The graph depicts the amount of perturbation experienced
on both planes. Subject’s with poor postural control exhibits a wider spread on the
graph as compared to subject’s with good postural control.

The FIS requires the inputs from the trunk and platform angles before determin-
ing the level of vibration to be sent to the CY8C27443. Fig. 4 illustrates a sample
reading of trunk (Fig. 4(a)) and platform (Fig. 4(b)) angles which is sent into the
FIS, for a single subject. The FIS generates the appropriate amplitude (Fig. 4(c))
after defuzzification of the output membership function. This output value is then
passed to the VFCM to determine the magnitude of warning using the limits defined
in Table 1, results shown in Fig. 4(d).

(a)

(b)

(c)

(d)

Fig. 4 Reproduced summary of inputs and output of the FIS for a subject standing on the
wobble board (a) trunk Euler angles (b) platform Euler angles (c) FIS output (d) Vibrotactors’
activation levels based on FIS outputs

6 Discussion and Conclusion

A fuzzy system to monitor postural control on a perturbed surface was successfully
designed and tested. From the results, it is observed that the biofeedback generated
by the VFCM was effective in improving postural control. The signals from this
module prevented subjects from experiencing large amounts of perturbations. Sub-
jects were observed to produced controlled and stable measurements. Subjects also
demonstrated an improvement with a statistical significance of p<0.04. Significant
testing was carried out on the data set using an independent T-test, comparing the
angles recorded along the AP plane (with and without feedback - independent sam-
ples). A simple check for normality was conducted on the samples acquired, box
plots were plotted for each data set to check for outliers and skewness. All data sets
resulted in a normal distributed plot, with no outlier and no observable skew of the
graphs.

The inclusion of the FIS system allowed for a realistic consideration of the trunk
and platform angles, in determining the level and direction of feedback to be pro-
vided. The fuzzy system utilized in this work used a Mamdani fuzzy system, to
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allow for a continuous output function. The fuzzy system was able to provide sub-
jects with the appropriate level of feedback, resulting in an improvement of the
postural control, which was observed across all subjects.

This study has only incorporated biofeedback along the AP plane. Studies have
shown that the effect of directional specific biofeedback is dependent on the nature
of the stance in question [10]. The provision of AP biofeedback during a stationary
stance, assists in reducing trunk sway along the AP and ML plane [11]. Biofeedback
in the ML plane is more suited when performing non-stationary tasks [11]. Postural
sway along the AP is influenced by the proprioception control of the human feet,
while ML sway is dependent on the hip muscles strength. The wobble board training
routine is suited for proprioception training [3].

This system has application potential in a rehabilitation setting. From the re-
sults observed, individuals or clinicians can use this system for postural control and
proprioception training, conditioning and strengthening. The overall weight of the
attachments required on the end-user is approximately 240 g. The light weight of
the system ensures that the system monitors the natural postural control of the user,
without introducing external factors that may influence postural control mechanism.
Total weight of the system can be reduced further with the introduction of a surface
mount circuit, powered by mercury battery cells. A surface mount circuit would
significantly reduce the weight and size of the VFCM. Future work in this direc-
tion will involve, studying the influence of ’Gender’ and ’Subject lifestyle’ on the
effectiveness of biofeedback systems.
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TDMA Scheduling in Wireless Sensor Network 
Using Artificial Immune System 

Zohreh Davarzani, Mohammah-H Yaghmaee, and Mohammad-R. Akbarzadeh-T* 

Abstract. Today, wireless sensor networks encompass a large volume of applications. 
Wireless sensor networks consisted of many nodes by low energy batteries. Therefore, 
they must consume power as low as possible. TDMA Protocol in these networks is 
designed for this goal. In this paper a multiobjective immune algorithm is proposed for 
finding optimal solutions to TDMA scheduling problem. The simulation results show a 
better performance in comparison to two algorithms using instances with different sizes. 

Keywords: TDMA scheduling, wireless sensor networks, Immune System, genetic 
algorithm. 

1   Introduction 

Today, wireless sensor networks encompass a large volume, as they are 
increasingly used in many applications such as traffic monitoring, Earthquake and 
fire detection. These networks consist of a group of wireless sensor nodes. Sensors 
are units with sensing, processing, wireless networking capability and a battery 
with low energy. They can automatically collect the information from sensor 
nodes and report the measurements to an access point.  

Since sensor nodes consisted of a battery with low energy, therefore there are 
some needs protocol to control sensor nodes network life time. This protocol is 
called MAC (Medium Access Control) and is vital in specification network 
lifetime. This protocol for sensor networks provides two accesses: contention 
based access or time division multiple access (TDMA).  
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In TDMA protocol, time is divided into equal time slots. Each time slot is 
allocated to nodes and is designed to conform a single packet for transmission and 
perception between pairs of nodes in the network [2]. A basic principle of TDMA 
scheduling is to assign time slots to nodes so that collisions would not happen 
when they are transmitting   packets and total number of time slots and sensor 
nodes energy consumption are minimized [11]. Any nodes just can transmit its 
data package in time slot that allocated for it. Since sensor nodes energy is limited, 
this protocol can be used for saving energy of nodes.  

In this area, many works have been done. Some researchers have discussed the 
energy saving problem [1, 2] for TDMA scheduling. Some references have 
studied how to minimize packet delay in aspect of time [3], how to improve 
fairness [7], how to maximize parallel operation [12, 13], and how to shorten the 
total slots to finish a set of transmission tasks [3]. The total number of time slots is 
minimized by using particle swarm optimization [11]. Ergen et al. [3] proposed 
three algorithms based on coloring method in graph theory. 

This paper describes the application of an artificial immune system to a TDMA 
scheduling application. A new approach   immune algorithm is proposed for 
finding optimal solutions to TDMA scheduling problems. 

The reminder of this paper is organized as follows: the artificial immune system is 
introduced in section 2. Section 3 describes TDMA scheduling in wireless sensor 
networks. Section 4 describes the optimization framework, coding method and fitness 
function. In section 5, the computational results are given. Some concluding remarks 
are made in section 6. 

2   Artificial Immune System 

The Artificial immune system (AIS) is a complex functional system that defends the 
human body from foreign agents such as bacteria or viruses that are called pathogens. 
Patterns expressed on pathogens are called antigens. The immune system contains 
cells for recognizing and killing them. These cells are called antibodies. The disease 
procedure involves attack of an antigen and its proliferation within the human body. 
After the proliferation of antigen, antibodies are randomly distributed throughout the 
immune system. AIS has two important processes are called Cloning and affinity 
maturation. Combination of them is known as the Clonal Selection Principle that is 
shown in Fig. 1. These are used to explain how the immune system reacts to infection 
of antigen. This theory is one of methodologies in AIS for salving optimization 
problem and is a meta-heuristic which is developed based on such system. This paper 
aims at proposing an artificial immune algorithm to TDMA scheduling. Flowchart of 
AIS is shown in Fig. 2. 
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hypermutation

Memory cell 

Plasma cell

Antigen
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Fig. 1 Clonal Selection Principle [5] 

 

Fig. 2 Flowchart of AIS 

3   Definition of TDMA Scheduling 

A sensor network can be shown by graph G= (V, E) where V is a set of sensor 
nodes and E represents the set of communication links between two neighbor 
nodes. One of the nodes in V is called access point (AP). All traffic generated at 
sensors is destined for AP. In Graph G, distance between two nodes i and j equal 
to minimum number of edges between two nodes that is showed by dij. 
Communication links in the network can be shown by Matrix C that is N*N where 
N is number of sensor nodes. This Matrix described as follows: 
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If there is an edge between node i and j 
Otherwise c୧୨ ൌ ൝1 0 

Sensor nodes may send the data packages simultaneously to AP. Therefore 
collision can be happened with high probability in these networks. These 
collisions can be described by matrix I which defined by: I୧୨ ൌ ൝1 0               If dij<2 

                         Otherwise 

In TDMA scheduling, time is divided into equal intervals called time slots. Each 
time slot is assign for transmission or reception a packet between two nodes in the 
network. The aim of TDMA scheduling is time slots assignment such that total 
number of time slots for transmission and reception of data packages energy 
consumption of sensor nodes are minimized. Also collisions would not happen 
when they are transmitting packets [1, 12]. Because of the occurrence collision in 
the sensor network, two constraints are defined as follows [8]: 

1. A node cannot have transmission and reception at the same time slot. 
2. A node cannot simultaneously receive data from several adjacent nodes. 

There is a set of sensors which plan to transmit packets to AP. The procedure that a 
single packet follows from its source node to AP is called a task. Each subtask needs 
one time slot for data transmission. Therefore, the goal of the problem is to determine 
a subsequence of the subtasks and assigning time slots to nodes such that collisions 
would not happen. For example of sensor network is shown in Fig. 3.  

1 

3 

2 

4 5 AP 

 

Fig. 3 An example of network 

4   AIS for TDMA Scheduling 

The proposed AIS for TDMA scheduling are as follows: 
1. Initialization: set number of initial population (pop size) and number of clone 
antibody in each generation. Set initial population. 
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2. Objective function and affinity evaluation: for all antibodies, evaluate fitness 
function and affinity. Affinity of antibody is equal to Eq. (1): afϐinityሺa୧ሻ ൌ ଵϐ୧୲୬ୣୱୱሺୟ౟ሻ                                                                 (1) 

Where ai is antibody i. 
3. Select M antibodies from population with high affinity. This subset is called F. 
4. Cloning: select M copies from subset F by using roulette wheel rules. This 

subset is called C. 
5. Select M antibodies from population with high affinity. This subset is called F. 
6. Cloning: select M copies from subset F by using roulette wheel rules. This 

subset is called C. 
7. Mutation and diversity operations:  

A: Mutation: select n antibodies from C and apply mutation operations that 
make n antibodies. Add n new antibodies to current generation. 

      B: Diversity: for creation of diversity in population, we use from diversity 
method that is describe in below. 

8. Reproducing next generation  
A: select best antibody from current generation to the next generation.  
B: select (popsize-1) antibodies from current generation by using tournament 

selection rules and add to next generation. 
9. Repeat step 2-8 until termination criterion is obtained. 

4.1   Antibody Representation 

In this paper sequencing subtask is generated following the approach by Jianlin 
Mao [11]. In this method the length of antibody is equal to ∑ ݊௜ே௜ୀଵ  that N is total 
number of tasks and ni is the number of subtasks of task i. Each antibody is 
consists of two parts: TaskID and Hop-No. TaskID is number of task that subtask 
belongs to and Hop-No is sequence number of this subtask in all the subtasks of 
task. 

For example of antibody representation, a random combination of subtasks is as 
follows: 

(1, 1) (2, 1) (3, 1) (1, 2) (5, 1) (3, 2) (2, 2) (4, 1) (3, 3) (1, 3) (4, 2)  (2, 3) (1, 4) 
Then taking the TaskIDs out, the above sequence can be encoded as follows: 
1,2,3,1,5,3,2,4,3,1,4,2,1 

4.2   Mutation Operators 

In this study, two mutation operators are used. One of them is one point mutation 
and another Precedence preserving shift mutation (PPS) operator of Lee et al. [13].  
In one point mutation, two subtasks are randomly selected and their locations are 
changed with each other.  
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PPS is used to change the sequence of the operations. This operator carries out 
as follows: 

Step 1. Selecting randomly a position i from the parent chromosome. Job which is 
fixed in this position is called jr. 
Step 2. Finding the leftmost position (lmp) and the rightmost position (rmp). Lmp 
is position that first operation of jr is fixed in this position. Rmp is position that 
latest operation of jr is fixed in this position. 
Step 3. Selecting randomly a position p in the range of lmp to rmp. 
Step 4. Moving the ith element of chromosome, to the position p. 

Fig. 4.a shows one point mutation and Fig. 4.b shows PPS mutation. 

1 2 3 1 5 3 2 4 3 1 4 2 1 

1 2 4 1 5 3 2 3 3 1 4 2 1 
 

Fig. 4 a) One point mutation operator 

1 2 3 1 5 3 2 4 3 1 4 2 1 
              lmp                     i                    rmp 

 

1 2 3 1 5 2 4 3 3 1 4 2 1 
 

Fig. 4 b) Precedence preserving shift mutation (PPS) operator 
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1 2 3 1 5 3 2 4 3 1 4 2 1 

5 3 2 4 

4 2 3 5 

1 2 3 1 4 2 3 5 3 1 4 2 1  

Fig. 5 Antibody inversion 

4.3   Antibody Diversification 

Traditional immune system often suffers from loss of diversity of the antibody that 
causes the search to be trapped in local optima. To avoid local optima, two 
diversification mechanisms of Guan et al. [5] are used in biological immune 
systems. All the schemes described below. 

Antibody Inversion 

In this mechanism, a subset of consecutive subtask is randomly chosen from 
antibody and inverse their location from front to rear. Inversion mechanism is 
shown in Fig. 5. 

5   Fitness Evaluation  

In wireless sensor networks, allocating time slots to sensor nodes is a NP-hard 
problem. In this paper, Objective function consists of two parts: first one 
minimizes energy consumption and another minimizes total number of time slots 
in the TDMA cycle. For decreasing wireless sensor nodes energy, nodes are 
switched off when they don’t have data to transmitting and receiving [11]. In 
general, total energy consumption in wireless sensor network can be calculated by 
the following equation: 

EC ൌ ෍ሾp୧୲୶ כ ሺt୧୲୶ ൅ t୧ୱି୲୶ሻ ൅ p୧୰୶ כ ሺt୧୰୶ ൅ t୧ୱି୰୶ሻሿ                                                                  ሺ2ሻ୒
୧ୀଵ  
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In Eq. (2), N is the total number of nodes in the network. ݌௜௧௫ and ݌௜௥௫ are power 
consumption of transmitter and receiver at node i, respectively.  ௜௥௫ are theݐ ௜௧௫ andݐ 
total work time of the transmitter and receiver at node i. ݌௜௦ି௧௫ and  ݌௜௦ି௥௫ are the 
total transition time consumed between the sleep and active states. 

Therefore, total objective function is defined as Eq. (3): min Fሺsሻ ൌ α כ EC ൅ ሺ1 െ αሻ כ Totalslots                                                                                   ሺ3ሻ 
In this equation, Totalslots is the total number of required time slots and EC is 
total energy consumption in the network. 

6   Experimental Setup and Simulation 

We implemented the algorithm in matlab environment and run it on a PC with 2.1 
GHz and 320 MB of RAM memory. Some parameters in energy aspect are similar 
to Ref. [3] that is as follows: the transition time between the sleep and active states 
is assumed to 470μsec. The power consumed in transmission and reception of a 
packet set to 81and 180 mW, respectively.  

At first, we test proposed algorithm with network consists of 7 nodes and 1 AP. 
Slot allocations results are shown in Table 1. In this table tuple (i,j) expresses jth 
subtask of task i. Two algorithms are used for comparisons, which are hybrid GA-
PSO algorithm proposed by Ziari and Davarzani [4] and hybrid PSO-GA 
algorithm proposed by Mao and  Zhiming [11]. According to this table, proposed 
algorithm can get better results and has less number of times slot required for 
sending data packages than other methods. The reason is proposed algorithm has 
more time slots with 2 or 3 subtasks than other methods while Hybrid PSO-GA 
method has more time slot with 1 subtask. Thus it’s total number of time slot is 
more than the other methods. 

Also we test algorithm by two networks with 25 and 49 sensor nodes. These 
networks are proposed by [11] which are problems 1 and 2. The time and energy 
results of finishing a sampling round are given in Table 2. In this table α=0 means 
that objective is the total number of time slot performance and α=1 means the 
objective is the energy consumption performance. As shown in this table, by 
increase size of network total number of time slot and energy consumption 
increase. Also show that the proposed algorithm always gets better performance 
than other methods for different sizes and values α. This is because of the 
proposed algorithm has more time slots with more number of subtasks. Fig. 6.a 
and 6.b show average fitness function of total number of time slots and total 
energy consumption of these three algorithms over generation in problem1. As 
shown in Fig1.a hybrid GA-PSO converge quickly at the beginning, and hybrid 
PSO-GA converges in 220 generation while proposed algorithm improves the 
result after 320 generation. Fig 6.b shows that convergence speed of three 
algorithms is same but proposed algorithm improves the average fitness on energy 
aspect. 
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Table 1 Slot allocation of algorithms 

 

 

 

 

 

 

 

 

14 12 11 10 9 13 8 7 6 5 4 3 2 1 Time 
slot# 

- - - (7,1) (6,1) 

(2,3) 

(1,1) 

(3,3) 

(2,2) 

 

- (1,4) (4,2) (6,2) 

(1,3) 

(2,4) - 

(1,2) (2,1) 

(3,2) 

(3,1) 
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(4,1) 

 

 

Proposed 
algorithm 

- - (1,4) (2,4) (1,1) 
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(3,2) (5,1) 
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(3,3) (4,2) (1,3) 
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GA-PSO 
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(3,2) 

(3,1) 

(6,1) 

(2,2) (1,4) 
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(1,3) (1,2) (1,1) PSO-GA 

 

Table 2 Energy consumption of the algorithm 

 

 
Proposed algorithm 

 

ga-pso Pso-ga Problem number 
 

=0 =1 =0 =1 =0 =1 
Problem 1 19.05 4.4980 27.0750 5.3060 25 5.7467 
Problem 2 26.01 9.11 36.04 11.09 37.124 12.87  
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Fig. 6 (a) Average fitness function of energy consumption in problem1. (b) Average fitness 
function of total number of time slot in problem1 

7   Conclusion  

In this paper we have considered TDMA scheduling problem and discussed how 
to assign time slots for saving energy and time in wireless sensor network. Then 
we have presented a multiobjective immune algorithm for solving this problem. At 
the end, the proposed algorithm is compared with two algorithms. Simulation 
results show that proposed framework can get better results than other methods on 
both time and energy aspects. 
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A Memetic Algorithm for Solving the
Generalized Minimum Spanning Tree Problem

Petrică Pop, Oliviu Matei, and Cosmin Sabo

Abstract. The generalized minimum spanning tree problem is a natural extension of
the classical minimum spanning tree problem, looking for a tree with minimum cost,
spanning exactly one node from each of a given number of predefined, mutually ex-
clusive and exhaustive node sets. In this paper we present a memetic algorithms
for solving the generalized minimum spanning tree problem that combines the pop-
ulation concept of genetic algorithms with a fast local improvement method. The
proposed algorithm is competitive with other heuristics published to date in both
solution quality and computation time. The computational results for several bench-
marks problems are reported and the results point out that the memetic algorithm
is an appropriate method to explore the search space of this complex problem and
leads to good solutions in a reasonable amount of time.

1 Introduction

The generalized minimum spanning tree problem (GMSTP) was introduced by
Myung et al. [3] and is define as follows: given G = (V,E) an n-node undi-
rected graph and V1, . . . ,Vm a partition of V into m node sets called clusters (i.e.,
V = V1∪V2∪ . . .∪Vm and Vl ∩Vk = /0 for all l,k ∈ {1, . . . ,m} with l �= k), then the
GMSTP asks for finding a minimum-cost tree T spanning a subset of nodes which
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includes exactly one node from each cluster Vi, i ∈ {1, ...,m}. We will call such a
tree a generalized spanning tree.

We assume here that edges are defined between all nodes which belong to differ-
ent clusters and we denote the cost of an edge e ∈ E by ci j.

Fig. 1 Example showing a generalized spanning tree in the graph G = (V,E)

The GMSTP belongs to the class of generalized combinatorial optimization prob-
lems that generalize classical combinatorial optimization problems in a natural way
by considering a related problem relative to a given partition of the nodes of the
graph into clusters. In the literature one finds generalized problems such as: the
generalized traveling salesman problem, the generalized Steiner tree problem, the
generalized vehicle problem, generalized fixed-charge network design problem,
generalized minimum vertex-biconnected network problem, etc.

In the literature have been considered two variants of the generalized minimum
spanning tree problem:

• one in which in addition to the cost attached to the edges, we have costs attached
also to the nodes, called the prize collecting generalized minimum spanning tree
problem, see [9, 16] and

• the second one consists in finding a minimum cost tree spanning at least one node
from each cluster, denoted by L-GMSTP and was introduced by Dror et al. [2].
The same authors have proven that the L-GMSTP is NP-hard.

The GMSTP has several real world applications, in what it follows we present some
examples:

• design of backbones in communication networks [8];
• network design problem arising in desert environments [2];
• determining the location of the regional service centers [14].

In the present paper we confine ourselves to the problem of choosing exactly one
node from each of the clusters. The MST is a special case of the GMSTP where
each cluster consists of exactly one node.

By reduction from the vertex cover problem, Myung et al. [3] proved that the
GMSTP is an NP-hard problem. Pop [14] showed a stronger result concerning the
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complexity of the problem, namely the GMSTP even defined on trees is NP-hard.
A survey on integer linear programming formulations for the GMSTP has been
recently presented by Pop [18].

Myung et al. [3] used a branch and bound procedure in order to solve the GMSTP.
Their lower procedure is a heuristic method which approximates the linear program-
ming relaxation associated with the dual of the multicommodity flow formulation of
the GMSTP. They developed also a heuristic algorithm which finds a primal feasi-
ble solution for the GMSTP using the obtained dual solution and reported the exact
solution of instances with up to 100 vertices. The GMSTP was solved to optimality
for nodes up to 200 by Feremans et al. [4] using a branch-and-cut algorithm. More
recently, Pop et al. [13] have proposed a new integer programming formulation of
the GMSTP based on a distinction between local and global variables and a solution
procedure that finds an optimal solution on instances with up to 240 vertices.

The difficulty of obtaining optimum solutions for the GMSTP has led to the de-
velopment of several metaheuristics. The first such algorithms were the tabu search
(TS) heuristic of Feremans [5] and the simulated annealing (SA) heuristic of Pop
[14], an improved version of the SA was described in [17]. Two variants of a TS
heuristic and four variable neighborhood search (VNS) based heuristics were later
devised by Ghosh [7]. Another VNS algorithm combined with integer linear pro-
gramming was proposed by Hu et al. [10]. The authors report that their VNS ap-
proach can produce solutions that are comparable to those obtained by means of
the second variant of the TS heuristic of Ghosh [7]. Golden et al. [8] have devised
a local search heuristic (LSH) and a genetic algorithm (GA) for the GMSTP. Both
algorithms have yielded improvements on TSPLIB instances with sizes between
198 ≤ n ≤ 225. On none of these instances did the LSH outperform the GA. Re-
cently, an attribute based tabu search heuristic employing new neighborhoods was
proposed by Oncan et al. [12]. The authors mention that their TS based heuristic
yields the best results for all instances.

In order to solve the GMSTP we propose in this paper a memetic algorithm, that
can be seen as a hybrid technique that combines the population concept of genetic
algorithms with an intensification mechanism that exploits the specific knowledge
of the problem.

2 The Memetic Algorithm for Solving the Generalized
Minimum Spanning Tree Problem

Memetic algorithms have been introduced by Mascato [11] to denote a family of
metaheuristic algorithms that emphasis on the used of a population-based approach
with separate individual learning or local improvement procedures for problem
search. Therefore a memetic algorithm is a genetic algorithm (GA) hybridized with
a local search procedure to intensify the search space.

Genetic algorithms are not well suited for fine-tuning structures which are close
to optimal solutions. Incorporating of local improvement operators into the recom-
bination step of a GA is essential in order to obtain a competitive GA. Memetic
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algorithms have been recognized as a powerful algorithmic paradigm for evolu-
tionary computing, being applied successfully to solve combinatorial optimization
problems such as the VRP (Vehicle Routing Problem) and the CARP (Capacitated
Arc Routing Problem) [19], etc.

We present in this section a memetic algorithm for solving the GMSTP. The pro-
posed computational model to approach the problem is genetic algorithm combined
with an intensification mechanism based on Kruskal’s algorithm for finding the min-
imum cost tree spanning a given number of nodes.

2.1 Genetic Representation

We represent a chromosome by an array of dimension m so that the gene values
correspond to the nodes selected from each of the cluster Vk, k ∈ {1, ...,m}. There-
fore, an individual is represented as a sequence of nodes (Nk1 ,Nk2 , ...,Nkm ), where
the node Nkp is the node selected from the cluster Vkp , p ∈ {1, ...,m}.

An example of an individual in the case of a graph with 56 nodes partitioned into
7 clusters is:

(11 21 8 35 28 42 55)

and the cluster representation of the individual is as follows:

(V2 V3 V1 V5 V4 V6 V7).

2.2 Initial Population

The construction of the initial population is of great importance to the performance
of genetic algorithms, since it contains most of the material the final best solution
is made of. In our algorithm, we have produced 20 initial solutions generated ran-
domly: by selecting randomly the nodes from each of the clusters (exactly one node
from each cluster).

2.3 The Fitness Value

Every solution has a fitness value assigned to it, which measures its quality. In our
case the, the fitness value of an individual (Nk1 ,Nk2 , ...,Nkm) is given by the min-
imum cost of the tree which spans the nodes: Nk1 ,Nk2 , ...,Nkm . Such a tree which
is a feasible solution of the GMSTP, i.e. a generalized spanning tree, always ex-
ists because we assumed that edges are defined between all nodes which belong to
different clusters. This minimum generalized spanning tree is determined using the
Kruskal’s algorithm.
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2.4 Genetic Operators

2.4.1 Crossover

Two parents are selected from the population by the binary tournament method, i.e.
the individuals are chosen from the population at random.

Offspring are produced from two parent solutions using the following crossover
procedure: it creates offspring which preserve the order and position of symbols in
a subsequence of one parent while preserving the relative order of the remaining
symbols from the other parent. It is implemented by selecting a random cut point.
The crossover operator for the set of nodes N is straightforward. We use a single
cut-point. Two randomly selected parents generate two offspring as follows:

• the first offspring is made of the first part of the first parent, respectively the
second part of the second parent;

• the second offspring is made of the first part of the second parent, respectively
the second part of the first parent.

Next we present the application of the proposed crossover. We assume two well-
structured parents chosen randomly, with the cutting point between 2 and 3:

P1 = (11 21 | 35 42 55)
P2 = (14 26 | 31 44 53)

The offspring are:

O1 = (11 21 | 31 44 53)
O2 = (14 26 | 35 42 55)

2.4.2 Mutation

We use in our algorithm a straightforward mutation operator: a random node is
selected to undergo mutation. Another node belonging to the same cluster replaces
the selected node and a new individual is created.

2.4.3 Selection

The selection process is deterministic. The first selection is (μ + λ ), where μ par-
ents produce λ offspring. The new population of (μ + λ ) is reduced again to μ
individuals by a selection based of the ”survival of the fittest” principle. In other
words, parents survive until they are suppressed by better offspring. It might be pos-
sible for very well adapted individuals to survive forever. This feature yields some
deficiencies of the method [1]:

1. In problems with optimum moving over time, a (μ + λ ) selection may get stuck
at an outdated good location if the internal parameter setting becomes unsuitable
to jump to the new field of possible improvements.

2. The same happens if the measurement of the fitness or the adjustment of the
object variables are subject to noise, e.g. in experimental settings.
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In order to avoid effects, Schwefel investigated the properties of (μ ,λ ), selection,
where μ parent produce λ (λ > μ) and only the offspring undergo selection. In
other words, the lifetime of every individual is limited to only one generation. The
limited life span allows to forget the inappropriate internal parameter settings. This
may lead to short periods of recession, but it avoids long stagnation phases due
to unadapted strategy parameters [20]. The (μ + λ ) and (μ ,λ ) selection fit into
the same formal framework with the only difference being the limited life time of
individuals in (μ ,λ ) method.

2.5 Genetic Parameters

The genetic parameters are very important for the success of the algorithm, equally
important as the other aspects, such as the representation of the individuals, the
initial population and the genetic operators. The most important parameters are:

• the population size μ has been set to 5 times the number of clusters. This turned
out to be the best number of individuals in a generation.

• the intermediate population size λ was chosen twice the size of the population:
λ = 2 ·μ .

• mutation probability was set at 5%.

The number of epochs used in our memetic algorithm was set to 100.

3 Computational Results

The performance of the proposed memetic algorithm for solving the GMSTP was
tested on seventeen benchmark problems drawn from TSPLIB test problems con-
taining between 229 and 724 nodes. The corresponding GTSP problems are ob-
tained by applying the CLUSTERING procedure introduced in Fischetti et al. [6]
and contain between 46 and 145 clusters.

The testing machine was an Intel Dual-Core 1,6 GHz and 1 GB RAM with operat-
ing system Windows XP Professional. The algorithm was developed in Java, JDK 1.6.

In the next table we report the experimental results obtained using our proposed
memetic algorithm on the new TSPLIB instances described by Oncan et al. [12]
for the GMSTP. The results are compared with the best results from the literature
obtained using the Tabu Search algorithm described by Oncan et al.

The first column in the table represents the instances of the problem and the
second column gives the number of clusters. The next columns contain the values of
the objective function obtained using the tabu search algorithm proposed by Oncan
et al. [12] and our memetic algorithm. In the last column we present the solution
error obtained using our proposed memetic algorithm as a percentage of the solution
provided by Oncan et al. using the TS algorithm.

Analyzing the computational results, it results that overall the proposed memetic
algorithm performs well in comparison to the tabu search algorithm (TS) developed
by Oncan et al. [12] in terms of solution quality: in nine out of seventeen instances
we obtained the same solution and in rest the solution provided is at most 0.99 % of
the solution provided by the TS algorithm.
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Table 1 Computational results with TS (Oncan et al.) and our MA on TSPLIB with the center
clustering procedure

Instance No. of TS MA Sol. error
Clusters Oncan et al. Cost %

ali535 107 114303 114379 0.99
att532 107 12001 12001 0.00
d493 99 16493 16841 0.97
d657 132 19427 19811 0.98
fl417 84 7935 7935 0.00
gil262 53 887 910 0.97
gr229 46 59740 59740 0.00
gr431 87 86885 86885 0.00
lin318 64 18471 18561 0.99
p654 131 22209 22209 0.00
pcb442 89 19571 20654 0.94
pr264 53 21872 21872 0.00
pr299 60 20290 20662 0.98
rd400 80 5868 6069 0.96
si535 107 12791 12791 0.00
u574 115 15037 15037 0.00
u724 145 15905 15905 0.00

Regarding the computational times, it is difficult to make a fair comparison be-
tween algorithms, because they have been evaluated on different computers and they
are implemented in different languages. However, in average our running times are
comparable with those obtained using the TS algorithm.

4 Conclusions

The Generalized Minimum Spanning Tree Problem is an extension of the classi-
cal Minimum Spanning Tree Problem (MST) and consists in finding the minimum
cost spanning tree containing exactly one node from a given number of predefined,
mutually exclusive and exhaustive clusters.

We presented an efficient memetic algorithm for solving the GMSTP that com-
bines the population concept of genetic algorithms with a fast local improvement
method. The experimental results confirms the success of our proposed approach.
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A Computer Algorithm to Simulate Molecular
Replication

Rafael Silveira Xavier and Leandro Nunes de Castro

Abstract. Molecular replicators were introduced as a possible theory to explain
the origin of life. Since their proposal they have been extensively studied from a
bio- chemical perspective. This work proposes a taxonomy for the main properties
of replicators that are important for building computational tools to solve complex
problems as well as introduces a computer algorithm that models these entities. The
simulation of this algorithm allows the observation and analysis of the behavior
of replicators in light of the properties introduced. A number of experiments are
performed to show that the proposed taxonomy of properties can be observed by
simulating the algorithm introduced.

1 Introduction

The first studies concerning replicators were devoted to discussing molecular repli-
cation as a plausible explanation for the prebiotic evolution in chemical terms [5,
6, 1], and thus to the emergence of life. From these works began studies on the
identification, characterization and classification of replicators [4, 7, 8, 11, 9, 10],
which have been refined in the search for a more precise definition of these systems.
Among the many concepts of replicators in the literature, the following deserve
particular attention within the context of the present paper:
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• The replicator is a macromolecule consisting of a complex chain of various types
of molecular blocks (or building blocks) which acts as a standard model, a matrix
for the construction of another molecule [1].

• A replicator is an entity that passes its structure largely intact during replication
[4].

• The replicator is any entity that multiplies by an autocatalytic process in which
some of the products of the process are functionally equivalent to the original
entity [14].

Considering the scope of this work, we deal with the replicators as polymers that
act as standard models, a sort of matrix, for the construction of new molecules. In
other terms, replicators are molecules that transmit or perpetuate their functionality
(information) through an autocatalytic process called molecular replication [7].

Although the study of the properties of such systems has a great potential for the
construction of new natural computing [2] applications, there are still few studies
on the categorization and application of replicators’ properties to computer algo-
rithms.In this direction, one first step involves the development of a computer algo-
rithm that, when run, allows us to observe the main properties of replicators and,
then, evolve this algorithm so as to design more sophisticated computer algorithms
for complex problem solving.

Based upon this line of thought, this work aims to discriminate and to investigate-
qualitatively the main properties of replicators, to propose a preliminary algorithm
to simulate specific processes of molecular replication and, as a result, to investigate
some properties of the replicators that will be useful for the development of future
natural computing tools to solve complex engineering problems.

2 Replicators: An Introduction

This section provides a basic introduction to the concept of molecular replication,
which is the basis for the algorithm to be proposed here, and then introduces a num-
ber of properties for the replicators. More specifically, it is proposed that replicators
can be characterized by some Structural, Conditional and Existential properties, as
will be detailed in the following.

2.1 Molecular Replication

Molecular replication can be understood as a specific subset of autocatalysis [12],
where the reaction product has the ability to organize the junction of reagents, thus
speeding up (catalyzing) the production of a new molecule. The replication process
results in copying a molecule that can be called the parent or original molecule. A
simple diagram can be used to conceptualize the process of molecular replication, as
shown in Fig.1. At first, the T molecule interacts with some building blocks A and B
to form the ternary complex C1. This complex brings together the building blocks A
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and B, facilitating the reaction between them. After the precursors’ reaction it is
formed a binary complex C2. The dissociation of this complex gives rise to two
new molecules, copies of the original one, capable of serving as templates for the
formation of a new cycle of replication.

Fig. 1 Simplified molecular replication cycle

Replication as an autocatalytic process is associated with three factors: multipli-
cation, variance and inheritance [14]. The multiplication of an entity or an autocat-
alytic cycle requires three specifications:

• Multiplication: there must be some material input (e.g., molecules used as build-
ing blocks) used for the construction of new entities;

• Variance: the original entity and the copy must be equivalent in some functional
aspect within the cycle, but there may be some difference between them;

• Inheritance: the output of the multiplication process should contain more than
one entity equivalent to the original replicator; that is, the copy must inherit some
information from its parent.

Thus, multiplication can be characterized as an autocatalytic process that can generate
some entities equivalent, but with slight modifications, to the original entity, thus
preserving the identity of the entity’s functional progenitor [14].

The notion of equivalence given above is associated with a concept of variability.
Two entities can vary their structures, and still be functionally equivalent. However,
the variability is also linked to the introduction of novelty and to the generation of
entities that are not equivalent to a unique entity, i.e., structural changes bring new
features.

Heredity involves a copying process, in which the offspring inherits the set of
defining features original to the replicator. Heredity can be defined as the ability of
an entity to transmit (copy) a portion or all of their structure, implying that there
may be non-hereditary changes.
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2.2 Replicator Properties

In order to appropriately describe the replicators so as to introduce a new compu-
tational model of replication we propose a taxonomy for the main replicator prop-
erties. These replicators’ properties can be divided into three categories: structural,
conditional and existential.

Fig. 2 Scheme of the replicator’s properties.

2.2.1 Structural Properties

The structural properties of a replicator are associated with the arrangement and
function of its constituent parts. Basically, a replicator has a genotype and a pheno-
type [14]. The genotype is the part of a replicator that encodes its form and function,
i.e. its informational load. The phenotype, in turn, is the function of the replicator
itself within a specific context or environment.

Basedonasimplified interpretationof theSzathmary’swork[14], the internalstruc-
ture of a replicator can be divided into four main parts (Fig. 3):

• C: representing the complete set of features of a replicator. It corresponds to the
whole replicator structure;

• V : set of features that can change state without promoting a loss of functional
identity in the replicator;

• ID: subset of C that cannot be altered without promoting a loss of functionality
in the replicator;

• H: the hereditary portion of a replicator’s structure.

Fig. 3 The internal structure of a replicator
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Some important relationships among the structural sub-sets must be highlighted.
Subset H can be represented by the entire structure of the replicator, i.e., H ⊆C. If
H = C, then the replicator will have a full inheritance. If H ⊂C then the replicator
will have a partial inheritance, and if ID ⊆ H then the replicator will have a func-
tional inheritance. Thus, inheritance is partially functional since the ID is contained
within the inheritable set. If the partial inheritance is not functional, i.e., ID � H the
replicator will not be able to pass its functionality to its offspring. The classification
of such replicator will be addressed in the next section. Finally, one can define the
heritability of a replicator as strictly functional, i.e., H = ID.

2.2.2 Conditional Properties

The conditional properties characterize an entity as a replicator. They are: causality,
similarity and information transfer [3], as detailed bellow:

• Causality: the original replicator is involved in the production (the cause) of the
offspring;

• Similarity: is the equivalence relation between the original replicator and its off-
spring (copy). This relation divides the replicators in equivalence classes, where
all the replicators in a particular class are considered functionally equivalent;

• Information transfer: defines that the parent replicator must pass some kind of in-
formation to its offspring. This property divides the replicators in informational
and non-informational. An informational replicator can store and transmit infor-
mation in a stable way, whilst a non-informational replicator cannot.

2.2.3 Existential Properties

The existential properties are associated with the existence of a replicator in a given
environment [1]. These properties are described below:

• Longevity: corresponds to the lifetime of the replicator;
• Fecundity: is associated with the rate of replication of a molecule;
• Fidelity (or replication precision): is associated with the accuracy of the replica-

tion process.

3 An Algorithm to Simulate Replication

An algorithm was designed and implemented to simulate a number of collisions
between a set of templates previously known and a set of building blocks and ob-
serve the behavior of replicators throughout the experiments. The number of copies
(fecundity) of each replicator, its variations, longevity (life span) and other charac-
teristics will be measured and analyzed in the light of the properties of the biological
replicators introduced.

The reaction environment (also known as soup) is simulated using two vectors T
and B representing, respectively, the collections of replicators and building blocks
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for a K set of collisions that simulates encounters among blocks and replicators
in the soup and the following processes: matching, replication and mutation. The
matching process simulates the binding between a building block and a template,
which is a transition state before the replication; the replication process, as its name
suggests, is associated with the generation of copies of replicators; and finally,
the mutation process represents the variations that can occur in templates during
replication.

In this model, the replicators are represented by binary strings with an arbitrary
length L. The building blocks are formed by binary strings of varying sizes, always
smaller than L, furthermore, each block and each replicator has a counter to store
their copies.

Throughout K collisions for each template it is randomly selected a building
block. During the collision the matching between the block and replicator is tested
and it is verified if the template is able to replicate. The matching is accomplished
through an exhaustive search of the binary sequence block in the entire structure of
the replicator. If any region in the template is found, with a similarity greater than
or equal to a threshold (μ) every bit of this region is marked to be overlooked in
future comparisons and a unit is subtracted from the number of copies of the block,
indicating that there was a binding between the building block and the replicator.
In Fig. 4, which exemplifies this process, the dotted square in the left corner of the
block and the template contains the number of copies of each one of them.

Fig. 4 Illustration of the matching process

Replication only occurs if a template has a number of marked bits greater than
or equal to a replication threshold (λ ). During the replication process the replicator
can vary in structure given a default probability of mutation pm. After replicating all
the bits that were marked in the replicator are cleared, the counter of the replicator
is iterated and a new replicator is inserted into the soup. It is important to note that
over collisions, the replicators and building blocks that are extinct are eliminated
from the soup. The flowchart of the proposed algorithm is presented below.
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Fig. 5 Flowchart of computational replicator model

• T: set of templates ti ∈ T, i = 1, ...,N;
• B: set of building blocks b j ∈ B, j = 1, ...,n;
• K: total number of collisions;
• N: number of templates in T;
• μ : matching threshold between a replicator and a block;
• λ : replication threshold.

In the three sections that follow we will discuss how the proposed algorithm fits
with each of the properties summarized in this paper.

3.1 Structural Properties

Despite mutations that may occur during successive replication processes,a portion
of the original replicator remains without change. This portion can be seen within
the proposed model, as the ID group, because it meets the constraint introduced in
this paper that the ID portion of a replicator cannot be changed without promoting a
loss in the replicator’s functionality. The hereditary portion H of the replicators can
be seen as the whole molecular structure (genotype), whilst the variable part V can
be represented by the replicator region of the mutated offspring and finally the com-
plete replicator’s binary string representing C. Therefore, all structural properties
are observable in the model.
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3.2 Conditional Properties

The observation of the causal property is straightforward, because each copy of the
replicator is generated by reproducing, subjected to a low mutation rate, the parent
replicator. This is a consequence of a matching between a template and one or more
building blocks complementary to it.

The similarity property is measured by the genotypic difference between each
template and the remaining replicators after total collisions. As the mutation opera-
tor does not change drastically the structure of the original template, it maintains a
high degree of similarity between the initial and final replicators after all collisions.

The information transfer property is also straightforwardly observed, for each
replicator is generated by simply copying its parent structure into the offspring,
subjected to a mutation with a small rate.

3.3 Existential Properties

The fecundity is associated with number of copies and longevity is related to the
lifetime of the replicator. These properties can be directly observed in experiments
conducted in this study. The fidelity is associated with the replication process.

4 Experimental Analysis

This section will present the experimental results and discussions that validate the
computational model proposed for the replicators within the context of the various
properties (conditional, structural and existential) introduced in this work.In a pre-
vious work [13] we introduced a different algorithm to study replication in which the
replicators were incapable of creating a physical copy of themselves, but there was a
replication index that allowed the counting of the number of offspring that would be
generated by a replicator in case it could create a copy. The results presented in that
particular case were quite different from the results to be presented here, suggesting
that the physical replication is indeed important for a better understanding of how a
number of replicators behave within the soup.

4.1 Materials and Methods

Three experiments were initially conducted using the same configuration parameters
described below. Despite the same parameters, the stochastic processes of building
blocks selection for collisions and the mutation after replication result in qualita-
tively and quantitatively different behaviors. Parameters:

• Total number of collisions: 1,000;
• Number of templates: 4;
• Initial number of copies of each template: 1;
• Size of templates: 10 bits;
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• Initial life span of each template: 10 % of the total number of collisions;
• Number of building blocks (randomly generated): 10,000;
• Initial number of copies of each building block: random within the range [1,100];
• Size of building blocks: random within the range [2, L/2], where L is the

templates’ length.
• matching threshold (μ): 1.0;
• replication threshold (λ ): 0.7;
• Mutation probability: 1%;

In the experiment the following initial templates were used:

• t1 = [0000000000];
• t2 = [1111111111];
• t3 = [0000011111];
• t4 = [1111100000].

4.2 Experimental Results

This section describes the experimental results obtained with the proposed algorithm
and their interpretation in the light of the properties introduced. It will be shown the
population size of building blocks and templates during collisions, the maximum,
mean and minimum fecundity (number of copies) of the soup for all collisions an the
maximum, mean and minimum longevity (replicator life span) of the soup during
collisions (Fig. 6 to 8).

Fig. 6 Experiment 1: Population of building blocks and templates (top), fecundity and
longevity during 1000 collisions (bottom).

The three experiments show similar behavior. The replicator with the largest
number of copies in all experiments, is around 14 or 16 copies. The apex of the
population of templates is around 70,000 templates. The use of building blocks is
similar in all experiments. We note that the apex of the population of templates
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Fig. 7 Experiment 2: Population of building blocks and templates (top), fecundity and
longevity during 1000 collisions (bottom).

Fig. 8 Experiment 3: Population of building blocks and templates (top), fecundity and
longevity during 1000 collisions (bottom).

coincided with the declining population of building blocks and found the highest
fecundity, i.e., occurred around the same number of collisions.

One interesting feature, more clearly presented in the first and second experi-
ments (Fig. 6 and Fig. 7), is the bimodal behavior of the curve which denotes the
population of templates. There are two peaks or two local maxima, indicating the
formation of two generations of replicators. The first generation develops (replica-
tion) to the point that this generation of replicators becomes incompatible with the
existing building blocks in the soup, but the action of the mutation operator and a de-
crease in the population of building blocks, respectively, cause the creation of repli-
cators more adapted to the existing blocks and increases the probability of finding
favorable blocks because there are fewer blocks to be selected. Finally the scarcity
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of blocks associated with the reduction in the longevity of replicators caused the
decline in population of templates.

Another interesting feature observed is the fact that the mean fecundity is around
2. This indicates that throughout all the collisions at least one new replicator was
generated.

The results obtained from the experiments presented in this section are consis-
tent with the architecture of the model and give us a general framework about the
development of computational replicators in the proposed model.

5 Conclusion

Replicators are theoretically important structures because they serve as a plausible
conceptual tool to explain the origins of life. Despite the vast literature discoursing
about replicators, few models addressing specific features of replicators are avail-
able. Furthermore, no work so far has given attention to the fact that there may be
a number of features that, altogether, lead to a general description of replicators
with great potential for the development of novel computer algorithms for problem
solving. This is exactly the line of thought proposed and followed by this paper.

Based on the molecular replicator literature we organized and introduced a tax-
onomy of features for the replicators and a novel, but simple, computer algorithm
that can be used to simulate computational replicators. After that, some experimen-
tal scenarios were designed in order to empirically investigate the behavior of the
proposed model. The results obtained allowed us to observe all replicators’ proper-
ties and make important conclusions mainly about their existential properties. We
could observe the longevity, fecundity and fidelity properties of the replicators in
the experiments.

As future research we will perform a number of experiments to investigate the
sensitivity of the algorithm to some of its tunable parameters, such as μ , λ and
others. Also, we plan to adapt the model so that it accounts for replicator networks
and, finally, use these networks to solve pattern recognition problems.
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Particle Filter with Differential Evolution for
Trajectory Tracking

Leandro M. de Lima and Renato A. Krohling

Abstract. Over the last decades, Particle Filter also known as the Sampling Im-
portance Resampling algorithm has successfully been applied to solve different
problems in Engineering, e.g., trajectory tracking, non-linear estimation, and many
others. Basically, the Particle Filter algorithm consists of a population of particles,
which are sampled to estimate a posterior probability distribution. Unfortunately,
in some cases the algorithm suffers from particle degeneracy, in which most parti-
cles converge prematurely to local minima due a loss of diversity of the population,
and therefore do not contribute to estimation of the true probability distribution. In
this paper, in order to tackle this drawback and to improve the performance of the
standard Particle Filter we propose a modification to the algorithm by inserting a
sampling mechanism inspired by Differential Evolution. Simulation results of the
enhanced hybrid version are presented and compared with the standard Particle Fil-
ter algorithm and show the suitability of the proposed approach.

1 Introduction

State estimation is a very important issue not only on automatic control but also
in time series prediction, tracking, robot navigation, etc. A common approach used
for modeling is the state space model. If the process is linear and Gaussian there
exists optimal solution in a closed form like the Kalman Filter and the Extended
Kalman Filter. On the other hand, for real-world problems which present non-linear
behavior and are non-Gaussian, the information available arrives sequentially and is
corrupted by noise. For such kind of processes there are no closed solutions and the

Leandro M. de Lima
Department of Informatics, PPGI, Federal University of Espı́rito Santo,
29060-970, Vitória, Brazil
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hidden state of the model can be estimated using Particle Filter (PF), which has its
foundation on the theory of Bayesian estimation [4, 3, 1].

Particle Filter consists of an approximation of the posterior probability distribu-
tion by sampling points, called particles, which are updated as new data arrives.
Particles are random samples, which follow the trajectory of the state. Particle filter
uses Sequential Monte Carlo (SMC) integration method to approximate the poste-
rior probability distribution by sampling from a known probability distribution in
order to calculate the weights. A common drawback presented by sampling from
a distribution is degeneracy, which means that after some iterations some of the
weights tend to concentrate in a non-optimal point. To overcome this issue, we
propose a modification of the Sampling Importance Resampling (SIR) algorithm
incorporating Differential Evolution into it. Previous attempts to hybridize Evolu-
tionary Algorithm (EA) with PF have already been presented in the literature, e.g.,
Evolution Strategy (ES)[11], Particle Swarm Optimization (PSO)[6], Evolutionary
Algorithm[7], and recently Ant Colony Optimization (ACO)[12]. In this paper, we
propose a hybrid approach combining PF with DE.

The rest of this paper is organized as follows: In Sect. 2, the PF is described.
Section 3 presents a description of Differential Evolution. In Sect. 4, the Particle
Filter combined with Differential Evolution is proposed. Section 5 presents simula-
tion results followed by conclusions in Sect. 6.

2 Particle Filter

Consider the non-linear state space model described by

Xk = f (Xk,k)+Vk−1 (1)

Yk = g(Xk,k)+Uk (2)

where Xk is the state variable at time instant k, Yk are the observations at time instant
k, f and g are non-linear functions, Vk is the system noise and Uk is the noise meas-
urement. One assumes that the system noise and the measurement noise are normal
random variables with covariance Qk and Rk, respectively. The problem considered
here consists on obtaining the best estimate for the state variable Xk when only data
of observations are available, i.e., Y1:k = {Y1,Y2, . . . ,Yk}. In this case, the state vari-
able is modeled as a hidden Markov Process. The problem of the estimation of Xk

can be solved calculating the posterior probability density (pdf) of Xk based on the
observationsYk. So, the estimation problem can be formulated as minimization of the
Mean Squared Error (MSE) estimate or the Maximum A Posteriori (MAP) probabil-
ity given by:

X̂k = E[Xk|Y1:k] =
∫

Xk p(Xk|Y1:k)dXk (3)
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X̂k = argmax
Xk

p(Xk|Y1:k) (4)

where E stands for the expected value.
In order to estimate the hidden states a frequently used approach is the Sequen-

tial Monte Carlo, which has its fundamentals on the Bayesian filtering theory. The
posterior pdf p(Xk|Y1:k) of Xk can be evaluated recursively from a priory pdf of the
initial state X0 of the system according to basically a prediction and an observation
step. In the prediction step, one is interested to propagate into the next time step k
by means of the transition density given by

p(Xk|Y1:k−1) =
∫

p(Xk|Xk−1)p(Xk−1|Y1:k−1)dXk−1. (5)

The observation (or update) step, involves the application of the Bayes theorem
when new data arrives and is calculated according to

p(Xk|Y1:k) =
p(Yk|Xk)p(Xk|Y1:k−1)

p(Yk|Y1:k−1)
. (6)

These two steps provide the optimal solution to the estimation problem, but un-
fortunately the solution of the multidimensional integration is difficult to be obtained
analytically. An alternative approach provides the Sequential Monte Carlo method
[4, 3, 1]. In this paper, the approximation of the posterior pdf is solved by means of
the Sampling Importance Resampling algorithm.

The SIR algorithm consists of three steps: first, all particle are sampled. Next,
the importance weight is calculated for each of them. Then, the particles are re-
sampled in order to discard particles with low importance and explore the region
where particles have high importance. Figure 1 shows the particles as dark bubbles
and its weights are represented by bubbles’ size, whereas bubbles with bigger size
correspond to higher weights. The importance is calculated by particle’s posterior
density. A detailed description of the SIR is beyond the scope of this paper and the
reader is referred to [4, 3, 1] for more details.

3 Differential Evolution

Differential Evolution is a method of optimization of multidimensional functions.
It is an evolutionary algorithm composed of a population of possible solutions.
The initial population may be started randomly if no prior knowledge is available

about the solution space. Assuming a population P(i)
G , a vector of size NP with

components p(i)
j,G, where i is an index for each individual in P(i)

G , j is the position in
D-dimensional individual and G is the generation that the population belongs.
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Measurement

Prediction

Selection

Fig. 1 Illustration of the two steps of the PF algorithm showing particles with different
weights

Successive generations can be created by adding to an element, chosen at random,
the weighted difference of two others, also selected randomly. For standard DE
(DE/rand/1/bin) mutation, crossover and selection operators are directly defined as
follows.

For each possible solution vector P(i)
G in generation G a mutant vector M(i)

G is
calculated by

M(i)
G = P(r1)

G + F(P(r2)
G −P(r3)

G ) (7)

where i = 1,2, . . . ,NP and r1, r2 and r3 are mutually different random integer indexes
selected from {1,2, . . . ,Np}. Further, it implies that Np≥ 4 is required. F ∈ [0,2] is a
real constant, which determines the amplification of the added differential variation

of (P(r2)
G − P(r3)

G ). Larger values for F result in higher diversity in the generated
population and lower values cause faster convergence [8].

DE utilizes the crossover operation to generate new solutions by shuffling each
vector with a mutant one and also to increase the diversity of the population.

To calculate the trial vector’s elements we use

z(i)
j,G =

{
m(i)

j,G, if rand j(0,1)≤Cr or j = k

p(i)
j,G, otherwise.

(8)

The constant Cr ∈ (0,1) is a user-defined crossover rate, which controls
the fraction of mutant values that are used. For each j a uniform random number
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is generated within the interval [0,1], called here rand j(0,1). The index k ∈
{1,2, . . . ,D} is a random parameter index, chosen once for each i to make sure

that at least one parameter is always selected from the mutated vector M(i)
G . Most

used values for Cr are within the interval [0.4,1] according to [2].

In selection, Z(i)
G or P(i)

G vector is selected to be a member of the next generation
G + 1 if it has the higher objective function value than the other one, for a maxi-
mization problem.

P(i)
G+1 =

{
Z(i)

G , if f (Z(i)
G )≥ f (P(i)

G )
P(i)

G , otherwise.
(9)

There are other variants based on different mutation and crossover strategies [10].
The Differential Evolution algorithm is presented as a pseudocode in Algorithm 1.

Algorithm 1. Differential Evolution
Input: Population size NP

repeat
for each individual in DE i = 1, . . . ,NP do

Select P(r1), P(r2) and P(r3), where r1 �= r2 �= r3 �= i
// D is the dimension of a particle
jrand = f loor(D∗ rand(0,1))
for each individual component j = 1, . . . ,D do

if rand(0,1) ≤Cr or j = jrand then

z(i)
j = p(r1)

j +F ∗ (p(r2)
j − p(r3)

j )
else

z(i)
j = p(i)

j
end if

end for
end for
// select next generation
for each individual i = 1, . . . ,NP do

if f (Z(i))≥ f (P(i)) then
P(i) = Z(i)

end if
end for

until termination condition met

4 Particle Filter Using Differential Evolution

The degeneracy issue in Particle Filter happens when there are a small amount of
particles with very high importance and the other ones have low relevance. As we
want to sample from the posterior density, the proposal density need to be close
to the posterior one, that means importance weights variance be close to 0 to well
estimate it.
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An attempt to tackle the problem of degeneracy of PF is to create a new group
of particles that generate higher weights. These new particles replace those that
currently have less relevance to the original set, i.e., with lower weights. In this
paper, this new group of particles has the fittest individuals, those that will have
high weights, found by Differential Evolution. In this context, the individuals in DE
are those particles estimated in the actual step in PF, and the fitness function in DE
is the function that calculates the weight of a particle.

In lines 6–13 of Algorithm 2 is shown the required change in the Particle Filter
algorithm to be integrated into the DE. For the DE be able to take advantage of the
computational effort already spent, the current particles found by the Particle Filter
(Xorig) are used as initial population, instead of initializing its population at random.
As output the DE algorithm (Algorithm 1) returns a DE modified set (Xde). Then,
those two sets are sorted in a way that merging the (M−N) last particles in Xorig

with the N first ones in Xde will replace the N particles with lower weights by N
fittest ones found in DE. This new set is used as the particles set in this time step.

Algorithm 2. Particle Filter with Differential Evolution
Input: Population size M

for each particle i = 1, . . . ,M do
// generation of particles (samples)

X (i)
k ∼ p(Xk|Xk−1)

end for
5: repeat

Xorig =
{

X (i)
k ,W (i)

k

}M

i=1
// creation of better particles through DE
Xde = Di f f erentialEvolution(Xorig) // Call Algorithm 1
Sort Xorig in ascending order

10: Sort Xde in descending order
// replaces the N lower weighted particles in Xorig
// with the N higher weighted ones in Xde
X = {Xde}N

i=1∪{Xorig}M
i=N+1

for each particle i = 1, . . . ,M do
15: // computation of the weights

W (i)
k = W (i)

k p(Yk|X (i)
k )

// normalization of the weights

W (i)
k =

W (i)
k

M

∑
i=1

W (i)
k

// resampling

20:

{
X (i)

k ,
1
M

}M

i=1
=
{

X (i)
k ,W (i)

k

}M

i=1

Replication of particles in proportion to their weights
end for

until termination condition met
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5 Results

The algorithms were tested on a truck-trailer problem [9, 5, 7] with multiple trailers.
As shown in Fig. 2, it is the case where we have one truck connected with 3 trailers.
Its dynamics model is defined by the following equations:

Fig. 2 Truck-trailer system with three trailers

x0(k + 1) = x0(k)+
vT
l

tan(u(k))+ w0(k) (10)

x1(k) = x0(k)− x2(k) (11)

x2(k + 1) = x2(k)+
vT
L

sin(x1(k))+ w2(k) (12)

x1(k) = x2(k)− x4(k) (13)

x4(k + 1) = x4(k)+
vT
L

sin(x3(k))+ w4(k) (14)

x5(k) = x4(k)− x6(k) (15)

x6(k + 1) = x6(k)+
vT
L

sin(x5(k))+ w6(k) (16)



216 L.M. de Lima and R.A. Krohling

x7(k + 1) = x7(k)+ vT cos(x5(k))sin

(
x6(k + 1)+ x6(k)

2

)
+ w7(k) (17)

x8(k + 1) = x8(k)+ vT cos(x5(k))cos

(
x6(k + 1)+ x6(k)

2

)
+ w8(k) (18)

The variables and parameters of the truck-trailer system [9] are given in Table 1.

Table 1 Parameters of the truck-trailer system

Name Description

l Length of truck
L Length of trailer
T Sampling time
v Speed of truck
u(k) Control input to steering angle
x0(k) Angle of truck
x1(k) Angle difference between truck trailer and first trailer
x2(k) Angle of first trailer
x3(k) Angle difference between first trailer and second trailer
x4(k) Angle of second trailer
x5(k) Angle difference between second trailer and third trailer
x6(k) Angle of third trailer
x7(k) Vertical position of third trailer
x8(k) Horizontal position of third trailer

We define w(k) = [w0(k)w2(k)w4(k)w6(k)w7(k)w8(k)]T ∼ N(0,Q) and v(k)∼
N(0,R) as being mutually independent Gaussians. The covariance matrices of con-
trol noise and measurement noise are Q = diag(12, . . . ,12) and R = diag(12, . . . ,12),
respectively, with appropriate dimensions. We assume that the measurement signal
is missing for a while and the target truck trailer moves fast during the measure-
ment missing. In this simulation the sampling time is 0.5 seconds and the num-
ber of particles used in the experiments was set to 100, 500 and 1000. More-
over, the trailers have 5.0m each, the truck has 2.8m and its speed is 2.0m/s.
The crossover rate Cr, the mutation factor F and number of generations in DE
methods are set to 0.8, 0.75 and 200, respectively. During the simulation, white
Gaussian noise was the control input to steering angle, u(k). The start value of vec-
tor x(0) = [x0(0) x1(0) . . . x7(0) x8(0)]T is [0 0 0 0 0 0 0 10 10]T.

It is shown in Fig. 3 the simulation result of x8 for a specific set of state values.
Since this system has nine states, only x8 is depicted for simplicity[7]. The perfor-
mance for other states are summarized in Table 2. The values in the Table 2 are the
average of the MSE over 10 runs.
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Fig. 3 Estimation results for the state x8. a 100 particles. b 500 particles. c 1000 particles

Table 2 Average MSE for PF and PF+DE with 100, 500 and 1000 particles

Particles 100 500 1000

Algorithm PF PF+DE PF PF+DE PF PF+DE

x0(k) 3.549 8.493 1.803 1.285 1.130 0.615
x1(k) 7.350 14.258 4.535 3.390 2.799 2.991
x2(k) 2.384 3.191 1.086 2.301 1.028 0.603
x3(k) 3.993 11.057 1.970 2.709 2.450 1.014
x4(k) 3.837 8.507 4.293 4.382 6.177 4.793
x5(k) 133.369 26.936 1.260 0.570 0.872 0.255
x6(k) 122.791 17.780 0.548 0.180 0.357 0.235
x7(k) 18.260 7.954 5.717 6.750 5.642 7.004
x8(k) 200.212 39.072 27.698 19.238 16.597 14.701

sum 495.745 137.247 48.911 40.806 37.053 32.209
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As can be seen in Fig. 3 and in the last row of Table 2, that represents the sum-
mation of all dimensions average MSE, the hybrid approach combining PF with DE
obtained an improvement over the canonical PF. This improvement is noticeable for
each number of particles tested.

6 Conclusions

In this work, we proposed an improved Particle Filter using Differential Evolution to
decrease the tracking error. In simulations, an improvement was seen in the modified
versions of PF, as shown in the simulation results for a problem where the state
change rapidly and abruptly, avoiding premature convergence. The hybridized PF
with DE presents better tracking performance over the standard PF.

For future work, methods to automatically adjust (tune) some parameters of the
algorithm are under investigation. Also, there is room to reduce the computational
time, thus allowing its use in real-time applications.
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Abstract. In this paper, we propose a novel normal parameter reduction algorithm 
of soft sets based on the oriented-parameter sum, which can be carried out without 
parameter important degree and decision partition. We present some new related 
definitions and proved theorems of normal parameter reduction. The comparison 
result on a Boolean-valued dataset shows that, the proposed algorithm involves 
relatively less computation and is easier to implement and understand as compared 
with the soft set-based algorithm of normal parameter reduction. 

Keywords: Oriented-parameter sum, soft sets, reduction, normal parameter reduc-
tion, Boolean-valued dataset. 

1   Introduction 

In recent years, there has been a rapid growth in interest in soft set theory and its 
applications. Soft set theory was firstly proposed by a Russian Mathematician 
Molodtsov [1] in 1999. It is a new mathematical tool for dealing with uncertain-
ties, while a wide variety of theories such as probability theory, fuzzy sets [2], and 
rough sets [3] so on are applicable to modeling vagueness, each of which has its 
inherent difficulties given in [4]. In contrast to all these theories, soft set theory is 
free from the above limitations and has no problem of setting the membership 
function, which makes it very convenient and easy to apply in practice. Therefore, 
many applications based on soft set theory have already been demonstrated by 
Molodtsov [1], such as the smoothness of functions, game theory, operations re-
search, Perron integration, probability theory, and measurement theory. 

Presently, great progresses of study on soft set theory have been made 
[5,6,7,8,9,10,11,12]. And it is worthwhile to mention that some effort has been 
done to such issues concerning reduction of soft sets. Maji et al. [13] employed 
soft sets to solve the decision-making problem. Later, Chen et al. [14] pointed out 
that the conclusion of soft set reduction offered in [13] was incorrect, and then 
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presented a new notion of parameterization reduction in soft sets in comparison 
with the definition to the related concept of attributes reduction in rough set the-
ory. The concept of normal parameter reduction was introduced in [15], which 
overcome the problem of suboptimal choice and added parameter set of soft sets. 
An algorithm for normal parameter reduction was also presented in [15]. How-
ever, the algorithm is hard to understand and involves a great amount of computa-
tion. In order to make reduction of soft sets easy to implement and reduce compu-
tation, in this paper, we propose a simpler and more easily understandable 
algorithm which is referred to as a novel normal parameter reduction algorithm of 
soft sets. 

The rest of this paper is organized as follows. Section 2 reviews the basic no-
tions of soft set theory and analyses the normal parameter reduction of soft set put 
forward in [15]. Section 3 gives some theory and then proposes a novel normal pa-
rameter reduction algorithm of soft sets based on our theory. Section 4 shows the 
comparison results between the former algorithm in [15] and our algorithm. Fi-
nally Section 5 presents the conclusion from our study. 

2   Analysis of the Normal Parameter Reduction of Soft Sets  

In this section, we briefly review the definition of soft set and discuss the normal 
parameter reduction of soft sets which was presented by Kong et al. [15].  

2.1   Soft Set Theory 

Let U be a non-empty initial universe of objects, E be a set of parameters in rela-
tion to objects in U,  P(U) be the power set of U, and EA ⊂ . The definition of 
soft set is given as follows. 

Definition 2.1 (See [4]). A pair (F, A) is called a soft set over U, where F is a 
mapping given by F: A→P(U). 

That is, a soft set over U is a parameterized family of subsets of the universe U. 

2.2   The Normal Parameter Reduction of Soft Sets 

Suppose { }nhhhU ,,, 21 "= , { }meeeE ,,, 21 "= , (F, E) is a soft set with tabular rep-

resentation. Define ( ) ∑=
j ijiE hhf , where hij are the entries in the table of (F, E). 

Definition 2.2 (See [15]). With every subset of parameters AB ⊆ , an indis-
cernibility relation IND(B) is defined by 

( ) ( ) ( ) ( ){ }jBiBji hfhfUUhhBIND =×∈= :,  

For soft sets (F, E), { },,,, 21 nhhhU "= the decision partition is referred to as 

{ } { } { }{ }
sfnkfjifiE hhhhhhhC ,...,,...,,...,,,...,,

21 121 +=  
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Where for subclass iwvEvEvEfwvvv fhfhfhfhhh
i

==== ++++ )(...)()(,},...,,{ 11 , 

and sfff ≥≥≥ ...21 , s is the number of subclasses. In other words, objects in U 

are classified and ranked according to value of (.)Ef  based on the indiscernibility 

relation. 

Definition 2.3 (See [15]). Denote { } EeeeA p ⊂′′′= ,,, 21 "  as a subset, if there exist 

a subset A satisfying ( ) ( ) ( )nAAA hfhfhf === "21 , then A is dispensable, other-

wise, A is indispensable. EB ⊂ is defined as a normal parameter reduction of E, 
if the two conditions as follows are satisfied 

    (1)  B is indispensable  

(2) ( ) ( ) ( )nBEBEBE hfhfhf −−− === ...21  

2.3   Algorithm of Normal Parameter Reduction 

Definition 2.4 (See [15]). Decision partition above mentioned { }
sfffE EEEC ,,,

21
"= , 

similarly, decision partition deleted ei is figured as 

{ }
si fififieE eEeEeEC ′′′− −−−= ,,,

21
"  

The importance degree of ei for the decision partition is defined by 

( )
iiii eseee U

r ,,2,1
1 ααα +++= "  

where .  denotes the cardinality of set and 
 

⎪
⎩

⎪
⎨

⎧ ≤≤′≤′≤=′−−
=

′

       .　　　   　,

11  　,　
'

,

otherwiseE

s.k,sz,ffsuch thatzt there exisifeEE

k

z
k

i

f

zkfif

ek

　　

α  

Based on the parameter importance degree, Kong et al. [15] presented the algo-
rithm of normal parameter reduction as follows: 

 

1. Input the soft set ( )EF ,  and the parameter set E; 

2. Compute parameter importance degree ,
ier mi ≤≤1 ; 

3. Find maximum subset { } EeeeA p ⊂′′′= ,,, 21 "  in which that sum of ,
ier ′  for 

pi ≤≤1  is nonnegative integer, then put the A into a feasible parameter reduc-

tion set; 
4. Filter in the feasible parameter reduction set, if ( ) ( ) ( )nAAA hfhfhf === ...21 , 

then AE −  is the normal parameter reduction, otherwise A is deleted. 
5. Get the maximum cardinality of A in feasible parameter reduction set. 
6. Compute AE −  as the optimal normal parameter reduction. 



224 X. Ma et al.
 

3   A Novel Normal Parameter Reduction Algorithm 

3.1   The Proposed Technique 

Given a soft set (F, E) with a tabular presentation, { }nhhhU ,,, 21 "= , 

{ }meeeE ,,, 21 "= , and hij are the entries in the table of (F, E). 

Definition 3.1. For soft set (F, E), { }nhhhU ,,, 21 "= , { }meeeE ,,, 21 "= and hij 

are the entries in the table of (F, E) . We denote ( ) ∑=
j ijiE hhf  as oriented-

object sum. 

Definition 3.2. For soft set (F, E), { }nhhhU ,,, 21 "= , { }meeeE ,,, 21 "= and hij 

are the entries in the table of (F, E) . We denote ( ) ∑=
i ijj heS  as oriented-

parameter sum. 

Definition 3.3. For soft set (F, E), { }nhhhU ,,, 21 "= , { }meeeE ,,, 21 "= and hij 

are the entries in the table of (F, E) . We denote ( )∑=
j jA eSS , for EA ⊆  as 

overall sum of A. 

Theorem 3.1.  For soft set (F, E), { }nhhhU ,,, 21 "= , { }meeeE ,,, 21 "= , if there 

exists a subset { } EeeeA P ⊂′′′= ,,, 21 " , such that E－A is the normal parameter 

reduction of E, then we have qnSA = , for q=0,1,2…,m,  where n is the number of 

the universe U. 

Proof.  Suppose { } EeeeA P ⊂′′′= ,,, 21 " . According to Definition 2.3, if EB ⊂   

is defined as a normal parameter reduction of E, then 
( ) ( ) ( )nBEBEBE hfhfhf −−− === "21 . In other words, if A=E－B can be reduced, then 

( ) ( ) ( )nAAA hfhfhf === "21 . Therefore the following equation must be satisfied. 
 

qhhh P =′++′+′
11211 "   

qhhh P =′++′+′
22221 "  

#  
qhhh nPnn =′++′+′ "21 . 

We can easily get 

qn

hhhhhhhhh

hhhhhhhhh

eSeSeSS

nPnnPP

nPPPnn

PA

⋅=
′++′+′++′++′+′+′++′+′=
′++′+′++′++′+′+′++′+′=

′++′+′=

　　

)...(...)...()...(　　

)...(...)...()...(　　

)(...)()(

212222111211

212221212111

21

  

Namely, AS  is a multiple of n. This completes the proof.                                  □ 
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Definition 3.4.  For soft set (F, E), { }nhhhU ,,, 21 "= , { }meeeE ,,, 21 "= . Define 

ijh is an entry in the table of ( )EF , . For Ee j ∈ , if 121 ==== njjj hhh " , we de-

note je  as 1

je . 

Definition 3.5.  For soft set (F, E), { }nhhhU ,,, 21 "= , { }meeeE ,,, 21 "= . Define 

ijh is an entry in the table of ( )EF , . For Ee j ∈ , if 021 ==== njjj hhh " , we de-

note je  as 0

je . 

3.2   The Proposed Algorithm 

Based on above theorems and definitions, we give our algorithm as follows: 
 

1. Input the soft set (F, E) and the parameter set E; 

2. If there exists 1
je  and 0

je , they will be put into the reduced parameter set de-

noted by C and a new soft set ( )', EF  will be established without 1
je  and 0

je , 

where { }nhhhU ,,, 21 "= , { }teeeE ′′′=′ ,,, 21 " ; 

3. For the soft set ( )', EF , calculate )( jeS ′  of je ′ (that is, oriented-parameter 

sum), for tj ′′′=′ ,,2,1 " ; 

4. Find the subset EA ′⊂  in which AS  is a multiple of U , then put the A into a 

candidate parameter reduction set; 
5. Check every A in the candidate parameter reduction set if 

( ) ( ) ( )nAAA hfhfhf === "21 ,it will be kept; otherwise it will be omitted; 

6. Find the maximum cardinality of A in the candidate parameter reduction set, 
then CAE −−  as the optimal normal parameter reduction. 

4   The Comparison Result 

In this section, a comparison for capturing the normal parameterization reduction 
is elaborated through a Boolean data set as in Table 1. Both algorithms are imple-
mented in C++ program. They are executed sequentially on a processor Intel Core 
2 Duo CPUs. The total main memory is 1 gigabyte and the operating system is 
Windows XP Professional SP3. 

Example 4.1.  Let (F, E) be a soft set with the tabular representation displayed in 
Table 1. Suppose that { }654321 ,,,,, hhhhhhU = , and { }87654321 ,,,,,,, eeeeeeeeE = . 
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Table 1 A soft set (F, E) 

h e1 e2 e3 e4 e5 e6 e7 e8 f(.) 

h1 1 0 0 0 0 1 0 1 3 

h2 0 1 0 0 1 1 0 1 4 

h3 0 0 1 1 1 0 0 1 4 

h4 1 0 0 1 0 0 0 1 3 

h5 0 1 0 1 1 0 0 1 4 

h6 0 0 1 1 0 1 0 1 4 

S(ej) 2 2 2 4 3 3 0 6 SE =22 

a. The results from the algorithm in [15] 

Step 1: Figuring out the oriented-object sum and then getting decision partition. 
},},,,{,},{{ 46532341 hhhhhhCE =  

Step 2: Figuring out the oriented-object sum deleted ie  and the decision parti-

tion deleted ie . 

                                   }},,,{,},{{ 465322411
hhhhhhC eE =−  

                                   }},{,},,,{{ 463354212
hhhhhhC eE =−  

                                   }},{,},,,{{ 452364313
hhhhhhC eE =−  

                                   }}{,},,,{,}{{ 4236531244
hhhhhhC eE =−  

                                         }}{,},,,,{{ 463543215
hhhhhhC eE =−  

                                    }},{,},,{,}{{ 4533642216
hhhhhhC eE =−  

                                    }},,,{,},{{ 465322417
hhhhhhC eE =−  

                                    }},,,{,},{{ 365322418
hhhhhhC eE =−  

Step 3: Getting the importance degree of ie . Thus,
6

2
1

=er , 
6

2
2

=er , 
6

2
3

=er , 

6

4
4

=er , 
6

3
5

=er , 
6

3
6

=er ,
 

0
7

=er , 1
8

=er ,  

Step 4: Finding maximum subset { } EeeeA p ⊂′′′= ,,, 21 "  in which that sum of 

,
ier ′  for pi ≤≤1  is nonnegative integer. As a result, we get 39 subsets which are 

put into a feasible parameter reduction set, such as {e1,e4},{e1,e2,e3}, {e3,e4,e5,e6} 
and so on. 
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Step 5: Filtering in the feasible parameter reduction set. We get the 11 subsets such 
as{ }8e , {e1,e2,e3} and {e1,e4,e5,e6} so on, satisfying ( ) ( ) ( )nAAA hfhfhf === "21  

and the remainders are deleted. 
Step 6: Getting the maximum cardinality of A in feasible parameter reduction 

set be { }876541 ,,,,, eeeeee . So, the set { }32, ee  is the optimal normal parameter re-

duction. 

b. The results from the proposed algorithm 

Step 1: Because there exists 0
7e  and 1

8e , they are put into the reduced parameter 

set denoted by C and a new soft set ( )EF ′,  is established without 1
je  and 0

je , 

where  and { }654321 ,,,,, eeeeeeE =′ . 

Step 2: calculating the oriented-parameter sum ( )jeS ′  of je ′  showed in Table 1. 

Step 3: Finding the subset EA ′⊂  in which AS  is a multiple of 6=U . As a 

result we then put 9 subsets such as {e1, e4},{e1, e2, e3}, {e3, e4, e5, e6} and so on  
into a candidate parameter reduction set. 
Step 4: Filtering in the candidate parameter reduction set. We get {e1, e2, e3} 

and {e1, e4, e5, e6} satisfying ( ) ( ) ( )nAAA hfhfhf === "21  and the remainders 

are deleted.  
Step 5: Finding the maximum cardinality of A in the candidate parameter reduc-

tion set, then { }32,eeCAE =−−  as the optimal normal parameter reduction. 

We can draw conclusions from the above example: 

1. In order to obtain all the decision partitions, the data in the Table 1 are accessed 
9 times for the oriented-object sums and partitions by means of algorithm in 
[15]. However, the data in Table 1 are accessed only 1 time for the oriented-
parameter sums in the proposed algorithm. Consequently our algorithm in-
volves relatively much less computation compared with the former algorithm. 

2. Due to considering 1
je  and 0

je , the number of subsets in the candidate parame-

ter reduction set of the proposed algorithm is much less than that of subsets in 
the feasible parameter reduction set of algorithm in [15]. Hence computation is 
reduced. 

3. It is necessary to calculate the oriented-object sums, classify objects according 
to the oriented-object sums and then compute the importance degree in the al-
gorithm in [15], whereas our algorithm only needs to calculate the oriented-
parameter sums. As a result our algorithm is easier to implement and under-
stand compared with the former algorithm. 

 
Some details on the comparison result for this example are clearly depicted in  
Table 2. 
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Table 2 The comparison result 

Comparison The algorithm [15] The proposed algorithm Improvement 

% 

Optimal normal parameter 
reduction 

{ }32, ee  { }32,ee  The same 

The number of entry access 534 48 91.01% 

The number of candidate 
parameter reduction set 

39 9 76.92% 

The involved operation 
Addition, set operation, 
classification for parameter 
importance degree 

Only Addition for ori-
ented-parameter sum 

- 

 
Besides the soft set constructed in this section, we also experimented on some 

other soft sets with larger amount of data and drew the same conclusion: (1) two 
algorithms can obtain the same result; (2)due to much decrease on the number of 
entry access and the number of candidate parameter reduction set, our algorithm 
involves relatively much less computation compared with the algorithm[15] and 
then save the time; (3) because of reduce on the involved operation, our algorithm 
is easier to implement and understand compared with the algorithm[15]. So the 
conclusion can be generalized. 

5   Conclusions 

The related definitions and algorithm on the normal parameter reduction of soft 
sets have been proposed. In this paper, some new theorems are presented and 
proved. Based on the theorems, we propose a novel normal parameter reduction 
algorithm of soft sets, which can be carried out without parameter important de-
gree and decision partition. As a result, it can involve relatively less computation 
and is simpler and easier to understand, compared with the algorithm of normal 
parameter reduction [15]. 
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Integrating Cognitive Pairwise Comparison to 
Data Envelopment Analysis  

Kevin Kam Fung Yuen* 

Abstract. Data Envelopment Analysis (DEA) is one of the popular approaches of 
decision analysis. Parametric Settings for DEA is one of the essential steps for the 
decision making. This research proposes the method to apply Cognitive Pairwise 
Comparison (CPC) to the determination of the parametric settings in DEA. The 
usability and applicability of the enhanced DEA are demonstrated in a resource al-
location problem on the basis of quality-cost balance. 

1   Introduction 

Data Envelopment Analysis (DEA) is an optimization technique of solving a vari-
ety of practical decision problems that arise in different fields. Data Envelopment 
Analysis (DEA) was initially proposed by Charnes, Cooper, and Rhodes (CCR) 
[3] in 1978. The CCR was extended by Banker, Charnes, and Cooper, (BCC) [2] 
in 1984. CCR and BCC are the two fundamental models of DEA. 

Alder et al.[1] reviewed DEA context in six areas: cross-efficiency, super-
efficiency, benchmarking, statistical techniques, ranking inefficient units, and 
multicriteria decision making methodologies. The research of DEA has also been 
extended to the fuzzy soft computing [4-6,8].  

Whilst a number of studies discuss the improvement of the optimization model, 
a few studies address the assessment for utility estimation for the input of DEA 
model. Regarding the utility estimation for the parameters, the pairwise reciprocal 
matrix of the Analytic Hierarchy Process (AHP) [7] is one of the methods. Yuen 
[9] has indicated two major queries on this method: cognitive misrepresentation of 
the pairwise reciprocal matrix using the ratio scale, and the uncertainty of the pri-
oritization methods. Yuen [9] proposed cognitive pairwise comparison (CPC) as 
the alternative. CPC can produce either crisp or fuzzy data. For the simplicity, this 
study only considers crisp output from the CPC. The applications of CPC can also 
be found in [9-11]. 
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This paper proposed the integrated DEA using CPC to solve the real world 
problem. The organization is structured as follows. Section 2 illustrates the notion 
of Cognitive Pairwise Comparison. Section 3 presents the model of the enhanced 
DEA using CPC. To demonstrate the usability and applicability, a resource alloca-
tion problem on the basis of quality-cost balance is demonstrated in section 4. 
Conclusion is drawn in section 5. 

2   Cognitive Pairwise Comparisons  

The Cognitive Pairwise Matrix (Pairwise Opposite Matrix or Cognitive Compari-
son Matrix) B  of the objective O with respective to the criteria { }ic , i.e. 

{ }( ), iClst O c , is of the form. 

{ }( )( )

1 2

1 11 12 1

2 21 22 2

1 2

,

n

n

O i n

n n n nn

c c c

c b b b

B Clst O c c b b b

c b b b

ϕ
⎡ ⎤
⎢ ⎥= = ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

…
…
…

# # # % #
"

,                                                  (1) 

ij i jb v v= − , ( ), 1, ,i j n∀ ∈ … . ijb  is the comparison score from the cognitive rat-

ing scale ℵ  (Table 1). ℵ  comprises linguistic form such as equally, weakly, 
moderately, …, extremely, and the numerical representation form such as from 0 
to κ , and the opposite form is from -κ  to 0. The opposite form means that “if A 
dominates B, then B dominates A.” Clst  is a cluster. ϕ  is the Cogntive 

Assessment Function (CAF) performed by expert. 
A Cognitive Pairwise Matrix B is validated by the Accordant Index of the form: 

2
1 1

1 n n

ij
i j

AI d
n = =

= ∑∑ ,  

( )
2

1 T
ij i j ijd Mean B B b

κ
⎛ ⎞⎛ ⎞= + −⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

, ( ), 1, ,i j n∀ ∈ … ,          (2) 

where 0AI ≥ , and κ  is the normal utility such that  ( ) [ ],ik kjb b κ κ+ ∈ − , 

( ), , 1, ,i j k n∀ ∈ … . 

The maximal value of the numerical rating scale is the default setting of κ  if 

iv  is a non-negative value. Otherwise, κ  is increased such that 0iv ≥ . 

If 0AI = , then B is perfectly accordant;  If 0 0.1AI< ≤ , then B is satisfactory, 
then. If 0.1AI > , then B is unsatisfactory .  
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Table 1 Scale schemas: pairwise reciprocal comparison and pairwise opposite comparison  
 

i 
Verbal scales 

ℵ  
Semantic Comparison Scales 

 
0 Equally 0 

1 Weakly 8
κ  

2 Moderately 4
κ  

3 Moderately plus 3
8

κ  

4 Strongly 2
κ  

5 Strong Plus 5
8

κ  

6 Very Strongly 3
4

κ  

7 Very, very strongly 7
8

κ  

8 Extremely κ  
{-i} opposites of Above ( from  κ−  to 0) 

 
Yuen [9] has proposed several cognitive prioritization operators. Two  

operators are recommended: Least Penalty Squares (LPS) and the Row Average 
plus the normal Utility (RAU). The comprehensive numerical analyses conclude 
that, in most cases, if AI ≤ 0.1, the results of RAU and LPS are the same or very 
close [9]. 

If AI ≤ 0.1, the vector of individual utilities can be derived by the Primitive 
Least Squares optimization program which is of the form: 

     
( )PLS , =B κ+  

       
( )2

1 1
Min     =

n n

ij i ji j i
b v v

= = +
Δ − +∑ ∑         (3) 

       1
s.t.      

n

ii
v nκ

=
=∑ , { }in v= , and κ   is the normal utility. 

The solution of the closed form can be solved manually and is RAU, given by: 

1

1 n

i ij
j

v b
n

κ
=

⎛ ⎞
= +⎜ ⎟
⎝ ⎠
∑ , { }1, ,  i n∀ ∈ …   (4) 

If iv V∃ ∈  is less than 0, κ  can be increased such that { }: 0i iv V v∈ ≥ , or Least 

Penalty Squares (LPS) operator is applied as an alternative, as follows: 
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( )LPS ,B κ+ =  

  
( )2

1 1
Min        =

n n

ij ij i ji j i
b v vβ

= = +
Δ ⋅ − +∑ ∑
�

 ,where 

 

1

2

3

,    v  &  b 0

    or v  &  b 0

,    v  &  b 0

    or  &  b 0

 ,               

i j ij

i j ij

i j ijij

i j ij

v

v

v

v v

otherwise

β

ββ

β

> >⎧
⎪ < <⎪⎪ = ≠= ⎨
⎪ ≠ =⎪
⎪⎩

, 1 2 31 β β β= ≤ ≤                                 (5) 

    1
s.t.      

n

ii
v nκ

=
=∑ ; v 0, 1, 2, ,i i n≥ = … . 

For the most decision problems, if 
1

1
n

ii
w

=
=∑ , W is said to be a normalized 

priority vector (or a priority vector in short) and has the following form. 

{ }: , 1, ,i
i i

v
W w w i n

nκ
⎧ ⎫= = ∀ ∈⎨ ⎬
⎩ ⎭

… , 
{ }1, ,

i
i n

v nκ
∈

=∑
…

        (6) 

W is the special case of V such that 1nκ = . 

3   Data Envelopment Analysis 

Data Envelopment Analysis (DEA) is an optimization programming to determine 
the weights and efficiency for a decision making unit o (DMUo) by maximizing 
the ratio: 
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The input matrix and the output matrix can respectively be arranged as follows: 
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X and Y represent the input data matrix and output data matrix respectively for 

a set of Decision Making Units (DMUs) denoted by { }jT T= . X and Y can be 

achieved by Cognitive Pairwise Comparisons in section 2.  
V and U are the weight matrices corresponding to X and Y respectively and 

usually are solved by the optimization model, together with the efficiency output. 
Although there are various types of optimization models for DEA, this research 
only considers the original one, CCR [3], as the motivation. CCR of one DMUo or 
To (with minor modification) is of the form:  
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If oh =1, rou >0, r∀  and iov >0, i∀ , DMUo is efficient. Otherwise, DMUo is ineffi-

cient. The above fractional program is equivalent to the linear program [4] as follows: 
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4   Numerical Example 

This example illustrates the decision problem about recourse allocation consider-
ing the balance between cost and quality. In real life, if the service quality needs to 
be increased, the cost on the quality improvement is needed. Extra cost means that 
the company probably earns less. Without extra cost to improve the service qual-
ity, the company may suffer future loss, or lose competition capability of its ser-
vice products. Finally lower quality also means that company earns less again. The 
proposed enhanced DEA using CPC can evaluate this problem. 

Consider a problem that the efficiency is measured by the ratio of Quality Y and 
Cost X. Cost X is measured by three dimensions: quality system implementation 
cost (X1), promotion cost (X2), and customer service cost (X3). Quality Y is meas-
ured by perception of service quality Y1. Five proposals, T={T1, T2, T3,T4, T5}, are 
considered for the corporate strategy. The company would like to identify the inef-
ficient and efficient proposals, and choose the best one in the latter action. 

The company firstly performs cognitive pairwise comparisons for all proposals 
with respective to each dimension. Four pairwise opposite matrices, B1,B2,B3,B4, 
are respectively given in table 2 according to X1, X2, X3,and Y1. The utility values 
for the pairwise opposite matrices, which are shown in table 3, are derived  by the 
cognitive prioritization operator, RAU since RAU produces similar result to the 
LPS, which requires much higher computational effort than RAU. κ =8 is set for 
the rating scales. 

 
Table 2 Pairwise Opposite matrices , 1, , 4jB j = …  

 T1 T2 T3 T4 T5 T1 T2 T3 T4 T5 

 B1, AI=0.072  B2, AI=0.059  

T1 0 3 4 6 5 0 -3 2 3 -1 

T2 -3 0 1 2 2 3 0 4 5 2 

T3 -4 -1 0 1 1 -2 -4 0 0 -3 

T4 -6 -2 -1 0 -2 -3 -5 0 0 -3 

T5 -5 -2 -1 2 0 1 -2 3 3 0 

           

 B3, AI= 0.061  B4, AI= 0  

T1 0 5 3 4 2 0 3 2 3 1 

T2 -5 0 -3 -1 -3 -3 0 -1 0 -2 

T3 -3 3 0 0 -1 -2 1 0 1 -1 

T4 -4 1 0 0 -2 -3 0 -1 0 -2 

T5 -2 3 1 2 0 -1 2 1 2 0 

 
The weights and efficiencies of the proposals are shown in table 4. In this ex-

ample, only T4 achieves the ideal efficiency, i.e. 4h =1, 4ru >0, r∀  and 4iv >0, i∀ . 

The other four proposals are inefficient and should be revised or rejected.  
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It is possible to have more than one alternatives achieving ideal efficiency. The 
proposed CPC-DEA method is especially useful for screening and removing inef-
ficient proposals in this scenario.  

 
Table 3 Utility values for Decision making units 
 

 X1 X2 X3 Y1 

T1 0.29 0.205 0.27 0.245 

T2 0.21 0.27 0.14 0.17 

T3 0.185 0.155 0.195 0.195 

T4 0.145 0.145 0.175 0.17 

T5 0.17 0.225 0.22 0.22 

 
Table 4 Utility values for Decision making units 
 

 v1 v2 v3 u1 ho 

T1 3.877 0.000 4.878 0.000 0.95* 
T2 5.882 0.000* 1.112 4.999 1 
T3 5.128 0.000* 0.969 4.358 1 

*T4 5.882 1.785 1.378 3.092 1 
T5 4.545 3.619 1.710 0.000* 1 

5   Conclusion 

This research proposes the enhanced DEA using CPC. For the validity and appli-
cability, this research demonstrates the application of the proposed method to ad-
dress the allocation problem considering the balance between cost and quality.  

There are several motivation directions for the future study. More DEA optimi-
zation models can further be evaluated with extension of CPC. Applications based 
on DEA can also be investigated with extension of CPC. A case study considering 
both the objective evaluations and operational data can be extended and discussed. 
Extension of CPC as fuzzy CPC is applied to fuzzy DEA. 

Regarding contributions, the proposed method can be applied to other applica-
tion areas by using the cognitive pairwise comparisons to determine the parameter 
settings for a decision matrix, and the DEA to filter the inefficiencies. 
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On the Multi-mode, Multi-skill Resource 
Constrained Project Scheduling Problem –  
A Software Application 

Mónica A. Santos and Anabela P. Tereso*

 

Abstract. We consider an extension of the Resource-Constrained Project Schedul-
ing Problem (RCPSP) to multi-level (or multi-mode) activities. Each activity must 
be allocated exactly one unit of each required resource and the resource unit may 
be used at any of its specified levels. The processing time of an activity is given 
by the maximum of the durations that would result from a specific allocation of 
resources. The objective is to find the optimal solution that minimizes the overall 
project cost which includes a penalty for tardiness beyond the specified delivery 
date as well as a bonus for early delivery.  We give some of the most important so-
lution details and we report on the preliminary results obtained. The implementa-
tion was designed using the C# language. 

1   Introduction 

This paper is concerned with an extension of the Resource-Constrained Project Sched-
uling Problem (RCPSP) which belongs to the NP-hard class of problems.  In the sev-
eral resource constrained scheduling problem models found in the literature, there are 
two important aspects present in any model: the objective and the constraints. The ob-
jective may be based on time, such as minimize the project duration, or on economic 
aspects, such as minimize the project cost. However, success relative to time does not 
imply success in economic terms. Often, time-based objectives are in conflict with 
cost-based objectives. A recurrent situation encountered in practice is the need to com-
plete a project by its due date and maximize profit. Ozdmar and Ulusoy [1] reported in 
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their survey of the literature, studies where the NPV is maximized while the due date 
is a ‘hard’ constraint (Patterson et al. [2][3]). There are several other multi-objective 
studies in the literature where efficient solutions regarding time and cost targets are 
generated. Guldemond et al. [4] presented a study related to the problem of scheduling 
projects with hard deadline jobs, defined as a Time-Constrained Project Scheduling 
Problem (TCPSP). They used a non-regular objective function.  

Researchers agree that a project cannot be insulated from its costs, or executed 
without the scheduling of activities. As the costs depend on the activities in pro-
gress and scheduling is related to other constraints than monetary, the researchers 
explicitly included cash-flows-resources-constraints in their formulations. El-
maghraby and Herroelen [5] lay down the following property of an optimal solu-
tion that maximizes the NPV: the activities with positive cash flows should be 
scheduled as soon as possible and those with negative cash flow as late as possi-
ble. They concluded that the faster conclusion of the project is not necessarily the 
optimal solution with regard to maximizing the NPV. In Mika et al. [6] study, a 
positive flow is associated to each activity. The objective is to maximize the NPV 
of all cash flows of the project. They use two meta-heuristics that are widely used 
in research: Simulated Annealing (SA) and Tabu Search (TS).  

Tereso et al.’s research ([7][8][9]) is included in the minimum-cost class prob-
lems. A recent metaheuristic, the Electromagnetism-Like Mechanism (EM), devel-
oped by Birbil and Fang [10], was implemented in Tereso et al. [7] in Matlab for 
multimodal activities projects, with stochastic work. Improved results in terms of 
computing performance were presented later in Tereso et al. [8] with an enhanced 
implementation using the JAVA programming language and in Tereso et al. [9], 
where a dynamic programming model was developed on a distributed platform.  

Constraints complicate the efficient optimization of problems, and the more ac-
curately they describe the real problem, the more difficult it is to handle it. Recent 
models include most of the requirements described by Willis [11] for modeling re-
alistic resources. These requirements include the variable need of resources ac-
cording to the duration of the activities, variable availability of resources over the 
project duration and different operational modes for the activities.  

A discrete time/resource function implies the representation of an activity in 
different modes of operation. Each mode of operation has its own duration and 
amount of renewable and non-renewable resources requirement. Boctor [12] pre-
sented a heuristic procedure for the scheduling of non-preemptive resource-limited 
projects, although renewable from period to period. Each activity had a set of pos-
sible durations and resource requirements. The objective was to minimize the pro-
ject duration. A general framework to solve large-scale problems was suggested. 
The heuristic rules that can be used in this framework were evaluated, and a strat-
egy to solve these problems efficiently was designed. 

Heilmann [13] also worked with the multi-mode case in order to minimize the 
duration of the project. In his work, besides the different modes of execution of 
each activity, there is specified a maximum and minimum delay between activi-
ties. He presented a priority rule-based heuristic. Basnet [14] presented a “filtered 
beam” search technique to generate makespan minimizing schedules, for multi-
mode single resource constrained projects, where there is a single renewable  
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resource to consider and the multi-mode consists essentially of how many people 
can be employed to finish an activity. 

In a previous paper [15] we provided a formal model to the multi-mode, multi-
skill resource constrained project scheduling (MRCPSP-MS) problem and a 
breadth-first procedure description, for an optimal allocation of resources in a pro-
ject, with multi-mode activities, minimizing its total cost, while respecting all the 
restrictions. We implemented a procedure using the object oriented paradigm lan-
guage, JAVA and achieved the optimal solution for a simple 3 activities project 
network, by obtaining all possible solutions and search the best between them. The 
plan was to complete an adaptation of a “filtered beam” search algorithm to this 
problem in the future; this report addresses this issue. 

1.1   Problem Description 

Consider a project network in the activity-on-arc (AoA) mode of representation:  
G = (N, A), with |N| = n (representing the events) and |A| = m (representing the 
activities). Each activity may require the simultaneous use of several resources 
with different resource consumption according to the selected execution mode - 
each resource may be deployed at a different level. It is desired to determine  
the optimal resources allocation to the activities that minimizes the total cost of 
the project (resources + penalty for tardiness + bonus for earliness). We follow the 
dictum that an activity should be initiated as soon as it is sequence-feasible. 

There are |R|= ρ resources. A resource has a capacity of several units (say w 
workers or m/c’s) and may be used at different levels, such as a ‘resource’ of elec-
tricians of different skill levels, or a ‘resource’ of milling machines but of different 
capacities and ages. A level may also be the amount of hours used by a resource; 
for example, half-time, normal time or extra-time. An activity normally requires 
the simultaneous utilization of more than one resource for its execution. 

The problem presented here belongs to the class of the optimization scheduling 
problems with multi-level activities. This means that the activities can be sched-
uled at different modes, each mode using a different resource level, implying dif-
ferent costs and durations. Each activity must be allocated exactly one unit of each 
required resource and the resource unit may be used at any of its specified levels. 
The processing time of an activity is given by the maximum of the durations that 
would result from a specific allocation of the resources required by the activity. 
The objective is to find the optimal solution that minimizes the overall project 
cost, while respecting a delivery date. Briefly, the constraints of this problem are: 

 

• Respect the precedence among the activities. 
• A unit of the resource is allocated to at most one activity at any time at a par-

ticular level (the unit of the resource may be idle during an interval). 
• Respect the capacity of the resource availability: The total units allocated at any 

time should not exceed the capacity of the resource to which these units belong. 
• An activity can be started only when it is sequence-feasible and all the requisite 

resources are available, each perhaps at its own level, and must continue at the 
same levels of all the resources without interruption or preemption. 
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Figure 1 presents the mathematical model for the problem. For more information 
on this model refer to our previous paper [15]. 

 

Fig. 1 Mathematical Model 

2   Solution Details 

The initial procedure we adopted, applied to a small project, was based in a 
breadth first search (BFS) algorithm. All the nodes (partial solutions) in the search 
tree were evaluated at each stage before going any deeper, subsequently imple-
menting an exhaustive search that visits all nodes of the search tree. This strategy 
can be applied for small projects but becomes infeasible for larger ones.  

The branch and bound (BaB) search technique allows reducing the number of 
nodes being explored. It can be seen as a polished breadth first search, since it ap-
plies some criteria in order to reduce the BFS complexity. Usually it consists of 
keeping track of the best solution found so far and checking if the solution given 
by that node is greater than the best known solution. So if that node cannot offer a 
better solution than the solution obtained so far, the node is discarded. The BaB 
process consists of two procedures: subset generation and subset elimination. The 
former (the subset generation) is accomplished by branching, where a set of  
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descendent nodes, form a tree-like structure. The latter (subset elimination) is real-
ized through bounding, where upper and lower bounds are calculated for the “val-
ue” of each node. The bounding function can be strong, which is usually harder to 
calculate but faster in finding the solution, or weak, which is easier to calculate but 
slower in finding the solution. The BaB approach is more efficient if the bounds 
can be made very tight. In our case, the objective of our problem is to minimize 
the total cost of the project, that gets a bonus or a penalty cost while respecting or 
exceeding the specified due date; respectively. As a result, finding a strong bound-
ing function would depend on the three project parameters cited: the penalty cost, 
bonus cost and due date. The feat of the bounding function is simply in reducing 
the search while not discarding potentially desirable branches. A “filtered beam” 
search is a heuristic BaB procedure that uses breadth first search but only the top 
“best” nodes are kept. At each stage of the tree, it generates all successors for the 
selected nodes at the current stage, but only stores a predetermined number of de-
scendent nodes at each stage, called the beam width. This paper is concerned with 
the study of the adaptation of the initial algorithm, presented below, to a “filtered 
beam” search procedure. 

2.1   Procedure Description 

The procedure to be executed can be based either on the BFS algorithm or on the 
Beam Search Algorithm. If the latter is the one adopted a beam width value must 
be defined. We consider that activities can be in one of four states: “to begin”, 
“pending”, “active” and “finished”. To get the first activities with which to initiate 
the process, we search all activities that do not have any predecessors. These ac-
tivities are set to state “to begin”. All others are set to the state “pending”.  

Activities in the state “to begin” are analyzed in order to check resources avail-
ability. If we have enough resources, all activities in the state “to begin” modify 
the state to “in progress”, otherwise we apply, in sequence, the following rules, 
until resources conflict are resolved: 

1. Give priority to activities precedents of a larger number of “pending activities”. 
2. Give priority to activities that use fewer resources. 
3. Give priority to activities in sequence of arrival to the state “to begin”. 

An “event” represents the starting time of one or more activities and the project 
begins at event 0. Each activity must be allocated exactly one unit of each re-
source. For each active activity, we calculate all the possible combinations of  
resources levels. Then we join all activities combinations, getting the initial com-
binations of allocation modes for all active activities. These initial combinations 
form branches through which we will get possible solutions for the project. All 
combinations have a copy of resources availability information, and activities’ 
current state. 

If the algorithm set to find best solution is the Beam Search Algorithm then: 

1. If the number of combinations is less than the beam width value, all combi-
nations are kept. 
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2. Otherwise, the set of combinations must be reduced to the beam width val-
ue. In this case some combinations need to be discarded using the possible  
rules to evaluate the ones in the top best: 

Select top best combinations that have: -Minimum Duration. 
-Minimum Cost. 
-Minimum Cost/Duration.  

In either case, we continue applying the following procedure to each combination:   

3. To all activities in progress, we find the ones that will be finished first, and 
set that time as the next event. 

4. We update activities found in step 1 to state “finished”, and release all the 
resources being used by them. 

5. For all activities in the state “to begin”, we check if they can begin, the same 
way we did when initiating the project. Activities in the state “to begin” are 
analyzed in order to check resources availability. If no resource conflicts  
exists, all activities in the state “to begin” are set to state “active” and  
resources are set as being used, otherwise we apply in sequence, the rules 
described above. 

6. For all activities in the state “pending”, we check for precedence relation-
ships. For all activities that are precedence-feasible their state is updated to 
state “to begin”. These activities aren’t combined to the previous set of “to 
begin” activities to give priority to activities that entered first in this state. 

7. If there are resources available and any pending activities were set “to be-
gin” we apply step 5 again. 

8. For all new activities “in progress” we set their start time to the next event 
found in step 3, and determine all the possible combinations of its resources 
levels. Then we join all found combinations for these activities, getting new 
combinations to join to the actual combination being analyzed. This forms 
new branches to process in order to get the project solution. 

9. We continue by applying step 1 (or 3) to each new combination until all ac-
tivities are set to state “finished”.  

10. Once all activities in a combination are set to state “finished”, we have a 
valid project solution. 

When the project final solutions are found, we evaluate, for each one, the finishing 
time of the project and the total project cost, choosing the best one. 

The BaB and the Beam Search procedures are typical methods applied to the 
RCPSP. The differentiating aspects of our approach are, on one hand the defini-
tion of the set of states followed by the activities, combined with the priority rules 
used to solve resource conflicts, and on the other hand the alternative evaluation 
rules used to discard undesirable “branches”. 

2.2   Application Development 

The software was developed in C# language using Visual Studio 2010. To con-
struct the project network (in AoN), we use Graph#, an open source library for  
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.Net/WPF applications that is based on a previous library QuickGraph. These  
libraries support GraphML that is an XML-based file format for graphs, although 
we didn’t make use of this format. The graph is automatically generated for each  
project loaded in the application.  To save/load existing projects we define an xml 
file that embodies all project characteristics for this problem. 

Three main classes were defined for the application. The base class is NetPro-
ject that keeps all project required information: name, activities, resources, due 
date, bonus and penalty cost. Then we have the Resource class that keeps the re-
source identification availability and levels. Each resource level has a unitary cost. 
The Activity class has activity identification, resources requirement and its prece-
dents. The referred classes are the most relevant to represent the project, additional 
classes are used to support the evaluation of the project solution.  

2.2.1   Functionalities  

The application provides the functionalities described next. 
 

• Load a Project - The project must be saved as an xml file, using a structure that 
represents the project components (activities, resources, etc.). 

• Create a Project - There are two main steps to create a new project: 
o First the project “skeleton” is built through a wizard that ini-

tiates asking the project name and the number of resources 
and activities. Next the resource data is introduced i.e. the 
availability of each resource and the number of associated 
levels. Finally the activities information is introduced, that is 
the identification and precedents of each activity.  

o Secondly it generates the project graph and a project grid 
where the remaining project information can be introduced. 

• Edit/Save a Project. 
• Determinate best solution - This can be achieved using either BFS based Algo-

rithm or Beam Search Algorithm. 
• Save solution to a txt file. 

We present next the application look, using some prints. 

 

Fig. 2 Application prints 
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3   Preliminary Results  

The next computational tests were performed on an Intel® Pentium® M 
@1.20GHz 1.25GB RAM. Consider the following data for a 3 activities network. 

Table 1 Resource Requirements, Processing Times and Resource Costs of the Project. 

RESOURCE → 1 2 3 4  

AVAILABILITY 2 1 3 2  

↓ Activity \ Levels → 1 2  1 2 3 1 2 3 1 2 3  

Unitary costs 2 4  3 5 7 1 4 5 1 3 5 jη
 

A1(Processing time) 14 6 - - - - 12 8 5 18 12 7 

A1(Resource cost) 28 24 - - - - 12 32 25 18 36 35 

3 

A2(Processing time) - - - 7 5 3 - - - 8 5 4 

A2(Resource cost) - - - 21 25 21 - - - 8 15 20 

2 

A3(Processing time) 20 12 - 22 16 10 - - - - - - 

A3(Resource cost) 40 48 - 66 80 70 - - - - - - 

2 

 
Assume the following rates for earliness and lateness costs: 10−=Eγ , 

20=Lγ   and the due date 24=ST .  

Using the BFS Algorithm the project obtained solution is presented in table 2.  

Table 2 Solution totals, obtained using BFS Algorithm. 

tn CE CT CR TC   Runtime (ms) 

16,0 80,0 0,0 230 150,0 66 

Since the due date was 24, a bonus is applied. Activities execution modes are:  

Activity A1 - Start: 0 End: 12 Duration: 12 Cost: 71 
| R1 Level 2 (Cost: 24 Duration: 6)  
| R3 Level 1 (Cost: 12 Duration: 12)  
| R4 Level 3 (Cost: 35 Duration: 7) 

 Activity A3 - Start: 0 End: 12 Duration: 12 Cost: 118 
| R1 Level 2 (Cost: 48 Duration: 12) 
| R2 Level 3 (Cost: 70 Duration: 10) 

 Activity A2 - Start: 12 End: 16 Duration: 4 Cost: 41 
| R2 Level 3 (Cost: 21 Duration: 3) 
| R4 Level 3 (Cost: 20 Duration: 4) 
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Table 3 Solution totals, obtained using Beam Search Algorithm. 
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The BFS Algorithm generates 972 combinations for the three activity network. 
We used a beam width between 150 and 900. As we can see by the results exhib-
ited in table 3, the duration evaluation type was the best for this network, achiev-
ing the same result as the BFS Algorithm, even with the lowest beam width. The 
other evaluation types gave both the same result.  

4   Conclusions  

We developed a practical tool, useful to represent multi-mode projects, and to find 
a solution for the problem on hand – select the best mode for each resource in each 
activity in order to minimize the total cost, considering the resource cost, a penalty 
for tardiness and a bonus for early completion. We must continue testing the tool, 
in order to evaluate the quality of the solution obtained, since the heuristic used 
doesn’t guarantee the optimum. Further experiments will also allow specifying the 
limits of its applicability in terms of the number of activities, the number of re-
sources, and the number of alternative levels of resource application. Another use-
ful effort is to compare as well the solutions obtained with both algorithms, trying 
to define a recommended beam width and evaluation type. 
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Strict Authentication of Multimodal
Biometric Images Using Near Sets

Lamiaa M. El Bakrawy, Neveen I. Ghali, Aboul Ella Hassanien,
and James F. Peters

Abstract. In this paper, a strict authentication watermarking scheme based
on multi-modal biometric images and near sets was designed and introduced.
The proposed scheme has a number of stages including feature enrolment for
extracting the human facial features. Three human facial features which are
nose length, nose width and distance between eyes balls are extracted. The
near sets approach is adapted to choose the best feature among the consid-
ered features. The watermark is generated from hashing the extracted facial
features that then encrypted using Advanced Encryption Standard (AES)
technique and embedding the encrypted value into the human fingerprint
image in order to confirm the integrity of respective biometric data. The ex-
perimental result shows that the proposed scheme guarantees the security
assurance.

Keywords: Biometrics, encryption, facial feature, image authentication,
near sets, security assurance.

1 Introduction

Biometrics refers to the automated identification of a person depending on
his/her physiological or behavioral characteristics. Biometric characteristics
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include fingerprint, face, DNA, ear, facial thermogram, hand thermogram,
iris, retina, voice, etc. [6,13]. Biometrics have been gradually increased with
the current wide employment since the conventional knowledge- based tech-
nology which can be forgotten, like a password, or lost or stolen, like an
personality card has a defect [12,16]. Multi-modal biometrics refers to using
of multiple biometric indicators for identifying persons, it has been shown to
raise accuracy [11] and population treatment, while decreasing vulnerability
to spoofing [25,26].

Strict image authentication methods do not allow any modifying in the
image data. These methods can be classified into two extensive categories
depending on the techniques that are used: methods based on conventional
cryptography and methods that use fragile watermarking [7].

In this paper, near set is used for feature partitioning and selection. Hash
function is applied to compact selected features to a fixed size. Finally, con-
ventional cryptography and watermarking technique are employed to propose
strict authentication technique for multimodal biometric image.

The remainder of this paper is ordered as follows. Section (2) reviews the
related works. Brief introduction of near sets and nearness approximation
spaces, hash function and Advanced Encryption Standard are respectively
introduced in Section (3). The details of the proposed method is presented
in Section (4). Section (5) shows the experimental results. Conclusions are
discussed in Section (6).

2 Related Work

With the broad increase employment of biometric identification systems, the
authenticity of biometric data itself has appeared as an essential research
topic. Jain and Uludag in [14] introduced two applications of an ampli-
tude modulation-based watermarking method, in which they secrete a user’s
biometric data in a diversity of images. This method has the capability to
enhance the security of both the hidden biometric data (e.g., eigen-face co-
efficients) and host images (e.g., fingerprints). Vatsa et al. in [26] proposed a
new biometric image watermarking algorithm which synergistically combines
the DWT and LSB based algorithms for enhanced robustness and resiliency
when subjected to both geometric and frequency attacks. Kim et al. in [16]
proposed multimodal biometric image watermarking scheme through a two-
stage integrity verification method using the hidden thumbnail feature vectors
for safe authentication of multimodal biometrics data, face and fingerprint,
respectively. It is based on the robust image watermarking scheme.
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3 An Overview

3.1 Near Sets and Nearness Approximation Spaces

Near set approach is used to compare object descriptions. Sets of objects
X,X ′ are called near each other if the sets include objects with at least partial
matching descriptions [19, 8, 20, 21].

Let ∼ B denote {(x, x′)|f(x) = f(x′)∀f ∈ B} (called the indiscernibility
relation).

Let X, X ′ ⊆ O, B ⊆ F . Set X is near X ′ if, and only if there exists
x ∈ X, x′ ∈ X ′, ∅i ∈ B such that x ∼ ∅ix′

The original generalized approximation space (GAS) model [24] has been
extended as a result of current work on nearness of objects (see, e.g.,[21,20]). A
nearness approximation space (NAS) is a tuple NAS = (O, F, ∼ Br, Nr, νNr),
defined using set of perceived objects O, set of probe functions F indicating
object features, indiscernibility relation∼ Br defined relative to Br ⊆ B ⊂ F ,
family of neighbourhoods Nr, and neighbourhood overlap function νNr . The
relation ∼ Br is the common indiscernibility relation from rough set theory
limited to a subset Br ⊆ B. The subscript r denotes the cardinality of the
limited subset Br, where we consider (|B|, r) i.e., |B| functions ∅i ∈ F taken
r at a time to define the relation ∼ Br. This relation defines a partition of O
into nonempty, pairwise disjoint subsets that are equivalence classes denoted
by [x]Br , Where

O[x]Br = {x′ ∈ O|x ∼Br x′} (1)

These classes form a new set called the quotient set O/ ∼ Br, Where

O/ ∼ Br = {[x]Br |x ∈ O} (2)

In effect, each choice of probe functions Br defines a partition ξBr on a set
of objects O, namely,

ξBr = O/ ∼ Br (3)

Every choice of the set Br leads to a new partition of O. The overlap
function νNr is defined by

νNr : P (O) ∗ P (O)→ [0, 1] (4)

where P (O) is the power set of O. The overlap function νNr maps a pair
of sets to a number in [0,1] indicating the degree of overlap between sets
of objects with features defined by probe functions Br ⊆ B. For each sub-
set Br ⊆ B of probe functions, define the binary relation ∼Br= {(x, x′) ∈
O × O : ∀φi ∈ Br, φi(x) = φi(x′)}. Since each ∼Br is, in fact, the usual
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indiscernibility relation, for Br ⊆ B and x ∈ O, let [x]B denote the equiva-
lence class containing x, i.e.,

[x]Br = {x′ ∈ O | ∀f ∈ Br, f(x′) = f(x)} (5)

If (x, x′) ∈∼ Br (also written x ∼ Brx
′), then x and x′ are said to be

B-indiscernible with respect to all feature probe functions in Br. Then term
a group of partitions Nr(B) (families of neighborhoods), where

Nr(B) = {ξBr | Br ∈ B} (6)

Families of neighborhoods are constructed for each combination of probe
functions in B using (|B|, r), i.e., |B| probe functions taken r at a time. The
family of neighborhoods Nr(B) contains a set of precepts.

Nr(B) contains a set of precepts. A percept is a by product of perception,
i.e., something that has been observed. For example, a class in Nr(B) indi-
cates what has been perceived about objects belonging to a neighbourhood,
i.e., observed objects with matching probe function values.

3.2 Hash Functions

Hash functions are used to compact inputs of arbitrary length to outputs
of a fixed size [1,23], and it is frequently used in data integrity, message
authentication, and digital signature. It was first introduced in early 1950s.
Since then different Hash algorithms were designed, and widely studied, in
which the mainly broadly used were MD5 and SHA−1, invented by Rivest in
1992 and the NIST (National Institute of Standards and Technology) in 1995
respectively[9,10,17]. The SHA-1 algorithm is based on principles like to MD4
message digest algorithm. It operates on message blocks of 512 bits for which a
160-bit digest is created. SHA-1 is called secure because it is computationally
infeasible to discover a message which corresponds to a known message digest,
or to discover two diverse messages which create the same message digest.
Any modify to a message in transit will, with very high probability, leads to
a diverse message digest, and the signature will fail to confirm [3, 22, 27].

3.3 Advanced Encryption Standard

The Advanced Encryption Standard is lately approved by NIST (National
Institute of Standards and Technology). It will swap the earlier standards
because of its good characteristics according to security, cost, and efficient
implementations so it replaced Data Encryption Standard (DES) as a world-
wide standard for symmetric key encryption [5,15,18]. AES is an iterated
block cipher which consists of sequences of 128 bits (digits with values of 0 or
1). These sequences will occasionally be referred to as blocks and the number
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of bits which will be referred to as their length. The Cipher Key for the AES
algorithm is a sequence of 128, 192or256 bits [2,4].

4 Proposed Scheme

In the proposed scheme the facial features of a face image are extracted then
near set approach is used to choose the best feature among the extracted
features, which considerably improves image authentication. After that a hash
function is applied on the selected feature to create hash value, which is
encrypted and embedded in fingerprint image in order to confirm the integrity
of respective biometric data, the overall explanation of the proposed system
are given in Figure 1.

Fig. 1 The overview of the proposed algorithm

Facial features of a face image such as Nose Length, Nose Width and
distance between eyes balls are extracted using Algorithm 1. Near set-based
algorithms to partition every combination of 3 features and to carry out
feature selection are given in [20].
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Algorithm 1. Features Extraction
Input: Face images I
Output:Facial features: Nose Length (NL), Nose Width (NW) and distance
between eyes balls(ED)
While True do

For (i = 0; i ≤ I) do
Initialize NL(i) =0, NW(i) =0 and ED(i) =0;
Repeat (for number of features)
Retrieve image i
Extract Region Of Interest (ROI) for each feature;
NL(i)=NL(i)b−NL(i)a

NW(i)=NW(i)b−NW(i)a

ED(i)=ED(i)b−ED(i)a

Until all features are extracted.
End

End

Since SHA− 1 is significantly stronger hash function against attacks, the
watermark is generated by applying it on the selected feature (Nose Length)
of the face image to give a fixed size hash value h, called the message digest,
h = H (NL), where H is SHA− 1 hash function. The size of h is regularly
much smaller than the size of NL. For more security the hash value was
encrypted using Advanced Encryption Standard (AES). We used AES be-
cause of its excellent characteristics according to security, cost, and efficient
implementations. Encrypted hash value is embedded into the fingerprint im-
age using Least Significant Bit (LSB). LSB is used because it is robust to
geometric attacks such as JPEG lossy compression and Gaussian noise. Then
the recovered message is decrypted using AES algorithm and the extracted
hash and the calculated one are then compared. If the two values are matched
then image is authenticated otherwise it is not authenticated.

5 Experimental Results

In our authentication system, we used a face image with size 92 × 112, and
a fingerprint image with size 225 × 325. The calculated hash value of the
selected feature is defined as:

030DD6CB3F13BC578337410B45AC7573A7F513AE,

and the extracted decrypted one was identical with the calculated, which
means the image is authenticated.
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After applying JPEG lossy compression (quality level = 0) on the water-
marked image, the decrypted value is:

776F8FCF829163F37D8B6945662B30CE749B775E,

so the decrypted extracted hash value is distinct from the hash value of the
selected feature, that means there is no authenticate.

Also after adding Gaussian noise (σ = 20) to the watermarked image, and
the decrypted value is

3EC2AF54BF06778FF00563F4978E923D1576C208,

so the decrypted value is distinct from the hash value of the selected feature
i.e. It is not authenticate.

For integrity verification, biometric image watermarking scheme is first
employed without any tampered as shown in Fig. 2. Fig. 2(a) and 2(b) are
original biometric data. Fig. 2(c). watermarked fingerprint image. Fig. 3(a)
and 3(b) show the watermarked image after applying JPEG lossy compression
and adding Gaussian noise respectively.

(a) (b) (c)

Fig. 2 Biometric image watermarking:(a) face image, (b) fingerprint image, (c)
watermarked fingerprint image.

(a) (b)

Fig. 3 Attacked watermarked image using (a) JPEG lossy compression, (b) adding
Gaussian noise

The proposed method is applied for another face image and fingerprint
image to prove that the proposed method can be simply applied in diverse
kinds of images. Fig. 4(a) and 4(b)are original biometric data. Fig. 4(c).
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watermarked fingerprint image. It is noticed that the hash value of the se-
lected feature is

030DD6CB3F13BC578337410B45AC7573A7F513AE

After encryption and embedding the encrypted value in fingerprint image.
The recovered message is decrypted and the result is

030DD6CB3F13BC578337410B45AC7573A7F513AE

The extracted hash and the calculated one are matched so image is au-
thenticate. After applying JPEG lossy compression (quality level = 0) on the
watermarked image, The decrypted value is defined as:

776F8FCF829163F37D8B6945662B30CE435A6555

So the decrypted value is distinct from the hash value of the selected
feature i.e, It is not authenticate.

Also after adding Gaussian noise (σ = 20) to the watermarked image, the
decrypted value is defined as:

A048D8DC281239FC4A8ECC2E0CBC32FDFF489E82

So the decrypted value is distinct from the hash value of the selected
feature (i.e. it is not authenticate). Fig. 5(a) and 5(b) show the watermarked
image after applying JPEG lossy compression and adding Gaussian noise
respectively.

(a) (b) (c)

Fig. 4 Biometric image watermarking:(a) face image, (b) fingerprint image, (c)
watermarked fingerprint image.

(a) (b)

Fig. 5 Attacked watermarked image using (a) JPEG lossy compression, (b) adding
Gaussian noise
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6 Conclusions

In this paper, we propose Strict image authentication algorithm for multi-
modal biometric data, face and fingerprint, respectively. First, facial features
of a face image (Nose Length,Nose Width and distance between eyes balls) are
extracted then near set approach is used to choose the best feature among the
considered one which considerably improves image authentication. Second, a
hash function is applied on the selected feature to create hash value. Hash
value is encrypted and embedded in fingerprint image in order to confirm the
integrity of respective biometric data.

Also JPEG lossy compression (quality level = 0) and Gaussian noise (σ
= 20) are applied on the watermarked image, the decrypted value is distinct
from the hash value of the selected feature i.e, It is not authenticate. Ex-
perimental results showed that the proposed method guarantees the security
assurance.
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Document Management with Ant Colony
Optimization Metaheuristic: A Fuzzy Text
Clustering Approach Using Pheromone Trails

Angel Cobo and Rocio Rocha

Abstract. This paper proposes an ant colony optimization (ACO) algorithm to deal
with fuzzy document clustering problems. A specialized glossary and a thesaurus
are used in order to extract features of the documents and to obtain a language-
independent vector representation that can be used to measure similarities between
documents written in different languages. The pheromone trails obtained in the ACO
process are used to determine membership values in a fuzzy clustering. To illustrate
the behavior of the algorithm, it was applied to a corpus of bilingual documents in
different areas of economic and management.

1 Introduction

In the last few decades, the textual revolution has seen a tremendous change in the
availability of online information, and production of textual documents in digital
form has increased exponentially. Despite the widespread use of digital texts, han-
dling them is a difficult task because the large amount of data necessary to represent
them. Otherwise, the ever increasing amount of text documents written in different
languages and the ever increasing dependence of organisations on such information
require effective multilingual document management mechanisms. Text mining is
concerned with the task of extracting relevant information from natural language
text and to search for interesting relationships between the extracted entities. Text
categorization and clustering are two basic techniques in this area. In the first case,
we focus on a classification problem of deciding whether a document belongs to a
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set of pre-specified classes of documents. If we have a collection of documents with
no known structure, these semantic categories are unknown and the classification
process has to discover them; this is the basic principle of clustering. Text cluster-
ing has become one of the key methods for organizing information, but it is one of
the more difficult text-mining problems, since it deals with very high-dimensional
data sets and the subjectivity of classification complicate matters. Sometimes a doc-
ument can be hard to classify even for a human expert. Categories are rarely well
separated, and hence, the class partition is best described by fuzzy memberships.
In fuzzy clustering, documents can belong to more than one cluster, and associated
with each element is a set of membership levels that indicate the strength of the
association between that document and a particular cluster. Fuzzy document clus-
tering can be seen as the task of determining a membership value to each entry of
the decision matrix M = (ui j)1≤i≤n,1≤ j≤k, where k is the number of clusters, n the
number of documents and ui j ∈ [0,1] is the degree of membership of document di

in cluster C j. Surveys of fuzzy set theory applied in cluster analysis can be found in
the specialized bibliography [8]. [6] presents a short overview of methods for fuzzy
clustering and states desired properties for an optimal fuzzy document clustering
algorithm. Integration of fuzzy logic in data mining has become a powerful tool in
handling natural data and fuzzy clustering techniques have also become the major
techniques in cluster analysis.

In this paper we use an Ant Colony Optimization (ACO) approach to calculate
membership levels using the pheromone trails of an ACO process. ACO is amongst
the most well-known Swarm Intelligence models [3,4]. Swarm Intelligence (SI) [1]
refers to techniques based on the idea that groups of extremely simple agents with
little or no organisation can exhibit complex and intelligent behaviour by using sim-
ple local rules and communication mechanisms. ACO mimics the way real ants find
shortest routes between a food source and their nest. In ACO principles of commu-
nicative behaviour occurring in real ant colonies are used, and several generations
of artificial ants search for good solutions. Every ant of a generation builds up a
solution using information provided by the previous ants (pheromone trails) and
heuristic information that represents a priori information about the problem.

Within the discovery phase of text mining, other models have been applied in
recent years that take their inspiration from behaviour observed in groups of liv-
ing beings. Ant-based sorting and clustering algorithms [2, 7] were among the first
techniques to be inspired by the behaviour of ants. In the ant clustering algorithms
the clustering operation happens on a toroidal bidimensional grid, where the ob-
jects (documents) are placed randomly and a set of artificial ants explore the grid
picking and dropping them. The probabilities of picking and dropping are based on
the disparity between that document and other documents in its neighbourhood. In
the specific case of applying SI techniques to text mining problems, even if they
have not been the subject of such an intense application as that produced in other
fields, it is indeed possible to find interesting references that make use of these
kinds of strategies to extract knowledge on documental collections. Examples of
the application of SI to various text mining problems are [5, 11, 12]. ACO algo-
rithms have also been used in data clustering problems. By example, [9,10] present
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ACO algorithms for optimally clustering objects into clusters and compare the per-
formance with other popular methods. However, both works focus on clustering of
low-dimensional datasets with low sample size. In this work, we apply ACO tech-
niques to a high-dimensional problem and we use the pheromone trails as measure
of the membership of the documents to the groups. The designed algorithm has also
important differences; it uses similarities between documents with different types
of features as heuristic information. Pheromone trails have been used to accelerate
the convergence of clustering algorithms in text mining, by example in [13] an ant-
based fast text clustering approach is presented. This approach aims at solving the
problem about ants random moving using pheromone in an ant clustering algorithm,
this approach leads to a hard clustering, that is, each document is assigned to a sin-
gle cluster. Our approach uses a different ant-based metaheuristic (ACO) and uses
the pheromone trails to deal with fuzzy text clustering problems.

2 ACO Clustering Approach

This section describes the proposed ant algorithm to solve a document clustering
problem (see Algorithm 1). Given a predefined number of clusters k, we can see
the clustering problem as a combinatorial optimization problem where we have to
decide the document distribution between the clusters. The aim of the optimization
process is to obtain an assignment such that the mean similarity between each doc-
ument and the centroid of the belonging cluster is maximized. Each assignment can
be represented as a assignment vector A = (a1,a2, . . . ,an) where ai ∈ {0,1, . . . ,k}
indicates that document di is assigned to cluster Cai . The value ai = 0 corresponds
to the case of an empty assignment. The quality of assignment A is measured in
terms of the value of the following objective function:

Q(A ) =
1
n

n

∑
i=1

Sim(di,centroid(Cai)) (1)

The algorithm considers Na ants to build assignments. Each iteration of the algo-
rithm corresponds to one generation with an assignment built by each ant. An ant
starts with an empty assignment vector A = (0,0, . . . ,0) and builds a clustering so-
lution step by step going through several decisions. Each decision implies a random
selection of a non-classified document di such that ai = 0, the decision of the cluster
C j where the document will be placed and the assignment ai = j. To construct a
solution, the ant uses the heuristic information composed by the similarity matrix S,
and pheromone trail information based on the quality of solutions previously found.
The similarity matrix is a symmetrical matrix with si j = Sim(di,d j). The pheromone
trail value τi j represents the pheromone concentration of document di associated to
cluster C j and the pheromone matrix τ = (τi j)1≤i≤n;1≤ j≤k allows to associate to each
document k pheromone concentrations. All entries of the pheromone matrix are ini-
tialized to some small value τ0 ∈ (0,1) randomly selected, and with the progress
of iterations, its values are updated depending upon the quality of the assignments
produced. Guided by both matrices, the ants build improved solutions within each
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iteration/generation. When an ant is building its solution A , the probability that the
ant places document di in cluster C j is defined by

pi j =
τα

i j ms(i, j)β

∑r=k
r=1 τα

ir ms(i,r)β
(2)

where α and β are positive real parameters whose values determine the relative
importance of the pheromone and the heuristic information in the decision, and
ms(i, j) is a function that computes the mean similarity of document di with the
documents that are assigned to cluster C j in solution A . When zero documents have
been assigned to cluster C j the value of ms(i, j) is 1. Once an ant has constructed its
solution A , the pheromone matrix is updated according to the following rule:

τi j =
{

(1−ρ)τi j + Q(A )2 if ai = j
(1−ρ)τi j if ai �= j

(3)

where ρ is an evaporation rate that avoids old pheromone from having a too strong
influence on future decisions. Additionally, we use an elitist strategy, at the end
of every generation, the pheromone trails laid on the clustering solution with best
quality found by the ants are reinforced to facilitate the search around this solution.

The clustering built by each ant is a hard clustering, in which each document is
assigned to exactly one cluster, but the pheromone matrix can be used to generate
the fuzzy degree of membership ui j of document di in cluster C j according to:

ui j =
τi j

∑r=k
r=1 τir

(4)

Algorithm 1. ACO clustering algorithm
Initialization of pheromone matrix τ: τi j = τ0 ∈ (0,1) ∀i, j
repeat

for all ant in Colony do
Initialize A = (0,0, . . . ,0)
repeat

Random selection of document index i such that ai = 0
Selection of cluster index js for document di according to (2) for j = 1, . . . ,k
ai = js

until ar �= 0 ∀r
Evaluate objective function (1)
Pheromone update using (3)

end for
The current iteration best ant in the colony performs an additional pheromone update (3)

until termination criterion attained
Select the best solution
Compute membership degrees using (4)
Return solution
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2.1 Vector Representation of Documents and Similarity Measure

In order to apply the described algorithm we need a vector representation of docu-
ments and a function Sim(·, ·) that computes similarities between documents. Tra-
ditionally, every document is represented by a vector of weighted terms (features).
Using word based features is the most popular and, despite its simplicity, a very
effective feature construction method. This representation involves an indexing and
a pre-process to extract the terms. In the indexing phase the text is tokenized and
stopwords are removed to keep only potentially interesting words. The remaining
terms can be lemmatized or stemmed. Given a set of index terms, not all of which
are equally useful for describing the contents of a particular document, numerical
weights wi j ≥ 0 are assigned to each index term or keyword ki of a document d j.
These weights can be computed using a traditional tf-idf schema, that computes the
weight of a term in a document as the product of two factors; the first one measures
the raw frequency of the term inside the document, and the second one is motivated
by the fact that a term which appears in many documents is not very useful for
distinguishing documents. The tf-idf weighting is defined by

wi j = fi j× id fi =
f reqi j

maxp f reqp j
log

n
ni

(5)

where f reqi j is the number of times that ki appears in document d j, n the total
number of documents in the collection and ni the number of documents is which
the keyword ki appears. The vector that represents a document can be normalized in
order to facilitate the computation of similarities as we will show below.

Using word based features is the most popular, however, with multilingual collec-
tions alternative approaches are needed in order to implement language independent
text mining systems. The first alternative is the use of standard machine translation
techniques to create a monolingual corpus or the use of bilingual dictionaries. In
spite of the inaccuracies introduced by the machine translation, the translated docu-
ments can be classified correctly using appropriated text mining techniques. Others
alternatives are the extraction of language-independent features (names of places,
people and organizations, dates, numerical expressions, cognates), the representa-
tion over conceptual spaces or the use of descriptor terms of multilingual thesaurus.

In order to obtain a language-independent representation of the documents, in
our approach we use several linguistic resources and feature extraction strategies.
Firstly, we use the Eurovoc thesaurus1, a thesaurus covering the fields in which the
European Communities are active. It provides a means of indexing the documents in
the documentation systems of the European Institutions and of their users. Eurovoc
exists in 22 official languages of the European Union and it is a structured list of
more than 6600 descriptors and 127 microthesauri. Another linguistic resource used
in this work is a multilingual economic glossary. This glossary contains over 11500
records of terms that include words, phrases, and institutional titles commonly

1 http://eurovoc.europa.eu
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encountered in documents of the International Monetary Fund (IMF)2 in areas such
as money and banking, public finance, balance of payments, and economic growth.
The multilingual economic glossary of the IMF has been extended with terms of a
business glossary, the total number of terms in the constructed glossary is more than
18000. Using these resources we employ a modified vector-space model to represent
a document. We extract four kinds of features from every document:

• Verbs, adjectives and nouns in the native language identified using TreeTagger3.
• Proper names identified by TreeTagger.
• Terms in the economic multilingual glossary.
• Microthesauri of Eurovoc. We look for Eurovoc descriptors inside the document

text and associate to the document the most appropriate microthesaurus.

In this way a document is represented as d = (vnl(d);vpn(d);vgl(d);vth(d)), each
subvector is weighted using expression (5).

The similarity between two documents can be computed by the cosine of the
angle between their vectors, also known as angular separation. In our case, as we
have four vectors of features, a convex linear combination of similarities is used:

Sim(d1,d2) = λ1as(vnl(d1),vnl(d2))+ λ2as(vpn(d1),vpn(d2))+
λ3as(vgl(d1),vgl(d2))+ λ4as(vth(d1),vth(d2)) (6)

with λi ∈ [0,1] and ∑4
i=1 λi = 1. The function as(·, ·) computes the angular separation

between two vectors, that is as(x,y) = x◦y
‖x‖‖y‖ . If the vectors are normalized, this

score is computed as the inner product of the vectors. Since the weights are non-
negative, Sim(d1,d2) varies from 0 to 1. When the similarity is 0 the two vectors are
totally dissimilar and when the similarity is 1 the two vectors are totally equal. This
metric is relatively simple to compute and experimental results have indicated that
it tends to lead to better results than Euclidean distance in text mining problems. In
our approach we consider a convex linear combination of similarities, however it
would be possible to use a multi-objective optimization approach.

3 Evaluation and Implementation Issues

In order to obtain an evaluation of the proposed approach, we have implemented the
same as part of a document management system developed using open source tech-
nologies. To illustrate the fuzzy clustering approach a non-parallel bilingual corpus
of selected economic research papers was constructed. The corpus includes 250 cat-
egorized documents extracted from databases of scientific journals in management
and economics. The papers are published in international journals of the involved ar-
eas. We have selected documents in Spanish and English of five different functional

2 http://www.imf.org/external/np/term/index.asp
3 http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/
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areas: marketing (MKT), accounting and finance (ACC), information systems (IS),
economic theory (ECO) and human resource management (HRM). We have 25 ar-
ticles in each language and functional area. All documents were preprocessed with
TreeTagger, weighted using (5), and the similarity matrices for each type of feature
were constructed. The dictionary size of this corpus is determined by 26601 native
language words (verbs, adjectives and nouns), 16179 proper names, 127 Eurovoc
microthesauri and 18724 economic glossary terms.

The scenario that has been considered for the simulation includes the follow-
ing parameter settings: number of clusters to create k = 5, number of artificial ants
10, parameter for volatility of pheromone trail ρ = 0.01, and parameters that deter-
mine the relative importance of pheromone value and heuristic information α = 2.5
and β = 5.0. One of the main difficulties of applying heuristic methods to a given
problem is to decide on an appropriate set of parameter values. These parameter
settings were found to be good when applying the algorithm to similar problems
using other document corpora. As termination criterion we consider a maximum
number of iterations, this value is set to 30. Finally, the definition of the similarity
function (6) uses four coefficients λi that have to be fixed. In our case, we use the
values λ1 = λ2 = 0.05 and λ3 = λ4 = 0.45, placing greater emphasis on language-
independent features (microthesauri of Eurovoc and economic glossary terms).

Figure 1 shows the evolution of the pheromone matrix at 0, 5, 10, 15, 20 and
25 iterations in a run of the algorithm. Each graph corresponds to a density plot
of the matrix, dark cells represent assignments of documents to clusters with high
pheromone values. In the density plots the cluster structure of the collection can
be observed; it should be noted that the documents were arranged according to the
subject category of the journal of which they were extracted. The final pheromone
values can generate membership levels ui j using expression (4). The density plot of
these values can be shown in the last graph of Figure 1.

The clustering solution constructed by the ACO algorithm is summarized in Table
1. As can be observed, each cluster has a dominant category, according to the a priori
classification based on the source journal of each document. In order to analyze the
quality of solutions, three external quality measures were used: purity, F-measure
and entropy. The purity measures how much a cluster is specialized in a category;
and is defined as the ratio of the number of documents in the dominant category
to the total number of documents in the cluster. The F-measure uses the ideas of
precision and recall from information retrieval, defined as Precision(i, j) = ni j/n j

and Recall(i, j) = ni j/ni, where ni j is the number of documents of category i in
cluster j, n j is the number of documents in cluster j and ni the total number of
documents in category i in the corpus. Using these definitions the F-measure is

F = ∑
i

ni

n
max

j
{F(i, j)} where F(i, j) = 2

Precision(i, j)×Recall(i, j)
Precision(i, j)+ Recall(i, j)

(7)
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Fig. 1 Density plots of pheromone matrix.

where n is the number of documents in the corpus. The optimal F-measure value is
1. Finally, the entropy tells us how homogeneous a cluster is. Its optimal value is 0
and is defined by the following expression:

E =
1
n ∑

j
n jE j where E j =−∑

i
ni j/n j log(ni j/n j) (8)

Table 1 Clustering results on the bilingual corpus of 250 documents

Number of documents Dominant %
ACC MKT HRM ECO IS category purity

Cluster 1 0 3 34 1 10 HRM 70.83%
Cluster 2 45 2 6 2 0 ACC 81.82%
Cluster 3 0 9 4 0 40 IS 75.47%
Cluster 4 4 4 6 45 0 ECO 76.27%
Cluster 5 1 32 0 2 0 MKT 91.43%

Quality measures
Entropy: 0.6892; F-measure: 0.7813; Mean purity: 78.40%

Table 2 Examples of document fuzzy classification

Document title Journal ui1 ui2 ui3 ui4 ui5
Putting HR software to work Workforce 0.071 0.012 0.893 0.015 0.008
Strategic Knowledge Management Tech. Eur. J. of Information Systems 0.869 0.020 0.078 0.021 0.013
Integrating ERP using EAI Eur. J. of Information Systems 0.249 0.017 0.709 0.015 0.010
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The algorithm was run 100 times with the parameter settings described above.
The averages over the 100 runs obtained for each of the quality measures using
the proposed algorithm were entropy: 0.907; F-measure: 0.642; Purity: 0.65; and
computational time (milliseconds4): 7649. The degree of purity of the clusters is
quite fine. It is worth observing the difficulty of a clustering process in a corpus of
documents in very close areas, as happens in our corpus. The documents belong to
related areas and there are documents that can be assigned to different thematic cat-
egories, the pheromone information is very useful to discover them. In Table 1 the
documents have been assigned to the category number js, with js = argmax j ui j,
however they could be assigned to other related thematic categories and the val-
ues of the quality measures would be better. The membership levels in matrix (ui j)
obtained using the pheromone trails offer us very interesting information. For in-
stance, Table 2 shows three documents with the membership levels returned by the
algorithm. The first document was extracted from a human resource management
journal, however the algorithm has associated it to information systems category;
obviously this document has a very close relation with technology and software
systems. In fact, the highest membership level is ui3 = 0.893, that associates the
document to cluster 3, with information systems as dominant category. Something
similar happens with the second document, despite having been extracted from a
journal about information systems, it focus on planning, use, control and benefits
of IT to support knowledge work in the organisation, these topics are also studied
in human resource management. Finally, the third document belongs to information
systems with level 0.709, and to human resource management with level 0.249.

Obviously, the circumstances in which algorithm performance has been analyzed
are rather restricted and would require more experiments. In particular the number
and size of the documents and the languages presented in the corpus could be varied.
Algorithm behaviour could also be studied with different number of clusters and
with other parameter settings.

4 Conclusions

In summary, in this work we have presented an ACO algorithm to solve fuzzy
clustering problems. This algorithm can be applied when the number of clusters
is known a priori and the pheromone matrix can be used to calculate membership
levels that indicate the strength of the association between documents and clusters.
The suggested clustering approach is meant for off-line document management, due
to the computational efforts of pre-processing, similarity calculation and application
of ACO technique, specially with very large document sets with unwieldy similar-
ity matrices. The algorithm has been implemented and tested on a document corpus
of research papers in different economic areas and in two languages (Spanish and
English). The documents in this corpus were represented using four types of fea-
tures, and the similarity between documents was calculated using a convex linear
combination of similarities between groups of features. The automatic clustering of

4 Hardware: Pentium(R) Dual-Core 2.00GHz, RAM memory 4Gb.
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documents of very close areas is a very difficult task. The classic techniques of text
mining have convincingly shown their worth and SI techniques have left their mark
in recent years and are demonstrating their efficiency for solving a large number of
complex problems. The integration of these new methodologies into technological
tools for the management of documents allows optimising knowledge generation
processes. The experimental results show a good performance of this methodology,
given the difficulties of the problem addressed.
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Support Vector Machine Ensemble Based on
Feature and Hyperparameter Variation for
Real-World Machine Fault Diagnosis

Estefhan Dazzi Wandekoken, Flávio M. Varejão, Rodrigo Batista,
and Thomas W. Rauber

Abstract. The support vector machine (SVM) classifier is currently one of the most
powerful techniques for solving binary classification problems. To further increase
the accuracy of an individual SVM we use an ensemble of SVMs, composed of clas-
sifiers that are as accurate and divergent as possible. We investigate the usefulness of
SVM ensembles in which the classifiers differ among themselves in both the feature
set and the SVM parameter value they use, which might increase the diversity among
the classifiers and therefore the ensemble accuracy. We propose a novel method for
building an accurate SVM ensemble. First we perform complementary feature selec-
tion methods to generate a set of feature subsets, and then for each feature subset we
build a SVM classifier which uses tuned SVM parameters. The experiments show
that this method achieved a higher estimated prediction accuracy in comparison to
well-established approaches for building SVM ensembles, namely using a Genetic
Algorithm based search to vary the classifier feature sets and using a predefined set
of SVM parameter values to vary the classifier parameters. We work in a context of
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real-world industrial machine fault diagnosis, using 2000 examples of vibrational
signals obtained from operating faulty motor pumps installed on oil platforms.

1 Introduction

The support vector machine [16] (SVM) is currently considered one of the most
powerful techniques for solving binary classification problems. Aiming to further
increase the accuracy of an individual SVM, research in classifier ensembles [7]
indicates that a better generalization power might be achieved when the class of an
input pattern is predicted by a set of accurate SVMs that collectively disagree on
their predictions as much as possible.

Previous work indicated two useful approches for building a SVM ensemble:
training each SVM using a different SVM parameter value [14] [12]; and training
each SVM using a different feature set [15] [11]. By now very few papers have in-
vestigated SVM ensembles based on the variation of both features and parameters.
It can be expected that using different feature subsets and parameter values might
increase the divergence among SVMs in an ensemble, therefore increasing the en-
semble accuracy.

We propose a novel method for composing an optimized SVM ensemble based on
feature and parameter variation. This method is based on feature selection to build
a set of feature subsets and based on using a parameter tuning technique to vary the
parameters of individual SVMs. We compare this proposed method to alternative
approaches for building SVM ensembles: for varying the feature sets, we evaluated
the Genetic Algorithm (GA) based GEFS [11] method; and for varying the SVM
parameters, we evaluate an approach in which predefined SVM parameter values
are used to replicate an ensemble [14] [12]. The experiments show that the proposed
ensemble method achieved a higher estimated prediction accuracy.

We work in a context of machine fault diagnosis. The detection and diagnosis of
faults in industrial machines is advantageos for economical and security reasons, as
it allows damaged components to be repaired during planned maintanence, which
minimizes machinery standstill besides providing more secure operations. An im-
portant novelty of our research is the use of data from real-world operating industrial
machines instead of using data from a controlled laboratory environment which is al-
most always found in the literature [17]. This is highly desirable, as laboratory hard-
ware cannot realistically represent intricate real-world fault occurrences. We work
with 2000 examples of vibrational signals obtained from operational faulty motor
pumps, acquired from 25 oil platforms off the Brazilian coast during five years. Af-
ter extensive analysis, human experts provided a label for every fault present in each
acquired example.
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2 Model-Free Approach to Motor Pump Fault Diagnosis

Two principal approaches to the machine fault diagnosis problem exist: model-based
techniques and model-free techniques. The former approach relies on an analytical
model of the studied process, involving time dependent differential equations. How-
ever in real-world complex processes the availability of an analytical model is often
unrealistic or inaccurate. In this case model-free techniques are an alternative ap-
proach [1]. We present a model-free method based on the supervised learning [2]
classification paradigm. So it presents as a general advantage the requirement of a
minimum of a priori knowledge about the plant, as the fault predictor is automati-
cally defined based on the training data.

Several faults can simultaneously occur in a motor pump, and such a high di-
versity of defects has a direct impact on the subsequent classifier. We formulate the
fault diagnosis problem as a multi-label classification task in which several labels
(fault classes) may be simultaneously assigned to an example. Each fault category
is represented by a distinct binary predictor. So a pattern x is considered as belong-
ing to the positive class ωpos if it presents this considered fault and as belonging to
the negative class ωneg if this considered fault is not present in x. Therefore each
fault category is detected in x by a distinct ensemble of SVM classifiers. We build a
predictor for detecting each of the following faults: rolling element bearing failures;
pump blade unbalance; hydrodynamic fault (due to blade pass and vane pass, cavi-
tation or flow turbulence); shaft misalignment; mechanical looseness; and structural
looseness.

We work with horizontal motor pumps with extended coupling between the elec-
tric motor and the pump. Accelerometers are placed at strategic positions along the
main directions to capture specific vibrations of the main shaft. To diagnose a motor
pump, the first step is to extract a global feature vector G to describe relevant aspects
of the current motor pump condition. The cardinality of a feature vector G is 95 re-
gardless of the fault under consideration, composed of features defined by different
feature extraction methods, namely the Fourier transform, envelope analysis based
on the Hilbert transform [10] and median filtering. So the features correspond to the
energy in predetermined frequency bands of the vibrational signal, from the Fourier
and the envelope spectrum.

3 The Support Vector Machine Classifier

The support vector machine (SVM) [16] is currently considered one of the most
powerful techniques for solving binary classification problems. We compared SVMs
with Multi-layer Perceptron (MLP) neural networks [2] and found that SVMs
achieved a higher prediction accuracy, besides the MLPs being computationally
much more expensive during training.

The objective of the SVM training is to define a maximum-margin separating
hyperplane that lies in a transformed feature space defined implicitly by a kernel
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mapping. The hyperplane splits the mapped space into two regions, one associated
to the positive class ωpos and the other to the negative class ωneg; a pattern is con-
sidered as positive class if it presents the fault considered by the SVM. The distance
of a pattern x to the separating hyperplane, followed by a logistic discrimination,
is used to estimate the a posteriori probability P̂pos(x) that x belongs to the positive
class ωpos.

We use a widely adopted SVM model, namely a Radial Basis Function (RBF)
kernel and the C-SVM architecture [2]. So we work with two parameters, namely
the regularization parameter C which controls the model complexity and the kernel
parameter γ which controls the nonlinear mapping of the features.

The performance of a SVM classifier strictly depends on its parameters. We use
an effective, simple method to tune the SVM parameters, namely the grid search
on the log-scale of the parameters in combination with cross-validation on each
candidate parameter vector. Basically, pairs (Ci,γ j) from a set of predefined values
are tried by evaluating SVMs which use them, and the pair that provides the highest
cross-validation accuracy defines the best parameters.

We use the libsvm library [3] to implement the SVM classification.

4 Feature Selection

Feature selection [6] is the process of choosing an optimized subset of features
for classification from a larger set. It is composed of two ingredients: the selection
criterion and the search strategy. The former is used to estimate the performance of
a feature subset. A suboptimal search strategy is needed since an exhaustive search
is not feasible to investigate the space of feature sets.

We estimate the criterion J(Xk) of a candidate feature set Xk as the Area Under
the ROC Curve (AUC) [5] achieved by a SVM classifier which uses Xk, estimating
by cross-validation on the training data.

We use the Sequential Backward Selection (SBS) [6] search strategy, which al-
lows accurate feature subsets to be found. The SBS method starts with every feature
(from the global pool G) included in the set of selected features, and at each step
one feature is removed from this set. Consider that k features are included in the
set of selected features Xk. To remove one feature from Xk, each currently selected
feature ξ j must be tested by being individually excluded from Xk and ranked ac-
cording to the criterion J, so that the feature ξh which provided the highest criterion
J(Xk \ {ξh}) with its exclusion is removed from Xk. The exclusion process stops
when the desired number of features is selected.

5 Classifier Ensembles

Combining decisions of divergent classifiers, that give erroneous answer in dif-
ferent regions of the global feature space, is becoming one of the most important
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techniques to improve classification accuracy [17]. Creating a so-called classifier
ensemble entails addressing two issues: the construction of the base classifiers which
constitute the ensemble and the combination of their individual decisions. To com-
bine the classifiers decision we average the classification scores. So an ensemble E
estimates the probability P̂pos(x) that a a pattern x belongs to the positive class ωpos

as the average of the P̂pos(x)ch value that the classifiers ch in E output for x (for
h = 1, . . . , |E |). Thus x is predicted as ωpos if P̂pos(x) > 0.5 or as ωneg otherwise.

The classical approach to build a set of classifiers to compose an ensemble relies
on using a different training data set for each classifier. See for instance bagging
[2], in which the training patterns are sampled with replacement. However such an
approach is not very well suited to SVM ensembles [4] because a small variation on
the training data set tends to cause a small variation on the SVM decision function.
On the other hand varying the value of the kernel parameter of a SVM classifier does
decisively change its decision function, which is useful for building an ensemble as
the divergence among the produced SVMs increases [9]. As an example of SVM
ensemble based on parameter variation see [12] in which each SVM uses a different
predefined SVM parameter value.

Another useful approach for building an ensemble is to use a different feature set
for each classifier [17]. As a state-of-the-art ensemble method based on feature vari-
ation see the GEFS [11] method which relies on a Genetic Algorithm (GA) based
search to investigate the space of feature sets. In GEFS, a member of the popula-
tion (a chromosome) represents the feature set of a single classifier. Starting with
randomly defined feature sets, the genetic operators (selection, cross-over and mu-
tation) are used to evolve the population aiming to increase the classifiers fitness.
The fitness of a classifier is estimated as a linear combination of its accuracy and
its diversity, the latter being defined as the average difference between the predic-
tion of this classifier and the prediction of the current ensemble. In the end of every
generation the algorithm outputs the feature subsets of the classifiers in the current
ensemble, thus the last generation defines the final produced feature subsets. Pre-
vious work shows that the GEFS method achived a higher prediction accuracy in
comparison to other approaches [13].

6 Best Selected Feature Subsets Ensemble Method

We propose a method for composing SVM ensembles based on feature and parame-
ter variation, which we call Best Selected Feature Subsets (BSFS). We use comple-
mentary SBS feature selection searches combined with the grid-search parameter
optimization technique to build a large set L of classifiers that are candidates to
constitute the ensemble. Further we use a sequential forward search to select just
a reduced, optimized subset E of them to compose the final ensemble. This approach
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of building a large classifier set L and further searching for a subset E is known as
overproduce-and-choose [7].

6.1 The Classifier Overproduction Stage

To build the set L of candidate classifiers to compose the ensemble, we first build
a set Ξ of feature sets composed of several promising feature sets. The feature sets
use features from the global pool G and differ on their cardinality. To define Ξ
we perform m distinct SBS feature selection searches, {S1, . . . ,Si, . . . ,Sm}, which
differ among themselves on the SVM parameter value they use to build SVMs
to estimate the selection criterion; this allows feature subsets to be found using
complementary kernel mapped feature spaces. We require each search Si to select
a total of 1 feature, which is equivalent to require Si to exclude |G| − 1 features;
each feature exclusion produces a new feature subset. So the feature sets in Ξ are
determined by taking each produced feature set XSi

k which uses k features selected
by the search Si, considering every k and i i. e. k = 1,2,3, . . . , |G| and i = 1,2, . . . ,m
(thus |Ξ |= m×|G|).

Then the classifier set L is defined by building, for each feature set XSi
k in the

set Ξ , a classifier cSi
k that uses this feature set, and we use the grid-search method

to tune the SVM parameters of every classifier cSi
k aiming to increase its accuracy.

Thus L is composed of every produced cSi
k , each of which associated to a feature

set XSi
k and to a tuned SVM parameter value (C′,γ ′).

6.2 The Ensemble Classifier Selection Stage

After building the set L of candidate classifiers, we use the Sequential Forward
Selection (SFS) search to select an optimized set of |E | classifiers to compose the
final ensemble E , selecting from L . The SFS search operates in a similar way as
SBS, but SBS removes objects, while SFS includes objects.

SFS starts with an empty set of selected classifiers, and at each step one classifier
is included in this set, namely the one that provided the highest criterion with its
individual inclusion in the current set of selected classifiers. We define the criterion
J of a candidate ensemble (a subset of classifiers from L ) to be the AUC on training
data achieved by this candidate ensemble. The score that each classifier in L gives
to a training pattern x is previously estimated by cross-validation. Thus to obtain the
criterion J of a candidate ensemble the score P̂pos(x) assigned by this ensemble to
each training pattern x must be obtained, by averaging the scores P̂pos(x)c j assigned
to x by the classifiers c j in the candidate ensemble.

The first selected classifier cSi
k (from L ) is the one with the highest individual

cross-validation AUC. In the following, each next selected classifier is the currently
non-selected one which enabled the highest criterion J achieved by an ensemble
composed of the currently selected classifiers and also this new selected one; thus
the second selected classifier is the one which provided the highest criterion for an
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ensemble of two classifiers, namely the first and the second selected ones. When
the desired number |E | of classifiers are selected, the inclusion process stops, so the
ensemble E is finally built.

7 Experimental Results

To access the effectiveness of the studied classification approaches we performed a
stratified 5×2 cross-validation [7]. So in the experiments we performed five repli-
cations of a 2-fold cross-validation. In each replication, the complete database of
2000 examples was randomly partitioned, in a stratified manner, into two sets each
one with approximately 1000 examples (the stratification process preserves the dis-
tribution of the six fault categories between both sets). Then in each replication each
considered classification model for building the predictor of a fault was trained on a
set and tested on the remaining one; after the five replications we averaged the ten
distinct test accuracies.

7.1 Studied Classification Approaches

For each of the six considered fault categories, we studied seven different classifi-
cation models for building the predictor of that fault. We investigated the use of a
single SVMs, a SVM ensemble based on feature variation, and a SVM ensemble
based on feature and parameter variation.

We use a general three-stage approach to build SVM ensembles. First we produce
a set Ξ of feature subset. Then we build a set L of SVM classifier. Finally we take
from L a classifier set E to constitute the final ensemble.

7.1.1 The SVM-s Classification Model

This classification model is a single SVM. We used the global pool of features G
as the feature set, and used the grid-search method to tune the SVM parameters as
explained in section 3.

7.1.2 The GEFS-not Classification Model

This classification model is a SVM ensemble based on feature variation, built using
the classical GEFS approach to generate ensembles based on feature variation. So
the feature sets of the classifiers in the ensemble E are defined by the last generation
of classifiers of the GEFS algorithm. Every SVM used the SVM parameter value
(C = 8.0,γ = 0.5) which usually provided accurate SVMs, according to parameter
tuning experiments. We set the GEFS ensemble size parameter as 20, so the final
produced ensemble E was composed of |E |= 20 classifiers.

The GEFS algorithm has several parameters [11], and we performed preliminary
experiments aiming to find parameter values that provided more accurate ensem-
bles. We set the initial value of the GEFS λ parameter as 1.0, to estimate the initial
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value of the fitness of a classifier. We set 20 classifiers in the ensemble; in each
generation, starting from the ensemble of 20 classifiers, we produce 10 new clas-
sifiers by mutation (randomly changing 10% of the features of each classifier) and
more 10 new classifiers by cross-over (the two parents of each classifier are ran-
domly selected from the current ensemble, proportionally to the fitness), and from
these 40 classifiers the 20 more fit ones are selected to compose the ensemble in the
end of this generation. The population evolved for 200 generations. We use 5-folds
cross-validation to estimate the accuracy and fitness of each classifier.

7.1.3 The BSFS-not Classification Model

This classification model is a SVM ensemble based on feature variation, built using
the BSFS method but without tuning the SVM parameters.

To build the set Ξ of feature sets we ran four SBS feature selection searches
{S1, . . . ,S4}, each of which using a different SVM parameter value to build SVMs
to estimate the selection criterion (which was the 5-fold cross-validation AUC).
According to preliminary experiments, we used the SVM parameter value (C =
8.0,γ = 0.5) which provided accurate SVMs. For the other three values, we focused
on varying the γ parameter in order to introduce diversity among the SBS searches,
allowing the selection of accurate feature subsets from different mapped feature
spaces. So we used a low, a medium and a high value for the γ parameter; for the
C parameter we used a high value, as it may cause some overfitting which is useful
for increasing the diversity. So the four SVM parameter values (C = 8.0,γ = 0.5),
(C = 30000.0,γ = 0.002), (C = 30000.0,γ = 2.0) and (C = 30000.0,γ = 36.0) were
used to run the four SBS feature selection searches.

After performing the four SBS searches, to obtain the feature sets XSi
k to form Ξ ,

we use, for each SBS search Si, the feature subsets defined by using each number
of selected features from k = 1 to k = 60; we do not used k > 60 as we observed
that feature subsets with many features were less likely to be selected to compose
the final ensemble E . Thus |Ξ |= 4×60 = 240 feature sets.

Then for each feature set in Ξ we built a SVM classifier using the SVM param-
eter value (C = 8.0,γ = 0.5), including this classifier in the set L of candidates to
compose the ensemble. In order to finally select a subset E of classifier from L we
used the SFS search as explained in section 6.2. We set the desired ensemble size
|E | as |E | = 10 as we observed a general tendency of an AUC decrease with the
usage of a larger set.

7.1.4 The GEFS-rep Classification Model

This classification model is a SVM ensemble based on feature and parameter varia-
tion. The feature subsets were defined by a genetic search, and to vary the value of
the SVM parameter of the classifiers we used a predefined set of SVM parameter
values [12].

First we performed the GEFS-notmethod to obtain an ensemble E ′ of |E ′|= 20
SVMs, based on feature variaton. In the following, we built nrep replications of the
ensemble E ′, with every SVM in a replication using the same SVM parameter value;
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each replication used a different predefined parameter value. So the final ensemble
E was composed of every classifier produced by every replication, in a total of
|E |= |E ′|×nrep SVMs.

We used nrep = 20 different SVM parameter values, chosen according to pre-
liminary experiments as providing accurate, divergent SVMs (see the BSFS-not
method). Each replication used the parameter C = 30000.0 and a different value for
the γ parameter; the 20 values of γ were 0.03, 0.07, 0.12, 0.2, 0.4, 0.6, 0.8, 1.15,
1.5, 2.0, 3.0, 4.5, 6.0, 8.0, 11.0, 15.0, 20.0, 24.0, 29.0, 36.0.

So an ensemble built by the GEFS-rep method is composed of |E | = |E ′| ×
nrep = 20×20 = 400 SVMs. We evaluated approaches for removing some of those
SVMs, similarly to the classifier selection stage of the BSFS method showed in
section 6.2, but we found that in this GEFS-rep method the ensembles composed
of all 400 produced classifiers achieved a higher prediction accuracy.

7.1.5 The BSFS-rep Classification Model

In this classification model we performed the BSFS-not method to obtain an en-
semble E ′ of |E ′| = 10 SVMs, based on feature variation. In the following, we
built nrep = 20 replications of E ′ using in each replication a different SVM pa-
rameter value, as explained for the GEFS-rep method. So the final ensemble
E was composed of every classifier produced by every replication, in a total of
|E |= |E ′|×nrep = 200 SVMs.

7.1.6 The GEFS-tun Classification Model

This classification model is a SVM ensemble based on feature and parameter varia-
tion, in which the feature subsets are defined by a genetic search and the classifiers
use tuned parameters.

First, we used the GEFS algorithm as for the GEFS-not method. As the GEFS
method produces 20 feature sets (classifiers in an ensemble) per generation and it
evolved for a total of 200 generations, for producing 240 feature sets to compose Ξ
(as for the BSFS method) we take the ensemble produced by each generation starting
from the generation number 189 and finishing in the last generation (number 200).
So the set Ξ of feature sets was composed of 240 feature sets.

Then for each feature set in Ξ we built a SVM classifier using the grid-search
method to tune its SVM parameters, including this classifier in the set L of candi-
dates to compose the ensemble. Then we used the SFS search to select an optimized
ensemble E of |E |= 10 classifiers (as explained in section 6.2).

7.1.7 The BSFS-tun Classification Model

We evaluated ensembles built by BSFS as showed in section 6, based on feature and
parameter variation. So the difference to the BSFS-notmethod is that BSFS-tun
used the grid-search method to tune the SVM parameters of every classifier in the
set L . The final ensemble E was composed of |E |= 10 SVMs.
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7.2 5×2 Cross-Validation Estimation Results

Table 1 presents, for each considered fault, the AUC estimated on test data by the
5×2 cross-validation estimation process, achieved by each considered classification
model for building the predictor of that fault.

The results showed that SVM ensembles based on feature and parameter variation
achieved higher prediction accuracies in comparison to SVM ensembles based on
feature variation or to single SVMs.

Comparing the two studied approaches for varying the SVM parameters in an
ensemble, the experiments showed that the approach of tuning the parameters of
each classifier usually provided a higher estimated accuracy in comparison to the
approach of using predefined different SVM parameter values.

Finally the experiments showed that the BSFS based methods (BSFS-not,
BSFS-rep and BSFS-tun) achieved a higher prediction accuracy in compari-
son to the GEFS based methods (GEFS-not, GEFS-rep and GEFS-tun). Also,
varying the SVM parameters of ensembles built by BSFS, specially the BSFS-tun
method, provided an effective accuracy gain.

We performed the statistical testing to be used with the 5× 2 cross-validation
process [7], aiming to determine whether there is a significant difference on the ac-
curacy achieved by using a single SVM, a SVM ensemble built by BSFS or a SVM
ensemble built by GEFS. The level of significance of the statistical test is 0.05. For
the GEFS-tun method, for the hydrodynamic fault category it was possible to ac-
cept that the accuracy achieved by the ensemble had a significant difference of the
accuracy achieved by a single SVM. For the BSFS-tun method, for the misalign-
ment, structural looseness and hydrodynamic fault the statistical test confirmed that
there is a significant difference on the accuracy achieved by an ensemble in compar-
ison to the accuracy achieved by a single SVM. Therefore this result confirmed the
higher accuracy achieved by the BSFS method.

Table 1 AUC estimated on test data by 5×2 cross-validation.

Fault classifier SVM-s GEFS
-not

BSFS
-not

GEFS
-rep

BSFS
-rep

GEFS
-tun

BSFS
-tun

Misalignment 0.829 0.852 0.859 0.849 0.873 0.863 0.876
Bearing 0.909 0.934 0.929 0.935 0.939 0.938 0.942
Unbalance 0.836 0.866 0.870 0.853 0.879 0.869 0.883
Hydrodynamic 0.912 0.929 0.932 0.926 0.933 0.934 0.936
Structural L. 0.873 0.874 0.902 0.864 0.918 0.891 0.918
Mechanical L. 0.878 0.892 0.902 0.878 0.892 0.898 0.901
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8 Conclusions and Future Work

Aiming to diagnose faults in industrial machines, we studied ensembles of SVM
classifiers in which the classifiers differ on their feature set and SVM parameters.

To further increase the prediction accuracy, we plan to study more powerful ap-
proaches for tuning the parameters of SVM classifiers. This would produce SVMs
that are more accurate and also more divergent in comparison to SVMs produced by
the grid-search method. Specially, Particle Swarm Optimization (PSO) based tech-
niques have been succesfully used to tune SVM parameters [8].

We plan to acquire more real-world data, from different machines and from more
sources than just vibrational signals. Thus we plan to develop a multiparametric di-
agnostic system, which uses vibration signals complemented with electrical signals
such as current, power and torque. This might increase the prediction accuracy as
more information sources will be available.

Acknowledgements. We would like to thank the Brazilian energy company PETROBRAS
S.A. for the financial support and for providing the examples of oil rig motor pump vibration
signals.
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Application of Data Mining Techniques in the
Estimation of Mechanical Properties of Jet
Grouting Laboratory Formulations over Time

Joaquim Tinoco, António Gomes Correia, and Paulo Cortez

Abstract. Sometimes, the soil foundation is inadequate for constructions purpose
(soft-soils). In these cases there is need to improve its mechanical and physical
properties. For this purpose, there are several geotechnical techniques where Jet
Grouting (JG) is highlighted. In many geotechnical structures, advance design in-
corporates the ultimate limit state (ULS) and the serviceability limit state (SLS)
design criteria, for which uniaxial compressive strength and deformability proper-
ties of the improved soils are needed. In this paper, three Data Mining models, i.e.
Artificial Neural Networks (ANN), Support Vector Machines (SVM) and Functional
Networks (FN), were used to estimate the tangent elastic Young modulus at 50% of
the maximum stress applied (Etg50%) of JG laboratory formulations over time. A
sensitivity analysis procedure was also applied in order to understand the influence
of each parameter in Etg50% estimation. It is shown that the data driven model is
able to learn the complex relationship between Etg50% and its contributing factors.
The obtained results, namely the relative importance of each parameter, were com-
pared with the predictive models of elastic Young modulus at very small strain (E0)
as well as the uniaxial compressive strength (Qu). The obtained results can help to
understand the behavior of soil-cement mixtures over time and reduce the costs with
laboratory formulations.
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1 Introduction

Given the growth of the human population and the finite resources of the planet
Earth, we are forced to use soft-soils as a soil foundation. In these cases, there is need
to improve its physical and mechanical properties. For this purpose, the Jet Grout-
ing (JG) technology is widely used [6, 12], given it great versatility. This technology
allows the improvements of the mechanical and physical properties of several types
of soil, since grain to fine soils, and different shapes of treatment (columns, panels,
etc.) can be obtained. In few words, this technology consists in injecting high speed
grouting of water-cement mixture into the subsoil with or without other fluids (air
or water). The fluids are injected through small nozzles placed at the end of a rod
which is inserted until the intended depth. This rod is continually rotated and slowly
removed up to the surface. At the end, a soil-cement mixture with better properties
is obtained. Currently adopted JG methods can be classified according to the num-
ber of fluids injected into the subsoil: water-cement grout→ Jet 1; air + grout→ Jet
2 and water + air + grout→ Jet 3.

This paper will focus the JG initial stage, where a set of laboratory formulations,
which are function of the soil type to be treated and the design properties, are used
to set the soil-cement mixture that will be used in the construction works. In par-
ticular, this study allows the definition of the grout water/cement ratio, the amount
of cement for cubical meter of treated soil and the cement type, needed to satisfy
the design and economical requirements. The remaining parameters that control the
final characteristics of the JG elements (e.g. the speed of withdrawal and rotation of
the rods) will be evaluated with the execution of test columns, given the difficulty
to simulate such parameters in laboratory. However, despite of all advantages of JG
technology, its design is essentially based on empirical methods that are often too
conservative [5, 11]. As a result, the economy and the quality of the treatment can
be affected. Thus, given the high potential of JG technology, is very important to
develop more accurate and rational models to estimate the effects of the different
parameters involved in JG process. This will allow reducing field tests, optimiz-
ing all the constructive process and obtaining a higher technical and economical
efficiency.

In the other hand, powerful tools have emerged that allow extract useful infor-
mation from large databases, i.e. Data Mining (DM) techniques. These techniques
enable the exploration of complex relationships between several inputs and the tar-
get variable. Hence, given the high complexity inherent to JG process, due to the
number of parameters involved and the heterogeneity of the soil, DM techniques
are an interesting tool to explore JG data. Thus, in order to develop rational models
and satisfy the current project requirements, three DM techniques were applied to
estimate the mechanical properties of JG laboratory formulations. So, we started by
developing models to predict the uniaxial compressive strength (Qu) of JG labora-
tory formulations over time [15]. However, to deal with the serviceability state of the
structure, deformability properties of the improved ground are also necessary. In this
context, predictive models for deformability moduli, namely elastic Young modulus
at very small strain (E0), of JG laboratory formulations were also developed [16].
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Yet, the best parameter to analyze the deformability properties of soil-cement mix-
tures is the tangent elastic young modulus at 50% of the maximum applied stress
(Etg50%). Thus, DM techniques were also applied to estimate this property over time.

In this work, the performance of the predictive models of E0 and Qu are summa-
rized and the predictive capacity of Etg50% by application of DM techniques, namely
Artificial Neural Network (ANN), Support Vector Machine (SVM) and Functional
Networks (FN) are exposed. Moreover, the key parameters in Qu, E0 and Etg50%

estimation were identified, compared and discussed.

2 Materials and Jet Grouting Laboratory Data

Three datasets were used to train and test the predictive models of each studied
property. All data were prepared at University of Minho, under a huge laboratory
experimental program, to analyze the influence of several parameters in Qu, E0 and
Etg50% of JG material. These mechanical properties were obtained in unconfined
compression tests with on sample strain instrumentation [3]. In a non-linear stress-
strain relationship different moduli can be defined. For this work, tangent elastic
young modulus at 50% of the maximum applied stress was adopted since, is a
key geotechnical parameter that better defines the deformability properties of soil-
cement mixtures. Table 1 shows the number of records of each dataset used during
the training phase of each predictive model as well as the number of different for-
mulations in each dataset.

Table 1 Number of records and different formulations of each dataset used during the train-
ing of each predictive model

Qu E0 Etg50%

Number of records 175 188 49
Number of formulations 35 9 8

Based on expert knowledge about soil-cement mixtures [13] and after some ex-
periments, the following input parameters were selected : Water/Cement ratio -
W/C; Age of the mixture - t; Coefficient related with the cement type - s; Rela-
tion between the mixture porosity and the volumetric content of cement - n/(Civ)d;
Cement content of the mixture - %C; Percentage of sand - %Sand; Percentage of
silt - %Silt; Percentage of clay - %Clay and Percentage of organic matter - %OM.

The basic statistics of the numerical parameters used in Qu and E0 datasets are
described in [15, 16] respectively. Table2 shows the basic statistics for Etg50%. The
geotechnical soil properties were evaluated using laboratory tests. While all of the
soils were classified as fine grained soils they have different percentages of sand,
silt, clay and organic matter. A detailed classification of soils can be found in [15].
All formulations were prepared with cement CEM I 42.5R, CEM II 42.5R and CEM
IV/A 32.5R.
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Table 2 Synopsis of the numerical input parameters in Etg50%

Soil Parameter Minimum Maximum Mean Standard Deviation

W/C 0.69 1.11 0.98 0.12
t(days) 28.00 84.00 64.57 19.13
n/(Civ)d 38.73 73.81 61.46 6.55

clay %C 24.19 64.86 44.39 11.79
%Sand 0.00 39.00 14.10 13.68
%Silt 33.00 57.00 50.00 8.27
%Clay 22.50 45.00 35.71 7.45
%OM 0.40 8.30 3.71 2.43

3 Data Mining Models and Evaluation Measures

3.1 Data Mining Models

Three Data Mining models where trained to estimate Qu [15], E0 [16] and Etg50%,
of JG laboratory formulations over time.

ANN mimic some basic aspects of brain functions [9], which processes informa-
tion by means of interaction among several neurons. We adopted the most popular
model, the multilayer perceptron that contains only feedforward connections, with
one hidden layer with H processing units. The general model of the ANN is:

ŷ = Wo,0 +
o−1

∑
j=I+1

f

(
I

∑
i=1

Xi ·Wj,i +Wj,0

)
·Wo,i (1)

where Wj,i represents the weight of the connection from neuron j to unit i, f is a
logistic function 1/(1 + e(−x)), and I is the number of input neurons. To chose the
best value of H, we used a grid search within {2, 4, ..., 10} [8].

SVM was initially proposed for classification tasks [7]. After the introduction of
the ε-insensitive loss function, it was possible to apply SVM to regression tasks [14].
SVM has theoretical advantages over ANN, such as the absence of local miminima
in the learning phase. The main idea of the SVM is to transform the input data into
a high-dimensional feature space by using a nonlinear mapping. For this purpose,
the popular Gaussian kernel was adopted:

k(x,x′) = e

(
−y·‖x−x′‖2

)
,y > 0 (2)

Under this setup, performance of the regression is affected by three parameters: γ
- the parameter of the kernel, C - a penalty parameter, and ε - the width of a ε-
insensitive zone. To reduce the search space, the first two values will be set using
the heuristics of [2]: C = 3 and ε = σ̂/

√
N, where σ̂ = 1.5/N ·∑N

i=1 (yi− ŷi)
2 and
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ŷi is the value predicted by a 3-nearest neighbor algorithm. To optimize the kernel
parameter γ , we adopted a grid search of {2−15,2−13, ...,23}.

FN are a general framework useful for solving a wide range of problems [1],
where the functions of the neurons can be multivariate, multi-argument and it is
also possible to use different learnable functions, instead of fixed functions. More-
over, there is no need to associate weights to connections between nodes, since the
learning is achieved by the neural functions. When compared with ANN, there are
some advantages [18]. For example, unlike ANN, FN can reproduce certain physi-
cal characteristics that lead to the corresponding network in a natural way. Also, the
estimation of the network parameters can be obtained by resolving a linear system
of equations, which returns a fast and unique solution, i.e. the global minimum is
always achieved. These two types of networks have a similar structure, but they also
have important differences. In FN the selection of the initial topology is normally
based on the properties of the problem at hand and can be further simplified using
functional equations and its neural functions (normally functions from a given fam-
ily, such as polynomial or exponential) can be multidimensional and set during the
learning phase. Furthermore, outputs neurons can be connected, which is not the
case of standard ANN. In this work we use the FN to solve the following generic
expression:

ŷ = β0 ·
N

∏
i=1

xαi
i (3)

where, {x1, ...,xi} are the input parameters and {β0,α1, ...,αi} are the coefficients
to be adjusted.

To learn the coefficients in equation (3), the following minimization problem was
used:

MinimizeQ =
S

∑
S=1

δ 2
s =

S

∑
S=1

(
ys−β0 ·

N

∏
i=1

xαi
i

)2

(4)

We also tested the classic multiple regression (using the R tool). Yet, the poor
results achieved (when compared with ANN, SVM and FN) are not reported here
due to space limitations.

The ANN and SVM models were training using rminer library [4], which facili-
tates the application of DM techniques in the R tool. The formulation and resolution
of the FN was implemented in the free version of the GAMS [17].

3.2 Evaluation Measures

To assess and compare the performance of each predictive model, three evaluation
measures were calculated: Mean Absolute Deviation - MAD; Root Mean Square
Error - RMSE and the coefficient of determination - R2:

MAD = ∑N
i=1 |y− ŷ|

N
;RMSE =

√
∑N

i=1 (y− ŷ)2

N
(5)
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R2 =

⎛
⎝ ∑N

i=1 (y− ȳ) · (ŷ− ¯̂y
)

√
∑N

i=1 (y− ȳ)2 ·∑N
i=1

(
ŷ− ¯̂y

)2
⎞
⎠

2

(6)

When compared with MAD, RMSE metric is more sensitivity to extreme errors.
In a model with good performance, both MAD and RMSE should present lower
values and R2 should be close to unit value.

The Leave-One-Out scheme was adopted for measuring the predictive capability
of each model, where sequentially one example is used to test the model and the re-
maining data is used for fitting the model. Under this scheme, there is need around
N (the number of data samples) times more computation, since N models are fitted.
The final generalization estimate is evaluated by computing the MAD, RMSE and
R2 metrics for all N test samples. To understand better the behavior of the JG ma-
terial, the influence of each parameter was also quantified by applying a sensitivity
analysis procedure [10]. This procedure determines the most important variables by
successively holding all but one input constant and varying the other over its range
of values to observe its effect on the system. A high variance observed in the outputs
denotes a high input relevance.

4 Results of the Different Predictive Models

Similarly to the previous works, where DM techniques were used to study the behav-
ior of JG laboratory formulation [15, 16], in the present study, a high performance
was also reached in Etg50% estimation. This performance is proved by lower values
of MAD and RMSE metrics and the R2 value close to the unit (see table 3).

Figure 1 shows the relation between Etg50% measured versus predicted by SVM
model. The same relation for the remaining models (ANN and FN) is very similar.
As one can see in figure 1, all points are very close to the diagonal line that repre-
sents the perfect prediction. Despite of the better values of the metrics MAD, RMSE
and R2 in FN model, SVM is more consistent and interesting in terms of relative im-
portance of each parameter. According to FN model the Etg50% of JG laboratories
formulations is almost only controlled by clay percentage of soil (55.92%), and we
know that is not truth. Based on empirical knowledge, the mechanical properties of
soil-cement mixtures are also affected by cement content.

Table 3 Comparison of the performance between the three models: ANN, SVM and FN, in
Etg50% estimation

ANN FN SVM

MAD 0.27 0.18 0.19
RMSE 0.50 0.24 0.28
R2 0.74 0.93 0.91
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Fig. 1 Predicted versus desired Etg50% of JG laboratory formulations using the SVM model

The performance reached by SVM model in Etg50% prediction is very similar to
the performance reached by the same model in Qu [15] and E0 [16] prediction. Table
4 summarizes the values of the coefficient correlation (R2) of SVM model in Qu, E0

and Etg50% estimation over time.

Table 4 Performance of each SVM predictive model in Qu, E0 and Etg50%

SVM-Qu SVM-E0 SVM-Etg50%

R2 0.93 0.96 0.91

In spite of the high performance, assessed by metric MAD, RMSE and R2, as
well as the high relation between Etg50% measured versus predicted, it is also impor-
tant to quantify and analyze the relative relevance of each parameter in the model.
Observing figure 2, which shows the importance of each input parameter in SVM
predictive model of Qu, E0 and Etg50%, we can see that the relation between porosity
and the volumetric content of cement (n/(Civ)d), the water/cement ratio (W/C) and
the soil properties, namely the percentage of clay (%Clay), are the key parameters
in Etg50% prediction. Moreover, in Qu estimation the age of the mixture and the per-
centage of cement should be included. In the other hand, it is interesting to observe
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that the soil properties are more relevant in deformability properties estimation (E0

and Etg50%) than in strength prediction (Qu). This observation makes some sense if
we take into account that for low deformations, the grain size is the responsible for
the main resistance capacity of the material. After the grains broke, the cohesion is
sustained by soil-cement matrix. So, from this time, the age of the mixture and the
percentage of cement take the main role in the strength capacity of the soil-cement
mixture.
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Fig. 2 Comparison of the relative importance of each parameter in each SVM predictive
model of Qu, E0 and Etg50%

5 Conclusions and Future Works

A rational approach, based in soft computing tools, namely Artificial Neural Net-
works (ANN), Support Vector Machines (SVM) and Functional Networks (FN), was
successfully applied to improve the knowledge about mechanical properties of Jet
Grouting (JG) laboratory formulations. The uniaxial compressive strength (Qu), the
elastic Young modulus at very small strain (E0) and the tangent elastic young mod-
ulus at 50% of the maximum applied stress (Etg50%) of Jet Grouting (JG) laboratory
formulations can be estimated over time with high accuracy.
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The high performance reached in mechanical properties prediction of JG labora-
tory formulations, allows us to conclude that Data Mining techniques are a useful
tool (in particular, the SVM model) to better understand the behavior of soil-cement
mixtures over time.

The sensitivity analysis carried out in this study allows the conclusion that the
relation between porosity and the volumetric content of cement (n/(Civ)d), the wa-
ter/cement ratio (W/C) and the soil properties, are the key parameters in deforma-
bility properties prediction. Furthermore, in Qu estimation, the age of the mixture
and the percentage of cement should be included. It was also possible to observe,
that the soil properties are more relevant in deformability properties than in ultimate
strength estimation of soil-cement mixtures.

The knowledge obtained from this study allows understanding better the me-
chanical behavior of soil-cement mixtures and will reduce the number of laboratory
formulations carried out. As a result, the quality control process of JG columns is
improved and the costs of laboratory material formulations are reduced. In future
works, we intend to apply Data Mining techniques to develop predictive models for
final diameter of real JG columns, as well as its mechanical properties. A sensitiv-
ity analysis procedure will be also applied in order to analyze the influence of each
parameter.
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Hybrid Intelligent Intrusion Detection
Scheme

Mostafa A. Salama, Heba F. Eid, Rabie A. Ramadan, Ashraf Darwish,
and Aboul Ella Hassanien

Abstract. This paper introduces a hybrid scheme that combines the advan-
tages of deep belief network and support vector machine. An application of
intrusion detection imaging has been chosen and hybridization scheme have
been applied to see their ability and accuracy to classify the intrusion into
two outcomes: normal or attack, and the attacks fall into four classes; R2L,
DoS, U2R, and Probing. First, we utilize deep belief network to reduct the
dimensionality of the feature sets. This is followed by a support vector ma-
chine to classify the intrusion into five outcome; Normal, R2L, DoS, U2R,
and Probing. To evaluate the performance of our approach, we present tests
on NSL-KDD dataset and show that the overall accuracy offered by the em-
ployed approach is high.
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1 Introduction

The Internet and online procedures is an essential tool of our daily life today.
They have been used as an important component of business operation [1].
Therefore, network security needs to be carefully concerned to provide secure
information channels. Intrusion detection (ID) is a major research problem
in network security, where the concept of ID was proposed by Anderson in
1980 [2]. ID is based on the assumption that the behavior of intruders is dif-
ferent from a legal user [3]. The goal of intrusion detection systems (IDS) is
to identify unusual access or attacks to secure internal networks [4] Network-
based IDS is a valuable tool for the defense-in-depth of computer networks. It
looks for known or potential malicious activities in network traffic and raises
an alarm whenever a suspicious activity is detected. In general, IDSs can be
divided into two techniques: misuse detection and anomaly detection [5, 6].
Misuse intrusion detection (signature-based detection) uses well-defined pat-
terns of the malicious activity to identify intrusions [7,8]. However, it may not
be able to alert the system administrator in case of a new attack. Anomaly
detection attempts to model normal behavior profile. It identifies malicious
traffic based on the deviations from the normal patterns, where the normal
patterns are constructed from the statistical measures of the system fea-
tures [9]. The anomaly detection techniques have the advantage of detecting
unknown attacks over the misuse detection technique [10]. Several machine-
learning techniques including neural networks, fuzzy logic [11], support vector
machines (SVM) [9, 11] have been studied for the design of IDS. In particu-
lar, these techniques are developed as classifiers, which are used to classify
whether the incoming network traffics are normal or an attack. In this paper,
we propose an anomaly intrusion detection scheme using Deep Belief Net-
work (DBN) based on Restricted Boltzmann Machine (RBM) [12, 13]. DBN
is used as feature reduction method [14] that is followed by SVM classifier. We
evaluate the effectiveness of the proposed DBN-SVM scheme by conducting
several experiments on NSL-KDD dataset. We examine the performance of
the DBN-SVM scheme in comparison with standalone DBN and standalone
SVM classifier. Also, DBN as a feature reduction method is compared with
other known feature reduction methods. The rest of this paper is organized as
follows: Section 2 gives an overview of RBM architecture and DBN. Section
3 describes DBN classifier and the proposed DBN-SVM intrusion detection
scheme. The experimental results and conclusions are presented in Section 4
and 5 respectively.
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2 An Overview

This section discusses the deep belief network structure including the explo-
ration of the restricted Boltzmann machine.

2.1 Restricted Boltzmann Machine

RBM is an energy-based undirected generative model that uses a layer of
hidden variables to model a distribution over visible variables [14, 15]. The
undirected model for the interactions between the hidden and visible variables
is used to ensure that the contribution of the likelihood term to the posterior
over the hidden variables is approximately factorial which greatly facilitates
inference [16]. Energy-based model means that the probability distribution
over the variables of interest is defined through an energy function. It is
composed from a set of observable variables V = {vi} and a set of hidden
variables H = {hj}, i node in the visible layer, j node in the hidden layer.
It is restricted in the sense that there are no visible-visible or hidden-hidden
connections. The steps of the RBM learning algorithm can be declared as
follows:

1. Due to the conditional independence (no connection) between nodes in
the same layer (Property in RBM), the conditional distributions are given
in Equations (1) and (2).⎧⎨

⎩
P (H |V ) =

∏
j p(hj |v)

p(hj = 1|v) = f(ai +
∑

i wijvi)
p(hj = 0|v) = 1− p(hj = 1|v);

(1)

And ⎧⎨
⎩

P (H |V ) =
∏

i p(vi|h)
p(vi = 1|h) = f(bj +

∑
j wijhj)

p(vi = 0|h) = 1− p(vi = 1|h);
(2)

Where f is a sigmoid function (σ ) which takes the form σ(z) = 1/1+e−z

for binary data vector.
2. The likelihood distribution between hidden and visible units is defined

as:

P (v, h) =
e−E(v,h)

Σie−E(vi,h)
(3)

Where E(x, h)=−h̄wv − b̄v − c̄h,
And h̄,b̄, c̄ are the transposes of matrices h, b and c.
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3. The average of the log likelihood with respect to the parameters is given
by

Δwij = ε∗(δ log p(v)/δwij)
= ε(< xihj >data − < vihj >model)

(4)

Δvi = ε(< v2
i >data − < v2

i >model) (5)

Δhi = ε(< h2
i >data − < h2

i >model) (6)

4. The term <>model takes exponential time to compute exactly so the
Contrastive Divergence (CD) approximation to the gradient is used in-
stead [6]. Contrastive divergence is a method that depends on the approx-
imation that is to run the sampler for a single Gibbs iteration, instead
until the chain converges. In this case the term <>1 will be used such
that it represents the expectation with respect to the distribution of sam-
ples from running the Gibbs sampler initialized at the data for one full
step, the new update rule will be.

Δwij = ε(< vihj >data − < vihj > 1) (7)

Δvi = ε(< v2
i >data − < v2

i > 1) (8)

Δhi = ε(< h2
i >data − < h2

i > 1) (9)

The Harmonium RBM is an RBM with Gaussian continuous hidden nodes
[6]. Where f is normal distribution function which takes the form shown in
Equation (10)

P (hj = h|x) = N(cj + wj .x, 1) (10)

Harmonium RBM is used for a discrete output in the last layer of a deep
belief network in classification.

2.2 Deep Belief Network

The key idea behind training a deep belief network by training a sequence
of RBMs is that the model parameters θ , learned by an RBM define both
p(v | h, θ) and the prior distribution over hidden vectors, p(h | θ), so the
probability of generating a visible vector, v, can be written as:

p(v) = Σhp(h | θ).p(v | h, θ) (11)



Hybrid Intelligent Intrusion Detection Scheme 297

After learning θ, p(v | h, θ) is kept while p(h | θ) can be replaced by a better
model that is learned by treating the hidden activity vectors H = h as the
training data (visible layer) for another RBM. This replacement improves
a variation lower bound on the probability of the training data under the
composite model. The study in [17] proves the following three rules:

1. Once the number of hidden units in the top level crosses a threshold; the
performance essentially flattens at around certain accuracy.

2. The performance tends to decrease as the number of layers increases.
3. The performance increases as we train each RBM for an increasing num-

ber of iterations.

In case of not using class labels and back-propagation in the DBN Architec-
ture (unsupervised training) [14], DBN could be used as a feature extraction
method for dimensionality reduction. On the other hand, when associating
class labels with feature vectors, DBN is used for classification. There are two
general types of DBN classifier architectures which are the Back-Propagation
DBN (BP-DBN) and the Associate Memory DBN (AM-DBN) [8]. For both
architectures, when the number of possible classes is very large and the dis-
tribution of frequencies for different classes is far from uniform, it may some-
times be advantageous to use a different encoding for the class targets than
the standard one-of-K softmax encoding.

3 Hybrid Intelligent Intrusion Detection Scheme

This section shows DBN as a standalone classifier and the proposed DBN-
SVM hybrid scheme.

3.1 DBN Classifier

In the paper, the Constructed DBN will be composed of two RBMs, lower and
higher RBM layers. The number of visible nodes of lower RBM is attribute
number and the number of hidden nodes of the higher RBM is the available
class number. While the number of hidden nodes in the lower RBM layer and
number of visible nodes in the higher RBM layer are the same and equal to
a random number, e.g. 13. Each hidden node in the higher RBM represents
one of the classes under testing, such that if ”0” is the class label associated
with the input, then the first node in the hidden nodes in the higher RBM
is 1, and the rest of nodes will be of value 0. e.g. If the output in the first
hidden node is 0.6 and if the class label is 0, which means that the expected
output in this node is 1, then there is an error of a value of 0.4. Algorithm 1
shows the steps of DBN classifier.

The training of the two restricted Boltzmann machines is required to ini-
tialize the weights of the deep belief network. So the network may have a
better performance than using random weights.
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Algorithm 1. DBN classifier
1: Use the training dataset to train the lower RBM layer.
2: Used output of the lower RBM layer to train the higher RBM layer.
3: Test the output in the higher RBM layer hidden nodes according to the

output class label.
4: Back-propagate the error to fix the weights of the network.
5: Run the complete dataset through the network to produce a reduced

output of the data.
6: for each object in the testing dataset do
7: Run the input through the trained DBN network to produced an output

in the hidden nodes of the higher RBM layer.
8: Get the node of the maximum output value.
9: Assign a class label that correspond to this node (of maximum output).

10: if Assigned class label is equal to actual class label then
11: object is classifier correctly
12: end if
13: end for
14: Calculate the sum of the correctly classified object to find the classifica-

tion accuracy.

3.2 DBN-SVM Hybride Scheme

The proposed hybrid intelligent intrusion detection network system is com-
posed of three main phases; Preprocessing phase, DBN feature reduction
phase and classification phase. Figure 1 describes the structure of the hybrid
intelligent intrusion detection network system.

3.2.1 NSL-KDD Dataset Preprocessing

Pre-processing of NSL-KDD dataset contains three processes; (1) Mapping
symbolic features to numeric value, (2) Data scaling, since the data have
significantly varying resolution and ranges. The attribute data are scaled to
fall within the range [0, 1]. and (3) Assigning attack names to one of the
five classes, 0 for normal, 1 for DoS (Denial of Service), 2 for U2R (User to
Root), 3 for R2L (Remote to Local) , and 4 for Probe.

3.2.2 DBN Feature Reduction

In this paper, DBN has been used as dimensionality reduction method with
back-propagation to enhance the reduced data output. The DBN Network
has the BP-DBN structure that is constructed of 2 RBM layers, the first
RBM layer efficiently reduces the data(e.g. from 41 to 13 feature and the
second from 13 features to 5 output features based on NSL-KDD data).
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Fig. 1 Hybrid Intelligent Intrusion Detection Network Scheme

3.2.3 Intrusion Classification

The 5 features output from the DBN where pass to the SVM classifier to
be classified. SVM is a classification technique based on Statistical Learning
Theory (SLT). It is based on the idea of a hyper plane classifier, where it
first maps the input vector into a higher dimensional feature space and then
obtains the optimal separating hyper-plane. The goal of SVM is to find a
decision boundary (i.e. the separating hyper-plane) so that the margin of
separation between the classes is maximized [4].

4 Experimental Results and Discussion

4.1 Dataset Characteristics

The data used in classification is NSL-KDD, which is a new dataset for the
evaluation of researches in network intrusion detection system. NSL-KDD
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consists of selected records of the complete KDD’99 dataset [18]. NSL-KDD
dataset solve the issues of KDD’99 benchmark [19]. Each NSL-KDD connec-
tion record contains 41 features (e.g., protocol type, service, and flag) and
is labeled as either normal or an attack, with one specific attack type. The
attacks fall into four classes:

• DoS e.g Neptune, Smurf, Pod and Teardrop.
• R2L: unauthorized access to local from a remote machine e.g Guess-

password, Ftp-write, Imap and Phf.
• U2R: unauthorized access to root privileges e.g Buffer-overflow, Load-

module, Perl and Spy.
• Probing eg. Port-sweep, IP-sweep, Nmap and Satan.

The NSL-KDD training set contains a total of 22 training attack types, with
an additional 17 types in the testing set only.

4.2 DBN Structure

Deep Belief network has been used in two different ways, either as a di-
mensionality reduction method before applying SVM as a classifier or as a
classifier by itself. Support Vector machine is a parameterized method, in this
paper the default parameters of SVM has been used. The RBM training is
considered as weights initializer. The number of RBM structures in the used
DBN is two. The number of features are 41, 13 and 4 in the first, second
and last layer in the DBN Network. The number of Gipps iteration is 150.
Classification is applied on different training percentage.

4.3 Experiments and Analysis

The NSL- KDD dataset are taken to evaluate the proposed DBN-SVM in-
trusion detection scheme. All experiments have been performed using Intel
Core 2 Duo 2.26 GHz processor with 2 GB of RAM and weka software [21].

4.3.1 Case 1: DBN vs. SVM vs. DBN-SVM Scheme

A comparison between SVM, DBN and the proposed DBN-SVM scheme is
shown in Table 1. The classification accuracy achieved using DBN as dimen-
sional reduction method before SVM is improved than using SVM or DBN as
standalone classifier. Also the testing speed of DBN-SVM scheme is improved
which is important for real time network applications. One of the conclusions
that appear during experiment is that the accuracy starts to increase, when
number of Gipps methods is 100 and reaches high performance then starts
to deteriorate again.
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Table 1 SVM, DBN AND THE HYRIDE DBN-SVM Scheme TESTING ACCU-
RACY AND SPEED

Training SVM DBN DBN-SVM
percentage

20% 82.30 89.63 90.06
(10.4 Sec) (0.31 Sec) (2.54Sec)

30% 87.6 89.44 91.50
(10.4 Sec) (0.26 Sec) (2.54Sec)

40% 88.33 89.54 92.84
(16.67Sec) (0.24 Sec) (3.07 Sec)

4.3.2 Case 2: DBN as Feature Reduction Method vs.
Different Feature Reduction Methods

We compared the DBN as a feature reduction method with other feature
reduction methods like PCA, Gain Ratio and chi square. Using DBN, PCA,
Gain Ratio and chi square the 41 features of the NSL- KDD dataset is re-
duced to 13 features. Table 2 gives the testing performance accuracy of the
reduced data using SVM classifier. Table 2 illustrate that DBN gives better
performance than the other reduction methods.

Table 2 Performance accuracy of DBN with different feature reduction methods

Training PCA Gain-Ratio Chi-Square DBN
percentage

20% 68.72 65.83 66.0 90.06
30% 68.98 65.88 65.68 91.50
40% 71.01 70.99 65.82 92.84

5 Conclusion

Deep Belief network has proved a good addition to the field of network intru-
sion classification. In comparison with known classifier and feature reduction
methods, DBN provides a good result as a separate classifier and as a feature
reduction method. In this paper we proposed a hybrid DBN-SVM intrusion
detection scheme, where DBN is used as a feature reduction method and
SVM as a classifier. We examine the performance of the proposed DBN-SVM
scheme by reducing the 41-dimensional of NSL-KDD dataset to approxi-
mately 87% of its original size and then classify the reduced data by SVM.
The DBN-SVM scheme shows higher percentage of classification than SVM
and enhances the testing time due to data dimensions reduction. Also, we
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compare the performance of the DBN as a feature reduction method with
PCA, Gain Ratio and Chi-Square feature reduction method.

References

1. Shon, T., Moon, J.: A hybrid machine learning approach to network anomaly
detection. Information Sciences 177, 3799–3821 (2007)

2. Anderson, J.P.: Computer security threat monitoring and surveil-
lance.Technical Report, James P. Anderson Co., Fort Washington (April
1980)

3. Stallings, W.: Cryptography and network security principles and practices.
Prentice Hall, USA (2006)

4. Tsai, C., Hsu, Y., Lin, C., Lin, W.: Intrusion detection by machine learning: A
review. Expert Systems with Applications 36, 11994–12000 (2009)

5. Biermann, E., Cloete, E., Venter, L.M.: A comparison of intrusion detection
Systems. Computer and Security 20, 676–683 (2001)

6. Verwoerd, T., Hunt, R.: Intrusion detection techniques and approaches. Com-
puter Communications 25, 1356–1365 (2002)

7. Ilgun, K., Kemmerer, R.A., Porras, P.A.: State transition analysis:A rule-based
intrusion detection approach. IEEE Trans. Software Eng. 21, 181–199 (1995)

8. Marchette, D.: A statistical method for profiling network traffic. In: proceedings
of the First USENIX Workshop on Intrusion Detection and Network Monitoring
(Santa Clara), CA, pp. 119–128 (1999)

9. Mukkamala, S., Janoski, G., Sung, A.: Intrusion detection: support vector ma-
chines and neural networks. In: Proceedings of the IEEE International Joint
Conference on Neural Networks (ANNIE), St. Louis, MO, pp. 1702–1707 (2002)

10. Lundin, E., Jonsson, E.: Anomaly-based intrusion detection: privacy concerns
and other problems. Computer Networks 34, 623–640 (2002)

11. Wu, S., Banzhaf, W.: The use of computational intelligence in intrusion detec-
tion systems: A review. Applied Soft Computing 10, 1–35 (2010)

12. Mohamed, A.R., Dahl, G., Hinton, G.E.: Deep belief networks for phone recog-
nition. In: NIPS 22 Workshop on Deep Learning for Speech Recognition (2009)

13. Hinton, G.E.: A fast learning algorithm for deep belief nets. Neural Computa-
tion 18, 1527–1554 (2006)

14. Noulas, A.K., Krse, B.J.A.: Deep Belief Networks for Dimensionality Reduc-
tion. In:Belgian-Dutch Conference on Artificial Intelligence, Netherland (2008)

15. Larochelle, H., Bengio, Y.: Classification using discriminative restricted boltz-
mann machines. In: Proceedings of the 25th International Conference on Ma-
chine learning, vol. 307, pp. 536–543 (2008)

16. McAfee, L.: Document Classification using Deep Belief Nets, CS224n, Sprint
(2008)

17. Larochelle, H., Bengio, Y., Louradour, J., Lamblin, P.: Exploring Strategies
for Training Deep Neural Networks. Journal of Machine Learning Research 10,
1–40 (2009)



Hybrid Intelligent Intrusion Detection Scheme 303

18. Cohen, I., Tian, Q., Zhou, X.S., Huang, T.S.: Feature Selection Using Princi-
pal Feature Analysis. In: Proceedings of the 15th International Conference on
Multimedia, Augsburg, Germany, September 25-29 (2007)

19. KDD 1999 dataset Irvine, CA, USA (July 2010),
http://kdd.ics.uci.edu/databases

20. Tavallaee, M., Bagheri, E., Lu, W., Ghorbani, A.A.: A Detailed Analysis of the
KDD CUP 99 Data Set. In: Proceeding of the IEEE Symposium on Computa-
tional Intelligence in security and defense application, CISDA (2009)

21. Weka. Data Mining Software in java, http://www.cs.waikato.ac.nz/ml/weka/

http://kdd.ics.uci.edu/databases
http://www.cs.waikato.ac.nz/ml/weka/


Multi-Agent Association Rules Mining in
Distributed Databases

Walid Adly Atteya, Keshav Dahal, and M. Alamgir Hossain

Abstract. In this paper, we present a collaborative multi-agent based system for
mining association rules from distributed databases. The proposed model is based
on cooperative agents and is compliant to the Foundation for Intelligent Physical
Agents standard. This model combines different types of technologies, namely the
association rules as a data mining technique and the multi-agent systems to build a
model that can operate on distributed databases rather than working on a centralized
database only. The autonomous and the social abilities of the model agents provided
the ability to operate cooperatively with each other and with other different external
agents, thus offering a generic platform and a basic infrastructure that can deal with
other data mining techniques. The platform has been compared with the traditional
association rules algorithms and has proved to be more efficient and more scalable.

Keywords: Multi-Agent Systems, Distributed Data Mining, Association Rules.

1 Introduction

Nowadays, both Data Mining Technology and Agent Technology have reached an
acceptable level of maturity, and each one alone has its own scope and applicabil-
ity [5]. Integration between the two technologies has been proposed to combine the

Walid Adly Atteya
School of Computing, Informatics and Media, Bradford University, United Kingdom
e-mail: waaabdo@bradford.ac.uk

Keshav Dahal
School of Computing, Informatics and Media, Bradford University, United Kingdom
e-mail: k.p.dahal@bradford.ac.uk

M. Alamgir Hossain
School of Computing, Informatics and Media, Bradford University, United Kingdom
e-mail: M.A.Hossain1@bradford.ac.uk

A. Gaspar-Cunha et al. (Eds.): Soft Computing in Industrial Applications, AISC 96, pp. 305–314.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

waaabdo@bradford.ac.uk
k.p.dahal@bradford.ac.uk
M.A.Hossain1@bradford.ac.uk


306 W.A. Atteya, K. Dahal, and M.A. Hossain

benefits of both worlds and to help computer scientists for building more sophis-
ticated software systems. In other words, the discovered knowledge nuggets may
constitute the building blocks of agent intelligence.

Due to the overwhelming amount of data and the complexity of data mining
algorithms, researchers have tried to adopt distributed or parallel approaches [6].
There are many reasons for developing these approaches, one of which is that in
most of the cases the data itself is distributed in different sites. Loading these data
into a centralized location for mining interesting rules is not a good approach as it
violates common issues like data privacy and it imposes network overhead. This will
not be acceptable especially in real time problems. The other reason for developing
distributed approaches is the increased complexity of the algorithms which made
the researches present other ways to divide the data into independent subsets and
apply the required algorithm on each subset and then combine their partial results.

Some researchers have presented various parallel data mining algorithms for as-
sociation rules [21]. The problem of applying such approaches is scalability es-
pecially when number of distributed data sources is large and heterogeneous. In
this context, we believe that a general Distributed Data Mining framework based
on multi-agent systems can enable and support and accelerate the deployment of
solutions that can solve the distributed computational problems.

Several algorithms have been proposed by many researchers based on multi-agent
systems for context based Distributed Data Mining [11][14]. A few researchers have
presented multi-agent systems for mining association rules as a data mining tech-
nique [20], although even this technique do not comply with global standards like
the Foundation for Intelligent Physical Agents (FIPA) [10] or any other standards
thus reducing the chance of integration and interoperability with other existing agent
based systems. In this paper, we present a cooperative multi-agent system model for
mining association rules from distributed databases. The model is based on our pre-
viously implemented association rules algorithm [7]. The previously implemented
algorithm was proven to outperform Apriori algorithm in terms of performance and
computational overhead for a considered case study of a centralized database. The
reason we based our implementation on enhanced versions of Apriori like algo-
rithm is that the main functionalities of these algorithms can be parallelized and
allocated for agents in the MAS environment. Moreover, these algorithms scan the
database once. Thus, improving the computational time and cost. Apriori like algo-
rithms also have smaller computational complexity compared to other algorithms.
The agent model developed in this paper complies with FIPA global standards in
communication between agents, thus enabling the ability to cooperate with other
standard agents also the future extension for the proposed model.

The rest of the paper is organized as follows. The next section explains a brief
overview about basic techniques we are combining, namely, the distributed data
mining, multi agent systems and FIPA as a global standard for agents communica-
tion. Section (3) describes the motivation for implementing our model. Our pro-
posed algorithm, the solution architecture and the message negotiation between
agents are described in Section (4). Section (5) describes the model experiments
and verification. Section (6) describes the conclusion and the future work.
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2 Overview of Basic Techniques Used in the Model

2.1 Distributed Data Mining and Multi-Agent Systems (MAS)

The last decade has seen an ever increasing demand for Data mining techniques
which can reveal the valuable knowledge hidden in data. However, these techniques
often require high performance approaches in order to cope with the large amounts
of rough data and the complexity of algorithms [6]. Many such approaches fall
into the area of distributed systems, where a number of entities work together to
cooperatively solve complex problems. Multi-Agent systems (MAS), emphasizes
the joint behaviours of agents with some degree of autonomy and the complexi-
ties arising from their interactions [16]. This agent paradigm presents a new way for
analysing data mining systems especially if the data sources are distributed in differ-
ent nodes (Distributed Data Mining). The purpose is to combine different algorithms
of data mining to prepare elements for decision makers, benefiting from the possi-
bilities offered by the multi-agent systems [22]. Several researchers have attempted
to provide a various and meaningful classification of the attributes that agents might
have. Common agent attributes are Autonomy, Cooperation, Continuity, Reactivity,
Proactiveness, Inferential capability, Adaptivity and Trust Worthy [18] [17]. MAS
is an emerging subfield of distributed artificial intelligence, which aims at providing
both: principles for the construction of complex systems involving multiple agents
and mechanisms for the coordination of independent agents behaviour [4].

2.2 FIPA Agent Management Reference Model

FIPA is an IEEE Computer Society standards organization that promotes agent
based technology and the interoperability of its standards with other technologies;
moreover, it was officially accepted by the IEEE as its eleventh standards commit-
tee on 8 June 2005 [9]. FIPA has developed generic agent specifications. FIPA agent
management reference model is the framework in which FIPA agents exist and op-
erate. The main components of this framework are the Agent Platform (AP), the
Directory Facilitator (DF), the Agent Management System (AMS) and the Message
Transport Service (MTS). Agent Communication Languages (ACL) have been pro-
posed based on the speech-act theory which is derived from the linguistic analysis
of human communication [19]. Two most popular declarative agent languages are
KQML (Knowledge Query and Manipulation Language) and FIPA ACL. KQML
was conceived both as a message format and a message handling protocol to sup-
port runtime knowledge sharing among agents but the support for KQML has been
discontinued in favour of FIPA ACL [3].

3 Motivation

Frequent pattern mining plays an important role in several Data Mining tasks in-
cluding association rules [1] [2]. In our previous work [7], we presented an en-
hanced algorithm for mining association rules from large databases. This algorithm
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was proved to have a better performance over the Apriori Algorithm. The major
drawback of Apriori is that it leads to Input/Output overhead, which reduces the
performance of the algorithm. The interesting feature of the previously proposed
algorithm is that it scans the database once at k=1. At the following iterations, the
database is not used for counting the support as it uses a certain data structure to cal-
culate the candidate itemsets on the fly from the previous iterations. An important
result of the enhanced approach was the achievement of the I/O improvement over
Apriori Algorithm, which was one of the best previous algorithms. Rules were gen-
erated using both algorithms. The experiments showed how the enhanced algorithm
outperformed the Apriori Algorithm.

The following is a brief description for the previously proposed Algorithm:

1. Initially, the algorithm finds the frequent 1-itemsets from the database.
2. The supports of these itemsets are checked. If the itemset support is greater

or equal to the minimum support threshold given by the user, it is counted as large
itemset, otherwise it is not taken in consideration at the next iteration.

3. The algorithm loops while there are existing candidate itemsets and at every
iteration the following steps occur:

3.1 The algorithm generates on the fly from the previous iteration the can-
didate frequent k-itemsets for the next phase.

3.2 The support of these itemsets is incremented.
3.3 If the support of the candidate itemsets is greater than the minimum

support, these itemsets are considered as frequent itemsets
4. When there are no more candidate itemsets, the list of final frequent itemsets

is then presented to the user.

The problem of the previously proposed algorithm is that it can be applied on cen-
tralized database only and not on distributed databases. This is because some of the
required variables and calculations like counting the itemsets support and generat-
ing the candidate itemsets cannot be calculated at each local site, thus comes the
need for a main agent with a global scope to accept some information from local
agents, do some calculations then return the results to all the local agents at sites.

4 Multi-Agent Based Enhanced Algorithm

This paper proposes reconstructing the previously proposed algorithm using the
multi-agent systems (MAS). The main advantage of this model is the ability to apply
association rules on distributed databases utilizing the benefit from the multi agent
systems flexibility. The agents can be easily modified or reconstructed to change
an existing methodology without the need for detailed rewriting for the application.
Moreover, this model is based upon the notion of interacting agents to achieve a
certain level of automation between agents [13]. We provide to this platform the
ability to operate automatically thanks to autonomous and intelligent agents. This
new methodology combines the powerful capabilities of the agent approach with
the powerful capabilities of data mining techniques in order to discover the hidden
association rules inside the huge number of distributed data. The model had taken
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in consideration a number of fundamental tools as proposed by Jennings [13] for
helping to manage the algorithms complexity like decomposition, abstraction and
organization. Our development framework acts as an integrated GUI based environ-
ment that facilitates the design process of a data mining system [22].

4.1 Model Compliance to Global Standards

Any implemented MAS model should comply to a standard to ensure that the model
agents can interact and cooperate with each other and with other systems. We have
investigated the two main standards for the MAS architectures which are the FIPA
(Foundation for Intelligent Physical Agents) [8] and the OMG MASIF [15]. Our
model complies with the FIPA standard and complies with its communication lan-
guage namely the FIPA-ACL (Agent Communication Language). The reason for
choosing FIPA standard is that while OMG MASIF does not define any standard
about communication between agents, FIPA , on the other side have became a strong
standard in MAS development due its richness in not only the agent management,
but also language specifications, conversations, personal assistants, etc [12].

4.2 Solution Architecture

The model shown in Fig. 1 consists of three types of cooperative agents that work
together to achieve the required goals. The first kind of agents is the Interface
Agent. This agent can cooperate with the human and accepts the user required sup-
port. This agent sends a message containing the value of the support to the second
agent which is the Main Agent , which in turn sends it to the third type of agents
namely the Local Agent . Each Local Agent calculates the local support of the
1-itemsets according to the number of data records in his local database and sends
the results back to the Main Agent . The Main Agent has a global view of all
Local Agents . When this agent receives all messages from all Local Agents , it
starts summing up all itemsets local supports from all agents and compares it with
the minimum support supplied by the Interface Agent . If the summation of the
local supports for an itemset is greater than or equal to the minimum support thresh-
old, this itemset is counted as a large itemset and is placed at the central site, else
this itemset is considered as small and will not be taken in consideration at the next
iteration. The Main Agent also calculates the candidate k+1 itemsets from the set
of large previous k itemsets, and send a message to all Local Agents containing
the small itemsets that are to be pruned from each local site and the k+1 candidate
itemsets. Each Local Agent eliminates the received small itemsets from its local
site and uses the received candidate itemsets to start calculating the support. These
cooperative messages between the Main Agent and the Local Agent continue
until no more candidate itemsets are generated by the Main Agent . Finally, the
Main Agent sends the set of frequent itemsets back to the Interface Agent which
is responsible for presenting the results to the user using graph outputs.
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Fig. 1 Solution architecture for the proposed multi-agent based model

4.3 Proposed MAS Algorithm and FIPA Messages between
Agents

The proposed algorithm is described as follows:

1. The Interface Agent accepts the support from the user.
2. The Interface Agent sends the required support to the main agent.
3. Main Agent sends a ”propose performative” FIPA message to Local Agents:

( Propose
:sender (agent-identifier :name main agent)
:receiver (set (agent-identifier :name local agent))
:content ”Start mining with support = minsupp”
:reply-with start mining proposal )

4. Local Agents reply with an ”agree performative” to Main Agent as follows:
(Agree
:sender (agent-identifier :name local agent)
:receiver (set (agent-identifier :name main agent))
:content ”proposal approved and mining started at k=1”
:in-reply-to start mining proposal )

5. Each Local Agent starts counting the local supports for all 1- candidate itemsets
in its local database according to its local number of records.
6. Local Agent replies with ”inform performative” to Main Agent as follows:

(Inform
:sender (agent-identifier :name local agent)
:receiver (set (agent-identifier :name main agent))
:content ”finished counting candidate 1-itemsets”)
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7. Main Agent compares the summation of the local supports sent from all agents
for 1-candidate itemsets with the min support supplied by the user.
8. Main Agent finds the 1-large itemsets and save it in the database in the list of
frequent itemsets.
9. Main Agent sends an ”Inform performative” FIPA message to Local Agents:

(Inform
:sender (agent-identifier :name main agent)
:receiver (set (agent-identifier :name local agent))
:content ”frequent itemsets at k=1 are successfully generated” )

10. Main Agent generates the k-candidate itemsets
11. Main Agent sends the generated k-candidate itemsets to all local agents.
12. Main Agent sends a ”Request performative” FIPA message to all Local Agents:

(Request
:sender (agent-identifier :name main agent)
:receiver (set (agent-identifier :name local agent))
:content ”candidates are generated at iteration K, please count the support”
:reply-with iteration k )

13. Each Local Agent calculates the k-candidate itemsets in its local databases
14. Local Agents send an ”Inform performative” FIPA message to Main Agent:

(Inform
:sender (agent-identifier :name local agent)
:receiver (set (agent-identifier :name main agent))
:content ”finished counting candidate itemsets for the current iteration K”
:in-reply-to iteration k )

15. The Main Agent considers any k-candidate itemset as frequent if the summation
of all local supports for this itemset from all local agents is greater than the min
global support
16. Frequent itemsets are saved in the central database in the list of k-frequent item-
sets while small itemsets are not considered in the next iteration.
17. Steps (10) to (16) are iterative and finish when there are no more k+1 candidate
itemsets.
18. Main Agent sends an ”Inform performative” message to all Local Agent :

(Inform
:sender (agent-identifier :name main agent)
:receiver (set (agent-identifier :name local agent))
:content ”Finished mining of frequent itemsets” )

19. Main Agent sends all frequent itemsets to Interface Agent for representation.

5 Model Experiments and Verification

Experiments using the proposed multi-agent based algorithm were done on medical
data to investigate the functional and the non functional requirements (sometimes
referred to as system correctness and completeness) of the proposed model. Experi-
ments using the proposed multi-agent based algorithm and the previously proposed
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algorithm were repeated three times against different database sizes. Results of this
comparison are explained as follows:

5.1 Satisfying the Non Functional Requirements

The previously proposed algorithm and the proposed multi-agent based algorithm
were tested on medical databases with different sizes. The data used contains pa-
tients symptoms related to the diseases Inflammation of urinary bladder and Nephri-
tis of renal pelvis origin. Fig. 2 shows that the proposed multi-agent based algorithm
outperformed the previously proposed algorithm. The reason for this increase in per-
formance is that the support count and the candidate generation processes which are
the most time consuming processes in Apriori like algorithms are parallelized and
distributed among the model cooperative agents. This parallelism results in the de-
crease in time required to accomplish these processes.

Fig. 2 A time comparison between the two implementations on different database sizes

From Fig. 2 we can deduce that the time needed for mining frequent itemsets
using the proposed multi-agent based algorithm is less than that needed using tra-
ditional Apriori like algorithms. Moreover, the time difference between the two im-
plementations increases when the number of database records increases.

5.2 Satisfying the Functional Requirements

5.2.1 Generating the Same Frequent Itemsets

The proposed multi-agent based algorithm was found to satisfy the functional re-
quirements (functions, services and tasks that the system or system components must
be able to perform) of the previously proposed algorithm, in which the proposed
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multi-agent based algorithm generated the same exact frequent itemsets as those
generated by the Apriori like algorithms.

5.2.2 Satisfying the MAS Features

Moreover, the agent in the model satisfies the MAS agent features as follows:

1. Autonomy: All agents in the model satisfy the MAS autonomous feature, as all
agents either main or local agents operate without the direct intervention of humans,
and have some kind of control over their actions and internal state.

2. Sociable ability: All agents in this model interact with each other through a
negotiation mechanism, thus our model satisfies the cooperative feature of MAS.

3. Continuous: Agents are continuously running processes, thus the continuous
feature is satisfied in our model.

4. Reactivity: Our model agents perceive their environment and respond to
changes that occur in it, for instance the main agent accepts the itemsets support
from the local agents in each site, then generates the candidate itemsets and send
them back to the local agents, thus our model satisfies the reactiveness feature.

5. Proactiveness: Our agents have a goal directed behaviour which is generating
the frequent itemsets according to a specified minimum threshold.

6. Trustworthy: Model agents are trustworthy as the experiments have proved
that the frequent itemsets generated are exactly the same like those generated by
the algorithm proposed in[7] . The correct and exact frequent itemsets generated in
different database size gives a trust to these agents.

6 Conclusion

This paper has presented a model gathering a number of techniques, namely, the dis-
tributed data mining, multi-agents and association rules. The objective of this paper
is to extend the association rules techniques to be applied on distributed data bases.
The model is an improvement for the previously proposed and implemented asso-
ciation rules algorithm [7]. The main achievement of the model is the compliance
with global standards namely FIPA thus having the ability to interact with other
standard external agents. Another important feature is the model flexibility, since
agents can be added to, modified and reconstructed, without the need for detailed
application rewriting. The proposed model was applied and verified on medical data
and was proved to outperform the previously implemented association rules algo-
rithm. The reason for this increase in performance is that the support count and the
candidate generation processes which are the most time consuming processes in
Apriori like algorithms are parallelized and distributed among the model coopera-
tive agents. This parallelism results in the decrease in time required to accomplish
these processes.
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1. Agrawal, R., Imieliński, T., Swami, A.: Mining association rules between sets of items
in large databases. ACM SIGMOD Record 22(2), 207–216 (1993)

2. Agrawal, R., Srikant, R.: Fast algorithms for mining association rules in large databases.
In: Proceedings of the 20th International Conference on Very Large Data Bases, pp.
487–499. Morgan Kaufmann Publishers Inc., San Francisco (1994)

3. Ahmad, H.: Multi-agent systems: overview of a new paradigm for distributed systems.
In: Proceedings of 7th IEEE International Symposium, pp. 101–107. IEEE, Los Alamitos
(2003)

4. Alhajj, R., Kaya, M.: Multiagent association rules mining in cooperative learning sys-
tems. In: Advanced Data Mining and Applications, pp. 75–87 (2005)

5. Cao, L.: Data Mining and Multi-agent Integration. Springer, Heidelberg (2009)
6. Di Fatta, G., Fortino, G.: A customizable multi-agent system for distributed data mining.

In: Proceedings of the 2007 ACM symposium on Applied computing, pp. 42–47. ACM
Press, New York (2007)

7. Fakhry, M., Atteya, W.A.: An Enhanced Algorithm for Mining Association Rules. In:
First International Conference on Intelligent Computing and Information Systems (2002)

8. FIPA. FIPA Abstract Architecture Specification, Technical Report, SC00001L (2002),
http://www.fipa.org/

9. FIPA. FIPA Specification (2002), http://www.fipa.org/
10. FIPA. FIPA Agent Management Specification Technical Report, SC00023k (2004),

http://www.fipa.org/specs/fipa00023/SC00023K.html
11. Fortino, G., Russo, W., Frattolillo, F., Zimeo, E.: Mobile Active Object for Highly Dy-

namic Distributed Computing. In: ipdps, p. 118. IEEE Computer Society, Los Alamitos
(2002)
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A Novel Initialization for Quantum Evolutionary
Algorithms Based on Spatial Correlation in
Images for Fractal Image Compression

Mohammad H. Tayarani N., Adam Prugel Bennett, Majid Beheshti,
and Jamshid Sabet

Abstract. Quantum Evolutionary Algorithm (QEA) is a novel optimization algo-
rithm proposed for class of combinatorial optimization problems. While Fractal Im-
age Compression problem is considered as a combinatorial problem, QEA is not
widely used in this problem yet. Using the spatial correlation between the neigh-
bouring blocks, this paper proposes a novel initialization method for QEA. In the
proposed method the information gathered from the previous searches for the neigh-
bour blocks is used in the initialization step of search process of range blocks. Then
QEA starts searching the search space to find the best matching domain block. The
proposed algorithm is tested on several images for several dimensions and the exper-
imental results shows better performance for the proposed algorithm than QEA and
GA. In comparison with the full search algorithm, the proposed algorithm reaches
comparable results with much less computational complexity.

1 Introduction

Fractal Image Compression, proposed by Barnsley has, recently become one of the
most promising encoding technologies in the generation of image compression [1].
The high compression ratio and the quality of the retrieved images attract many
of researchers, but the high computational complexity of the algorithm is its main
drawback. One way of decreasing the time complexity is to move from full search
method to some optimization algorithms like Genetic Algorithms. From this point
of view, several works try to improve the performance of fractal image compres-
sion algorithms using Genetic algorithm. In [2] a new method for finding the IFS
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code of fractal image is developed and the influence of mutation and the crossover
is discussed. The low speed of fractal image compression blocks its way to practi-
cal application. In [3] a genetic algorithm approach is used to improve the speed of
searching process in fractal image compression. A new method for genetic fractal
image compression based on an elitist model in proposed in [4]. In the proposed
approach the search space for finding the best self similarity is greatly decreased.
Reference [5] makes an improvement on the fractal image coding algorithm by ap-
plying genetic algorithm. Many researches increase the speed of fractal image com-
pression but the quality of the image will decrease. In [6] the speed of fractal image
compression is improved without significant loss of image quality. Reference [7]
proposes a genetic algorithm approach which increases the speed of the fractal im-
age compression without decreasing of the quality of the image. In the proposed
approach a standard Barnsley algorithm, the Y. Fisher based in classification and
the genetic compression algorithm with quad-tree partitioning are compared. In GA
based algorithm a population of transformations is evolved for each range block. In
order to prevent the premature convergence of GA in fractal image compression a
new approach is proposed in [8], which controls the parameters of GA adaptively.
A spatial correlation genetic algorithm is proposed in [9], which speeds up the frac-
tal image compression algorithm. In the proposed algorithm there are two stages,
first the spatial correlations in image for both the domain pool and the range pool is
performed to exploit local optima. In the second stage if the local optima were not
certifiable, the whole of image is searched to find the best self similarity. A schema
genetic algorithm for fractal image compression is proposed in [10] to find the best
self similarity in fractal image compression.

Using spatial correlation between the neighbor range and domain blocks this
paper proposes a novel initialization method for QEA. In the proposed method,
based on the information gathered from the search process for the neighbor range
blocks, the q-individuals are initialized to represent the better parts of the search
space with higher probability. Performing this new method the q-individuals have
more chance to find better solutions in less time. The proposed algorithm is tested on
several images and experimental results shows better performance for the proposed
algorithm than GA and original form of QEA.

The rest of the paper is organized as follows. Section 2 introduces QEA, in
section 3 the new algorithm is proposed and in section 4 is experimented on several
images and finally section 5 concludes the paper.

2 Quantum Evolutionary Algorithm

QEA is inspired from the principles of quantum computation, and its superposition
of states is based on qubits, the smallest unit of information stored in a two-state
quantum computer. A qubit could be either in state ”0” or ”1”, or in any superposi-
tion of the two as described below:

|ψ〉= α |0〉+ β |1〉 (1)
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Where α and β are complex numbers, which denote the corresponding state appear-
ance probability, following below constraint:

|α|2 + |β |2 = 1 (2)

This probabilistic representation implies that if there is a system of m qubits, the
system can represent 2m states simultaneously. At each observation, a qubits quan-
tum state collapses to a single state as determined by its corresponding probabilities.

Consider i− th individual in t− th generation defined as an m-qubit as below:[
αt

i1 αt
i2 . . . αt

i j . . . αt
im

β t
i1 β t

i2 . . . β t
i j . . . β t

im

]
(3)

Where
∣∣∣αt

i j

∣∣∣2 +
∣∣∣β t

i j

∣∣∣2 = 1 , j = 1,2, ,m,m is the number of qubits, i.e., the string

length of the qubit individual, i = 1,2, ,n,n is the number of possible solution in
population and t is generation number of the evolution. If there is, for instance, a
three-qubits (m = 3) individual such as 4:

qt
i =

[ 1√
2

1√
3

1
2

1√
2

√
2√
3

√
3

2

]
(4)

Or alternatively, the possible states of the individual can be represented as:

qt
i =

1

2
√

6
|000〉+ 1

2
√

2
|001〉+ 1

2
√

3
|010〉+ 1

2
|011〉+

1

2
√

6
|100〉+ 1

2
√

2
|101〉+ 1

2
√

3
|110〉+ 1

2
|111〉 (5)

In QEA, only one qubit individual such as 4 is enough to represent eight states,
whereas in classical representation eight individuals are needed. Additionally, along
with the convergence of the quantum individuals, the diversity will gradually fade
away and the algorithm converges.

2.1 QEA Structure

In the initialization step of QEA, [αt
i j β t

i j]
T of all q0

i are initialized with 1√
2
. This

implies that each qubit individual q0
i represents the linear superposition of all pos-

sible states with equal probability. The next step makes a set of binary instants; xt
i

by observing Q(t) = {qt
1,q

t
2, ...,q

t
n} states, where X(t) = {xt

1,x
t
2, ...,x

t
n} at genera-

tion t is a random instant of qubit population. Each binary instant, xt
i of length m, is

formed by selecting each bit using the probability of qubit, either |αt
i j| or |β t

i j| of qt
i.

Each instant xt
i is evaluated to give some measure of its fitness. The initial best solu-

tion b = maxn
i=1{ f (xt

i)} is then selected and stored from among the binary instants
of X(t). Then, in ’update’ Q(t), quantum gates U update this set of qubit individuals
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Q(t) as discussed below. This process is repeated in a while loop until convergence
is achieved. The appropriate quantum gate is usually designed in accordance with
problems under consideration.

2.2 Quantum Gates Assignment

The common mutation is a random disturbance of each individual, promoting ex-
ploration while also slowing convergence. Here, the quantum bit representation can
be simply interpreted as a biased mutation operator. Therefore, the current best indi-
vidual can be used to steer the direction of this mutation operator, which will speed
up the convergence. The evolutionary process of quantum individual is completed
through the step of ”update Q(t)”. A crossover operator, quantum rotation gate, is
described below. Specifically, a qubit individual qt

i is updated by using the rotation
gate U(θ ) in this algorithm. The j− th qubit value of i− th quantum individual in
generation t, [αt

i j β t
i j]

T is updated as:

[
αt

i j
β t

i j

]
=
[

cos(Δθ ) − sin(Δθ )
sin(Δθ ) cos(Δθ )

][
αt−1

i j

β t−1
i j

]
(6)

Where Δθ is rotation angle and controls the speed of convergence and deter-
mined from Table 1. Reference [11] shows that these values for Δθ have better
performance.

Table 1 Lookup Table of Δθ , the rotation angle.

xi bi f (x)≥ f (b) Δθ

0 0 false 0
0 0 true 0
0 1 false 0.01π
0 1 true 0
1 0 false 0.01π
1 0 true 0
1 1 false 0
1 1 true 0

3 Proposed Method

Statistical studies on fractal image compression problems show for the range blocks,
the potential quasi-affine matched domain centralized around its vicinity [1]. It
means that the neighbor range blocks have similar fractal codes. Using this idea, [1]
proposes a two stage fractal image coding method. The first stage searches around
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the best matched domain blocks of neighbor range blocks. If the result is not satis-
fying, the search process starts to find a good domain block. Inspiring this idea, this
paper proposes a novel initialization method for Quantum Evolutionary Algorithm
in solving fractal image compression problem. In solving fractal image compres-
sion problem using genetic algorithm, for each range block, GA searches among
the domain pool to find the best matched domain block [10]. Basically the search
process for each range block is performed independently and the results of the pre-
vious searches are not used in future searches for other range blocks. This paper
proposes a novel method which uses the information from previous searches to help
the evolutionary algorithm finding better solutions. In the proposed method, based
on the information gathered from the previous searches for neighbor range blocks,
the q-individuals are initialized to represent the better parts of the search space with
higher probability. The new algorithm is proposed as follows:

The Proposed Algorithm
begin

t = 0
1. Initialize Q(0) based on Hb, Hm and Hw

1. Make X0 by observing the states of Q(0)
3. Evaluate X(0)
4. Store X(0) into B(0). Store the best solution among X(0) into b
5. While not termination condition do

begin
t=t+1

6. Make Xt by observing the states of Q(t−1)
7. Evaluate X(t)
8. Update Q(t) using Q-Gates
9. Store the best solutions among B(t−1) and X(t) into B(t)
10. Store the best solution among B(t) into b

end
end

QEA has a population of quantum individuals Q(t) = {qt
1,q

t
2, ...,q

t
n}, where t is

generation step and n is the size of population.
A comprehensive description of QEA can be found in [11]. The QEA procedure

is described as:

1. In QEA the possible solutions are initialized with the values of 1√
2

to represent
the whole search space with the same probability. Giving these values to q-gates
means a complete random initialization. Random initialization works well when we
do not have previous information about the search space. Knowing where to search,
helps QEA searching better parts of the search space and finding better solutions
with less searching time. Here we propose a novel initialization approach using the
information from previous searches. In the proposed method the best, worst and
median solutions of each iteration in the search process for each range block are
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stored in Hb, Hm and Hw respectively. Where H is the history of X , containing the
best, median and worst possible solutions in previous searches. The initialization
step in the proposed algorithm is performed as follows:

Bl,i =
1
T

T

∑
j=1

Hb
l,i j , Ml,i =

1
T

T

∑
j=1

Hm
l,i j , Wl,i =

1
T

T

∑
j=1

Hw
l,i j (7)

Where Hb, Hm and Hw are the history of the best, median and worst possible so-
lutions respectively, Hb

l,i j is the i− th bit of j− th possible solution in Hb, and the
index l shows the l− th neighbor range block, Bl,i is the average of i− th bit among
all the possible solutions in Hb of l− th neighbor range block. Here l = 1,2, ...,8
shows the l− th neighbor of the range block. Each range block has 8 neighbor range
blocks. Here Bl,i, Ml,i and Wl,i contain the percentage of ones in the best, median
and worst possible solutions during the previous searches respectively. The value
of Bi shows the importance of the i− th bit in possible solutions, if Bi is near 1,
it means that in most of better possible solutions, this bit has the value of 1, and
it is better to give a value to this q-bit which represents 1 with more probability.
Analogously, if Wi is near 1, it means that in most of worse possible solutions,
this bit is 1, therefore it is better to give a value of to this q-bit which represents 0
with more probability. Accordingly, this paper proposes the following method for
reinitialization step:

θ t
i j =

π
4

+[2Bi +Mi−3Wi]× π
16

(8)

Where j = 1,2, ..., l , l is the number of neighbor blocks, i = 1,2, ,m, m is the number
of q-bits in the q-individuals, i. e. the dimension of the problem. In order to prevent
the q-individuals getting stuck in local optima of previous searches the other q-
individuals are initialized randomly:

θ t
i j =

π
4

(9)

For j = l + 1, l + 2, ...,n where n is the size of the population.
The proposed initialization operator gathers information from the previous

searches and initializes the q-individuals with the values representing better parts
of search space.

2. In this step the binary solutions X(0) = {x0
1,x

0
2, ...,x

0
n} at generation t = 0 are

created by observing Q(0). Observing xt
i j from qubit [αt

i j β t
i j]

T is performed as
below:

xt
i j =

{
0 i f U(0,1) < |αt

i j|2
1 otherwise

(10)

Where U(., .), is a uniform random number generator.
3. All solutions in X(t) are evaluated with fitness function.
4. Store X(0) into B(0). Select best solution among X(0) and store it to b.



A Novel Initialization for Quantum Evolutionary Algorithms 323

5. The while loop is running until termination condition is satisfied. Termina-
tion condition can be considered as maximum generation condition or convergence
condition.

6. Observing X(t) from Q(t−1).
7. Evaluate X(t) by fitness function.
8. Update Q(t).
9, 10. Store the best solutions among B(t − 1) and X(t) to B(t). If the fittest

solution among B(t) is fitter than b then store the best solution into b.

3.1 Coding

In the proposed algorithm for each range block, QEA searches among all the domain
pool to find the best match domain block. The domain blocks are coded by their
horizontal and vertical address in the image. Therefore a solution is a binary string
having 3 parts, px, py, pT , representing the horizontal and vertical location of domain
block in the image and the transformation respectively. The length of the possible
solution for a M×N image is calculated as follows:

m = 
log2(M)�+ 
log2(N)�+ 3 (11)

Where m is the size of the possible solutions. Here 8 ordinary transformation are
considered: rotate 0◦,90◦,180◦,270◦, flip vertically, horizontally, flip relative to 45◦,
and relative to 135◦.

4 Experimental Results

This section experiments the proposed algorithm and compares the proposed algo-
rithm with the performance of GA and original version of QEA in fractal image
compression. The proposed algorithm is examined on images Lena, Pepper and Ba-
boon with the size of 256×256 and gray scale. The size of range blocks is considered
as 8×8 and the size of domain blocks is considered as 16×16. In order to compare
the quality of results, the PSNR test is performed:

PSNR = 10× log

(
2552

1
M×N ∑N

i=1 ∑M
j=1 ( f (i, j)−g(i, j))2

)
(12)

Where M×N is the size of image.
The crossover rate in GA is 0.8 and the probability of mutation is 0.003 for each

allele. Table 2 shows the experimental results using proposed algorithm and GA.
The number of iterations for GA, QEA and the proposed algorithm for all the ex-
periments is 200. According to Table 2 the proposed algorithm improves the per-
formance of fractal image compression for all the experimental results.
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Table 2 Experimental results on Lena, Pepper, and Baboon

Picture Method Pop Size MSE Computations PSNR

Lena Full Search - 59,474,944 28.85
QEA 30 6,144,000 28.49

25 5,120,000 28.28
20 4,096,000 28.95
15 3,072,000 27.43

Proposed Method 30 6,144,000 28.58
25 5,120,000 28.39
20 4,096,000 29.02
15 3,072,000 27.56

GA 30 6,144,000 28.11
25 5,120,000 28.04
20 4,096,000 27.55
15 3,072,000 27.27

Pepper Full Search - 59,474,944 29.85
QEA 30 6,144,000 29.55

25 5,120,000 29.09
20 4,096,000 28.87
15 3,072,000 28.12

Proposed Method 30 6,144,000 29.62
25 5,120,000 29.28
20 4,096,000 28.93
15 3,072,000 28.51

GA 30 6,144,000 29.14
25 5,120,000 28.92
20 4,096,000 28.64
15 3,072,000 28.11

Baboon Full Search - 59,474,944 20.04
QEA 30 6,144,000 19.28

25 5,120,000 19.18
20 4,096,000 18.95
15 3,072,000 18.62

Proposed Method 30 6,144,000 19.63
25 5,120,000 19.25
20 4,096,000 19.09
15 3,072,000 18.77

GA 30 6,144,000 19.17
25 5,120,000 19.02
20 4,096,000 18.65
15 3,072,000 18.41
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5 Conclusion

Using spatial correlation between the neighbor blocks in images, this paper pro-
poses a novel initialization method for QEA in fractal image compression. In the
proposed method, during the search process for each range block, some information
about the best, worst and median possible solutions is gathered. Using this infor-
mation in the initialization step in the search process of neighbor range blocks, this
paper proposes a novel method in solving fractal image compression problem. Sev-
eral experiments on Lena, Pepper, and Baboon pictures show an improvement on
evolutionary algorithms solving fractal image compression.
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Identification of Sound for Pass-by Noise Test in
Vehicles Using Generalized Gaussian Radial
Basis Function Neural Networks

Marı́a Dolores Redel-Macı́as, Francisco Fernández-Navarro,
Antonio José Cubero-Atienza, and Cesar Hervás-Martı́nez

Abstract. The sound of road vehicles plays a major role in providing quiet and
comfortable rides. Automotive companies have invested a great deal over the last
few decades to achieve this goal and attract customers. Engine noise has become
one of the major sources of passenger car noise today and the demand for accurate
prediction models is high. The purpose of this paper is to develop a novel noise
prediction model in vehicles using a Pass-by noise test based on Artificial Neural
Networks at high frequencies. The artificial neural network used in the experiments
was the Generalized Gaussian Radial Basis Function Neural Network (GRBFNN).
This type of RBF can reproduce different RBFs by updating a real τ parameter and
allowing different shapes of RBFs in the same Neural Network. At low frequen-
cies the system behaves linearly and therefore the proposed method improves the
accuracy of the system in frequencies over 2.5 kH, obtaining a Mean Squared Error
(MSE) of 0.018±3×10−4, enough for our noise prediction aim.

1 Introduction

The successful development of new products depends on the capability of assess-
ing the performance of conceptual design alternatives in an early design phase. In
recent years, major progress has been made in this area, based on the extensive use
of prediction models, particularly in the automotive industry. Noise and vibration in
vehicles are topics of increasing interest, owing to the fact that new regulations have
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been issued to restrict the emission of exterior noise. Automobile manufacturers are
supervised to certify that their vehicles comply with noise emission standards by
measuring noise levels according to procedures defined by international standards,
commonly known as Pass-by and Coast-by noise tests. The noise generated by a pas-
senger vehicle is the result of several different sources like the engine, tires, exhaust,
etc, but the major source is engine noise, so the demand for accurate prediction mod-
els is high. For these reasons, it is imperative to establish noise prediction models
which are as simple as possible to identify the experience of an observer in the po-
sition of the receptor with sufficient accuracy. The efficiency of sound prediction
models in passenger vehicles can improve the results of the Pass-by test because of
the design phase which has to fulfill the international review standard, like ISO 362
and ISO 362:2005. The Pass-by Noise test examines the noise generated by several
sources in the vehicle, changing operation conditions at different receptor positions.

Auralization is the process which renders the sound field of a physical sound
source audible in a space, in such a way as to simulate the listening experience at
a given position in the modeled space. The process of auralization is carried out
by modeling the physical source in a sound synthesis model. Although there are
some synthesis procedures that work purely in the time domain, there are numerous
advantages of working partially in the frequency domain. The sound synthesis pro-
cedure starts with a source-transmission path-receiver model for the prediction of
the time-frequency spectrum of the sound field produced by the active source at the
receiver location. The next step is to synthesize the signal of the sound within the
time period. This first part of the procedure starts by identifying different contribut-
ing noise sources, such as engine noise, tire noise or exhaust noise, amongst others.
The second step is often very difficult, since the noise sources identified need to be
quantified. Next, the transfer functions between the source and receiver must be de-
termined experimentally or numerically. Finally, the sound spectrum at the receiver
position is calculated by using the results from the first two steps. These prediction
methods are based on linear models [13, 16]. The main advantage of these methods
is their robustness, while the drawback is their resolution limitations at high fre-
quencies since the system has nonlinear behavior. Various soft computing methods
have been used to improve accuracy in the noise signal prediction in different ar-
eas. Monophonic sound source separation systems based on neural networks can be
found in [12]. Hu [6] introduced a method based on back-propagation artificial neu-
ral networks to obtain individual head-related transfer functions (HRTF). By using
HRTF, a sound source can be defined more accurately than with a non- individual
HRTF.

On the other hand, various methods, such as Artificial Neural Networks (ANNs)
and Wavelet Networks have been developed in recent years for analyzing and solv-
ing identification problems [18]. Radial Basis Function Neural Networks (RBFNNs)
are a well-established tool for approximating multidimensional functions in indus-
trial applications [1]. An important advantage of an RBFNN is an understandable
interpretation of the functionality of basis functions [8]. There are several common
types of functions used as transfer functions, for example, the standard Gaussian
(SRBF), the Multiquadratic (MRBF), the Inverse Multiquadratic (IMRBF), and the
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Cauchy (CRBF). This type of RBF can reproduce different RBFs, by updating a real
τ parameter, and allowing different shapes of RBFs in the same Neural Network.
This novel basis function was previously proposed for classification problems [3],
and in this paper, has been adapted to regression problems.

This paper investigates the performance of the Generalized Gaussian RBFNN
(GRBFNN) in an industrial application, the identification of sound for the Pass-
by Noise test for vehicles. The transfer functions between the source and receiver
are established by means of GRBFNNs using only the data corresponding to a fre-
quency between 2.5-10 kHz since the system has linear behavior at low frequencies.
Therefore, a novel strategy is proposed based on the auralization of sound to simu-
late the listening experience at a given position in modeled space at high frequencies.

2 Radial Basis Function Neural Networks for Industrial
Applications

Radial Basis Function Neural Networks (RBFNNs) [2] are well suited for function
approximation. A RBF is a function which has been built into a distance criterion
with respect to a center. Let the number of nodes in the input and hidden layer be p
and m, respectively. For any sample x = (x1,x2, . . . ,xp), the output of the RBFNN is
yRBFNN(x). The model of a RBFNN can be described by the following equation:

yRBFNN(x) = β0 +
m

∑
i=1

βi×φi(di(x)) (1)

where φi(di(x)) is a non-linear mapping from the input layer to the hidden layer, β =
(β1,β2, . . . ,βm) is the connection weight between the hidden layer and the output
layer, β0 is the bias. The function di(x) can be defined as:

di(x) =
‖x− ci‖2

θ 2
i

(2)

where θi is the scalar parameter that defines the width for the i-th radial unit, ‖.‖
represents the Euclidean norm and ci = [c1,c2, . . . ,cp] the centers of the RBFs. The
standard RBF (SRBF) is the Gaussian function, which is given by: φSRBFi(di(x)) =
e−di(x).

The radial basis function φi(di(x)) can take different forms, including the Cauchy
RBF (CRBF) defined by: φCRBFi(di(x)) = 1/(1 + di(x)), and the Inverse Multi-
quadratic RBF (IMRBF), given by: φIMRBFi(di(x)) = 1/(

√
1 + di(x)).

This paper proposes the use of the Generalized Gaussian Function as RBF. This
work, based on Generalized Gaussian Distribution (GGD) [9, 14], defines a novel
RBF by removing the constraints of a probability function from the GGD. This basis
function is called the Generalised Gaussian Radial Basis Function (GRBF), which
is defined using the following expression:
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φGRBFi(x) = exp

(
−‖x− ci‖τi

θ τi
i

)
(3)

where τi is the exponent of the i-th GRBF. Figure 1 presents the radial unit activation
for the GRBF for different values of τ .
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Fig. 1 Radial unit activation in one-dimensional space with c = 0 and θ = 1 for the General-
ized RBF (GRBF) with different values of τ

The error surface associated with the model is very convoluted. Thus, the param-
eters of the RBFNNs are estimated by means of a Hybrid Evolutionary Algorithm
(HEA) (detailed in Section 3). The HEA was developed to optimize the error func-
tion given by the Mean Squared Error (MSE) for N observation s, which is defined
for an individual g of the population:

MSE(g) =
1
N

N

∑
i=1

(yi− ŷi)2 (4)

where ŷi are the predicted values.

3 Hybrid Evolutionary Algorithm

The basic framework of the Evolutionary Algorithm (EA) is the following: the
search begins with an initial population of Generalized Gaussian RBFNNs and, in
each iteration, a population-update algorithm which evolves both its structure and
weights is applied. The population is subject to the operations of replication, muta-
tion and recombination.
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We considered MSE(g) defined in (Equation 4) as the error function of an indi-
vidual g of the population. The fitness measure needed for evaluating the individ-
uals is a strictly decreasing transformation of the error function MSE(g) given by:
A(g) = 1

1+MSE(g) ;0 < A(g)≤ 1.
The severity of a mutation with respect to an individual RBFNN model is dictated

by the temperature, T (g) of the RBFNN model. T (g) is related to A(g) by means of
the expression T (g) = 1−A(g), 0≤ T (g) < 1 and, for that reason, T (g) is in descent
throughout the evolutionary process, resulting in abrupt changes at the beginning
(exploration) and slight changes at the end (exploitation).

Parametric mutation consists of a simulated annealing algorithm [10]. Structural
mutation implies a modification in the structure of the RBFNNs and allows the ex-
ploration of different regions in the search space, helping to maintain the diversity of
the population. There are four different structural mutations: hidden node addition,
hidden node deletion, connection addition and connection deletion. These four mu-
tations are applied sequentially to each network. More information about the genetic
operators proposed can be seen in [4, 5].

With regard to the mutation of theτ parameter: if the structural mutator adds a
new node in the Generalized Gaussian RBFNN, the τ parameter is assigned to a
γ value, where γ ∈ [1.75,2.25], because when τ → 2, the Generalized Gaussian
RBF reproduces the SRBF. The τ parameter is updated by adding a uniform ε
value, where ε ∈ [−0.25,0.25], because the modification of the Generalized Gaus-
sian RBFNN is very sensitive to τ variation.

Finally, the Hybrid Evolutionary Algorithm (HEA) applies the local optimization
algorithm to the best solution obtained by the EA in the last generation. The local
improvement procedure considered in this work was the iRprop+ algorithm [7].

4 Experiments

4.1 Description of the Dataset and the Experimental Design

The set-up used for this research consisted of a rectangular box with outer dimen-
sions of 902 mm x 602 mm x 190mm, with 24 loudspeakers separated from it at a
distance of 150 mm. The nearest indicator microphones are positioned at a distance
of 0.10 m from the loudspeaker cabinet, see Fig 2.

An LMS instrumentation series, consisting of a portable and multi-channel
SCADAS meter, a Bruel and Kjaer (BK) pre-polarized free-field half-inch micro-
phone and a pre-polarized free-field quarter-inch microphone was utilized as the
measuring device. LMS Test.Lab was the measurement software package and all
the microphones were calibrated with a BK calibrator. All recordings were carried
out inside a semi anechoic chamber. The measurements were taken with a sampling
frequency of 2.56 kHz over a frequency span of 12.8 kHz. The frequency resolution
was 1.5625 Hz and 100 spectral averages were implemented for analyses. Linear
averaging was used to place equal emphasis on all spectra or time records. This type
of averaging is helpful for the analysis of stationary signals. Hanning weighting
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Fig. 2 Measurements set-up

with maximum overlap (up to 99%) was used as a general-purpose window for the
continuous signal.

For the engine mock-up sound measurements, the height of the one free-field mi-
crophone above the ground was 1.65 m and the distance between the microphones
and the loudspeakers is presented in Fig. 2. The microphone was pointed towards the
source and situated parallel to the ground at 45± 10°. In addition, the sound emit-
ted by the source was a random burst of noise between 100-10000 Hz.The sound
produced by the source is recorded by the microphone array and by the microphone
situated in the receptor position. The objective is to identify the sound source at the
receptor position using the signals of the microphone array situated at 10 cm. The
signal registered at receptor position is used to check the accuracy of the model.
As the main drawback of the traditional methods is their low resolution at high fre-
quency and their linear behavior at a low frequency, only high frequencies have been
used ( f > 2.5kHz). Figure 3 shows the condition number of the transfer function;
under 2.5 kHz the system is well-conditioned while above the 2.5 kHz the function
is ill-conditioned. Therefore, from 8193 registered data, for our proposal 6000 data
corresponding to high frequencies have been utilized, , 4000 for training and 2000
for the generalization of the ANN model.

The proposed model (GRBF) is compared to other RBFs obtained with the same
HEA (detailed in Section 3). In particular, the GRBF model has been compared to
SRBF, CRBF and IMRBF models. For the other RBFs (CRBF, SRBF and IMRBF),
the iRprop+ algorithm was modified slightly taking into account which RBF was
being used in the hidden layer. Furthermore, the performance of the best GRBF
model is compared (obtained by the HA) to other state-of-the-art approaches (avail-
able in the WEKA machine learning tool [17]). In particular, the GRBF model is
compared to:

• A Gaussian Radial Basis Function Network (RBFN), deriving the centre and
width of hidden units using k-means, and combining the outputs obtained from
the hidden layer using linear regression.

• A Multilayer Perceptron (MLP) with sigmoid units as hidden nodes, obtained by
means of the backpropagation algorithm

• Ridged Linear Regression (RLR) where the Akaike Information Criterion (AIC)
is used to select the variables to be included in the model.
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For the selection of the maximum and minimum number of RBFs in the hidden
layer ([Mmin,Mmax]) and the number of generations (#Gen), a grid search algorithm
was applied with ten-fold cross-validation in the same way as for SVM, using the
following ranges: [Mmin,Mmax] ∈ {[2,5], [4,7]} and #Gen ∈ {20,40,100,400}.

A simple linear rescaling of the input variables was done in the interval [−2,2],
with X∗i as the transformed variables. The connections between the hidden and out-
put layer were initialised in the [−5,5] interval (i.e. [−I, I] = [−5,5]). The size of
the population was N = 200. For the structural mutation, the number of nodes that
could be added or removed was within the [1,2] interval, and the number of connec-
tions to add or delete in the hidden and the output layer during structural mutations
was within the [1,7] interval.

The performance of each basis function was evaluated using the MSE and the
Standard Error of Prediction (SEP) in the generalisation set. SEP is defined as:
SEP = (100/|ȳ|)×√MSE .

4.2 Comparison to Other Radial Basis Functions Neural
Networks

Table 1 shows the results obtained with the different RBFs tested. The Generalized
Gaussian Radial Basis Function (GRBF) model obtained the best result in terms of
MSEG and SEPG out of all models compared both in EA and HEA. Furthermore,
the GRBF models generated by the EA and HEA have fewer connections.
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Table 1 Statistical results of the MSEG and SEPG, obtained using the different basis func-
tions proposed and the EA and HEA algorithms. Ordered mean for the statistical multiple
comparison Tukey test

MSEEAG SEPEAG MSEHEAG SEPHEAG

Model Mean ± SD Mean ± SD Mean ± SD Mean ± SD
SRBF 0.021±4×10−4 259.224±2.865 0.022±8×10−3 263.924±38.764
CRBF 0.020±3×10−4 257.157±1.728 0.020±2×10−4 255.576±1.570

IMRBF 0.021±3×10−4 258.203±1.860 0.020±3×10−4 256.683±2.007
GRBF 0.019±1×10−4 251.240±4.231 0.018±3×10−4 245.561±13.976

Tukey HSD test
MSEG SEPG

EA Ranking μ4 > μ3 ≥ μ2 ≥ μ1 μ4 > μ3 ≥ μ2 ≥ μ1
HEA Ranking (μ4 ≥ μ2 ≥ μ3 ≥ μ1) (μ4 ≥ μ2 ≥ μ3 ≥ μ1)

(μ4 > μ1) (μ4 > μ1)
Comparison to other state-of-art approaches

RBFN MLP RLR GRBF
MSEG 0.023 0.027 0.022 0.017
SEPG 269.536 297.486 269.358 241.351

(1): SRBF; (2): CRBF; (3): IMRBF; (4): GRBF
μA ≥ μB: The differences were not significant; μA > μB: Significant differences were found.
The best quantitative result method is represented in bold face.

In order to determine the best methodology (in the sense of its influence on the
MSE and on the SEP in the generalization set, MSEG and SEPG), an ANOVA sta-
tistical method test was carried out, based on a previous Normality Kolmogorov-
Smirnov (K-S) test of the MSEG and SEPG values. The results of the ANOVA
analysis for the MSEG and SEPG values show that the effect associated with the
methodology was statistically significant at a level of signification of 5%.

Once this test guaranteed that there were significant differences between the re-
sults of the different methods, a multiple comparison test was performed on the
MSEG and SEPG values in order to establish a ranking of the different methods.
First, a Levene test [11] was carried out to evaluate the equality of variances. Then,
a Tukey HSD test [15] was performed because the variances were equal (either for
MSEG or SEPG) in order to rank the different methods.

Table 1 show the results obtained by the Tukey HSD test. On analyzing the av-
erage results in EA for MSEG and SEPG, the GRBF model was seen to obtain sig-
nificantly better results than those obtained with other models, for a level of signi-
fication of 5%, over the other methodologies. On the other hand, the results of the
average using the HEA methodology showed that the GRBF model obtained bet-
ter performance both in MSEG and SEPG than those obtained with other models,
although significant differences were found only with the SRBF model.

Finally, the best performing RBFs models were compared, the GRBF model to
other state-of-art approaches. In particular, the GRBF model was compared to the
RBFN, MLP and SLR methodologies. As the HEA employed to estimate the GRBF
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parameters is a stochastic method and the other state-of-art approaches are deter-
ministic methods, the results provided by the best performing GRBF model over the
30 HEA executions were compared to the results of the other baseline approaches.
Table 1 also shows the results obtained with different state-of-art approaches tested
and the GRBF model. The GRBF model obtained the best result in terms of MSEG

and SEPG. In general, these results showed that the proposed approaches based on
GRBFNNs are robust to identify the sound in vehicles in the interval of frequency
[2.5-10]kHz (since the system has linear behavior at a low frequency), obtaining
better results than the remaining RBFs.

5 Conclusions

An engine noise at high frequencies was experimentally characterized by means
of a novel method based on Generalized Gaussian Radial Basis Function Neural
Networks for use in a Pass-by Test for vehicle noise. The data corresponding to noise
at low frequencies show linear behavior; which is why they were not considered in
the identification process.

A multiple comparison test on MSEG and SEPG values was performed in order
to rank the different RBFs tested. Finally, the GRBF model obtained better perfor-
mance both in MSE and SEP than those obtained with other models.

The accuracy achieved using GRBFNNs in the prediction of engine noise at high
frequencies is considered acceptable for our purposes.
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Case Study of an Intelligent AMR Sensor
System with Self-x Properties

Muhammad Akmal Johar and Andreas Koenig

Abstract. Numerous research efforts have tried to mimic the capabilities of liv-
ing organisms in performing self-monitoring and self-repairing denoted as self-x
features to achieve robust and dependable systems. In sensor systems applications,
self-x features carry the promise to deliver properties requested by standards orga-
nizations, e.g., the NAMUR[1], such as improved flexibility, better accuracy and
reduced vulnerability to deviations and drift caused by manufacturing and the envi-
ronmental changes. In this paper, the concept of self-x properties implemented on
an Anisotropic Magnetoresistive AMR sensor system is investigated as a first case
study to be carried on in MEMS implementations. The degradation of AMR sensor
can occur when the sensor is exposed to the strong magnetic field shown by weak
sensitivity of sensor and inaccurate measurement output. The self-x properties are
required to monitor and recover the sensor performance by employing the compen-
sating and flipping coils. The experimental result shows the recovering of sensor
performance in terms of classification accuracy for vehicle recognition application
by implementing the self-x features.

1 Introduction

The progress of micro and nano technologies along with advanced packaging tech-
nologies has opened the possibilities to design new sensor systems that have better
performance, smaller size, affordable price and facilitated implementation. Sensors
are now not only limited to electrical and mechanical domains but also chemical and
biological domains are now amenable to be integrated in one system. MEMS sen-
sor systems are particularly interesting platforms for intelligent system implementa-
tion. The emergence of new sensor systems with intelligent functionality commonly
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denoted as smart sensors have brought enlarged possibilities to extract more in-
formation from the testing environment which lead to produce more intelligent
systems. However, this also increases the complexity of design systems, and the
vulnerability of the outcome.

In critical applications, dependable sensor systems with no or tightly bounded
minimum error rates are desired. As preventive actions have been taken at the design
and manufacturing stage, proactive actions are required at the deployment stage.
Once the sensor systems are deployed, they are now exposed to many sources of er-
rors from environment. In order to deal with this, added intelligence and redundancy
in sensors systems are required, e.g. by the NAMUR 2005-2015 roadmap[1]. The
self-x concept has been introduced in this context for general computing systems.
This term has been introduced by von der Malsburg et al.[2, 3], based on studies of
self-organization systems in nervous systems. Inspired by the observed biological
mechanisms, substantial research effort has been expended to mimic these self-x
features[4, 5, 6, 7]. Most of the research are concentrated at the system level, e.g.,
evolvable hardware (EHW) focusing on the electronics level.

The next step, pursued also in our research, is to bring this capability to the
component level, in other word to sensor component. Self-repairing capabilities has
been done in MEMS accelerometer by having redundant structure in one integrated
circuit[8, 9]. It is interesting to explore and generalize these self-x capabilities to
other types of sensors and combine them with advanced EHW sensor electronics.

The design of an intelligent, integrated sensor systems is a demanding task for
engineers nowadays in many applications, e.g., in automotive, biometrics, robotics
and automation. It is a task that requires high skilled engineers, time consuming
effort in selecting and optimizing the right sensor element to build an integrating
sensor system (Fig.1a).There are several possible ways to provide intelligence in
integrated sensor systems. Observation and optimization activities are one way to
do it which at the same time can significantly increase the robustness of the system.
It can be implemented at various stage of sensor system (Fig.1c). Previous work has
been done in the area of signal conditioning and mixed signal electronics [10, 11].
Here the implementation of system reconfiguration and optimization is achieved at
hardware electronics level in a mixed signal chip. Optimization processes have been
done locally to find the best structure and parameter settings. Several works on the
area from signal processing and feature computation until classification have been
reported in [12, 13].

The intention of this case study is to expand the observation and optimization ca-
pabilities to the sensory level Fig.1b . These can be implemented by introducing the
self-x features concept. Self-monitoring features provides the capability to monitor
the state of sensor performance and ensures it to work at the optimum level. Without
costly external test and calibration, the user will be unaware of a sensor malfunction
and accept the output as actual measurement. Self-repairing provides the action to
handle errors occurring at or in sensors in the limits of the available redundancy.
The implementation can be in a simple way by having binary judgment or by more
complex algorithm via continuous-valued features.
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(a) (b)

(c)

Fig. 1 (a) Issues in designing intelligent system, (b) self-x features implementation at the
sensor front end of the system, (c) architectures for intelligent system design.

In this work, based on a simple intelligent sensor system for vehicle recognition
by AMR sensors, self-x principles for error detection and repair will be investigated
working interleaved with the recognition task. Section 2 will explain the sensor with
its embedded actors for self-x features, section 3 will explain the intelligent system
task and implementation, and section 4, before concluding, will present results of
interleaved recognition and self-x phases.

2 AMR Sensor with Embedded Actuators

Unlike most of the sensor that directly measure the physical properties, magnetic
sensors offer the capabilities to detect changes of the magnetic field. This can give
information of presence, rotations, current and angle.

Anisotropic Magnetoresistive or AMR sensors can be realized when the thin film
technology is available to develop the resistive layer of nickel-iron or Permalloy on
silicon. During fabrication, a strong magnetic field (M vector) is applied to create a
preferred axis also known as the easy axis in the thin film as shown in Fig.2a. The
length of the thin film will determine the initial resistive value and the M vector
is parallel with the length of the film. So the direction of the vector can be set
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(a) (b)

Fig. 2 (a) Magnetoresistive effect in Permalloy thin film, (b) degradation effect and recovery
phase.

either to the left or right in the film. When external magnetic field is applied, the
magnetization vector will deviate from the original easy axis and will change the
resistance of the thin film which is in the form of Wheatstone bridge configuration.

AMR sensor technology possessed degradation effect (Fig.2b), when the mag-
netic domain is not aligned anymore due to the presence of strong magnetic field
that causes the magnetic domain aligned to the random orientation. This will affect
the sensitivity of the sensor and give the wrong output that lead to false in-formation
extracted from the sensor. In order to counter this problem, strong magnetic fields
need to be applied in the specific direction to the thin film. It reported from the sen-
sor manufacturer [15] that a reset current of 150mA for 1s is required to aligned
the magnetic domain back to their easy axis. Flipping can be done preemptive, i.e.,
before every measurement. Here, it will be investigated to monitor first and flip only
on detected failure, which can also be interesting in the light of the energy budget of
autonomous systems. Numerous applications of using AMR sensors, e.g., compass
and navigation system, vehicle detection, and recently including 3D Localization
[16] in our research group have been introduced. In this 3D Localization project
triaxial AMR sensor module has been built for wireless sensor networks applica-
tion. In this paper, the application of AMR sensor is focused on train recognition
system. During the experiment we encounter several time of degradation effect in
the sensors that lead to errors. With this experience the needs of self-x features will
be implemented in order to have a robust sensor system.

Self-monitoring in sensor system can be defined as a capability to monitor the
condition of the sensor whether it is in optimal condition or not. While self-repairing
concept is the capability of the sensor to return to the optimal condition if degrada-
tion happens. In AMR sensors, both concepts can be applied to the sensor by having
a coil at the specific directions.

In this project sensor module using AMR Sensor- AFF755B from Sensitec
(Fig. 3b) were built. This sensor has one compensation coil and one flipping coil
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(a) Sensor layout (b) AMR sensor module

Fig. 3 (a) A typical Wheatstone bridge configurations of AMR sensors with embedded coils,
(b) AMR sensor module.

implemented inside the sensor chip and package. In implementing self-monitoring
feature, an external controlled signal that provide on-off current state to the com-
pensation coil of the sensor A test current with maximum value of 200mA can be
supplied to the compensation coil during turn on cycle. Self-monitoring data are
taken interleaved with the measurement and intelligent system operation for several
cycles to determine the state of the sensor.

The implementation of self-repairing features also similar to self-monitoring cir-
cuit. DC current with the typical value of 150mA is required to align the magnetic
domain on the Permalloy thin film. The self-repairing circuit will activate only when
sensor degradation is detected.

3 Explanation of the Experimental Setup

This work studies implementation options of self-x features in an AMR sensor-
based intelligent system for a vehicle identification task. A train system in N-scale is
used as testing environment (Fig.4). It can distinguish between the train engine and
two different wagons with different length via theirs magnetic signature. The plastic
wagons label as Brown wagon and Iron wagon are preloaded with same amount of
nails as a metal load to provide significant magnetization changes. The AMR sensor
module is connected to a DAQ board DT9816 from Data Translation and connected
to a PC via USB. Sets of data which consist of 10 rounds of measurements each
for training and testing were taken at sampling rate of 5000 samples per seconds.
The sensor is triggered to take measurement for two seconds which will give us
10000 samples for every measurement. For every measurement, the triggering point
is set so that it will capture the whole magnetization changes produced by the train
system. The train speed is fixed for all data acquisition.
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Fig. 4 Experimental setup for vehicle recognition using AMR sensors.

Identification classes are set to four different classes namely: no train class, train
engine class, brown wagon class and iron wagon class. It should be mentioned here,
that the first class could unknowingly be confused with a defect sensor output eas-
ily. Region of interest (ROI) of each class are manually selected from the training
data set. After features extraction and selection are employed, k-Nearest Neighbor
(k-NN) and Reduced Nearest Neighbor (RNN) classifiers are then applied for clas-
sification. Two modes in our experiments were tested. Offline mode classification
is computed by using pre-recorded data while online mode classification is done
directly with the train running continuously in a track circle.

The experiments of self-x concept are implemented as follows. There are two
modes of operation which are self-monitoring operation and self-repairing opera-
tion. The process begins with resetting the sensor then a self-monitoring signal is
activated for recording the reference value. Sensors aging are done by running the
train around for 10, 30 40, 50 and 100 rounds. At each aging level, a self-monitoring
signal is activated and the result is compared to the reference. For self-repairing pro-
cess also start with the similar step for reference measurement. Dur-ing the idle time
the self-monitoring signal is activated. A small fixed DC current is supplied to the
compensation coil. The voltage output is measured and compared to the reference
value. This is to ensure the sensor is working properly. Then the data of one round
of the train are taken and the classification testing is done in both modes. After that
a complete degradation effect is artificially introduced to the sensor via deliberately
applying strong magnetic field on it. The data is taken once more and classification
test is done once again. Self-monitoring signal is activated to check the sensor condi-
tion and now it will sense the error of the sensor. This will activate the self-repairing
function and a DC current is applied to the flipping coil. Once again the data is
taking and the classification test is done to prove the repairing concept. During this
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self-x experiment only k-NN classifier has been used for classification. SVM could
be considered as future improvement.

4 Results and Discussion

4.1 Details of Intelligent System for Vehicle Recognition

A typical magnetization ’foot-print’ with the corresponding event of a passing train
is shown in Fig. 6. A set of training data was taken from several runs or rounds of the
train passing the sensor. A set of manually selected Region-Of-Interest (ROI) data
were selected for four different classes. The size of each ROI is same at 1000 sam-
ples per ROI. Fig. 7 shows one plotted data of ROI for each class. Several features
are extracted from the ROI samples. The statistical features, namely mean, maxi-
mum, minimum and variance, value are heuristically used here for classification.
From four extracted features, three features which are mean, minimum and variance
have been selected. Other features have been considered, but the computationally
simplest ones have prevailed for microcontroller based system implementation.

Using a k-NN classifier with k equal from 1 to 5, our training and test data sets
(offline mode), were achieved 100% of classification accuracy were achieved. While
online data testing with 10 runs has yielded 97.5% of classification accuracy. RNN
classifier produced slightly lower accuracy with 99% during off line testing and 96%
during online testing. The lower accuracy is understandable in this case as selecting
weight from RNN is reduced thus increase higher probability of error. Confusion
might occur when two reference points from different class have similar distance
and lead to error in decision making.

Fig. 5 Data recorded by AMR sensor with respect to train position.
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(a) (b)

Fig. 6 (a) Plot of ROI’s for each of class, (b) plot of features data.

Fig. 7 Box plots of self-monitoring data with several monitoring signal.

4.2 The Implementation of Self-x Features

The efficacy of self-monitoring at sensor level has been proved in this experiment.
Fig.7 shows varies level of output reading after every aging processes. It is very dif-
ficult to predict the degradation level as the magnetic domains are randomly affected
and, thus produced random results. The sensor is still functioning but doesn’t give
the same output as the initial reference value. To recover the accuracy of the read-
ing, the compensation here can be done in sensor signal conditioning or processing
level, including adaptivity in higher levels of the intelligent system (s. Fig.1b), and
not at the sensory level. Since the intention of this paper is only to prove the efficay
of self-x features at the sensor level, the data concerning the classification perfor-
mances with this concept has not yet been implemented.

The self-repairing feature study and experiment results are summarized in Fig.8.
The experiment showing the classification results before, during and after sensor
degradation. Good results before sensor degradation have been achieved, i.e.,100%
correct classification during offline and 97.5% via online operation.

During the AMR sensor degradation phase, the classification result drops to only
40% correct classification, which is of course worse than guessing. This is due to
the classifier only able to detect the first No train class. Without any diagnosis,
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this will go undetected by the user or following information processing systems.
The output signal plot shows the distorted signal where virtually no magnetization
changes recorded as the sensor is saturated. The next self-monitoring cycle will
detect this error and trigger the self-repairing signal.

After applying self-repair, the sensor recovers the capability of recording mag-
netization changes. The classification results show the same results as before degra-
dation phase. This simple experiment showed by implementing the self-repairing
it can help to recover the classifications success rate back to optimum level again
without supervisor interference. Similarly,continuous-valued defects or deviations,
i.e., varying sensitivities of the AMR bridge, can be detected by a more sophisti-
cated and precisely known stimulus signal to the compensation coil in a multiphase
measurement to eliminate background field influences. Corresponding changes to,
i.e., electronics gain or zoom can be done employing even commercially available
reconfigurable sensor signal conditioners. This extension of the self-x features is
currently under investigation for the same system.

Fig. 8 Self-repair experiment flow.

5 Conclusion

A plethora of available sensor technologies and their wider spread use in applica-
tions, e.g., implementing intelligent systems, requires for more and more sophisti-
cated yet affordable means for test and correction within the sensory systems itself
[1]. In this context, we carried out first research based on integrated AMR sensors
with embedded actors in a nutshell recognition task of vehicle recognition in an N-
scale train system. From our experiment in robust condition, a classification rate at
97.5% has been achieved. The extreme degradation in AMR sensor has been em-
ulated by applying high external magnetic field to it. Since the sensor system has
no knowledge of the perturbation by the incoming magnetic field from the environ-
ment, it is essential to continuously self-monitor the state of the sensor interleaved
with the recognition operation. In the event of sensor degradation, this was detected
during self-monitoring and the self-repairing features have been activated, restoring
the sensor and system back to the optimum level of recognition. Thus, the research
paves the way to dependable embedded and sensory system.
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Our future work will expand the AMR sensor capability in conjunction with re-
configurable electronics to self calibration/trimming features by imposing a more
sophisticated and well-defined control signal to the compensation coil in a multi-
phase measurement process to also cope with gradual variation or degradation of
sensor parameters, e.g., sensitivity of the bridge in SoC and MEMS.
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Application of Markov Decision Processes for 
Modeling and Optimization of Decision-Making 
within a Container Port 
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Abstract. In modern container terminals, efficiently managing the transit of the con-
tainers becomes more and more of a challenge. Due to the progressive evolution of 
container transport, traffic management within container ports is still an evolving 
problem. To provide adequate strategy for the increased traffic, ports must either ex-
pand facilities or improve efficiency of operations. In investigating ways in which 
ports can improve efficiency, this paper proposes a Markov Decision Process (MDP) 
for loading and unloading operations within a container terminal. The proposed 
methodology allows an easy modeling for optimizing complex sequences of deci-
sions that are to be undertaken at each time. The goal is to minimize the total waiting 
time of quay cranes and vehicles, which are allocated to service a containership. In 
this paper, reinforcement learning, which consists of solving learning problems by 
studying the system through mathematical analysis or computational experiments, is 
considered to be the most adequate approach. 
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1   Introduction 

The container port provides the interface between railroads, ocean-going ships, 
and over the road trucks, and represents the critical node in the transport network. 
In container ports, the quay crane is the critical element of the container port that 
is served by all other port equipments. Because the quay crane is the only direct 
link between the storage yard and the ship, an improvement in its operations par-
ticipates to the minimization of the time a ship requires to load or to unload. In at-
tempting to improve port operations, managers must make decisions, regarding  
labor and equipment assignments that directly affect quay crane productivity.  

For decades, many researchers in engineering, as well as in computer science, 
have approached the problem of container terminal management in different ways. 
Existing literatures report several approaches to manage a container terminal. The 
simulation is one of the most important approaches that have been adopted (Bruz-
zone, A., et al., 1998) (Shabayek, A. et al., 2002) [2] [1] [3] [8]. It aims to study and 
compare alternative layout plans, leasing policies, or handling equipments, and iden-
tify the best solution in terms of efficiency and cost-effectiveness. Most proposed 
approaches are based on deterministic optimization methods, although recently a 
stochastic optimization model was proposed. In our previous work [1], we have de-
veloped software for container terminal simulation that is based on object oriented 
paradigm and distributed discrete event simulation approach. The simulator is used 
as a test bench to evaluate management policies produced by the optimization mod-
ules, and it is charged with a realistic reproduction of the activities and flows that 
occur inside the terminal.   The stochastic problem that we envisage for the container 
terminal is to achieve different goals in an uncertain and complex environment char-
acterized by container arrivals using different transportation modes (trucks, trains, 
and ships) and decisions to be taken during each stage. Loading/unloading opera-
tions, resource allocations, and storage yard management are the main criteria that 
we seek to optimize. Some operations are to be achieved in sequence (loading and 
unloading a ship) or parallel (unloading containers from a ship and storing them in 
the yard) in order to attain the final goal (ship operations completed). It may also 
have to take into account some global environment variables (wind, visibility, etc.), 
which can disturb the entire system operations. Markov Decision Process (MDP) is 
a classical stochastic model for planning in the context of decision theory. It is suit-
able where the system states can be considered as uncertainties on the outcome of 
actions.  A MDP is a Markov chain controlled by one agent. A control strategy asso-
ciated to each state consists at choosing an action whose result is a stochastic state. 
The Markov property means that the probability of arriving in a particular state after 
completion of an action depends only on the previous state in the chain, not the en-
tire historical of states of the chain. Formally, an MDP is a quadruple (S, A, T, R) 
where S is the set of state, A is the set of actions, T and R are respectively the prob-
abilities and the transition rewards that are functions of the initial state, the state of 
arrival and the chosen action. The optimization criterion most used is to maximize 

over an infinite horizon the average ).(
0
∑
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rewards tr  weighted by a discount factor 0 < γ <1 that ensures the convergence of 

the sum, but can also be interpreted as a probability of system failure (end of mis-
sion) between two moments of the process. 

2   Review of Markov Decision Processes (MDP) 

Markov decision processes (MDPs), named after Andrey Markov, provide a 
mathematical framework for modeling decision-making in situations where out-
comes are partly random and partly under the control of a decision maker. It con-
sists of a 4-tuple (S; A; R; T): 

(1) The set of states S is the finite set of all possible states of the system. 
(2) The finite set of actions A. 
(3) The reward function: R(s; a) depends on the state of the system and the taken 
action. We assume that the reward function is bounded. 
(4) The Markovian transition model: It is represented by the probability of going 
from a state s to another state s’ by doing the action a: P(s’/s; a)=T(s’,a,s). 

If the probabilities or rewards are unknown, the problem is one of reinforcement 
learning [7]. The main task of reinforcement learning is finding a policy that opti-
mizes the value of rewards. This policy can be represented by a map π: 

: S A

s (s)  
Where π(s) is the action, which the agent (It can be a human, a robot, a part of a 
machine or anything susceptible to take a decision) takes at the state s.  

Most MDP algorithms are based on estimating value functions. The state-value 
function according to a policy π is given by: 
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Where: 

• R(s,π(s)) is the expected value of the reward R t+1 when the policy π is 
followed and such that at time t, the state is s, and  

• A parameter γ (0≤γ≤1) is the discount rate, which is necessary to have a 
present value of the future rewards. In this case, the return is given by the 
infinite sum: 
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The Bellman operator is defined as [5]: 
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We denote V *, the fixed point of the Bellman operator. V *(s) is the maximum, 
according to actions, of V(s) for a particular state s. When considering this maxi-
mum for every state s ∈ S, we can therefore define V * (s), which is called the  
optimal state-value function. 
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In each case, there is one equation per state in S. Therefore, finding the policy π to 
get the right action to do for every state of the system is now equivalent to solving 
|S| equations, with |S| unknowns. Solving a MDP consists of looking for an effi-
cient algorithm to solve this system. In the literature, several algorithms are pro-
posed to calculate the optimal policy (value iteration, Q-learning, SARSA etc.) 
[7]. In our case study, we chose value iteration algorithm. 

3   Formalization of the Problem as a Markov Decision Processes 

Now, let us characterize the berth control through Markov Decision Processes: 
(1) Set of berth states BS = QC(1)xQC(2)x…xQC(n)  the Cartesian product of QC(i) , 
where QC(i) is the set of states of the ith quay crane allocated to serve a container-
ship (i=1, …, n; where n is the number of working quay crane). We note that idle 
quay cranes are not considered in this case. Each QC(i) corresponds to the follow-
ing variables: 

(a) The type of operations (noted OP(i)) that is performed in the ith berth. 
In our case, we have tow values:  

 ‘loading operations’ and 
 ‘unloading operations’ . 

(b) The variable corresponding to the states of the ith quay crane (noted 
ST(i)).  To unload a ship, the quay crane picks up containers from the ship 
and puts them on shuttle trucks that move them to the storage yard in the 
terminal. To load a ship the quay crane unloads a container from a shuttle 
and put it on the ship. This operation forms a closed loop that is traveled 
by shuttles servicing a ship (see fig. 1). If any shuttle truck is available 
underneath the crane, work ceases until a loaded or unloaded shuttle truck 
is arrived from the yard or until another is allocated to continue service. 
We consider three possible states of the quay crane: 

 ‘at work’ when the crane is positioned to serve a containership. 
 ‘wait’ when the crane waits the arrival of a shuttle truck for loading 

or unloading a container, and 
 ‘Idle’ when the crane breaks down. 
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Fig. 1 Representation of a typical container terminal. 

(c) The variable describing the state of the queue underneath the quay crane 
formed by allocated tracks that move containers between the quay and the sto-
rage yards during loading or unloading operations. Let us consider the number 
of ‘waiting trucks’ on the quay queue: 

 WT QC (i) is the number of the shuttle trucks, which wait their turns 
for loading or unloading containers. 

To summarize, an example of a state of the ith quay crane looks like: qc(i)=( 
OP(i)=‘loading operations’, ST(i)= ‘at work’, WT QC(i) =4) (i.e. the quay crane per-
forms the loading operations, the crane is working in order to pick up a container 
from the ship or the shuttle truck, in the same time four loaded trucks are waiting 
in the queue). 
 

(1) Set of actions A 
 
The amount of work a container port deals with depends on the quantity of con-
tainers in transit. The quay crane plays an important role in the production system. 
Indeed, the quay crane is the critical element of the container port and is served by 
all other port operations. Because the quay crane is the only direct link between 
the storage yard and the ship, it is important to make decisions, regarding labor 
and equipment assignments that directly affect quay crane productivity.  For ex-
ample, too many trucks in the system cause long files at the cranes and long wait-
ing times for service. Conversely, few trucks in the system will result in idle quay 
crane or stacking equipment. In our model, the agent controls the flow of contain-
ers between the quay and storage yards. So, the possible actions are: 
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 a1:‘allocate’ additional shuttle trucks to increase the flow of containers 
between the quay and the yard crane,  

 a2:‘liberate’ some shuttle trucks in order to reduce congestion inside the 
terminal, and 

 a3:‘stay the same’: this action consists of keeping the number of allo-
cated shuttle trucks unchanged. 

 

The frequency of doing an action depends on the values of waiting time at each 
quay queue: WT QC (i) 
 

(2) Set of rewards 
 

The reward is a function which depends on the state of the system and on the tak-
en action, and takes values in IR:   R : AxS  IR. We assume that at time t, the i th 
quay crane is at the state:  

qc(i)(t)=[OP(i)(t), ST(i)(t), WT QC (i) (t)], i=1,…,n. 

In container terminal, several cranes are installed in the quay and the distance be-
tween tow cranes is limited (see fig. 1), and also the shuttle trucks servicing a par-
ticular crane should not wait underneath another. Thus, it is necessary to restrict 
the number of waiting truck under each crane.  In our case WT QC (i) (t) must be 
lower than 6.  

Let's define the reward function as the following (table 1): 

Table 1 Definition of the reward function. 

States: qc(i)(t) 
OP(i)(t) ST(i)(t) WT QC (i) (t) 

Reward : r(qc(i)(t),a) 

1    if (a=a3) ‘loading operation’ ‘at 
work’ 

<=6 
-1  otherwise 
1    if (a=a2) ‘loading operation’ ‘at 

work’ 
>6 

-1  otherwise 
1    if (a=a1) ‘loading operation’ ‘wait’ 0 
-1  otherwise 
1    if (a=a2) ‘loading operation’ ‘idle’ Any 
-1  otherwise 
1    if (a=a3) ‘unloading operation’ ‘at 

work’ 
<=6 

-1  otherwise 
1    if (a=a2) ‘unloading operation’ ‘at 

work’ 
>6 

-1  otherwise 
1    if (a=a1) ‘unloading operation’ ‘wait’ 0 
-1  otherwise 
1    if (a=a2) ‘unloading operation’ ‘idle’ Any 
-1  otherwise 

 
(3) Transition probability model 
 

The transition probability model P is the probability of being in the state s(t+1) = 
s’ by selecting a certain action a(t)  when the system was at the state s(t )= s :  
P[s(t+1) = s’/a(t); s(t)= s]= P s, s’,a 
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Let us see more closely how to define the transition probability by considering 
each possible action and each quay crane state. Since the components: OP(i)(t), 
ST(i) (t), and  WT QC (i) (t) of the quay crane state qc(i) (t) are independents and 
WTQC (i) (t) is the only variable that can be affected by the applied actions, we have 
the following equation: 

(t)]QC  WT1)/a,+(t  P[WT

 (t)].ST1)/ +(t[ST .P )](t OP1)/ +(tP[OP=(t)]qc 1)/a,+(tP[qc
(i)

(i) QC

(i)(i)(i)(i)(i)(i)

 

Since the system changes the type of operations (from loading to unloading) only 
once throughout the period of servicing a ship, the probability of changing from 
one type of operation to another between two times t and t +1 is close to zero. So 
we have: 
 

 1     v]=)OP((t  / v=1)+(tP[OP(i) ≅ ; and 

 0    v]=)(t OP / v'=1)+(tP[OP (i)(i) ≅  

Where: v and v’∈ {‘loading’, ‘unloading’} and v≠v' 
Similarly, we consider that the failure rate of each quay crane is too small:      

P[ST(i)(t+1)=’idle’/ ST(i) (t)=u] ≅0; where u ∈{‘at work’, ‘wait’}. 

We note that the action a1 consists to allocate an additional shuttle truck that is 
immediately added to the quay queue. Thus, we have the following equation:  

1](t)  1)/ WT+(t  P[WT(t)]   WTa1,1)/a+(t  P[WT (i) QC(i) QC(i) QC(i) QC +==  

Similarly, 

1](t)  1)/ WT+(t  P[WT(t)]   WTa2,1)/a+(t  P[WT (i) QC(i) QC(i) QC(i) QC −==  

and 

(t)]  1)/ WT+(t  P[WT(t)]   WTa3,1)/a+(t  P[WT (i) QC(i) QC(i) QC(i) QC ==  

We note also that the number of waiting trucks under each quay crane at each time 
depends of the following parameters: 

• R QC (i): the service rate of i th quay crane, 
• R YC (i): the service rate of i th  yard crane, 
• D QC (i)_ YC (i): the distance between  the quay crane and the yard crane, 
• N QC (i): the number of allocated shuttle trucks, and 
• J QC (i)_ YC (i): is a parameter that calculates the jam in the journey between 

the quay crane and the yard crane. 

Thus, it is difficult to calculate the probability: 

(t)]   WT1)/a,+(t  P[WT (i) QC(i) QC  
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Our approach consists to simulate the operations of ship loading/unloading, the 
storage within the yards, and the movement of the shuttle trucks between the quay 
and the storage yards. Starting from a terminal configuration in term of occupancy 
level, the expected plan of ship arrivals, expected import/export flows, the avail-
able equipments in each work shift (quay cranes, yard cranes, straddle carriers, 
and shuttle trucks), and a storage policy based on some reservation/allocation cri-
teria for all the different areas inside the terminal, we run the simulation and we 
retrieve the data that describe the number of waiting shuttle trucks under each 
quay crane at each minute.  The parameters that characterize the terminal system 
(such as:   R QC (i), R YC (i), D QC (i)_ YC (i), N QC (i), J QC (i)_ YC (i), etc.) are also intro-
duced to the simulator. The service time of each quay or yard crane is considered 
as a random variable that follows the exponential laws. Similarly, travel time of a 
truck between two points inside the terminal is a random variable following the 
Gaussian law. Other probability lows are proposed by the simulator, but they are 
not adapted to this case. The data are used to estimate the probability: 

A∈∀a , (t)]   WT1)/a,+(t  P[WT (i) QC(i) QC   

This has enabled us to calculate the matrix: AaSsSsP ass ∈∈∈ ,',];[ ,',  

4   Solution and Interpretation  

The value iteration algorithm applied to this problem converges to the following 
policy:   

Table 2 The optimal policy obtained by value iteration algorithm.
 

qc(i)(t) 
OP(i)(t) ST(i)(t) WT QC (i) (t) 

Action 
 

‘loading operation’ ‘at work’ <=6 a3:‘Stay the same’ 
‘loading operation’ ‘at work’ >6 a2:‘liberate’ 
‘loading operation’ ‘wait’ 0 a1:‘allocate’ 
‘loading operation’ ‘idle’ Any a2:‘liberate’ 
‘unloading operation’ ‘at work’ <=6 a3:‘Stay the same’ 
‘unloading operation’ ‘at work’ >6 a2:‘liberate’ 
‘unloading operation’ ‘wait’ 0 a1:‘allocate’ 
‘unloading operation’ ‘idle’ Any a2:‘liberate’ 

 
In order to test the obtained solution, we simulated the arrival of a ship with 

2500 containers to unload. We save the number of waiting shuttle trucks under the 
quay crane each five minutes. The fig. 2 reports the queue length without policy 
and the fig. 3 displays the number of waiting shuttle trucks when we apply the op-
timal policy obtained by value iteration algorithm. The adoption of this policy al-
lows the quay crane to work incessantly, while reducing the congestion of trucks 
traveling between the quay and storage areas. But this solution requires the avail-
ability of a sufficient number of trucks and stacking equipments.  We also note 
that the number of trucks in the queue becomes increasingly stable over time. 
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Fig. 2 Queue length without policy 

 
Fig. 3 Queue length with the optimal policy 

5   Conclusion  

In this paper, Markov Decision Process (MDP) methodology was proposed and 
applied to the container terminal in order to improve efficiency of loading and un-
loading operations. MDP provides an interesting framework to model the decision 
making, and the compact representation of the system provided by a MDP makes 
the decision strategy easier to implement. Value iteration algorithm, as well as an-
other reinforcement learning methods like Q-learning, SARSA, mainly consist of 
finding the optimal policy that associates each state of the system to the action to 
be taken. The simulation is valuable tool that allowed us to calculate the transition 
matrix required to implement the algorithm, and also allowed us to simulate the 
obtained solution. 

Even the approach using value iteration algorithm has been rarely used in the 
domain of controlling a container terminal system, this work, by showing its per-
formance, has made it an attractive one to pursue. 

Nevertheless, some possible perspectives to this work could be to develop the 
model more in order to make it more realistic by avoiding some assumptions such 
as the selected lows of probability and the possibility of vehicles and stack equip-
ments failure. 
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Calibration of Equilibrium Traffic Assignment
Models and O-D Matrix by Network Aggregate
Data

Leonardo Caggiani and Michele Ottomanelli

Abstract. In this paper a Generalized Least Square estimator for the simultaneous
estimation of O-D matrix and equilibrium traffic assignment model parameters is
presented. The problem is formulated as fixed-point model (equilibrium program-
ming) assuming the congested network case. In the optimization step the variability
of both O-D demand vector and the matrix of link choice probabilities is considered.
We assume as input information a set of observable network data, such as link traf-
fic counts and travel time, as well starting estimates of both O-D matrix and models
parameters. Along the paper, the theoretical aspects of the proposed estimator, the
solution algorithm as well as the results of numerical applications are discussed.

1 Introduction

Achieving reliable estimation of link flow over road networks is an important issue
for transportation planners and engineers. Traffic Assignment Models (TAM) allow
to simulate how Origin-Destination (O-D) travel demand loads the links of a given
traffic network. The simulation performances of TAM are linked to the quality of
O-D matrix as well as to the path-choice and supply models. Another requirements
for specifying an effective TAM is the calibration of the model coefficients (e.g. link
cost functions parameters or demand model parameters) whose value could strongly
affect the estimation performances of the assignment process. Most of the methods
presented in literature are addressed to the O-D matrix estimation and link flow
simulation neglecting the importance of the traffic model parameters or assume as
given their values. In fact, usually, such parameters are assumed “a priori” on the
basis of subjective knowledge or transferring calibration results relevant to similar
study areas as well as using values from handbooks. Besides, the calibration of such
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parameters is very difficult for the lack of data and/or because of the high cost of
direct surveys, thus it is necessary to define calibration methods based on cheap and
easy and immediate to collect data. A lot of effective and theoretically consistent
methodologies are proposed in literature to estimate O-D matrix by using aggregate
data such as traffic counts (i.e. observed link traffic flows) [4] but very few deal with
the calibration of traffic model parameters by aggregate data (e.g. [12, 13, 8, 9, 7, 6]).
Particularly in [10] a simultaneous Multinomial Logit calibration and O-D matrix
estimation using traffic counts is proposed.

In this paper a Generalized Least Square (GLS) estimator [2] is presented to solve
the simultaneous assignment model calibration and O-D matrix estimation based
on aggregate data (traffic counts and/or travel time measurements). The calibration
problem is specified as an optimization problem using a fixed point formulation
assuming the congested network case (equilibrium programming). We assume as
available information a set of link traffic counts and/or travel time measurements and
starting estimates of the OD travel demand vector and of the unknown parameters.

The GLS estimator determines the O-D matrix and the TAM parameters by min-
imizing the weighted Euclidean distances between the vectors of the available data
and the solution vectors. The solution of the proposed problem can be carried out
using heuristic algorithms based on the method of successive averages. Besides, we
assume the assignment matrix (link choice probabilities) as variable within the op-
timization algorithm, taking into account the effects of congestion on user’s choice
for each iteration. With respect to the methods addressed to adjust only the O-D
matrix, we also obtain a calibrated assignment model that can be used to simulate
new interventions on the transportation network. In the paper, we will present the
statistical performance of the proposed estimator and the results, that will also be
compared to the performance of other approaches, such as the traditional O-D ma-
trix estimation with traffic counts. The early obtained results show that the proposed
approach is very interesting.

2 Proposed Calibration Model

We assume the case of congested networks, therefore the considered traffic assign-
ment model is based on a Stochastic User Equilibrium (SUE) [1]. User’s path choice
behaviour is usually modelled on the basis of random utility theory [5] that estimates
the probability pk that a user i chooses the path k belonging to his/her path choice
set Ii. The simplest and most applied model to specify the probability pk that user
chooses the path k is the Multinomial Logit model; this model assumes the distribu-
tion of random residual term as a Gumbel variate with parameter θ that leads to the
following formulation:

pk =
exp(−Ck ·θ )
∑h∈I(−Ck ·θ )
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where Ck is a linear function of path cost attributes xw∈ x and parameters βw∈ b:

−Ck =−∑
w

βwxw ∀k ∈ Ii

In general, let t = (b, θ ) and assumed x fixed, the links choice probability is a func-
tion of t. The parameters vector t has to be estimated by using a model calibration
procedure. The aim of this paper is to calibrate simultaneously βw parameters and
the O-D matrix using traffic counts assuming the congested network case. The most
general form to solve the estimation of O-D matrix using traffic counts can be for-
mulated as an optimization problem [13, 2, 3]:

d = arg min
d∈Sd

[
F1(d,d)+ F2(f, f̂)

]
where:

• Sd is the feasible solution set to the problem.
• F1 and F2 are, respectively, measures of the “distance” between the starting esti-

mate d (target demand vector) and the unknown vector d and between estimated
link flows vector f and traffic counts vector f̂.

• f = Hd with entries fl = Σodhl,od dod .
• H = Ap(Θ ) = {al,k pk } = {hl,od} is the assignment matrix (l = link index, od =

OD couple index).
• A = {al,k} is the link-path incidence matrix.

According to this approach the formulation proposed to calibrate also the distribu-
tion parameter is:

(d∗,b∗) = arg min
d∈Sd
βw∈Sb

[
F1(d,d)+ F2(f, f̂)+ F3(c(b), ĉ)

]
(1)

where:

• Sb is the feasible solution set for parameters vector b.
• F3 is a measure of the “distances” between the estimated link costs c(b) (cal-

culated with the estimated parameters vector b∗) and link costs measured on
observed links ĉ.

The problem 1 can be represented as a bi-level programming problem or as a fixed
point formulation [11]. In this paper the calibration problem is solved using a fixed
point formulation (equilibrium programming):

(d∗,b∗) = arg min
d∈Sd
βw∈Sb

[
F1(d,d)+ F2(H((c(f(d))),b)d, f̂)+ F3(c((f(d)),b), ĉ)

]
(2)

The distances F1, F2 and F3 can be defined following different statistical approaches
and assumptions. In this work the Generalized Least Square (GLS) estimator has
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been assumed because it is robust and it is the most efficient linear unbiased esti-
mator [2]. For the GLS estimator the measure of distance assumes the form of a
weighted Euclidean metric; then the F1, F2 and F3 of optimization 2 becomes:

FGLS
1 = (d,d)T W−1(d,d) (3)

FGLS
2 = (H((c(f(d))),b)d− f̂)T V−1(H((c(f(d))),b)d− f̂) (4)

FGLS
3 = (c((f(d)),b)− ĉ)T Y−1(c((f(d)),b)− ĉ) (5)

where W, V and Y are the variance-covariance matrices of the error for the target
demand vector, for the link flows and for the link choice probability respectively. W,
V and Y represent the weights of the available information that can be interpreted
as the level of confidence (or the reliability) in the available starting data.

In general, these optimization problems are solved with algorithms assuming the
assignment matrix H as fixed into the whole procedure [4, 9, 3, 11]. This procedure
is suitable when the link costs are known or the network is not congested. If we
assume a congested network, the user’s choice is affected by the congestion since
link flows and link costs are mutually dependent. For this reason it is necessary to
consider, in TAM and O-D calibration problem, the effects due to congestion on link
flow estimation too. For instance, this problem is solved fixing a new assignment
matrix for each iteration [3] but in the optimization step matrix H is a fixed constant.
As it will be highlighted, in the proposed method, assignment matrix is assumed
varying also within each optimization step.

3 Algorithm for Problem Solution

In this section we propose an algorithm resolution for the simultaneous calibration
algorithm using GLS estimator and stochastic assignment model (SUE). We con-
sider, as variables, O-D demand vector and b parameters. So, assignment matrix
will be variable too.

• Step 0: inizialize counter (z = 0), initialize demand vector (d0 = d), initialize
parameter values (b0 = b);

• Step 1: update z = z + 1;
• Step 2: solve the optimization problem 2 (distances specified in 3, 4 and 5) with

HSUE
z = H(c(f(dk)) (SUE Logit assignment problem is solved with MSA-FA

algorithm: Method of Successive Averages Flow Averaging). Optimization is
solved by using the SQP algorithm (Sequential Quadratic programming); the
starting point of the optimization algorithm (SQP) is dz = ds

z and bz = bs
z;

• Step 3: stop test on maximum relative difference between demand vector el-
ements obtained in Step 2 and demand vector elements of previous iteration:
max
∣∣dod

z −dod
z−1

∣∣/dod
z < ε;

• Step 4: new starting point of the optimization is ds
z+1 = d∗z and bs

z+1 = b∗z .



Calibration of Equilibrium TAM and O-D Matrix by Network Aggregate Data 363

4 Numerical Application

To test numerically the performances of the algorithm proposed, we have carried
out the following application. The network and data considered by [13] are used as
our test network and data, since the problem formulation is similar to the one they
propose. The considered network has 9 nodes (3 origin centroids and 3 destination
centroids), and 14 links as depicted in Figure 1.

The traffic assignment model used is a SUE Logit and the relevant Logit path
choice model is given by the well known equation 1. The paths choice set Iod is
constituted of all the possible paths of the considered network. We assume as link
cost function the BPR function 6 with α and γ model parameters, where free flow
travel time (tr) and capacity (ca) vary link by link.

cl( fl) = trl

[
1.0 + α

(
fl

cal

)γ]

Because of the capacity of the links we considered the linear approximation of the
BPR cost function starting from the 95% of the link capacity value. The value of
Logit parameter is fixed to 1.5, then the parameters of the path choice model (eq. 1)
are only the parameters of the BPR function (b = (α , γ)). In this framework the
proposed calibration model is formulated as the following fixed-point problem:

(d∗,α∗,γ∗) = arg min
d∈Sd

α∈Sa ,γ∈Sg

[
F1(d,d)+ F2(H(d,α,γ)d, f̂)+ F3(c(d,α,γ), ĉ)

]

Fig. 1 Test network [13]
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Table 1 True O-D matrix

O-D 1-6 1-8 1-9 2-6 2-8 2-9 4-6 4-8 4-9

dt 120 150 100 130 200 90 80 180 110

where:

• Sa and Sg are the feasible solution sets respectively for α and γ parameters.
• F3 is a measure of the “distances” between the estimated link costs (calculated

with the estimated α∗ and γ∗ parameters) and link costs measured on observed
links.

The “true” values of BPR parameters are αt = 0.15 and γt = 4. The “true” O-D
vector is shown in Table 1. The “true” value of link flows and link costs has been
generated by SUE-Logit traffic network assignment of the assumed true O-D matrix
and with the true value of θ , α and γ . Target vector of demand d, measured link
flows vector f̂ and measured link costs vector ĉ were obtained, starting from true
values, through random extractions from a normal distribution.

As many authors suggest, [4, 12] the variance-covariance matrices W (for de-
mand), V (for flows) and Y (for costs) can be assumed diagonal. Let dt , ft and ct

be the true values of the demand vector, flows vector and costs vector; the relevant
values of variances have been computed through the following expressions:

σ2
d,od = (cvd ·dt

od)

σ2
f ,l = (cv f · f t

l )

σ2
c,l = (cvc · ct

l)

The algorithm was applied on test network with ε = 0.001 as stop test for calibration
algorithm. To evaluate the effect of variation coefficients (or reliability of starting
data) on estimated values, numeric application has been carried out considering all
the combinations between the values of demand variation coefficients (cvd = {0.2,
0.4, 0.6, 0.8, 1}) an the values of flows variation coefficients (cv f = {0.02, 0.04,
0.06, 0.08, 0.1}). For the costs we consider the same value of variation coefficient
employed for the flows. We consider a low value for flows (and costs) variation
coefficient because we give high reliability to measurements as proposed by [3]. In
order to evaluate the influence of the number of links observed we have considered
five different sets of links defined in Table 2.

The starting point for SQP optimization algorithm (Step 2) for the first iteration (z
= 1) is fixed a priori considering the starting demand equal to the target demand (d1

= d) and all the sixteen combinations among the parameter values (αs
1 = {0.0375,

0.075, 0.3, 0.6}, γs
1 = {1, 2, 8, 16}). Similarly to [3], the numeric analysis has been

made considering 30 demand target vectors, 30 measured flows vectors and 30 mea-
sured link costs for each combination of variation coefficients, observed link sets
and starting points. To evaluate the statistical performances of the proposed method
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Table 2 Observed link sets

sets Set 1 (2/14) Set 2 (5/14) Set 3 (7/14) Set 4 (11/14) Set 5 (14/14)

links 6-9 6-9-10-11-13 6-9-10-11-12-
13-14

1-3-4-6-8-9-
10-11-12-13-
14

all

the reduction of MSE (Mean Square Error) of median estimated values in compari-
son to the true one have been used. For example the reduction of MSE of estimated
demand is:

redMSE(d∗) =
MSE(d,dt)−MSE(d∗,dt)

MSE(d,dt)

where:

MSE(d,dt) =
1

NOD
·∑

od

(dod−dt
od)

MSE(d∗,dt) =
1

NOD
·∑

od

(d∗od−dt
od)

with NOD equal to the number of O-D couples.

5 Model Results

For each combination proposed we obtain 30 different estimates. For this analysis
(different combination of variation coefficients and starting points) the considera-
tions and results related are relative to the obtained median values. In general, we
observe that the worst values of MSE reduction are obtained for higher values of
the variation coefficients. Conversely, the best results are obtained for lower values
of the variation coefficients. The demand estimation performances depend on the
quality of the target demand vector and traffic costs counts. As shown in Figure 2,
for Set 1 of observed links, the value of MSE reduction increases as cvd increases
and decreases as cv f decreases.

The more the number of observed links increases, the more the MSE reduction
increases (from Set 1 to Set 5). The estimation performances relevant to the valida-
tion link set (hold-out sample) are better than the demand one since MSE reduction
is greater than 0.15 in all cases and for the smallest observed set (Figure 2). As far
as the estimation of the BPR parameter (i.e. α∗ and γ∗) is concerned, we obtained
median values that tend to the true one (Figure 3) with α∗ between 0.150 and 0.173
and γ∗ between 2.74 and 4.08.

The cvd seems to affect slightly the estimated parameters. Instead, as reported in
Figure 3 for Set 1, the more cv f is high the more the estimated parameter is far from
the true one. Considering all the results relevant to all the considered combination
(not the median values) the more the starting error on demand, flows and costs is
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Fig. 2 Median reduction of MSE for estimated demand and hold out sample link flows
(Set 1)

Fig. 3 Estimated median values of BPR parameters (Set 1)

low, the more the estimated values are reliable. In fact, the higher the cvd and cv f ,
the more the number of estimated values worse than the starting values increases.
In particular, whereas all the values obtained of α∗ are near to the median ones, the
estimated values γ∗ are very scattered.

6 Conclusion and Further Research

In many practical applications, O-D matrix estimation and link flow simulation are
carried out without giving the proper importance to the traffic model parameters.
In fact, usually, such parameters are assumed “a priori” on the basis of subjective
knowledge or assuming calibration results obtained in different study areas. In this
work, a GLS estimator with fixed-point formulation is proposed to estimate simulta-
neously and consistently the SUE-Logit assignment model parameters and the O-D
matrix by using a set of available traffic counts. The application of the proposed es-
timator to a test network has shown the effectiveness of the approach that is able to
reduce the bias induced on the considered traffic variables. Such results have been
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obtained without using expensive and time consuming data and computing effort,
providing a method that should be helpful for practical application when limited re-
sources for data collecting are available. It also allows to explicitly take into account
the analyst’s level of confidence (say data reliability) in the assumed starting data
by weighting the distances between starting and final estimates.

Application to more extended networks will be a further step. In addition, the
effect of the selection of traffic counts to be used in calibration is under investigation,
as well as the improvement of the proposed algorithms.
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A Fuzzy Logic-Based Methodology for Ranking 
Transport Infrastructures 

Giuseppe Iannucci, Michele Ottomanelli, and Domenico Sassanelli* 

Abstract. Transport companies in many cases have to evaluate their competitive-
ness, comparing it with that of their competitors. Usually this assessment is per-
formed through one or more indices representing facility performances, derived 
from a set of indicators relevant to problem representation. If the aim is to esti-
mate the user evaluation for the service offered by a facility, the development of a 
synthetic index can be difficult since user’s choice is often characterized by sig-
nificant uncertainties and it is not always governed by certain rules and rational 
behaviour, so that it could not be easily and explicitly represented by traditional 
mathematical techniques and models. Such uncertainties in the relationship be-
tween indicator values and facility attractiveness can be properly defined by  
explicitly specifying them in an approximate way using fuzzy sets theory. In this 
paper an innovative approach for the classification of Transport Facilities is pro-
posed. The method is based on a Fuzzy Inference System and may be employed 
both as a benchmarking/ranking procedure and as a decision support tool to  
evaluate future scenarios as a result of facilities remodelling. 

1   Introduction and Background 

In a world context characterized by the lack of resources due to economic crisis 
and, at the same time, by a high competition on global scale it is increasingly  
important for company managers to assess reliably their corporate performance. 
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Also transport companies, whether in public, private or mixed management, in 
many cases have to evaluate their competitiveness in comparison to their  
competitors. There are many possible examples: airport managers, logistics plat-
form managers, container terminal operators, ferries or cruise ships ports manag-
ers, etc., have to face frequently with concurrent facilities. 

The ability to expand, or at least maintain their current level of business is there-
fore subject to continuous evaluation and improvement of business competitiveness. 

Many methodological approaches to this problem have been proposed in the 
field of Transport Facilities (TF). For example, in the field of road infrastructures 
a well-established methodology for classifying the quality of travel conditions of 
vehicles on a given road section, is based on the concept of Level of Service [1]. A 
similar methodology has been introduced by Ballis [2] to evaluate the perform-
ances of intermodal freight terminals. Several studies [3, 4, 5, 6, 7] propose meth-
odologies for the benchmarking of port container terminals. From the methodo-
logical point of view they are usually based on the statistical analysis of data 
resulting from observation of a set of facilities, or on operational research methods 
such as Data Envelopment Analysis, Stochastic Frontier Analysis, multicriteria 
classification.  These methods have the disadvantage that, to provide consistent re-
sults, require significant amount of data to calibrate model parameters. Moreover, 
to obtain an adequate representation of the problem is often indispensable to in-
clude in the model a considerable number of TF features: this fact leads inevitably 
to an increase in parameters to be calibrated. As often in TF field the amount of 
calibration data needed for classic operational research methods are not available, 
and, when available, these data are affected by imprecision and vagueness of in-
formation, in our opinion a soft computing approach allows to balance these defi-
ciencies with the need to get useful information, with a degree of accuracy not 
very high, but consistent with analysis purposes.  

2   Problem Statement 

All methods described in the previous section are based on the use of a set of indi-
cators relevant to the problem representation, leading to a quantification of facility 
performances based on one or more synthetic indices. 

The choice of these indices, and the criterion for the classification of the facility, 
depends on the purposes of the analysis. If the objective of the analysis is to evaluate 
company efficiency, it could be made through the evaluation of appropriate produc-
tivity indices, possibly combined with appropriate weights to get a synthetic effi-
ciency index. If the aim is to evaluate the user rating of the facility for the offered 
service, therefore the ability of a given TF in attracting shares of transport demand, 
then the development of a synthetic index becomes more problematic. In fact, in this 
case it is difficult to combine the indicators, because they are often characterized by 
heterogeneity and vagueness. This is due mainly to the fact that user’s choice is 
characterised by significant uncertainties and it is not always governed by certain 
rules and rational behaviour, so that it can’t be easily and explicitly represented by 
traditional mathematical techniques and models. In our opinion, such uncertainties  
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in the relationship between indicator parameters and facility attractiveness can be 
properly defined by explicitly specifying them in an approximate way by using the 
theoretical framework of fuzzy sets. 

For these reasons, in this paper it is proposed an approach to the classification 
of a certain class of Transport Facilities, based on a Fuzzy Inference System (FIS). 

The method may be employed both as a benchmarking/ranking procedure and 
as a decision support tool to evaluate future scenarios as a result of facilities  
remodelling. 

3   Benchmarking through a Fuzzy Inference System 

Starting from a set of input indicators (facility features), the proposed methodol-
ogy has as output one indicator that describes an overall attractiveness measure of 
a Transport Facility.  

Assuming that the attraction of a given TF, for a generic user, is related to its fea-
tures, the behaviour of a human decision-maker that has to choose the best TF, or has 
to rank a group of TF, is simulated through a Fuzzy Inference System (FIS) [8, 9]. 

3.1   FIS Input Parameters 

The inputs of the FIS algorithm are the features ci with i∈ [1, 2, …n] of a TF, the 
output is a Level of Attractiveness (LA) p of a TF. The possible values of ci and p 
are defined into respective bounded definition sets (ci∈Sci ,  p∈Sp). 

In classical benchmarking procedures the definition sets are divided into a finite 
number of subsets and a value of a variable may belong or not to a defined subset. 
Given a number m of subsets (levels), in the proposed method each feature defini-
tion set Sci is divided into m fuzzy subsets Ii,v with v ∈ [1, 2, … m]. In the same 
way, Sp is split into m fuzzy subsets Ov with v ∈ [1, 2, …m]. 

In fuzzy logic a value belongs to a set with a certain degree of membership de-
fined in the interval [0, 1], rather than to the set {0, 1}. Usually, each fuzzy subset 
is defined by a linguistic value that could be “low”, “high”, “short”, “long”, etc.  
In the current case, given m LA, the linguistic judgment corresponding to each 
fuzzy subset is just the corresponding LA. 

The degree of membership to a set is defined by a membership function (MF). 
In this framework a value ci

* belongs to a subset Ii,v depending on the membership 
function μi,v(ci)∈ [0, 1] and, in the same way, a value p* belongs to a subset Ov de-
pending on the membership function μ v(p)∈ [0, 1]. The more a value belongs to a 
LA, the more the degree of membership is near to one. Given a shape for each 
MF, they may be identified by their typical parameters. For example a triangular 
or a trapezoidal shape can be defined by the position of the vertexes.  

If we consider, as an example, a set of airport facilities and we want to classify 
them according to their LA for airline companies, we may assume, among others, 
as one of feature inputs to the classification process, the number of boarding gates 
in the air terminal. If c1 is the number of boarding gates, assuming to classify  
airports according to 3 LA (m = 3), I1,1 would represent the degree of membership 
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to “Level C”, I1,2 to “Level B” and I1,3 to “Level A”, where level A means the level 
of facilities with higher power of attractiveness, and level C being the lower. For 
triangular membership functions the fuzzy subsets can be defined as depicted in 
Figure 1. In this way an airport with 8 gates (c1 = 8) is “level C” with a degree of 
membership equal to μ1,1(8) = 0.79 and is “Level B” with a degree of membership 
equal to μ1,2 (8) = 0.2; in other words, 8 boarding gates belong more to the subset 
“Level C” than to the subset “Level B” and do not belong to the subset “Level A”. 
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Fig. 1 Membership functions of the feature “Number of boarding gates” 

3.2   FIS Logical Rules and Output 

Generally the number of TF relevant features n is greater than one. Then it is neces-
sary to combine different input values with fuzzy logical operators like fuzzy  
intersection or conjunction (AND), fuzzy union or disjunction (OR) and fuzzy com-
plement (NOT). In most cases the most suitable for feature aggregation is the AND 
operator and the general form of FIS rules can be summarized into m rules as follows: 

IF  c1 is I1,1  AND c2 is I2,1 AND c3 is I3,1 … AND cn is In,1 THEN p is O1 

…………………… 

IF  cm is I1,m AND c2 is I2,m AND c3 is I3,m … AND cn is In,m THEN p is Om 

The proposed model is therefore a FIS with different rules; each rule may consider all 
or a portion of n features combined with each other in the if-then statements with one 
type or different logical fuzzy operators. In this FIS structure, given the input values 
for a TF, after the application of an aggregation method [8] of the results of each rule 
and after defuzzification, it is possible to obtain the output value for LA.  
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3.3   Algorithm Tuning 

To obtain accurate and realistic results, the algorithm has to be calibrated. First of 
all, it is important a preliminary selection of ci relevant for the particular class of 
TF to be examined. Then the process involves MF shape choice, definition of MF 
feature parameters, and identification of appropriate logical rule of combination of 
membership degrees to different TF features. 

Depending on the quantity of data available fortuning or on the complexity of 
the phenomenon to analyze, three different methods of calibration can be imple-
mented. 

3.3.1   Tuning by Expert Assessments 

This approach is based on performing a series of market surveys/interviews to TF 
members and users, to link their assessment on the ranking of a TF sample, to the 
corresponding ci

* values. 

3.3.2   Data Correlation Analysis 

The approach is based on the correlation of ci
* values for a sample of TF, with cor-

responding p* values. To this purpose, a measurable parameter has to be taken as 
indicator of membership to a certain LA for that type of TF. In order to minimize 
the size of calibration sample, compared to a large number of parameters to be 
calibrated, this procedure may be carried out by splitting the definition subsets 
into x equispaced intervals and adopting for Ii,v and Ov shapes with few definition 
parameters (triangular or trapezoidal). MF vertex exposition will undergo adjust-
ments to suit FIS output data with calibration data. 

3.3.3   ANFIS Learning Procedure  

In this case a series of ci
*, relevant to the considered TFs, is correlated to the cor-

responding p* values by an Adaptive Neural Fuzzy Inference system [9]. How-
ever, this procedure requires a large amount of calibration data to be performed. 

4   Application of the Methodology 

The methodology described has been implemented for the classification of Medi-
terranean Sea container terminals, on the basis of their attitude to attract container 
shipping companies, and thus on their container throughput per year (TEUs /year). 

The classification is based on 4 levels (A, B, C, D) representative, in descend-
ing order, of terminal importance and thus related to the number of TEUs/year 
handled in the terminal. The methodology for classification in this case involves 
the identification of features relevant to port classification (Table 1).  

The definition sets of each of the 8 features and of the LA indicator have been 
split into 4 fuzzy equispaced subsystems, represented by 4 MF with trapezoidal 
shape. An example of MF for feature1 is shown in Figure 2. Then 4 fuzzy logic 
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combination rules have been implemented (Table2). It may be noted that, as all the 
features considered in Table 1 contribute to increase performances and attractive-
ness of a terminal container, they have been combined by taking only AND logic 
operator. 

Table 1 Features relevant to maritime terminal container classification. 

I Feature (ci) Units of measure 

1 Distance of port position from Gibraltar-Suez course nautical miles 

2 Rates of TEUs sorted by road or rail % 

3 Quay length Meters 

4 Stacking area square meters 

5 Quay cranes number of cranes 

6 Maximum water draft Meters 

7 Connected ports number of ports 

8 Connected HUB ports number of ports 
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Fig. 2 Membership functions for “Distance of port position from Gibraltar-Suez course” 
feature. 
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For algorithm calibration and validation, 18 ports have been considered (Table 3). 
For each of them ci

* values have been collected. Given the limited number of avail-
able data, the methodology of data correlation analysis showed in previous sections 
has been applied. Thus ci

* values were related, for each port, to the corresponding 
TEUs/year handled. In this case p* values are the number of TEUs handled in each 
port in the year 2008. The sample has been divided into two groups each consisting of 
9 ports. Data on the ports of the first group were used for model calibration, while 
data from the second group were used to validate the model. In calibration process, 
MF have been tuned to obtain as output from the FIS model, p values comparable 
with those of the sample. In Table 4 are shown the results of process validation.  

Table 2 FIS logical rules 

N. Rule 

1 
IF  c1 isLevel A AND c2 isLevel A AND c3 is Level A AND c4 is Level A AND c5 isLevel 
A AND c6 is Level A AND c7 is Level A AND c8 is Level A THEN LA is “A” 

2 
IF  c1 is Level B AND c2 is Level B AND c3 is Level B AND c4 is Level B AND c5 is 
Level B AND c6 is Level B AND c7  is Level B AND c8 is Level B THEN LA is “B” 

3 
IF  c1 is Level C AND c2 is Level C AND c3 is Level C AND c4 is Level C AND c5 is 
Level C AND c6 is Level C AND c7 is Level C AND c8 is Level C THEN LA is “C” 

4 
IF  c1 is Level D AND c2 is Level D AND c3 is Level D AND c4 is Level D AND c5 is 
Level D AND c6 is Level D AND c7 is Level D AND c8 is Level D THEN LA is “D” 

Table 3 Data base for FIS calibration and validation 

Port c1 c2 c3 c4 c5 c6 c7 c8 p 

Valencia 140 0.56 4162 1365420 30 16 27 10 3602112 

GioiaTauro 66 0.07 3395 1700000 30 18 44 14 3467772 

Algeciras 0 0.05 9823 866132 37 17 19 10 3324310 

Port said est/west 0 0.13 2400 1242000 19 16.5 20 10 3257984 

Barcelona 209 0.61 4065 908000 17 16 40 12 2569549 

MaltaFreeport 6 0.00 2426 683000 23 17 57 14 2330000 

Genoa 350 0.92 4141 1619355 18 15 31 12 1766605 

Piraeus 178 0.39 2774 626000 14 18 39 13 1403408 

Haifa 169 0.59 1360 500000 12 14 28 11 1395900 

Alexandria/El Dekh 32 0.92 2045 571304 8 14 38 14 1259000 

Damietta 0 0.26 1050 254231 10 14.5 20 10 1236502 

Izmir 345 0.87 1050 295000 5 14.5 43 14 884000 

Mersin 339 0.90 1470 1100000 5 14 35 14 868000 

Marseille 275 1.00 2127 560000 13 14.5 41 14 847651 

Ashdod 125 1.00 2850 500000 11 15.5 26 11 827900 

Taranto 172 0.10 1500 650000 10 15 20 7 786655 

Lattakia 310 0.83 4280 500000 4 13.3 29 10 570000 

Cagliari 70 0.60 1580 435000 7 16 43 13 252837 
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The value of LA calculated with the proposed procedure match the expected 
ones in 9 out of 9 cases, while the mean percentage error on the number of 
TEUs/year handled is of 38.9%. 

As expected, the small number of data used for calibration, compared with the 
number of features considered, leads to results characterized by a relevant, though 
not excessive, mean percentage error. However the proposed methodology allows 
to obtain the required information, namely to assign a given port to the right class, 
according to its relevant characteristics, with an high level of accuracy. In conclu-
sion, given the complexity of the problem, and the lack of available data, the  
proposed approach can still provide useful information for the analyst, with an  
appropriate degree of accuracy. 

Table 4 Results of algorithm validation. 

Port TEUs/year  (p) Expected Level TEus/year from FIS Level from FIS 

Valencia 3602112 A 3120000 A 

Algeciras 3324310 A 4000000 A 

Barcelona 2569549 B 1960000 B 

MaltaFreeport 2330000 B 2490000 B 

Genoa 1766605 C 1370000 C 

Haifa 1395900 C 1280000 C 

Izmir 884000 C 1370000 C 

Taranto 786655 D 406000 D 

Lattakia 570000 D 406000 D 

5   Conclusions and Further Development of the Research 

The proposed classification procedure is able to provide useful results for evaluat-
ing comparatively the performance of different TF. The approach based on fuzzy 
Level of Attractiveness, makes it possible to get information with a degree of ap-
proximation sufficient and useful for analysis purposes, even in presence of uncer-
tainty due to the high number of calibration parameters and, at the same time, to a 
low number of calibration data. 

Moreover, the described procedure is suitable for strategic evaluation of the ef-
fectiveness of any action aimed at increasing the competitiveness of a TF. In fact, 
for a given TF, implementing change scenarios of the numerical values of one or 
more features, it is possible to evaluate the consequent potential attractiveness. 

Future development of the research will concern application of the methodol-
ogy proposed to a TF field characterized by the availability of enough data for 
model calibration with ANFIS. In this context, in order to raise as much as possi-
ble the size of the calibration database, time series of ci

* and p* values for each TF 
should be considered.  
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The final goal of the research is to propose, for TF fields in which this approach 
would result feasible and useful, a benchmarking system able to produce a unique 
and universally accepted classification of TFs, easily updatable during time. 
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Transferability of Fuzzy Models of
Gap-Acceptance Behavior

Rossi Riccardo, Gastaldi Massimiliano, Gecchele Gregorio,
and Meneguzzer Claudio

Abstract. The transferability of fuzzy models of gap-acceptance behavior between
different intersections is evaluated in this paper using a method known as ROC curve
analysis. The results of an application to four unsignalized intersections indicate
that, even if transferred models generally perform adequately, intersection geometric
and traffic characteristics may be very important in determining the capability of a
model developed in a given context to reproduce gap-acceptance behavior observed
in other contexts.

Keywords: Gap-acceptance, Fuzzy Models, Transferability.

1 Introduction

In studies of vehicular gap-acceptance behavior, the choice to accept or reject a gap
of a certain size is generally considered the result of a driver decision process which
includes, as inputs, subjective estimates of a set of explanatory variables, given spe-
cific objective factors. These subjective evaluations are usually affected by a high
degree of uncertainty, which can be properly treated both by classical probabilistic
models ([4],[18],[19],[12],[7],[16]) and by fuzzy system theory ([15],[17]); calibra-
tion and validation of these models is usually based on gap-acceptance data col-
lected at real intersections using, for instance, observations based on video surveys.
The primary objective of the present work is to evaluate, with specific reference to
gap-acceptance fuzzy models, the possibility of performing a successful transfer of
such models from an original context to a different context. This objective is directly
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related to the practical requirement to include in micro-simulation models or, more
generally, in intersection operational analysis, behavioural models (for instance, car-
following, lane merging, and gap-acceptance) easily adaptable to different contexts.

We consider the effectiveness of the full model transfer (direct transfer), which
does not involve any updating of model knowledge base. Using video survey system
gap-acceptance data were collected at four intersections and then used for build-
ing four corresponding fuzzy gap-acceptance models. Each of these models (called
”original”) has been directly transferred to the other three intersections (called ”ap-
plication contexts”) and the capability of these transferred models to represent the
real behavior (drivers gap-acceptance decisions) has been validated using the cor-
responding gap-acceptance data collected in the application contexts. A compara-
tive analysis among locally built and transferred models has been performed. The
method used to carry out this comparison is the so-called ROC (Receiver Operating
Characteristic) curve analysis ([5],[17]); the objective of the analysis is to evaluate
the performance of the transferred models and the locally built models in terms of
their ability to predict the real behavior of drivers in gap-acceptance situations.

The paper is organized as follows. Section 2 briefly summarizes literature on the
analysis of gap-acceptance behavior and on model transferability. In Section 3 a
description of the experimental data used in this study is provided. Section 4 de-
scribes the main characteristics of the fuzzy gap-acceptance models under analysis.
Section 5 presents the application of ROC curve analysis to the evaluation of the
transferability of fuzzy gap-acceptance models. Concluding remarks are presented
in Section 6.

2 Related Works

The gap-acceptance problem considered in this paper refers to the situation in which
a driver, starting from the secondary approach of a priority intersection, wants to per-
form a crossing or merging maneuver into a primary road. Essentially, this requires
the choice between two mutually exclusive alternative actions: to accept or reject
a gap (or lag1) of a given time size in the primary traffic stream. Evidently, such a
choice is the result of a decision process affected both by driver characteristics (for
example, driving experience, gender and age; see [21],[18],[19]) and characteristics
of the gap/lag and of the choice situation (for example, gap/lag size, waiting time
and speed of vehicles on the primary road; see [1],[14]). Thus, as shown by several
previous studies, gap-acceptance behavior varies among drivers and, for the same
driver, over time.

Fuzzy set theory-based and probabilistic discrete choice models (e.g. Logit mod-
els) have been considered to be appropriate for modeling the choice behavior under

1 gap is the time interval between two successive vehicles passing a section of the main
street, measured from the rear bumper to the front bumper; lag is the time interval between
the arrival of a vehicle at the stopline of the secondary road and the passage at the conflict
point of the first vehicle on the main road.
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examination ([15],[16],[4],[18],[19],[12],[13],[20]). In general terms model trans-
ferability (spatial and/or temporal) refers to situations in which a model specified
and estimated in a given original (estimation) context is subsequently transferred
and applied to another (application) context.

This operation should have two primary advantages:

• to reduce the efforts in model development (using the same structure of the model
previously identified);

• to reduce or eliminate the need for a large data collection in the application con-
text.

Model transferability has been widely studied in the past with reference to the trans-
ferability of trip generation models ([2]), mode choice models ([3],[10],[11]), and
four-step models [8]. These authors studied the effectiveness of both full model
transfer (direct transfer) and of updating the original model using a small dataset
from the application context. In all these studies the transferability of probabilistic
models has been considered; in a previous work [16] the authors have analyzed the
transferability of a gap-acceptance discrete choice model (Logit model).

3 Experimental Data

The case studies refer to four three-leg priority intersection. The observations relate
to the right turn movement from a minor street controlled by ”Stop” or ”Yield” sign.
The intersections have a different geometric layout in terms of the angle between the
two intersecting roads and are located both in rural and in urban areas; in Figure 1
the intersection layouts are shown and in Table 1 some details about the intersections
are reported.

The experimental observations have been collected during peak-hour periods
through video camera recorder. The videos have been processed using an application
software that allows the user to record the secondary vehicle arrival and departure at
the stop line (SL in Figure 1), the primary vehicle arrival at the conflict point (C9-2)
together with the vehicle category (car, van, truck, etc.).

(a) Type ”A90”: 90◦ approaching
angle

(b) Type ”A45”: 45◦ approaching
angle

Fig. 1 Layout of the analyzed intersections.
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Table 1 Analyzed intersections. Layout type and location.

Intersection Name Location Type Sign

I1 Vicenza Sub-urban A90 Stop
I2 Padova Urban A90 Stop
I3 Salzano Sub-urban A90 Stop
I4 Limena Rural A45 Yield

The data have been organized in a database and then processed through a software
procedure that allows to extract the following information associated to each drivers
decision:

• Type of time interval (lag or gap)
• Interval time size
• Secondary street vehicle waiting time at the stop line
• Category of secondary street vehicle
• Category of primary street vehicle closing the interval
• Driver decision (interval acceptance or rejection)

In Table 2 some details about intersection flows during the survey are shown and in
Table 3 a summary of the data used in the transferability analysis is shown.

Table 2 Analyzed intersections. Characteristics of the observed major and minor flows.

Primary street flow (maneuver 2) Right turn from minor (maneuver 9)
I. O.P.L. S.L. A.H.V. A.H. F.C.(%) A.H.V. F.C.(%)

(hours)(km/h) (veh./hour)(sec) Car Van Truck (veh./hour)Car Van Truck

I1 1,5 50 540 6,7 93,4 5,3 1,1 222 95,5 3,6 0,9
I2 10 50 655 5,5 84 13 3 206 96,1 3,4 0,5
I3 6 50 780 4,6 86,5 11,7 1,8 130 93,8 6,0 0,2
I4 6 70 710 5,1 70,4 29,6 149 84,5 15,5

I stands for ”Intersection”, O.P.L. for ”Observation Period Length”, S.L. for ”Speed Limit”, A.H.V. for ”Average

Hourly Volume”, A.H. for ”Average Headway”, F.C. for ”Flow Composition”.

Table 3 Analyzed intersections. Sample sizes of observed decisions.

Maneuver Intersection Total number of decisions Average number of
(acceptances and rejections) decisions per vehicle

Gap Lag Total

I1 341 334 675 2,02
Right turn I2 2955 2055 5001 2,43
from minor I3 1502 777 2279 2,93

I4 1448 892 2340 2,62
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4 Identification of Fuzzy Models

Starting from the consideration that the time headway between vehicles on the
primary street is the most important factor affecting gap-acceptance behavior (as
widely reported in literature), and considering that drivers evaluate this variable in
subjective terms, in this work we consider time interval as a fuzzy variable (it is
realistic to think that a driver decides to accept or reject a gap based on simple rules
like ”if the time interval is large then I will accept it”) and interval type (lag or gap)
as an objective factor.

With reference to the original models locally built (named OM), for the identifi-
cation of the membership functions of the premise and consequence fuzzy sets and
rules of inferences the so-called FPA (Fast Prototype Algorithm, [6]) has been used.
A satisfactory value of goodness-of-fit has been obtained (see Table 4). The fuzzy
systems knowledge base obtained was characterized by five triangular fuzzy sets in
the domain of the time interval size and by two ”singletons” in the domain of the
crisp variable representing the type of interval.

A simple Mamdani-type method of inference has been adopted (see [9]).
The identification/calibration processes did not produce the same rules for all the

cases. In Table 4 the knowledge base characteristics and the goodness of fit values
of the four fuzzy models locally built are shown (OM-Ii stands for gap-acceptance
original model locally built with reference to intersection Ii gap-acceptance data).

Table 4 Fuzzy gap-acceptance original models. Knowledge base characteristics after identi-
fication process.

Model Premise Consequence Number of Rules Goodness
Time Interval Interval Type Acceptance Non Comp. Tot. of Fit
shape number shape number shape number Comp. R2

OM-I1 triangular 5 singleton 2 triangular 2 5 0 5 0,78
OM-I2 triangular 5 singleton 2 triangular 2 5 0 5 0,78
OM-I3 triangular 5 singleton 2 triangular 2 4 2 6 0,74
OM-I4 triangular 5 singleton 2 triangular 2 3 4 7 0,74

In Figure 2, for each of the original models, a graphical representation of the
fuzzy sets both of the premises and of the consequence is shown. The fuzzy variable
”Time interval size” is characterized by five triangular fuzzy sets over the variable
domain. The resulting membership functions (their position and shape) are very
similar regardless of the intersection. This result seems to indicate that, regardless
of the intersection characteristics, drivers classified the time interval size in the same
way, i.e. a ”large” or a ”medium” or a ”small” interval are approximately the same
in the sense that correspond to ”around 5,5 seconds”, ”around 4,5 seconds” and
”around 3,5 seconds”.

The rules obtained are shown in compact form in Table 5.
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OM-I1. Interval size OM-I2. Interval size OM-I3. Interval size OM-I4. Interval size

Interval type Acceptance

Fig. 2 Fuzzy gap-acceptance original models. Premise fuzzy variable ”Time interval size”,
crisp variable ”Interval type” and fuzzy consequence variable ”Acceptance”.

First, note that models OM-I1 and OM-I2 are characterized by the same set of
5 non-compensatory rules, which do not include the ”Interval Type” variable. This
means that in the first two intersections driver decisions depend only on the size of
the time interval between main street vehicles. The fact that model rules are iden-
tical for the two intersections is explained by the similarity of their characteristics
(see Tables 1 and 2). Models OM-I3 and OM-I4, instead, have different sets of
rules; in particular, only 3 of the 5 non-compensatory rules are maintained in both
models, and compensatory rules taking into account both interval size and type are
introduced. These results indicate that the four cases analyzed have some similari-
ties, determining two ranges of interval size in which decisions are independent of
interval type (Acceptance for IS > 6,5 s and Refusal for IS < 2,5 s). Nevertheless,
there are differences between the intersections, which explain the modifications of
the inference rules appearing for intersections OM-I3 and OM-I4. In particular, the
layout, location and traffic characteristics of intersection I4 are significantly dif-
ferent from those of I1 and I2. The characteristics of intersection I3 appear to be
intermediate, being similar to I1-I2 for some aspects, and to I4 for other aspects
(see Tables 1 and 2).

Using the so called ”acceptance index” obtained from the fuzzy inference system
through a simple defuzzification (centroid method, see [9]) of the fuzzy output vari-
able ”acceptance”, it is possible to build ”acceptance curves” that allow to use the
models as predictive tools (and to validate them over the calibration sample). When
a gap/lag of a certain size has an acceptance index greater than or equal to the 0.5
threshold, it is considered ”acceptable”, otherwise it is considered ”unacceptable”.
In Figure 3 the acceptance curves for the original models are shown. The analysis
of this figure confirms the previous considerations regarding the inference rules, in
particular the invariance of the curves with respect to interval type for intersections
I1 and I2, and the gradual modification of the position and shape of the curves for
the ”Gap” interval type from intersections I1-I2 to I3 and I4.

We observe that the oscillations of the acceptance index that are visible in all
the curves may be explained by the specific shape of the membership functions
(triangular) and by the structure of the adopted inference rules.
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Table 5 Fuzzy gap-acceptance original models. Rules of inference.

Kind Model rules
of Rule OM-I1 OM-I2 OM-I3 OM-I4

Non If IS is VS If IS is VS If IS is VS If IS is VS
Compensatory then Refusal then Refusal then Refusal then Refusal
Non If IS is S If IS is S If IS is S If IS is S
Compensatory then Refusal then Refusal then Refusal then Refusal
Non If IS is VL If IS is VL If IS is VL If IS is VL
Compensatory then Acceptance then Acceptance then Acceptance then Acceptance
Non If IS is L If IS is L If IS is L
Compensatory then Acceptance then Acceptance then Acceptance
Non If IS is M If IS is M
Compensatory then Acceptance then Acceptance
Compensatory If IS is L and IT is

L
then Acceptance

Compensatory If IS is L and IT is
G
then Refusal

Compensatory If IS is M and IT is
L

If IS is M and IT is
L

then Acceptance then Acceptance
Compensatory If IS is M and IT is

G
If IS is M and IT is
G

then Refusal then Refusal

IS stands for Interval Size: VS ”very small”, S stands for ”small”, M ”medium”, L ”large”, VL ”very large”. IT stands

for ”Interval Type’: G for ”gap”, L stands for ”lag”.

OM-I1 ”Gap” OM-I1 ”Lag” OM-I2 ”Gap” OM-I2 ”Lag”

OM-I3 ”Gap” OM-I3 ”Lag” OM-I4 ”Gap” OM-I4 ”Lag”

Fig. 3 Fuzzy gap-acceptance original models. Acceptance curves as a function of ”Time
interval size” and ”Interval type”.
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5 Transferability Analysis

Each of the four original models (OM-Ii) has been directly transferred to the other
(application) contexts; for each intersection, four couples of datasets were defined
associating, in each case, the real drivers decisions (acceptance or rejections) R-Ii
to the corresponding modelled decisions OM-Ii (see Table 6).

Table 6 Transferability analysis. Couples of drivers decision dataset (real and modelled)
compared using ROC curve analysis.

Application context
Original Context I1 I2 I3 I4

I1 OM-I1/R-I1 OM-I1/R-I2 OM-I1/R-I3 OM-I1/R-I4
I2 OM-I2/R-I1 OM-I2/R-I2 OM-I2/R-I3 OM-I2/R-I4
I3 OM-I3/R-I1 OM-I3/R-I2 OM-I3/R-I3 OM-I3/R-I4
I4 OM-I4/R-I1 OM-I4/R-I2 OM-I4/R-I3 OM-I4/R-I4

The transferability effectiveness of the models has been evaluated by means of
the ROC curve analysis [5], a method used in various research fields for evaluating
and comparing the discriminatory power of models having binary outputs. The ba-
sic idea of ROC curve analysis may be explained by considering an experiment with
only two possible outcomes, 1 and 0, that are denoted as positive and negative out-
comes. Suppose we are using a model that predicts the outcome of the experiment
based on a classification threshold (cutoff), and denote by:

• True Positive (TP): the model predicts 1 and the actual outcome is 1
• False Positive (FP): the model predicts 1 but the actual outcome is 0
• True Negative (TN): the model predicts 0 and the actual outcome is 0
• False Negative (FN): the model predicts 0 but the actual outcome is 1

the probability of correctly identifying positive and negative outcomes may be de-
fined, respectively, as:

• TPR (True Positive Rate) = number of TP/(number of TP + number of FN)
• TNR (True Negative Rate) = number of TN/(number of TN + number of FP)

The ROC curve describes the relationship between TPR, called ”sensitivity”, and (1-
TNR), called ”1-specificity”, for all possible classification thresholds, describing the
relationship between the ”percentage of hits” and the ”percentage of false alarms”
obtained with the model.

The Area Under the ROC Curve (AUC) is related to the accuracy of the model
predictions, and increases with it; in particular, when this area is equal to 1,0 the
model produces perfect forecasts, and when it is equal to 0,5 the model produces
random forecasts (no discriminatory power). The AUC is equivalent to the Gini co-
efficient = 2AUC-1, and also to the MannWhitneyWilcoxon two-independent sam-
ple non-parametric test statistic, which tests the null hypothesis that two samples of
ordinal measurements are drawn from a single distribution.
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Additional performance metrics adopted are also [5]:

• F-measure = 2/{[(number of TP + number of FP)/number of TP] + 1/TPR}
• Percent right = [(number of TP + number of TN)/(number of outcomes)]*100
• Youden Index = TPR + TNR - 1

Clearly a model with high discriminatory power should have high values of metrics
AUC, TPR, TNR, F-measure, Percent right and Youden Index.

In the case under analysis the ”acceptance” domain was divided in two parts with
a threshold equal to 0,5: the left side was defined as a negative outcome (gap/lag
rejection) and the right side (gap/lag acceptance) as a positive one. The outcomes
obtained from model rules, and represented by fuzzy sets, have been determined
using the centroid defuzzification method. This method allows to identify a synthetic
measure representative of the output fuzzy set, giving a compact information about
the ”acceptance” of a gap/lag of a certain size.

Under these assumptions the basic metrics of ROC analysis become:

• TP: the model predicts an acceptance and the driver accepted the gap/lag;
• FP: the model predicts an acceptance and the driver rejected the gap/lag;
• TN: the model predicts a rejection and the driver rejected the gap/lag;
• FN: the model predicts a rejection and the driver accepted the gap/lag;

Consequently all the other metrics can be derived.
The results of the transferability ROC analysis are reported in Tables 7, 8, and 9,

each for a different metric. For each model built in the original context (row in the
tables) the dark grey cells correspond to situations where the model (original or
transferred) has the best value of the measure considered, while the light grey cells
correspond to situations where the model has the worst value of the measure. The
cells corresponding to the matrix diagonal contain the value of the measure com-
puted with reference to the original model. We observe that the original model is
generally the best, and that there are a few situations where the computed metrics
have the same value for the directly transferred models and for the original one.
Looking at the absolute values of the measures, we note that, while transferability
between the contexts having similar geometric characteristics (I1, I2 and I3) ap-
pears to be satisfactory, model transfer from and to intersection I4 suffers from the
specificity of this intersection, that is located in a rural area and has an approach
angle very different from the other intersections; this result confirms the previous
considerations regarding the model OM-I4 rules of inference (see Section 4).

Examples of ROC curves can be seen in Figures 4. In the first case (Figure 4(a)),
models OM-I1/R-I1 e OM-I2/R-I1 show the best values of AUC (0,95± 0,008),
followed by models OM-I3/R-I1 (0,94± 0,010) and OM-I4/R-I1 (0,91± 0,012).
This result is in agreement with the already noted specificity of model OM-I4, which
has a low capability of reproducing decisions observed at the other intersections. On
the other hand (Figure 4(b), the transferability analysis for intersection I4 shows an
acceptable value of AUC for all the specifications, even if model OM-I4 appears to
be superior according to the other metrics.
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Table 7 Transferability analysis. Youden
Index.

Original Application context
Context I1 I2 I3 I4

I1 0,86 0,87 0,85 0,82
I2 0,86 0,87 0,85 0,82
I3 0,85 0,84 0,85 0,83
I4 0,80 0,78 0,76 0,84

Table 8 Transferability analysis. F-measure.

Original Application context
Context I1 I2 I3 I4

I1 0,93 0,92 0,89 0,89
I2 0,93 0,92 0,89 0,89
I3 0,92 0,91 0,91 0,90
I4 0,89 0,88 0,86 0,91

Table 9 Transferability analysis. Percent right.

Original Application context
Context I1 I2 I3 I4

I1 93,19% 93,57% 92,67% 90,94%
I2 93,19% 93,59% 92,67% 90,94%
I3 92,59% 92,46% 93,77% 91,80%
I4 89,93% 90,44% 91,14% 92,70%

This result seems to indicate an asymmetric transferability of different model
specifications ([11]): while the model calibrated on intersections with similar geo-
metric characteristics (A90) may perform well in other situations, the same is not
true for the inverse transfer.

(a) Intersection I1 (b) Intersection I4

Fig. 4 Transferability ROC analysis at intersections I1 and I4.
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6 Conclusions

In this paper an analysis of the transferability of fuzzy gap-acceptance models be-
tween different intersections has been performed using metrics of ROC curve anal-
ysis. The results indicate that the effectiveness of the model transfer is significantly
influenced by the geometric, location and traffic characteristics (in particular the
approach angle of the minor road) of the intersections in which the model is de-
veloped and to which the model is transferred. The analysis of results conducted
with the use of ROC curves also indicates the presence of an asymmetric transfer-
ability of different model specifications. As expected, a model developed in a given
context generally performs better in that context as compared to models transferred
from other contexts. Future research should analyze in more depth the effect of in-
tersection characteristics on model transferability, in order to support the possibility
of integrating fuzzy models of gap-acceptance behavior into traffic microsimulation
models. In fact a deeper knowledge of model transferability may be very useful in
reducing the efforts in model development, particularly in the context of intersection
planning and design.

References

1. Adebisi, O., Sama, G.N.: Influence of stopped delay on driver gap acceptance behavior.
J. Transp. Engrg. 115, 305–315 (1989)

2. Agyemang-Duah, K., Hall, F.L.: Spatial transferability of an ordered response model of
trip generation. Transport Res. A–Pol. 31, 389–402 (1997)

3. Badoe, D.A., Miller, E.J.: Comparison of Alternative Methods for Updating Disaggre-
gate Logit Mode Choice Models. Transp. Res. Record 1493, 90–100 (1995)

4. Cassidy, M., Madanat, S.M., Wang, M.H., Yang, F.: Unsignalized intersection capacity
and level of service: revisiting critical gap. Transp. Res. Record 1484, 16–22 (1995)

5. Fawcett, T.: An introduction to ROC analysis. Pattern Recognit. Lett. 27, 861–874 (2006)
6. Glorennec, P.Y.: Algorithmes d’apprentissage pour systemes d’inference floue. Editions

Hermes, Paris (1999)
7. Hwang, S.Y., Park, C.H.: Modeling of the gap acceptance behavior at a merging section

of urban freeway. In: Proceedings of the Eastern Asia Society for Transportation Studies,
pp. 1641–1656 (2005)

8. Karasmaa, N.: Evaluation of transfer methods for spatial travel demand models. Trans-
port Res. A–Pol. 41, 411–427 (2007)

9. Klir, G.J., Yuan, B.: Fuzzy sets and fuzzy logic. Theory and applications. Prentice Hall
PTR, Upper Saddle River (1995)

10. Koppelman, F.S., Kuah, G., Wilmot, C.G.: Transfer model updating with disaggregate
data. Transp. Res. Record 1037, 102–107 (1985)

11. Koppelman, F.S., Wilmot, C.G.: Transferability analysis of disaggregate choice models.
Transp. Res. Record 895, 18–24 (1982)

12. Maze, T.H.: A probabilistic model of gap acceptance behavior. Transp. Res. Record 795,
8–13 (1981)

13. Pollatschek, M.A., Polus, A., Livneh, M.: A decision model for gap acceptance and
capacity at intersections. Transport Res. B–Meth. 36, 649–663 (2002)

14. Polus, A., Kraus, J., Reshetnik, I.: Non-stationary gap acceptance assuming drivers learn-
ing and impatience. Traffic Eng. Control 37, 395–402 (1996)



390 R. Riccardo et al.

15. Rossi, R., Meneguzzer, C.: The effect of crisp variables on fuzzy models of gap-
acceptance behaviour. In: Proceedings of the 13th Mini-EURO Conference Handling Un-
certainty in the Analysis of Traffic and Transportation Systems, Bari, Italy, pp. 240–246
(2002)

16. Rossi, R., Meneguzzer, C., Gastaldi, M.: A comparison of methods for transferring Logit
models of gap-acceptance behaviour. In: Proceedings of the 12th World Conference on
Transport Research Society, Lisbon, Portugal, (2010) ISBN/ISSN:978-989-96986-1-1

17. Rossi, R., Meneguzzer, C., Gastaldi, M., Gecchele, G.: Comparative evaluation of Logit
and Fuzzy Logic models of gap-acceptance behavior. In: Proceedings of the TRISTAN
VII, Seventh Triennial Symposium on Transportation Analysis, Tromsoe, Norway, pp.
649–652 (2010)

18. Teply, S., Abou-Henaidy, M.I., Hunt, J.D.: Gap acceptance behaviour aggregate and
Logit perspectives: Part 1. Traffic Eng. Control 38, 474–482 (1997)

19. Teply, S., Abou-Henaidy, M.I., Hunt, J.D.: Gap acceptance behaviour aggregate and
Logit perspectives: Part 2. Traffic Eng. Control 38, 540–544 (1997)

20. Toledo, T.: Driving behavior: models and challenges. Transp. Rev. 27, 65–84 (2007)
21. Wennel, J., Cooper, D.F.: Vehicle and driver effects on junction gap acceptance. Traffic

Eng. Control 22, 628–632 (1981)



Part VIII: Optimization Techniques 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



A. Gaspar-Cunha et al. (Eds.): Soft Computing in Industrial Applications, AISC 96, pp. 393–403. 
springerlink.com                                                            © Springer-Verlag Berlin Heidelberg 2011 

Logic Minimization of QCA Circuits Using 
Genetic Algorithms 

Mahboobeh Houshmand, Razieh Rezaee Saleh, and Monireh Houshmand* 

Abstract. Quantum-dot cellular automata (QCA) are proposed as one of the fore-
most candidates to replace the complementary metal-oxide semiconductor 
(CMOS) technology. The majority gate and the inverter gate together make a uni-
versal set of Boolean primitives in QCA technology. Reducing the number of re-
quired primitives to implement a given Boolean function is an important step in 
designing QCA logic circuits. Previous research has shown how to use genetic al-
gorithms to minimize the number of majority gates implementing a given Boolean 
function with one output. In this paper we show how to minimize Boolean func-
tions with an arbitrary number of outputs. Simulation results for the circuits with 
three, four and five outputs show our method on the average results in 25.41, 
28.82, 30.89 percentage decrease in the number of required gates in comparison 
with optimizing each output independently. 

1   Introduction  

Scaling of the predominant silicon complementary metal-oxide semiconductor 
(CMOS) technology is ultimately approaching its limit after decades of exponen-
tial growth[1]. This has prompted the development of many nano-scale molecular 
devices. Quantum-dot Cellular Automata(QCA)[2-5], Single Electron Tunneling 
(SET)[6,7], and Tunneling Phase Logic (TPL)[8], have been proposed as possible 
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replacement candidates for CMOS. QCA was first suggested by Lent, et al. in 
1993 [9, 10]. Promising size density of several orders of magnitude smaller than 
CMOS, fast switching time and extremely low power, has caused QCA to become 
a topic of intense research. QCA performs computation not on electron flow but 
on Columbic interactions of electrons trapped in quantum dots. The fundamental 
QCA logic primitives are wire, inverter and majority gate. Traditional logic reduc-
tion methods, such as Karnaugh maps (K-maps), always produce simplified ex-
pressions in the two standard forms: sum of products (SOP) or product of sums 
(POS) and logic CMOS circuits are implemented using AND and OR gates based 
on these SOP or POS formulae. However, due to the complexity of multi-level 
majority circuits, it is difficult to convert these two forms into majority expres-
sions. This fact initiated a number of studies[11-14]aimed to find an effective me-
thod for synthesis of QCA based logic structures, most of them, with a drawback 
that they are suitable only for synthesizing small networks by hand or they can 
process only three-variable Boolean functions. Zhang et al.[12]develop a Boolean 
algebra based on a geometrical interpretation of only three-variable Boolean func-
tions to facilitate the conversion of sum-of-products expressions into reduced ma-
jority logic. Observing the three-cube representation of such functions, there are 8 
minterms that may be included, providing a total of 256 possible Boolean func-
tions. They identify thirteen standard functions which can be used with rotation 
and translation to represent any of these arbitrary 256 Boolean functions. Walus et 
al. [15]modify their previous work in [12] to improve three of the standard func-
tion implementations using Karnaugh maps minimizations. Improvement is made 
when the total number of majority gates is reduced or when the number of levels 
is reduced. Boolean functions of more than three inputs must be factored in order 
to decompose the function into three-input functions that use this and the previous 
work. Huo et al. in[16] employ a one-to-one mapping table consisting of twenty 
standard functions and their corresponding majority expressions. They first sim-
plify a given Boolean function to one form of these twenty standard functions. 
Then the majority expression corresponding to this standard function is chosen as 
the result. Zhang et al. in [17] develop the MALS tool that produces optimized 
majority logic circuits. They use factorization methods in a pre-synthesis step in 
order to reduce the size of the circuit. Their factorization technique is applied to 
the SOP representation of the desired logic. Bonyadi et al. in [18]present a method 
based on genetic algorithms with tree representation chromosomes for optimizing 
the number of majority and inverter gates to compute a given single output Boo-
lean function, which we call Single Output-Genetic Algorithms, SO-GA. This me-
thod can efficiently synthesize arbitrary multi-variable Boolean functions. In[19], 
we extended the algorithm in[18] for  the circuits with two outputs. We showed 
that for the two output circuits (e.g. a full adder with the sum and carry outputs) 
independently optimizing each output using SO-GA does not necessarily produce 
an overall optimized solution and our approach can result in synthesis of the cir-
cuit with less number of gates. In this paper we extend the approach for circuits 
with more than two outputs, Multi Output-Genetic Algorithms, MO-GA. Our pro-
posed algorithm uses an inductive approach to implement each new output notic-
ing the circuit implementing previous ones to benefit the possible common parts. 
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We applied our approach for the circuits with three, four and five outputs and 
three and four inputs. Simulation results showed our method can efficiently produce 
less number of majority and inverter gates than optimizing each output independ-
ently using the SO-GA method. The rest of this paper is organized as follows. In the 
next section some related background materials are presented. In section 3, the op-
timization of a single-output QCA circuit using SO-GA is described. Our proposed 
method (MO-GA) is explained in detail in Section 4. In Section 5 simulation results 
are presented and finally Section 6 concludes the paper. 

2   Background Material 

A. QCA Basic 

A QCA (Fig.1) cell contains four quantum-dots positioned at the corners of a 
square and two free electrons that can move to any quantum-dot within the cell 
through electron tunneling[20]. The electrons are forced to the corner positions by 
Coulombic interactions. As shown in Fig. 2, only two stable configurations of an 
electron pair exist. These configurations are denoted as cell polarization P = +1and 
P = -1, respectively. Binary information is encoded using cell polarization P = +1 
to represent logic ’1’and P = -1to represent logic’0’. 

 

Fig. 1 Two polarizations in a QCA cell 

 

Fig. 2 A QCA cell 

B. QCA Logic Device 

The basic QCA logic devices are the QCA wire, majority gate and inverter. Fig.3 
shows QCA wire, majority and inverter gate. 

• QCA wire: A QCA wire is just a line of QCA cells. In a QCA wire a binary 
signal propagates from input to output because of the Coulombic interactions 
between cells. 

• QCA Inverter: In the QCA inverter cells oriented at 45° to each other take on 
opposing polarization. This characteristic is exploited to implement an inverter, 
such as the one shown in Fig. 3(c). 
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• QCA majority gate: The QCA majority gate implements a three input majority 
function.  

The tendency of the majority device cell to move to a ground state ensures that it 
takes on the polarization of the majority of its neighbors. It is in this polarization 
state that the Coulombic repulsion between electrons in the input cells is mini-
mized. Assuming A, B, and C as inputs, the logic function of the majority gate is: 

BCACABCBAM ++=),,(  

By fixing the polarization of one input as logic ’1’or ’0’we can obtain an OR gate 
and an AND gate, respectively (reduction). 

ABBAMBABAM =+= )0,,(,)1,,(  

 

Fig. 3 a) QCA wire b) QCA majority gate c) inverter gate. 

3   QCA Circuit Optimization Using SO-GA 

In [18], an efficient method for optimizing the number of majority and inverter 
gates required to compute a given Boolean function is presented. In the following 
we will review the method. 

A. Chromosome Representation 

In this method, a tree structure is used for chromosome representation. The inter-
nal nodes are the majority and inverter gates and the leaves can be either logical 
'1's or Boolean variables. The preorder traversal of the tree produces a majority 
and inverter expression. As an example, Fig. 4 shows M (A,C’,M(A,B,1)’).  
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Fig. 4 A chromosome for M (A,C’,M(A,B,1)’) 

B. Fitness Function 

There are two main parameters to calculate the fitness of a given chromosome. 
First is the similarity of the function it represents to the given Boolean function.  
Therefore the fitness of a chromosome C is defined as Eq. (1).  

n

CFN
CFit

2

),(
)( =                                                             (1) 

Where n is the number of variables, F is the Boolean function, and ),( CFN is 

the number of identical minterms between the function that chromosome C repre-
sents and the function F. The second important parameter is the inverse number of 
gates (internal nodes) in the chromosome. If the fitness of the chromosome is 
equal to 1, fitness is defined as Eq. (2). 

)(

1
1)(

CGates
CFit +=                                                        (2)  

Where Gates(C) returns the number of internal nodes in chromosome C. These two 
equations together rank the chromosomes according to both their similarity to the 
given Boolean function F and the inverse number of internal nodes in the chromo-
some C. The selection can be performed using any algorithm explained in [23]. 

C. Mutation and Crossover 

Mutation cannot be performed by replacing a random gate by another one because 
it may lead to an invalid chromosome (e.g. consider the case in which a three in-
put majority node is altered by a one input inverter node). So in this proposed me-
thod the mutation is performed in a new way in which the chromosome that has 
the worst fitness in the population is replaced by a new randomly produced chro-
mosome. This method performs the mutation function, i.e. restoring the diversity 
that may be lost from the repeated application of selection and crossover. 

A double point crossover is carried out by exchanging two random nodes and their 
subtrees in a chromosome with two other random node and their subtrees in some 
other chromosome. Fig. 5 shows a double point crossover. Mutation and crossover 
take place with their corresponding probabilities, i.e. Pm and Pc, respectively.  
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Fig. 5 A double point crossover.  a. Before crossover, b. After crossover 

4   QCA Circuit Optimization Using MO-GA   

The algorithm proposed in [16], reduces the number of required QCA gates in the 
circuits with a single output. In the approach presented in[19], we extended the 
SO-GA algorithm for optimizing the circuits with two outputs. Using SO-GA for 
optimizing the two outputs separately is not necessarily efficient, because it cannot 
benefit the common parts of the circuit implementing different outputs. We ap-
plied SO-GA for one of the two outputs and produced the optimized circuits to 
compute that function. Then, we optimized the circuit implementing the second 
output noticing the produced circuits for the first output, in a way to benefit the 
common parts of the circuits. In the paper we mentioned that the main idea of al-
gorithm is inductively extensible for more than two outputs, but we did not ex-
plain and implement it. In this paper we extend the presented method in [19]and 
propose an algorithm for circuits with an arbitrary number of outputs. Fig. 6 
shows the pseudo code of the algorithm. This algorithm uses an inductive ap-
proach to implement each new output noticing the circuits implementing previous 
outputs. For convenience we initially number the outputs in some arbitrary order. 
First SO-GA is run for the first output. For implementing a circuit for the ith out-
put, the circuits for i-1 previous outputs are considered o obtain a chromosome 
with i outputs. This process is repeated for each output until achieving a circuit 
synthesizing all of them. Crossover and mutation are performed in the same way 
as explained in section 3.C. The fitness of a chromosome with i outputs is calcu-
lated as Eq. (3).  

                                                  
n
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i

CFN
CFit

2

),(
)( =                                                 (3) 

Where n is the number of variables, Fi is the Boolean function for the ith output, Ci is 
a chromosome with i outputs, and N(Fi,Ci) is the  number of identical minterms be-
tween the function that chromosome Ci represents and the function Fi. Fitness equal  
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to 1implies that the function which chromosome Ci represents has the same minterms 
as the function Fi. If the fitness of the chromosome is equal to 1, the number of gates 
in the chromosome is observed and the fitness is defined as Eq. (4). 

)(

1
1)(

i
i CGates

CFit +=                                                     (4) 

Where Gates(Ci) returns the number of gates in chromosome Ci ignoring repeated 
gates. These two equations together rank the chromosomes according to both their 
similarity to the given Boolean function and the inverse number of gates in the 
chromosome. As seen in the algorithm (Fig. 6) we consider the first output a sin-
gle output circuit and obtain chromosomes implementing it using SO-GA. SO-GA 
is run for a sufficient number of generations to get some chromosomes with fit-
ness greater than 1. These chromosomes are stored in an array named Cor-
rect_Chromosomes[1]. The index of the outer loop, n, varies from 2 to the number 
of outputs. For producing circuit for the nth output, we use the previous n-1 output 
chromosomes whose fitness is greater than 1 i.e. Correct_Chromosomes[n-1]. In 
the second loop, i varies to point to the chromosomes in Correct_Chromosomes[n-
1]. GA is run to generate chromosomes for the nth output based on each chromo-
some in Correct_Chromosomes[n-1]. The third loop with index j denotes the gen-
erations of GA. Initial population of this GA, Temp_Chromosomes are produced 
randomly. The index of the inner loop, k points to the chromosomes in 
Temp_Chromosomes. M and N, two random numbers are generated as cut off 
points for Temp_Chromosomes[k] and Correct_Chromosomes[n-1,i] respectively. 
Mth node and its subtree in Temp_Chromosmes[k] are replaced with Nth node and 
its subtree in Correct_Chromosomes[n-1,i]. In this process Temp_Chromosmes[k] 
obtains a common subtree with Correct_Chromosomes[n-1,i] without altering it. 
The combine function gets two chromosomes - one with n-1outputs and the other 
with one output- and combines them together into a chromosome with n outputs. 
Fig. 7 shows an example of the combine function. Correct_Chromosomes[2,i] is a 
two output chromosome generated in the previous iterations for the first and sec-
ond outputs. Temp_Chromosomes[k] is a single output chromosome for the third 
output. The subtree of the third node of Temp_Chromosomes[k] is replaced with 
the subtree of second node of Correct_Chromosomes[2,i], then these two chromo-
somes are combined to produce a chromosome with three outputs. In the com-
bined chromosome the common subtrees between two initial chromosomes are 
circled in the figure. After performing combine function for each chromosome in 
the initial population, fitness is calculated. The total number of gates used for cal-
culating the fitness (Eq. (4)) of the combined chromosome, is defined as follows: 

GatesCommonofNumksChromosomeTempGates

inChromosomeCorrectGates

ksChromosomeTempFinalGates

___])[_(

]),1[_(

])[__(

−+
−

=
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In this equation number of common gates is subtracted from the sum of number  
of gates of the two chromosomes. Then selection is performed.  Crossover and  
mutation with the probabilities Pc and Pm, respectively are carried out for 
Temp_Chromosomes in order to produce the next generation of Temp_Chromosomes. 
The whole procedure is repeated for a predetermined number of generations. In  
the end, the chromosome with the highest fitness among the chromosomes in  
Correct_Chromosomes[Num_of_Outputs]  is selected as the final result. 

5   Simulation Results 

We used Roulette Wheel algorithm for selection and set the parameters Pm and 
Pc, to 0.06 and 0.75, respectively.  We applied our proposed algorithm on 10000 
four-input/three-output, 10000 four-input/four-output, and 10000 four-input/five-
output randomly generated circuits. Fig. 8 shows the different amount of decrease 
percentage in the number of gates for four-input circuits, with three, four and five 
outputs. For example, the figure implies that for 3712 four-input circuits with four 
outputs, we had between 30-40% decreases in the number of required gates. Our 
approach on the average results in 25.41, 28.82, 30.89 decrease percentages in the 
number of the required gates for three, four and five output circuits, respectively. 
Table 1 shows a sample of comparison between SO-GA and MO-GA for circuits, 
with for outputs. 

Run the SO-GA for the first output for sufficient number of generation to obtain some chromosomes with the fitness greater 

than 1, and store them in the first row of Correct_Chromosomes array, i.e. Correct_Chromosomes[1]. Then do this algorithm: 

for   n•2 to Num_of_Outputs 

     do for i•1 to length(Correct_Chromosomes[n-1]) 
          do Generate Temp_Chromosomes, a random initial population for nth output 
                 for j•1 to Num_of_Generations 

                       do for k•1 to Num_of_Chromosomes in current generation  

                        do  Generate a random number M between 1 and  Gates(Temp_Chromosomes[k])  

                             Generate a random number N between 1 and   Gates (Correct_Chromosomes[n-1,i]). 
    Replace Mth node and its subtree in Temp_Chromosmes[k] with Nth nodean its subtree in the    

   Correct_Chromosomes[n-1,i]//notice that Correct_Chromosomes[n-1,i] does not change.  
   Combined_Chromosmes[k]= Combine(Correct_Chromosomes[n1,i],Temp_Chromosmes[k])   

   Do the selection, crossover with probability Pc, and mutation with probability Pm, for  

  Temp_Chromosomes in order to generate the next generation of Temp_Chromosomes.           

  The number of gates in theCombined_Chromosomes[k] which is used in the calculation of fitness  

   is obtained as follows:                     

   Gates (Combined_Chromosomes[k]) = Gates(Correct_Chromosomes[n-1,i])+  

   Gates(Temp_Chromosomes[k] )– Num_of_Common_Gates 

        Save all chromosomes in Combined_Chromosomes whose fitness is greater than 1 in Correct_Chromosomes [n] 

 Return the best chromosome in Correct_Chromosome [Num_of_Outputs]   

Fig. 6 The pseudo code of MO-GA 
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Fig. 7 An example of combine function. The chromosome on top left has two outputs, Out-
put1 and Output2. The chromosome on top right is generated to implement Output3. The 
combined chromosome is a chromosome implementing three outputs with some common 
nodes. 

Fig. 8 The number of four-input circuits and their corresponding decrease percentage in the 
number of gates, for different number of outputs. 
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Table 1 Simulation results for a four input circuit with four outputs. In the case of the MO-
GA, the common parts of the circuit are underlined. In this case, the proposed MO-GA  
algorithm uses 9 gates less than SO-GA. 

Approach Minterms Circuit NOI
NO

M
NTG 

),,,( 157431 mmmmF = M(M(B,A’,D),M(C,D,1)’,M(C,D,1’)) 3 4 7 

),,,,,( 151394312 mmmmmmF = M(M(A,M(D,B,C),M(D’,1,B))’,B,M(A,B’,D)) 3 5 8 

),

,,,,,(

1514

13117633

mm

mmmmmF =
M(C,D,M(B,A,M(1’,B,C))) 1 3 4 

= ),,,,( 141110624 mmmmmF M(D’,M(M(A,B,D’)’,A,1’),C) 4 3 7 

SO-GA

Total number of gates 11 15 26 

),,,( 157431 mmmmF = M(M(C,1’,D),M(D,M(C,B,A)’,B),D’) 3 4 7 

= ),,,,,( 151394312 mmmmmmF M(M(1’,M(D’,A,1),B),M(D,M(C,B,A)’,B),B’) 4 5 9 

),,,,,,( 151413117633 mmmmmmmF = M(C,D, M(1’,M(D’,A,1),B)) 2 3 5 

= ),,,,( 141110624 mmmmmF M(M(M(C,1’,D),M(D,M(C,B,A)’,B),D’)’,1’,C) 5 5 10 

MO-GA

Total number of gates 
14-

6=8 

17-

8=9 

31-

14=17 
 

6   Conclusion 

In this paper we presented an approach for reducing the number of gates for QCA 
circuits with an arbitrary number of inputs and outputs based on genetic algo-
rithms.  In this paper, we presented an approach to optimize the circuits with an 
arbitrary number of inputs and outputs using GA.  In an inductive manner it opti-
mizes the circuit producing each output noticing the circuits implementing previ-
ous ones to benefit the possible common parts. Simulation results for circuits with 
three, four, five outputs and four inputs showed that our method produces on the 
average 25.41, 28.82, 30.89 less number of gates, respectively compared to inde-
pendently optimizing each output using GA. 
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Optimization of Combinational Logic Circuits 
Using NAND Gates and Genetic Programming 

Arezoo Rajaei, Mahboobeh Houshmand, and Modjtaba Rouhani* 

Abstract. The design of an optimized logic circuit that implements a desired Boolean 
function is of interest. Optimization can be performed in terms of different objectives. 
They include optimizing the number of gates, the number of levels, the number of 
transistors of the circuit, etc. In this paper, we describe an approach using genetic 
programming to optimize a given Boolean function concerning the above mentioned 
objectives. Instead of commonly used set of gates, i.e. {AND, OR, NOT, XOR}, we 
use the universal NAND gates which lead to a faster and more compact circuit. The 
traditional gate minimization techniques produce simplified expressions in the two 
standard forms: sum of products (SOP) or product of sums (POS). The SOP form can 
be transformed to a NAND expression by a routine, but the transformation does not 
lead to optimized circuit; neither in terms of the number of gates, nor the number of 
levels. Experimental results show our approach produces better results compared to 
transforming the SOP form to the NAND expression, with respect to the number of 
gates, levels and transistors of the circuit. 

1   Introduction  

A combinational circuit is one for which the output value is determined solely by 
the values of the inputs. Such a circuit can be represented by a truth table and 
computes a Boolean function.  The design of an optimized logic circuit that  
implements a desired Boolean function is of interest. 
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Karnaugh map [1] and Quine-Mc Cluskey method [2, 3] are the popular tradi-
tional gate minimization techniques. Karnaugh maps are useful in minimization of 
circuits only up to six variables and according to [4] Qunie-Mc Cluskey is not 
very time efficient. 

Karnaugh map and Quine-Mc Cluskey method always produce simplified  
expressions in the two standard forms: sum of products (SOP) or product of sums 
(POS) and logic CMOS circuits are implemented using AND, OR  and NOT gates 
based on these SOP or POS formulae.  

The NAND gates are said to be universal gates since combinations of them can 
be used to accomplish any of the basic operations and can thus produce a NOT, an 
OR gate or an AND gate. Writing the SOP and POS forms in terms of NAND 
gates saves on cost, because implementing the circuits using NAND gate yields a 
more compact result than the alternatives. SOP formula can be transformed to the 
NAND expressions. But this transformation does not lead to an optimized circuit, 
neither in terms of number of gates, nor the number of levels.  

In [5-8] also genetic algorithms are used to solve the optimization of combina-
tional logic circuits by a routine. The process of evolutionary circuit design is fun-
damentally different form traditional design process, because it is not based on de-
signer knowledge and experience, but on the evolution process [9].  

Genetic ïprogrammingï(GP) is an extension of the genetic algorithm. Koza [10] 
introduced GP which synthesizes programs or functions that reproduce a desired 
behavior.  He has designed, for example a two bit adder, using a set of AND, OR, 
NOT gates, but his emphasis was on generating functional circuits rather than op-
timizing them. In [6, 11] GP is used to gate level synthesis of Boolean functions. 
In [12] Cartesian Genetic Programming (CGP) is used to circuit optimiza-
tion/resynthesis of difficult circuits. 

Instead of the commonly used set of gates, i.e. {AND, OR, NOT, XOR}, we 
propose an approach which fully describes how GP can be used in combinational 
logic optimization using the universal NAND gates. Our approach consists of two 
major parts. In the first one we only use two-input NAND gates and optimize the 
circuit with respect to number of gates. Then we use our approach in a way to  
optimize the levels of the circuit. And finally we apply the weighted sum of objec-
tive functions as a simple and efficient technique to consider both objectives.  

In the second part of our approach, we concentrate on transistor-level optimiza-
tion. In this part, we use multi-input NAND gates and show how our proposed  
approach can be used to optimize the number of transistors of the implementing 
circuit. 

Experimental results demonstrated our approach efficiently optimizes the Boo-
lean functions and always led to better results compared to the ones obtained by a 
human designer, with respect to the number of gates, levels and transistors of  
implementing circuit. 

The organization of this paper is as follows. In Section 2, we propose our ap-
proach. In Section 3, our experimental results are expressed. Finally in Section 4, 
we conclude the paper. 
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2   Proposed Approach 

2.1   Chromosome Representation 

The program functions (i.e. internal nodes in the tree) are two-input NAND gates 
and the terminal nodes are {Boolean variables, true, false}. The preorder traversal 
[13] of the tree produces an expression. As an example, Fig. 1 shows NAND 
(NAND (False, A), NAND (A, B)). 

 

Fig. 1 A chromosome to represent NAND (NAND (False, A), NAND (A, B)) 

2.2   Fitness Function 

•  Optimization based on the number of gates 

We use a two stage fitness function. In the first stage, the similarity of the function 
the chromosome represents to the given Boolean function is calculated. Therefore 
the fitness of a chromosome C is defined as (1). 

                       
n

CFN
CFit

2

),(
)(1 =                                                 (1)     

Where n is the number of variables, F is the Boolean function, and )C,F(N   is the 

number of identical minterms between the function that chromosome C represents 
and the function F. If fitness in (1) is equal to 1, it implies that the chromosome is 
a feasible solution and implements the corresponding function. In this situation, 
because in this section we aim to optimize the number of gates, the fitness in (1) is 
replaced with (2). 

  
1

1
11 βα

)C(Gates
)C(Fit +=                                         (2)    

Where Gates(C) returns the number of internal nodes (gates) in chromosome C 

and 
1

α , 
1

β  are two user defined parameters greater equal than 1. A chromosome 

whose fitness is more than 1 is a feasible solution. 
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The equations (1) and (2) together rank the chromosomes according to both 
their similarity to the given Boolean function F and the inverse number of gates in 
the chromosomes. 

• Optimization based on levels 

Optimizing the number of levels optimizes the propagation delay of signals in the 
circuit and makes the circuit faster. 

Optimizing the overall number of gates does not necessarily lead to an opti-
mized implementing circuit with respect to the number of levels.  

Due to the flexibility of our approach, it can be easily modified in a way that 
we optimize a given Boolean function in terms of the number of levels of the im-
plementing circuit. In this way, the fitness function (2) is replaced with (3): 

2

1
22 βα

)C(Height
)C(Fit +=                                                (3) 

Where Height(C) is a function that returns the height of the chromosome tree. The 
height of a tree is the length of the path from the root to the deepest node in the 
tree and we assume a tree with only one node has a height of zero. For example in 
Fig 1, the height of tree is two and the numbers of levels of circuit is 2. 

• Muti-objective GA 

To meet the multiple targets in the design of a combinational digital circuit, the 
problem is turned to a Multi-Objective Optimization Problem (MOOP) that can be 
expressed as (4). 

  Ω∈= x)),x(f),...,x(f),x(f()x(fMaximize
n21

                     (4) 

Where Ω is the feasible solution space, )x(f),...,x(f),x(f
n21

 are n objective 

functions.  
A well-known fitness function widely used with GAs is the weighted sum of ob-

jective functions, which converts a MOOP to its single-objective equivalent as (5). 

          (X)FitwFit(X)Maximize
i

n

1i i
∑=
=

                                       (5) 

Where )x(Fit
i

 denotes the normalized objective function that corresponds 

to )x(f
i

;  iw denotes the corresponding nonnegative weight for i=1…N, which 

satisfies 

∑ =
=

n

i i
w

1
1  
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We considered the two objectives, i.e. to optimize the number of levels and opti-

mize the number of gates of the circuit. iw expresses the user preferences which 

we currently set to 
2

1 . So the fitness of a chromosome is defined as (6). 

                                (C)Fit
2

1
(C)Fit

2

1
Fit(C)

21
+=                                (6) 

• Optimization based on the number of transistors 

When we aim to optimize the number of gates, we actually ignore the real circuit 
cost on the chip, because the circuits are ultimately implemented using transistors. 
Gate-level optimization does not necessarily lead to transistor-level optimization. 
The lower number of transistors leads to lower circuit size on chip and production 
cost will be cheaper too. 

When considering the number of transistors in the circuit, we modify our chro-
mosome representation presented in section 2.1 in a way to use multi-input NAND 
gates. We currently used two, three, four and five- input NAND gates. In CMOS 
technology, a two-input NAND gate is implemented using four transistors [14], 
and each extra input requires two extra transistors; i.e. to implement a three, four 
and five-input NAND gate we need 6, 8 and 10 transistors respectively. In the 
other words, 2n transistors are required to implement n-input NAND gates. To op-
timize a circuit based on the number of its transistors the fitness function is  
defined as (7).  

3))C(5NAND*10)C(4NAND*8)C(3NAND*6)C(2NAND*4(

1
)C(Fit

33 βα
+++

+=

  

(7) 

Where NAND2(C), NAND3(C), NAND4(C) and NAND5(C) respectively return 
the number of two, three, four and five input NANDs in the circuit. Selection can 
be performed using any algorithm explained in [15]. 

2.3   Mutation and crossover 

To perform mutation, we use the method introduced in [16]. In this paper, it is 
proposed to replace the chromosome with the worst fitness in the population with 
a new randomly produced chromosome. This method performs the mutation func-
tion, i.e. restoring the diversity that may be lost from the repeated application of 
selection and crossover. 

In order to perform the crossover, a random node and its sub-tree in one chro-
mosome are exchanged by another random node and its sub-tree in another  
chromosome. Fig. 2 shows the crossover operation.  

Mutation and crossover take place with their corresponding probabilities, i.e. 
Pm and Pc, respectively. 



410 A. Rajaei, M. Houshmand, and M. Rouhani
 

 

Fig. 2 Crossover. a. Before crossover. b. After crossover 

3   Experimental Results 

We implemented our approach with C++. We used a population of 100 chromo-
somes and ran GP for 500 generations.  We used Roulette Wheel algorithm for  
selection and set the parameters Pm and Pc, to 0.06 and 0.75, respectively. 

We tentatively set α1, α2, α3 to 100, and β1, β2 and β3 to 2 (in (2), (3) and (4)). 
To evaluate the first part of our approach, we randomly generated some three 

and four-input Boolean functions and compared the results obtained by our ap-
proach with the ones obtained by a human designer. A human designer first should 
simplify the function using the Karnaugh map and then transfer the SOP form to 
the NAND2 expression. Table 1 and Table 2 show the comparison of our ap-
proach with human designer, for three-input and four-input circuits, respectively.  
NG and NL in these two tables denote the number of gates and the number of  
levels of implementing circuits respectively. 

To evaluate the second part of our approach, we randomly generated some 
other three and four-input Boolean functions. We compared the results our ap-
proach produced with the ones obtained by a human designer with respect to the 
number of transistors. The human designer1 simplifies the circuit using Karnaugh 
map and obtains the number of transistors required in the SOP form. It should be 
mentioned that AND2, AND3 require 6 and 8 transistors respectively. OR2, OR3 
require 6 and 8 transistors respectively and NOT requires 2 transistors. 

Human designer2 first transforms the SOP expression to NAND expression and 
then counts the required number of transistors as mentioned in Section 2.2. 

Table 3 and Table 4 show a sample comparison of our approach with two hu-
man designers, for three-input and four-input circuits, respectively.  NT in these 
two tables denotes the number of transistors of implementing circuits. 
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Table 1 Comparison of our approach (Genetic Programming) with a circuit obtained by a 
human designer for two three-input Boolean functions, in terms of Number of Gates (NG) 
and number of levels (NL). 

5 3 
∑

7 5 

13 5 

∑  

22 8 

 

Table 2 Comparison of our approach (Genetic Programming) with a circuit obtained by a 
human designer for two four-input Boolean function, in terms of Number of Gates (NG) 
and Number of Levels (NL). 

9 5 

∑  

10 5 

9 4 

∑

15 7 
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Table 3 Comparison of our approach (Genetic Programming) with a circuit obtained by 
two human designers for two three-input Boolean functions, in terms of the Number of 
Transistors (NT). 

26 

36 
∑  

32 

24 

26 ∑  

28 

 

Table 4 Comparison of our approach (Genetic Programming) with a circuit obtained by two 
human designers for two four-input Boolean functions, in terms of Number of Transistors 
(NT). 

34 

36 ∑  

40 

50 

54 ∑

56 

 

Tables 1 through 4 demonstrate our approach always produced better results 
than the ones obtained by human designers, with respect to the number of gates, 
levels and the transistors of the implementing circuit. 
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4   Conclusion 

We have shown a genetic programming approach for the synthesis of combina-
tional logic circuits. Instead of commonly used set of gates, i.e. {AND, OR, NOT, 
XOR} we used the universal NAND gates. First we used 2-input NAND gates and 
aimed to optimize the circuit based on the number of gates and levels. Then we 
used multi-input NAND gates to achieve a circuit with an optimized number of 
transistors. The experimental results demonstrated that our approach always pro-
duced better results than the results obtained by a human designer. 
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Electromagnetism-Like Augmented Lagrangian
Algorithm for Global Optimization

Ana Maria A.C. Rocha and Edite M.G.P. Fernandes

Abstract. This paper presents an augmented Lagrangian algorithm to solve continu-
ous constrained global optimization problems. The algorithm approximately solves
a sequence of bound constrained subproblems whose objective function penalizes
equality and inequality constraints violation and depends on the Lagrange multiplier
vectors and a penalty parameter. Each subproblem is solved by a population-based
method that uses an electromagnetism-like mechanism to move points towards opti-
mality. Benchmark problems are solved in a performance evaluation of the proposed
augmented Lagrangian methodology. A comparison with a well-known technique is
also reported.

1 Introduction

This paper presents a numerical study of an augmented Lagrangian methodology,
where the subproblems are solved by a stochastic population based algorithm, for
continuous constrained global optimization. We aim to address the problem in the
form:

min f (x) subject to g(x)≤ 0 , h(x) = 0 , x ∈Ω , (1)

where f : Rn → R, g : Rn → Rp and h : Rn → Rm are nonlinear continuous func-
tions and Ω = {x ∈ Rn : lb ≤ x ≤ ub}. We do not assume that the objective func-
tion f is convex. There may be many local minima in the feasible region. This
class of global optimization problems arises frequently in engineering applications.
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Specially for large scale problems, derivative-free and stochastic methods are the
most well-known and used methods. The two main categories of methods to handle
constraints in these algorithms are listed below.

1. Methods based on penalty functions. The constraints violation is combined with
the objective function to define a penalty function. This function aims to penalize
infeasible solutions by increasing their fitness values proportionally to their level
of constraints violation. Static, dynamic, annealing and adaptive penalties are the
most popular [2, 4, 8, 14, 16, 19]. Methods based on augmented Lagrangians are
common in deterministic type methods for global optimization, for example in
[6, 7, 15], but rare when combined with heuristics that rely on a population of
points to converge to the solution [1, 22, 23, 24].

2. Methods based on biasing feasible over infeasible solutions. They seem to be
nowadays interesting alternatives to penalty methods for handling constraints. In
this type of methods, constraints violation and the objective function are used
separately and optimized by some sort of order, being the constraints violation
the most important. See, for example, [9, 17, 18, 20, 21].

Here, we aim to show the functionality of an augmented Lagrangian methodology to
handle the equality and inequality constraints of the problem (1), where the subprob-
lems are approximately solved by a stochastic global population based algorithm.
Due to its simplicity, the electromagnetism-like (EM) algorithm proposed in [4, 5]
is used to obtain the solution of each subproblem. The EM algorithm simulates the
electromagnetism theory of physics by considering each point in the population as
an electrical charge. The method uses an attraction-repulsion mechanism to move a
population of points towards optimality.

Since the EM algorithm has been designed to find a minimizer which satisfies
x ∈ Ω , our subproblem has bound constraints. Although other constraint-handling
techniques have been implemented by the authors with the EM algorithm, namely,
the feasibility and dominance rules [17, 18], the separate feasibility and optimality
measures based on sufficient reduction conditions [20], and the adaptive penalty
technique [19], the new proposed augmented Lagrangian strategy has been given
the best results so far.

Our implementation of an augmented Lagrangian methodology is as follows: we
reformulate problem (1) converting each equality constraint into an inequality as
herein shown: |h j(x)| ≤ β , where β is a positive relaxation parameter. This is an
usual procedure in stochastic based methods [9, 18, 19]. In general, the relaxation
parameter is fixed over the entire iterative process. Typically, 10−3, 10−4 and 10−5

are common values in the literature. Our proposal defines a sequence {β k} of de-
creasing nonnegative numbers such that limk→∞ β k = β ∗ > 0. The idea is to tighten
the equality constraints relaxation scheme as iterations proceed. Further, a different
updating scheme for the penalty parameter is also proposed. When the level of con-
straints violation is under a specified tolerance, even if the infeasibility did not im-
prove, the penalty is allowed to decrease instead of increasing (see Algorithm 2.1).

The remainder of this paper is organized as follows. Sect. 2 describes the pro-
posed stochastic augmented Lagrangian paradigm and Sect. 3 briefly introduces the
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EM algorithm. Sect. 4 displays the results of the numerical experiments, including a
comparison with a well-known penalty method, and Sect. 5 contains some conclud-
ing remarks.

2 An Augmented Lagrangian Method

Most stochastic methods for global optimization are developed primarily for un-
constrained or simple bound constrained problems. Then they are extended to con-
strained optimization problems using, for example, a penalty technique. This type
of technique transforms the constrained problem into a sequence of unconstrained
subproblems by penalizing the objective function when constraints are violated. The
objective penalty function, in the unconstrained subproblem, depends on a positive
penalty parameter that must be updated throughout the iterative process. With most
penalty functions, the solution of the constrained problem is reached for an infinite
value of the penalty parameter. An augmented Lagrangian is a more sophisticated
penalty function for which a finite penalty parameter value is sufficient to yield con-
vergence to the solution of the constrained problem [3].

We now show the functionality of the proposed augmented Lagrangian function
when solving constrained global optimization problems. Practical and theoretical
issues from the augmented Lagrangian methodology are used with this population
based algorithm, the EM algorithm as proposed in [5], to compute approximate
solutions of the sequence of bound constrained subproblems.

Since equality constraints are the most difficult to be satisfied, our augmented
Lagrangian methodology considers problems only with inequality constraints, using
a common procedure in stochastic methods for global optimization to convert the
equality constraints of the problem into inequality constraints, as follows: |h j| ≤ β ,
j = 1, . . . ,m for a fixed β > 0. For simplicity, the problem (1) is rewritten as

min f (x) subject to G(x)≤ 0 , x ∈Ω , (2)

where the vector of the inequality constraints is now defined by

G(x) = (g1(x), . . . ,gp(x), |h1(x)|−β , . . . , |hm(x)|−β ) .

Our proposal concerning the relaxed equality constraints aims to tighten the relax-
ation scheme as iterations proceed, using variable relaxation parameter values. Thus,
a sequence of decreasing nonnegative values bounded by β ∗ > 0 is defined as:

β k+1 = max

{
β ∗,

1
σ

β k
}

, σ > 1. (3)

The formula of the augmented Lagrangian that corresponds to the inequality
constraints in the converted problem (2) is:
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Lρ(x,μ) = f (x)+
ρ
2

p+m

∑
i=1

[
max

(
0, Gi(x)+

μi

ρ

)]2

(4)

where ρ is a positive penalty parameter and μ ∈ Rp+m represents the Lagrange
multiplier vector associated with the p + m constraints. Our proposed stochastic
augmented Lagrangian algorithm adapted to the reformulation (2), of the original
problem (1), and based on the Lagrangian (4) is presented in Algorithm 2.1:

Algorithm 2.1 (Augmented Lagrangian algorithm)
1: Given: μ+ > 0, ε∗ > 0, 0 < α < 1, γ > 1, σ > 1, kmax, lmax, β ∗ > 0, 0 < ρ− < ρ+,

μ1 ∈ [0,μ+]
2: randomly generate x0 in Ω ; compute ρ1; set k = 1
3: while ‖vk−1‖> ε∗ and k ≤ kmax do
4: εk = max

{
ε∗,10−k

}
; update β k using (3); set l = 1

5: while
(
Lavg−Lρk(x(best),μk)

)
> εk and l ≤ lmax do

6: use xk−1 and randomly initialize a population of psize−1 points in Ω
7: run EM to compute a population of solutions to minx L I

ρk (x,μk) subject to x ∈Ω
8: l = l +1
9: end while

10: xk = x(best)

11: compute vk
i = max

{
Gi(xk),−μk

i

ρk

}
, i = 1, . . . ,m+ p

12: if k = 1 or ‖vk‖ ≤ α‖vk−1‖ then
13: ρk+1 = ρk

14: else
15: if ‖vk‖ ≤ εk then

16: ρk+1 = max{ρ−,
1
γ

ρk}
17: else
18: ρk+1 = min{ρ+,γρk}
19: end if
20: end if
21: update μk+1

i = min
{

max
{

0,μk
i +ρkGi(xk)

}
,μ+} , i = 1, . . . ,m+ p

22: k = k +1
23:end while

This algorithm extends recent work with the Powell-Hestenes-Rockafellar aug-
mented Lagrangian function presented in [6, 7], where equalities and inequalities
are treated separately. In Algorithm 2.1 the penalty parameter ρ , besides being in-
creased, when infeasibility is not reduced, it is also reduced whenever the constraints
violation is under a specified tolerance εk; otherwise it is not changed. Further, a
safeguarded scheme is also included in the process. This is motivated by the need
to keep the penalty parameter bounded and the subproblems well conditioned. This



Electromagnetism-Like Augmented Lagrangian Algorithm 419

procedure is reported in the lines 12–20 of Algorithm 2.1.The initial value for the
penalty parameter is defined by

ρ1 = max
{

10−6,min
{

10, 2| f (x0)|/(‖max(0,G(x0))‖2)
}}

for an arbitrary initial approximation x0 [6, 7]. The algorithm also updates the La-
grange multipliers using first order estimates and safeguarded schemes. This is a
crucial issue to maintain the sequence {μk} bounded.

Further, lines 5-9 of the algorithm show details of the inner iterative process to
compute an approximation to the solution of subproblem (5), at each iteration k :

min
x

Lρk(x,μk) subject to x ∈Ω (5)

for fixed values of the parameters ρk and μk. For each set of fixed values of penal-
ties and Lagrange multipliers, a reasonable approximate solution of subproblem (5)
is required so that convergence could be promoted [3]. Since the EM algorithm is
based on a population of points, with size psize, the point which yields the least
objective function value, denoted by the best point of the population, x(best), after
stopping, is taken as the next approximation to the problem (1). We also note that our
stochastic EM algorithm uses the approximation xk−1 as one of the points of the pop-
ulation to initialize the EM algorithm. The remaining psize−1 points are randomly
generated. The inner iteration counter is represented by l. This process terminates
when the difference between the function value at the best point, Lρk(x(best),μk),
and the average of the function values of the population, Lavg, is under a specified
tolerance εk. This tolerance decreases as outer iterations proceed. A limit of lmax

iterations is also imposed.

3 The Electromagnetism-Like Mechanism

In this section, we briefly present the EM mechanism, proposed in [5], for solving
the subproblems in the Algorithm 2.1. Here, the objective is to compute an approx-
imate minimizer of Lρk(x,μk), for fixed values of the parameters ρk and μk. For

simplicity we use the notation L k(x) = Lρk(x,μk). Because EM is a population
based algorithm, the inner iterative process begins with a population of psize solu-
tions (line 6 in Algorithm 2.1). The best found solution, denoted by x(best), and the
average of function values, are defined by

x(best) = argmin
{

L k(x(s)) : s = 1, . . . , psize

}
and L k

avg =
psize

∑
s=1

L k(x(s))/psize,

(6)
respectively, where x(s),s = 1, . . . , psize represent the points of the population. The
main steps of the EM mechanism are shown in Algorithm 3.1. Details of each step
follow.
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Algorithm 3.1 (EM algorithm)
1: Given: x(s),s = 1, . . . , psize
2: evaluate the population and select x(best)
3: compute the charges c(s), s = 1, . . . , psize
4: compute the total forces F(s), s = 1, . . . , psize
5: move the points except x(best)
6: evaluate the new population and select x(best)
7: apply local search to x(best)
8: compute L k(x(best)) and L k

avg.

The EM mechanism starts by identifying the best point, x(best), of the population
using the augmented Lagrangian L k for point assessment, see (6). According to the
electromagnetism theory, the total force exerted on each point x(s) by the other
psize− 1 points is inversely proportional to the square of the distance between the
points and directly proportional to the product of their charges:

F(s) =
psize

∑
r �=s

Fs
r ≡

⎧⎪⎪⎨
⎪⎪⎩

(x(r)− x(s))
c(s)c(r)

‖x(r)− x(s)‖2 , if L k(x(r)) < L k(x(s))

(x(s)− x(r))
c(s)c(r)

‖x(r)− x(s)‖2 , otherwise
,

for s = 1, . . . , psize, where the charge c(s) of point x(s) determines the magnitude of
attraction of that point over the others through

c(s) = exp

(
−n
(
L k(x(s))−L k(x(best))

)
∑psize

r=1 (L k(x(r))−L k(x(best)))

)
.

Then, the normalized total force vector exerted on each point x(s) is used to move
the point in the direction of the force by a random step size ι ∼U [0,1], maintaining
the point inside the set Ω . Thus for s = 1, . . . , psize (s �= best) and for each component
i = 1, . . . ,n

xi(s) =

⎧⎪⎪⎨
⎪⎪⎩

xi(s)+ ι
Fi(s)
‖F(s)‖ (ubi− xi(s)), if Fi(s) > 0

xi(s)+ ι
Fi(s)
‖F(s)‖ (xi(s)− lbi), otherwise

.

Finally, a local search is performed around the best point of the population in order
to refine the solution. In [5], a simple random local search is proposed. This is de-
scribed in Subsect. 3.1. In this paper, we also aim to integrate in the EM algorithm a
more sophisticated local search (see Subsect. 3.2). Our numerical experiments show
that our proposal significantly improves the performance of the overall augmented
Lagrangian algorithm.
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3.1 Random Local Search

Here, we briefly describe the local search proposed in [5] for the population-based
EM algorithm. This is a simple random line search applied component by compo-
nent to x(best). For each component i, x(best) is assigned to a temporary point y.
Then a random movement of maximum length δEM max j(ub j − lb j), δEM > 0 is
carried out and if a better position is obtained within maxlocal iterations, x(best) is
replaced by y, the search ends for that component and proceeds to another one. Al-
though this local search is based on a simple random procedure, it has been shown
to greatly improve accuracy of the EM algorithm.

3.2 Hooke and Jeeves Local Search

In this section, we describe our modification to the original EM algorithm. In our
proposal, the local procedure is based on the Hooke and Jeeves (HJ) pattern search
algorithm. This is a derivative-free method that searches in theneighborhood ofa point
x for a better approximation via exploratory and pattern moves [11, 12]. To reduce
the number of function evaluations, the HJ pattern search algorithm is applied to the
current best point only, x(best). This algorithm is a variant of the coordinate search, in
the sense that incorporates a pattern move to accelerate the progress of the algorithm,
by exploiting information obtained from the search in previous successful iterations.

The exploratory move carries out a coordinate search (a search along the coordi-
nate axis) about the best point, with a step length δHJ . If a new trial point, y, with
a better fitness value than x(best) is encountered, in the sense that the augmented
Lagrangian L k value is better, the iteration is successful. Otherwise, the iteration is
unsuccessful and δHJ is reduced by a factor 0 < ΔHJ < 1. If the previous iteration
was successful, the vector y− x(best) defines a promising direction and a pattern
move is then implemented, meaning that the exploratory move is carried out about
the trial point y + (y− x(best)), rather than about the current point y. Then, if the
coordinate search is successful, the returned point is accepted as the new point; oth-
erwise, the pattern move is rejected and the method reduces to coordinate search
about y. Please see [11] for details. To ensure that only points inside Ω are tested in
the HJ pattern search algorithm, a projection scheme is used, i.e., for each compo-
nent j, if y j < lb j or y j > ub j then y j is set to lb j or ub j respectively.

4 Numerical Experiments

In this section, we report the results of our numerical study, after running a set of 24
benchmark constrained global problems, described in full detail in [13]. The prob-
lems are known as g01-g24 (the ‘g’ suit, where six problems only have equality
constraints, thirteen have inequality constraints, five have both equalities and in-
equalities and all have simple bounds). Not all problems have multi-modal objective
functions, although some are difficult to solve. The best known solution for problem
g20 is slightly infeasible. We remark that g02, g03, g08 and g12 are maximization
problems that were transformed and solved as minimization ones.
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Fig. 1 Comparison of Hooke and Jeeves and Random searches based on favg (left) and fbest
(right).

Since the algorithm relies on some random parameters and variables, we solve
each problem 30 times and take average of the obtained solutions, herein denoted
by favg. The best of the solutions found after all runs is denoted by fbest. The size
of the population depends on n, and since some problems have large dimension,
n > 20, we choose psize = min{200,10n}. The fixed parameters are set in this study
as follows: μ+ = ρ+ = 1012, ε∗ = 10−6, α = 0.5, γ = 2, σ = 2, β ∗ = ρ− = 10−12,
β 1 = 10−3. We define kmax = 50 and lmax = 30 so that a maximum of 1500 itera-
tions are allowed. We remark that the other conditions in the stopping criteria of the
Algorithm 2.1 (in the outer and inner iterative processes) may cause the termination
of the algorithm before reaching the 1500 iterations. The initial multiplier vector is
set to the null vector. The values for the two parameters of the random local search
are set as proposed in [5]: maxlocal = 10, δEM = 0.001. In our implementation of
the HJ pattern search, we set the initial δHJ to 1 and the factor ΔHJ = 0.1.

To compare the performance of the HJ local search procedure, with the random
local search of the EM algorithm [5], when incorporated in the proposed augmented
Lagrangian context, we use Dolan and Moré’s performance profiles [10]. The two
profiles are based on the metrics: favg, the average of the solutions obtained after the
30 runs, and fbest, the best solution over the 30 runs. For each solver in comparison,
the plot shows the proportion of problems in the set, denoted by ρ(τ), that has the
best value of the metric, for each value of τ ∈ R. Thus, to see which solver has the
least value of the metric mostly, then its value of ρ(1) should be compared with
those of the other solvers in comparison. The higher the ρ the better the solver is.
On the other hand, ρs(τ) for large values of τ measures the solver robustness.

Hooke and Jeeves local search performs significantly better than Random local
search when comparing the average performance (left plot in Fig. 1) and it gives
the best results for about 71% of the problems against 57% of the problems with
Random search (plot on the right of Fig. 1).

Table 1 reports fbest and favg obtained by our study and those of [2] for the eleven
problems therein registered (g01-g11) and f ∗ is the best known solution as reported
in [13]. In [2], a genetic algorithm combined with an adaptive penalty function is
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implemented. These are mainly concerned with the frequency of penalty parame-
ters updating and constraints violation computation. For a fair comparison, we use
the same conditions described in [2]: psize = 100, runs = 25, maximum number of
generations = 1000, leading to 100000 fitness function evaluations. We have better
performance (both in fbest and favg) than the adaptive penalty algorithm of [2] (best
results are in boldface) in all but g02, g03, g06 and g10 problems.

Table 1 Comparison of our results with the best of 5 variants in [2]

Prob. f ∗ our study [2]
fbest favg fbest favg

g01 -15.0000 -15.0000 -15.0000 -14.9998 -14.9989
g02 -0.80362 -0.76250 -0.63387 -0.79252 -0.72555
g03 -1.00050 -0.99634 -0.92664 -0.99725 -0.77797
g04 -30665.54 -30665.55 -30665.55 -30665.32 -30578.55
g05 5126.497 5126.497 5126.498 5126.779 5323.866
g06 -6961.814 -6945.097 -6761.717 -6961.448 -6805.229
g07 24.3062 24.3062 24.3062 24.5450 27.8486
g08 -0.09583 -0.09583 -0.08992 -0.09583 -0.08769
g09 680.630 680.630 680.691 680.681 681.470
g10 7049.25 7074.93 7217.08 7070.56 8063.29
g11 0.74990 0.75000 0.75000 0.75217 0.88793

5 Final Remarks

From our preliminary numerical tests, we may conclude that the proposed aug-
mented Lagrangian algorithm is able to effectively solve constrained problems till
optimality and seems to be competitive with a well-known penalty based algorithm.
Practical engineering problems, for example, those reported in [2], will be solved in
the near future. We also aim to test our algorithm with a point-to-point search yet
stochastic method, when solving the bound constrained subproblems.
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Multiobjective Optimization of a Quadruped
Robot Locomotion Using a Genetic Algorithm

Miguel Oliveira, Lino Costa, Ana Rocha, Cristina Santos,
and Manuel Ferreira

Abstract. In this work, it is described a gait multiobjective optimization system
that allows to obtain fast but stable robot quadruped crawl gaits. We combine bio-
inspired Central Patterns Generators (CPGs) and Genetic Algorithms (GA). A mo-
tion architecture based on CPGs oscillators is used to model the locomotion of the
robot dog and a GA is used to search parameterizations of the CPGs parameters
which minimize the body vibration, maximize the velocity and maximize the wide
stability margin. In this problem, there are several conflicting objectives that leads to
a multiobjective formulation that is solved using the Weighted Tchebycheff scalar-
ization method. Several experimental results show the effectiveness of this proposed
approach.

1 Introduction

Robot locomotion is a challenging task that involves the control of a large number
of degrees of freedom (DOF’s). Several previous works, [9, 12] proposed biologic
approaches to generate and modulate gait locomotion of quadruped robots, combin-
ing biometric sensory information with motion oscillators such as Central Pattern
Generators (CPGs).

There are still many open questions in the quadruped locomotion, considering
learning gaits or gait optimization. The problem of finding the best possible loco-
motion is a problem currently addressed in the literature. In [2] it is presented a
Genetic Algorithm (GA) robust to the noise in the parameters evolution and that
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also avoids premature local optima. The evaluation criterion is to maximize robot
velocity. A comparison between several gait learning algorithms, including Genetic
and Policy Gradient algorithms, is presented in [11]. The optimization goal is to
determine the best 12 parameters of an elliptical locus scheme of locomotion, such
that the robot takes less time to walk a certain distance.

In [6] it is presented an evolutionary algorithm based on a GA, in which genetic
operators are chosen by an adaptation mechanism. Locomotion is implemented in
real time and is evaluated by analysing the forward-backward, side-walk and rota-
tion motion as well as the vibration. In [7] it is presented an evolutionary algorithm
to optimize a vector of parameters for locomotion of an ERS110 robot. In [10] it
is presented an optimization system for the locomotion of an ERS110 based on the
Powell’s method. It online optimizes 12 parameters of a locus locomotion scheme.

In this work, we propose a multiobjective approach to optimize a quadruped slow
crawl gait, using Central Pattern Generators (CPGs) and a GA. CPGs are neural
networks located in the spine of vertebrates, that generate coordinated rhythmic
movements, namely locomotion [8]. In this work, a locomotion controller, based on
CPGs, generates trajectories for hip robot joints [12]. Speed, vibration and stability
are the evaluated criterions used to explore the parameter space of the network of
CPGs to identify the best crawl pattern.

In order to achieve the desired crawl gait, it is necessary to appropriately tune
these parameters by means of a optimization procedure. The resulting optimiza-
tion problem has multiobjective nature since there are several conflicting objectives.
This multiobjective problem was solved by a GA [5] applied to the corresponding
Weighted Tchebycheff scalarized formulation [3]. Optimization is done online in a
simulated ers-7 AIBO robot using Webots [13].

We have already addressed a slightly different but related problem in a prelim-
inary experience using a genetic algorithm [16] and the electromagnetism-like al-
gorithm [17]. In these works, we noticed that solving this problem requires a con-
siderable computational effort. Notably because several constraints are imposed in
this optimization problem. Thus, alternative techniques for handling constraints can
make the search more efficient.

This article is structured as follows. In Sect. 2, we introduce several multiobjec-
tive optimization concepts. In Sect. 3 the optimization problem is formulated. Sect.
4 presents the optimization system details. Simulated results are presented in Sect.
5. The paper ends with a discussion and conclusions in Sect. 6.

2 Multiobjective Optimization

Mathematically, a multiobjective optimization problem with s objectives and n de-
cision variables can be formulated as, without loss of generality:

min f(x) = ( f1(x), . . . , fs(x))
subject to g(x)≥ 0 and h(x) = 0

where x∈Xn, g(x) and h(x) are the inequality and equality constraints, respectively.
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Solving multiobjective problems is a very difficult task due to, in general, for
this class of problems, the objectives conflict across a high-dimensional problem
space and the computational complexity of the problem (NP-hardness). Thus, the
interaction between the multiple objectives gives rise to a set of efficient solutions,
known as Pareto-optimal solutions.

For a multiobjective minimization problem, a solution a is said to dominate a
solution b, if and only if, ∀i ∈ {1, ...,s} : fi(a)≤ fi(b) and ∃ j ∈ {1, ...,s} : f j(a) <
f j(b). A solution a is said to be non-dominated regarding a set Yn ⊆ Xn if and only
if, there is no solution in Yn which dominates a. The solution a is Pareto-optimal if
and only if a is non-dominated regarding Xn.

The main goal of a multiobjective algorithm is to find a good and balanced ap-
proximation to the Pareto-optimal set. Multiobjective problems can be addressed by
scalarization methods such as the Weighted Tchebycheff function [3]:

min f (x) = max{Wi

s

∑
i=1
|Fi− fi(x)|} (1)

where Wi ≥ 0 and ∑s
i=1 Wi = 1. The weighted distance is measured to an utopian

objective vector F with components Fi. Different combinations of the weights Wi

can produce different (weakly) Pareto optimal solutions. The problem defined in
(1) is non differentiable and must be solved by a derivative free algorithm such as
genetic algorithms [3].

3 Problem Formulation

The proposed network of CPGs generates trajectories for the robot limbs. Different
combinations of these trajectories for each joint in terms of amplitude, offset and
frequency, result in different gait patterns.

The proposed CPGs are based on Hopf oscillators and one intrinsic property is
the possibility to smoothly modulate the generated trajectories according to explicit
changes in the CPG parameters: amplitude, offset and the stance knee value. There-
fore, in order to tune the CPG parameters, we use a GA to search for an optimal
combination of these parameters. Speed, vibration and stability are the objectives to
optimize in order to define different walking pattern solutions.

Robot trajectories are generated and modulated by the proposed network of
CPGs, by explicitly changing the CPG parameters: amplitude (A), Offset(O), and
the stance knee value (K), for each limb. Further, the parameter swing frequency
(ωsw) is common for the overall network. This means a total of 13 parameters we
need to tune to modulate trajectories. However, left and right fore and left and right
hind limb trajectories have the same amplitude, offset and frequency but a relative
phase of π among them. These considerations enable us to reduce the number of
CPG parameters required to optimize, as follows: amplitude of the fore and hind
limbs (AFL, AHL); fore and hind limbs knee stance angle (KFL, KHL); fore and hind
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limbs offset (OFL, OHL) and swing frequency (ωsw). Thus, the problem has 7 deci-
sion variables corresponding to the 7 CPG free parameters.

The goal is the minimization of the body vibration and maximization the veloc-
ity and wide stability margin. We have used a scalarization method based on the
minimization of the Weighted Tchebycheff function:

min f (x) = max{Wa|Fa− fa(x)|,Wv|Fv− fv(x)|,WWSM|FWSM− fWSM(x)|} (2)

where Wa,Wv,WWSM are weights satisfying Wa,Wv,WWSM ≥ 0 and Wa + Wv +
WWSM = 1, and x = (AFL,AHL,KFL,KHL,OFL,OHL,ωsw) is the vector of decision
variables.

The weighted distance is measured to a reference point, e.g., an utopian objective
vector with components Fa, Fv and FWSM. Different combinations of the weights Wa,
Wv and WWSM can produce different (weakly) Pareto optimal solutions that represent
different locomotion compromises.

In (2), fa(x), fv(x) and fWSM(x) are, respectively, the robot body vibration, robot
forward velocity and wide stability margin (WSM) computed for CPG parameteri-
zation given by x. We consider that a good gait should have less vibration, because
the robot is subjected to less strain.

In order to calculate the total vibration we sum the standard deviation of the
measures of the (ax,ay,az) accelerometers built-in onto the robot, i.e., std(ax) +
std(ay)+ std(az), similarly to [14, 6, 15].

We calculate forward velocity using the traveled distance of the robot during 12
seconds. A gait is considered better if it achieves higher velocities.

For stability, we calculate the wide stability margin [18]. This is a measure of the
locomotion stability that provides the shortest distance between the projection of the
center of mass in the ground and the polygon formed by the vertical projection in
the ground of robot feet contact points. A gait is considered better for higher WSM
values.

The search range of the CPG network parameters directly depend on the Aibo
Ers-7 robot. The values of AFL and AHL are limited by the maximum range that the
AIBO Hip joints may have. Offset values OFL and OHL for the hips are limited by
the same ranges and the calculated amplitude values, AFL and AHL, respectively.

Maximum and minimum values for each knee stance angle are calculated in or-
der to avoid leg collision during locomotion. Thus, the problem has several simple
boundary constraints (for AFL, AHL, OFL, OHL and ωsw), as follows

0.01≤ AHL,AFL ≤ 60

−40≤ OFL ≤ 20

−20≤ OHL ≤ 40

1≤ ωsw ≤ 12

(3)

Moreover, several inequality constraints were imposed (for OFL,OHL,KFL and KHL),
given by
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−40 +
AFL

2
≤ OFL ≤ 20− AFL

2

−20 +
AHL

2
≤ OHL ≤ 40− AHL

2

KFL ≤max{−OFL− AFL

2
+ 50,−OFL +

AFL

2
+ 50}

KFL ≥max{−OFL− AFL

2
+ 20,−OFL +

AFL

2
+ 20}

KHL ≤max{−OHL− AHL

2
+ 40,−OHL +

AHL

2
+ 40}

KHL ≥max{−OHL− AHL

2
−5,−OHL +

AHL

2
−5}

(4)

4 Optimization System

A scheme of the optimization system is depicted in fig 1. In order to tune the CPG
parameters, we use a GA to search the optimal combination of the CPG parameters.
GAs are population based algorithms that use techniques inspired by evolutionary
biology such as inheritance, mutation, selection, and crossover [5]. GAs work with a
population of points that represent potential optimal solutions to the problem being
solved, usually referred to as chromosomes.

In this work, real representation of the variables was considered. So, each vector
consists of a vector of 7 real values representing the decision variables of the prob-
lem. In our optimization system, we begin the GA search by randomly generating
an initial population of chromosomes. The chromosomes were evaluated according
to the fitness function defined in (2), in terms of robot body vibration, robot forward
velocity and stability.

In order to handle the simple boundary constraints, each new generated point is
projected component by component in order to satisfy boundary constraints (for all
components of x, see (3)) as follows:

Initial
Population

Fitness
Evaluation

Genetic
Algorithm

parameters
CPGs Robot

Servos

Stopping
Criteria?

vibration
velocity

wsm

Best 
chromosome

yesno

Locomotion System

Fig. 1 Optimization Locomotion System
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xi =

⎧⎪⎨
⎪⎩

li if xi < li
xi if li ≤ xi ≤ ui

ui if xi > ui

(5)

where li, ui are the lower and upper limit of i component, respectively. A repair-
ing mechanism is implemented to handle the inequality constraints. Therefore, any
infeasible solution is repaired exploring the relations among variables expressed
by the inequality constraints (see (4)), i.e., the values OFL,OHL,KFL and KHL are
repaired in order to satisfy the constraints. The application of this repairing mech-
anism to all infeasible solutions in the population, guarantees that all solutions be-
come feasible.

We implement a tournament selection that guarantees that better chromosomes
are more likely to be selected. Although selection assures that in the next generation
the best chromosomes will be present with a higher probability, it does not search the
space, because it just copies the previous chromosomes. The search results from the
creation of new chromosomes from old ones by the application of genetic operators.

The crossover operator takes two randomly selected chromosomes; one point
along their common length is randomly selected, and the characters of the two parent
strings are swapped, thus generating two new chromosomes.

The mutation operator, randomly selects a position in the chromosome and, with
a given probability, changes the corresponding value. This operator introduces di-
versity in the population since selection and crossover, exclusively, could not assure
the exploration of new regions in the search space.

In order to recombine and mutate chromosomes, the Simulated Binary Crossover
(SBX) and Polynomial Mutation were considered, respectively. These operators
simulate the working of the traditional binary operators [4].

5 Simulation Results

In this section, we describe the experiment done in a simulated ers-7 AIBO robot
using Webots [13]. Webots is a software for the physic simulation of robots based
on ODE, an open source physics engine for simulating 3D rigid body dynamics.

The ers-7 AIBO dog robot is a 18 DOFs quadruped robot made by Sony. The
locomotion controller generates trajectories for the hip and knee joint angles, that is
8 DOFs of the robot, 2 DOFs in each leg.

At each sensorial cycle (30 ms), sensory information is acquired. For each chro-
mosome, the evaluation time for locomotion was 12s. We apply the Euler method
with 1ms fixed integration step, to integrate the system of equations. At the end
of each chromosome evaluation the robot is set to its initial position and rotation,
such that initial conditions are equal for the evaluation of all chromosomes of all
populations.

In all experiments, the optimization system ends when the number of generations
exceeds 50 generations. We depict results when a population was established with
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30 chromosomes. The SBX crossover and polynomial mutation probabilities were,
respectively, 0.9 and 1/7. An elite size of 3 chromosomes was implemented.

Table 1 presents the results obtained for several combinations of weights in the
scalar function. As reference point considered has the following components: Fa =
0, Fv = −150 and FWSM = −65. Combinations of weights defining multiobjective
problems with different number of objectives were considered:

• T1 to T 3 correspond to the optimization of each one of the objectives;
• T3 to T 15 are different combinations of weights of two objectives being simul-

taneously optimized;
• finally, T 16 to T 19 are combinations of weights in which the three objectives are

simultaneously optimized.

In this table, the solutions obtained for each weights combinations are also pre-
sented, in terms of fa, fv and fWSM. In the last column, the value of the scalar
function is also presented ( f (x)).

Table 1 Multiobjective results for different combinations of weights.

Wa Wv WWSM fa fv fWSM f (x)
T 1 1 0 0 0.0135 21.0471 14.6093 0.0136
T 2 0 1 0 0.1213 138.5492 6.0067 11.4508
T 3 0 0 1 0.0384 4.9457 64.6248 0.3752
T 4 0.2 0.8 0 0.1058 125.1315 6.1785 19.8948
T 5 0.4 0.6 0 0.1215 127.7335 7.2684 7.3599
T 6 0.6 0.4 0 0.1181 134.967 6.3661 4.0242
T 7 0.8 0.2 0 0.1118 129.3525 4.5230 4.1295
T 8 0 0.8 0.2 0.1210 135.7304 7.6250 11.4750
T 9 0 0.6 0.4 0.1125 114.7752 11.0080 21.5968
T10 0 0.4 0.6 0.1292 89.3642 19.1294 27.5223
T11 0 0.2 0.8 0.0307 17.9153 63.8483 26.4169
T12 0.8 0 0.2 0.0206 29.8379 54.8389 2.0322
T13 0.6 0 0.4 0.0144 3.3254 50.2399 5.9040
T14 0.4 0 0.6 0.0340 2.9505 63.7906 0.7256
T15 0.2 0 0.8 0.0249 0.5827 63.7955 0.9635
T16 1/3 1/3 1/3 0.1013 103.5880 11.3905 17.8680
T17 1/2 1/4 1/4 0.0698 95.7004 11.5376 27.1498
T18 1/4 1/2 1/4 0.1081 121.8231 9.1177 27.1498
T19 1/4 1/4 1/2 0.1259 66.8218 19.2712 22.8644

These solutions are also depicted in Figures 2a)-c). As expected, it can be ob-
served that solutions T 1, T 2 and T 3 are the extreme solutions of the Pareto front in
Figures 2a), 2b) and 2c). The other solutions of the front represent different com-
promises of the objectives. Taking into account the information provided by these
graphs, it is possible to choose a compromise solution that represent a different loco-
motion gait of the robot. Moreover, it possible to inspect the relationships between
objectives.
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(a)

(b)

(c)

Fig. 2 Representation of the solutions in objective space. a) velocity versus vibration (T 1,
T 2 and T 4 to T 7 combinations of weights). b) vibration versus WSM (T 1, T 3 and T 12 to
T 15 combinations of weights). c) velocity versus WSM (T 2, T 3 and T 8 to T 11 combinations
of weights).

In Figure 3, the 2D projections of 3D objective space is presented. Since the 3
objectives are conflicting, these solutions define a 3D Pareto surface. This multi-
objective approach allows to select solutions that achieve the highest velocity for a
slow, crawl gait and perceive the tradeoff in terms of vibration and WSM.
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Fig. 3 Representation of the solutions in objective space: velocity, vibration and WSM (T 16
to T 19 combinations of weights).

6 Conclusions and Future Work

In this article, we have addressed the locomotion optimization of a quadruped robot.
A locomotion controller based on dynamical systems to model CPGs, generates
quadruped locomotion. These CPG parameters are tuned by an optimization system.
This optimization system combines CPGs and a genetic algorithm which solves a
multiobjective formulation of the problem. The goal is to optimize simultaneously,
three conflicting objectives, namely the vibration, velocity and WSM.

Experiments were performed in the Webots robotics simulator. The multiobjec-
tive optimization was formulated considering a scalarization function based on the
Weighted Tchebycheff method for different combinations of weights. The solu-
tions obtained represent locomotion strategies that are different compromises of the
objectives.

We also plan to use multi-objective optimization algorithms such as MEES [1]
or NSGAII [3]. We will extend this optimization work to address other locomotion
related problems, such as: the generation and switch among different gaits according
to the sensorial information and the control of locomotion direction.
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