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Preface

The door of a great new era of nano-carbon was opened by the discovery of
fullerenes in 1985. Thereafter, new nano-carbon materials, such as carbon nanotubes
and graphene were discovered one after the other in 1991 and 2004, respectively,
and various kinds of basic and applied research have been developed since then.
This book focuses on carbon nanotubes and graphene as representatives of nano-
carbon materials, and describes the growth of new technology and applications
of new devices. As new devices and as new materials, nano-carbon materials are
expected to be world pioneers that could not have been realized with conventional
semiconductor materials, and as those that extend the limits of conventional
semiconductor performance. This book introduces the latest achievements of nano-
carbon devices, processes, and technology growth. It is anticipated that these studies
will also be pioneers in the development of future research of nano-carbon devices
and materials.

Graphene has extremely high mobility and ultimate thinness of one atomic
layer. Using these features of graphene, various types of fundamental research and
development of diverse applications have been carried out.

Active research and development of high-frequency transistor applications uti-
lizing the feature of high mobility of graphene is ongoing, and the cutoff frequency
of fT � 500 GHz has already been realized in the United States. The development
of a terahertz oscillator source is another application of high-frequency devices of
graphene. The application of graphene research to the transparent electrode as an
alternative of indium tin oxide (ITO) by taking advantage of an ultrathin film has
been carried out, and there is great potential that can be realized in the near future.

When graphene is applied as a switching transistor of a logic circuit, the
problem arises that the transistor current cannot be cut off because of the ambipolar
characteristics of graphene. Therefore, the optimal application of graphene FET
rather than the application of logic has been sought. Biosensor application is one of
the optimal applications of graphene FET which detects the change of current only
during the sensing and does not require a cutoff. Furthermore, a higher sensitivity
is expected because of the higher mobility of graphene than of other semiconductor
materials.
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vi Preface

Graphene has a wonderful property, but an optimal growth method for device
applications, i.e., that it should be grown directly on the insulating substrate such
as SiO2, has been difficult. A new growth method to solve this problem has been
developed using thermal CVD, laser CVD, and plasma CVD, which are introduced
in this book.

Because of the features of very fine structure and high mobility of carbon
nanotubes, the formation of new nano devices—development of quantum nano
devices, for instance, which could not be attained using conventional semiconductor
materials—becomes possible.

For example, the applications and developments of room-temperature-operated
single-electron memory, single-electron circuits, and terahertz detection are eagerly
anticipated. To realize these devices, it is indispensable to control the growth
direction of the carbon nanotube. By using a special substrate such as quartz or
sapphire, or using a patterned substrate, it may be said that control of the direction
of the growth of carbon nanotubes has been successfully developed.

Moreover, because a thin film of carbon nanotubes can be formed by an inkjet
process, the application to flexible devices, transparent devices, and printable
devices has been developed. For this to be possible, it is indispensable to separate the
semiconductor nanotube and the metallic nanotube. The separation techniques after
growth are almost established. For further development of nanotube application,
however, the separation growth technique of semiconductors and metallic nanotubes
is important.

The vertically grown carbon nanotube-like brush increased the surface area by
two to three orders of magnitude or more. By taking advantage of this huge surface
area as a working electrode of the electrochemical reaction, the reaction current also
increases two to three orders of magnitude or more. This technology can be applied
to the electrochemical biosensor in order to drastically enhance its sensitivity.

In addition, a new method for measuring the mass of one molecule, which cannot
be attained by conventional methods, may become possible by using the mechanical
resonance phenomenon of the carbon nanotube, which has the great advantage of
being extremely light.

This book consists of 18 chapters. Chapters 1, 2, 3, 4, 5, 6, 7, and 8 describe new
device applications and new growth methods of graphene, and Chaps. 9, 10, 11, 12,
13, 14, 15, 16, 17, and 18, those of carbon nanotubes.

Chapter 1 describes an epitaxial CVD growth method of high-quality, single-
layer graphene on a catalyst copper thin film on the sapphire substrate in an atomic-
order flat surface.

Chapter 2 explains a new growth method of graphene using a laser CVD, which
can grow the graphene directly on the insulating substrate such as SiO2 and will be
applied to future device applications.

Chapter 3 describes a growth method of graphene using a thermal CVD, which
can grow the graphene directly on the insulating substrate. It is expected that this
method may spread the use of device applications of graphene dramatically.
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Preface vii

Chapter 4 explains a growth method of graphene using a plasma CVD, in which
carbon atoms pass through the Ni catalyst and grow graphene nanoribbons and
graphene on an SiO2 insulating substrate.

Chapter 5 describes in detail the problem of the interface between the metal and
graphene, and the optimal formation method of the ohmic contact of graphene is
discussed.

Chapter 6 explains the low-temperature growth method of graphene, and the
development of a new fabrication process of graphene FET that does not require
a transfer process.

Chapter 7 describes the first application of graphene FET to the biosensor. By
modifying the graphene surface, selective protein detection became possible.

Chapter 8 explains recent advances and future trends in graphene terahertz
(THz) devices. The ultrafast nonequilibrium carrier dynamics give rise to population
inversion and resultant THz gain by stimulated interband photon emission. The
science and technology for the creation of current-injection pumped graphene THz
lasers are described.

Chapter 9 describes the growth mechanism of carbon nanotubes. It is demon-
strated that the initiation of carbon nanotube growth is the formation of a small
carbon cap on the fine protrusion of the metal, rather than the traditional growth
mechanism where the carbon atom exhausted from catalyst metal forms the
nanotube.

Chapter 10 explains the directional control growth of the carbon nanotube. It is
demonstrated that carbon nanotubes grow along the ridge of rectangular groove of
silicon oxide substrate by the concentrated Casimir force.

Chapter 11 describes the development of the plasma doping method that can dope
a fullerene, DNA, and cesium, etc. inside the carbon nanotubes. This method can
control the electrical properties of the nanotubes; and solar cells and single-electron
transistors, etc. have been successfully created by this method.

Chapter 12 explains stochastic resonant devices that exploit the merits of
multichannel carbon nanotube FET. It was demonstrated for the first time that even
in solution the present stochastic resonant device can increase the signal–noise ratio
by adding noise to a weak input signal.

Chapter 13 describes the application of a vertically aligned carbon nanotube
forest for the electrode of the electrochemical reaction for biosensing, which
improves the sensitivity by more than two orders of magnitude than the conventional
electrode because of the huge surface area of the carbon nanotube forest.

Chapter 14 explains the application of force sensing and mass sensing using
the a resonant-frequency shift of a carbon nanotube mechanical resonator, which
is expected to provide high sensitivity because of its light weight, high aspect ratio,
and extraordinary mechanical properties.

Chapter 15 describes the room-temperature-operated carbon nanotube single-
charge quantum nanomemory with a 10 nm carbon nanotube channel wrapped with
double insulating layers by accumulating the single charge in the interface states.

http://dx.doi.org/10.1007/978-4-431-55372-4_4
http://dx.doi.org/10.1007/978-4-431-55372-4_5
http://dx.doi.org/10.1007/978-4-431-55372-4_6
http://dx.doi.org/10.1007/978-4-431-55372-4_7
http://dx.doi.org/10.1007/978-4-431-55372-4_8
http://dx.doi.org/10.1007/978-4-431-55372-4_9
http://dx.doi.org/10.1007/978-4-431-55372-4_10
http://dx.doi.org/10.1007/978-4-431-55372-4_11
http://dx.doi.org/10.1007/978-4-431-55372-4_12
http://dx.doi.org/10.1007/978-4-431-55372-4_13
http://dx.doi.org/10.1007/978-4-431-55372-4_14
http://dx.doi.org/10.1007/978-4-431-55372-4_15


viii Preface

The threshold voltage shift and the width of the hysteresis is changed discretely
following the number of accumulated charges, and the operation of a single-charge
memory at room temperature has been confirmed.

Chapter 16 explains the electrons being conducted through a carbon nanotube
channel FET at low temperature, conducted as the resonant tunneling indicating
the wave nature and as single-electron tunneling indicating the particulate nature,
depending on the magnitude of the tunnel resistance of the depletion layer compared
to quantum resistance. Those electron natures can be controlled by the applied gate
bias to the FET.

Chapter 17 describes quantum dots formed from a carbon nanotube which are
applied to the basic scientific research as an artificial atom. They also are applied to
the single-electron transistor, its circuit applications, and the terahertz detection.

Chapter 18 explains the development of flexible transparent circuits and printable
devices using the nanotube network formed by the dispersing process.

It is expected that by increasing the advantages and overcoming the weak points
of nanocarbon material, a new world that cannot be achieved with conventional
materials will be greatly expanded. We strongly hope this book contributes to its
development.

In closing, we would like to express our great appreciation for the large
contribution of Dr. Yuko Sumino and Ms. Taeko Sato of Springer Japan for their
help in editing this book. The work has been completed with the help of these two
individuals.

Osaka, Japan Kazuhiko Matsumoto
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Chapter 1
CVD Growth of High-Quality Single-Layer
Graphene

Hiroki Ago

Abstract To utilize the unique and excellent properties of graphene, synthesis of
highly crystalline, large-area graphene is necessary. Among various methods to
produce graphene, chemical vapor deposition (CVD) using hydrocarbon molecules
in the presence of metal catalyst has shown significant progress due to the large-
area availability and low cost. In this section, after a review of the growth methods
of graphene with the main focus on CVD, our research on the CVD growth of high-
quality graphene over heteroepitaxial metal films and domain structure analysis is
presented. Recent development of the CVD growth of single-crystalline graphene as
well as large-area growth based on roll-to-roll processes is also reviewed together
with future prospect of graphene research.

Keywords CVD • Cu • Epitaxy • Domain boundary • Mobility

1.1 Introduction

Graphene has attracted a significant interest due to its ideal two-dimensional (2D)
structure with a single-atom thickness as well as unique linear band dispersion
at the K point [1–3]. Graphene shows many excellent properties, high carrier
mobility, high optical transparency, high electrical conductivity, and high Young’s
modulus. These properties and chemical inertness as well as high processability due
to 2D structure promise applications in various electronic devices, such as high-
frequency transistors, integrated circuits, transparent electrodes, touch panels, and
chemical/biochemical sensors. These electronic applications require high-quality,
large-area graphene, and synthesis methods of such graphene sheets have shown
rapid progress. In this section, chemical vapor deposition (CVD) which is believed
to be the most suitable for industrial production is reviewed. Then, our research on
graphene CVD using heteroepitaxial metal thin films is described. Finally, recent
developments in CVD synthesis are also discussed together with future prospects.
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1.2 Preparation Methods of Graphene

Table 1.1 summarizes preparation methods of graphene. Mechanical exfoliation
from graphite first reported by Geim and Novoselov gives highly crystalline
graphene flakes which are suitable for physical measurements [4]. However, the
size of graphene flakes is limited to several 10 �m or smaller and the thickness is
not uniform, thus making industrial production difficult. Thermal annealing of SiC
single crystal substrates at 1,500 ıC evaporates surface Si atoms, leaving graphene
on the SiC surface [5, 6]. Because of the formation of a buffer layer between SiC
and graphene, transfer of a graphene sheet from the SiC substrate is difficult, and
also SiC wafers are expensive. Instead, graphene devices can be directly made on
the SiC substrate, because SiC has a wide bandgap (3.25 eV). For bulk applications,
such as composites and conducting paste, graphene oxide (GO) is widely used [7, 8].
A modified Hummers’ method is mainly used to prepare GO solutions, but due to
the severe oxidation of graphite, it is difficult to completely reduce to graphene.
Although GO or reduced GO have many functional groups and defects, they are
suitable for applications which require a large quantity of graphene.

Chemical vapor deposition (CVD) utilizes catalytic graphitization over metal
catalysts from hydrocarbon feedstock at high temperatures, typically 900-1080 ıC.
Currently CVD growth is widely used because it can produce large-area, high-
quality graphene with relatively low cost [9–13]. In addition, CVD graphene is
easily transferrable to other substrates through chemical or electrochemical etching
of the metal catalyst substrate, making it useful for flexible electronics. Many
electronic applications, such as transistors, touch panels, transparent electrodes, and
sensors, have been demonstrated using CVD graphene. In the following, the growth
mechanism of CVD graphene is explained.

Table 1.1 Preparation methods of graphene

Mechanical
exfoliation

SiC thermal
decomposition

Reduction of
GO CVD

Crystallinity �◦ �◦–ı � �◦–ı
Size � � �◦ ı
Uniformity � ı ı �◦–ı
Cost ı � �◦ ı
Advantages Highly crystalline

graphene is
obtained by a
simple process

It is possible to
fabricate devices
directly on SiC
wafer

Wet process is
applicable and
suitable for bulk
applications

Suitable for
low-cost and
large-area
production,
transfer is easy

Disadvantages Size is small,
shape and layer
number are not
uniform

SiC crystalline
substrate is
expensive and
graphene transfer
is difficult

Difficult to
completely
reduce GO and
many defects
remain

Metal catalysts
and high
temperature are
required
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1.3 CVD Growth Over Metal Catalyst

Growth mechanism largely depends on the metal catalysts used, as illustrated in
Fig. 1.1. Because it was well known that carbonization over Ni metal produces
graphite flakes, initial CVD growth of graphene was reported on Ni foils [9, 10].
However, for metal films with high carbon solubility, such as Ni and Co, C atoms
decomposed from CH4 molecules are easily dissolved into the metal film and
precipitate as graphe during the final cooling process. The amount of dissolved C
atoms is difficult to control so that these metals give nonuniform graphene films
with inhomogeneous layer numbers.

In 2009, Ruoff’s group discovered that Cu catalyst can produce uniform single-
layer graphene (single-layer occupies 95 % of the total area) [11]. As shown in
Fig. 1.1b, the dissolution of C atoms into Cu metal is suppressed due to the low
carbon solubility, and graphitization proceeds only on the Cu surface, leading to the
preferential growth of single-layer graphene [12, 13]. Once the Cu is covered by
graphene, the CH4 decomposition ceases to occur; thus, it is called as “self-limiting
mechanism.” As single-layer graphene can be synthesized under a wide reaction

Fig. 1.1 Growth mechanism of graphene sheets on different types of metal catalysts. (a) Inhomo-
geneous multilayer graphene tends to grow on Ni and Co which has high C solubility. (b) Uniform
single-layer graphene can be grown on low C solubility metal, like Cu



6 H. Ago

Fig. 1.2 Domain structures of graphene. (a) Polycrystalline graphene generally observed for CVD
grown samples. Thick lines correspond to boundaries. (b) Ideal single-crystalline graphene. Single-
crystalline graphene is expected to show higher mobility and better mechanical properties than
polycrystalline graphene

window, Cu metal, in particular Cu foil, is now widely used as a catalyst for
graphene growth. In principle, a simple scale up of both the catalyst substrate and
CVD furnace can produce large-area graphene. This was realized by Hong and
Ahn’s groups which succeeded in synthesizing a 30-in. graphene sheet over Cu
foil, and they also reported roll-to-roll transfer to a polymer film [14]. They also
effectively demonstrated the potential of CVD graphene by fabricating touch panels
using a transferred graphene sheet.

In 2011, Muller’s group visualized the domain structure of CVD graphene grown
on polycrystalline Cu foil by dark-field transmission electron microscope (DF-
TEM). They showed that the CVD graphene is polycrystalline consisting of small
domains with a size of 500 nm to several �m, and these domains are randomly
rotated [15]. Figure 1.2a is an atomic model of such polycrystalline graphene.
Domain boundaries indicated by bold lines scatter charge carriers, thus deteriorating
transport property. In addition, mechanical tears are suggested to initiate from these
domain boundaries [16]. Therefore, even though one can grow large-area graphene
by CVD using large Cu foil, the CVD graphene is a patchwork of small graphene
domains, and we cannot expect ideal physical properties from such polycrystalline
graphene. Thus, the CVD growth of single-crystalline graphene (Fig. 1.2b) free from
boundaries is required for high-performance electronics and other applications. One
main reason for the polycrystallinity of CVD graphene (Fig. 1.2a) is that metal
catalysts have polycrystalline or amorphous structures. As discussed later, the CVD
growth conditions are also important for the graphene’s domain structure. Atomic
structure and electronic state at domain boundaries are interesting, and different
types of boundaries such as linear chains of 5–7 paired rings [15] are observed.

There have been some papers reporting direct growth of graphene on insulating
substrates without the use of metal catalysts. This metal- and transfer-free growth
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is very attractive for reducing the cost and manufacturing devices, but the graphene
grown on insulating substrates has very small domain size around 10 nm [17] and
shows much lower mobility and higher sheet resistance than graphene grown on Cu.
Thus, it is thought that the metal catalyst plays an essential role in growing a highly
developed  -conjugated graphene network.

1.4 CVD Growth Over Heteroepitaxial Co Films

As mentioned above, widely used catalysts are free-standing metal foils and thin
metal films deposited on silicon wafers, and these metals have a polycrystalline
structure. For high-quality graphene growth by CVD, single-crystalline metal
catalysts are expected to be better than polycrystalline metal foils or films. However,
as single-crystalline substrates, such as Cu(111) and Ni(111), are very expensive
and their sizes are limited, it is not practical to produce graphene on these substrates
which require a transfer process that includes chemical metal etching.

We have developed a new method to deposit crystalline metal films epitaxially
on single-crystalline oxide substrates, such as sapphire (’-Al2O3) and MgO [18–
21]. These oxide substrates are much cheaper than Cu(111) and Ni(111) substrates,
and currently large sapphire wafers up to 6 in. are available with reasonable
price owing to the development of the GaN-based light-emitting diode (LED)
industry. This heteroepitaxial CVD approach is illustrated in Fig. 1.3b. Being

Fig. 1.3 Schematics of the CVD growth of graphene over metal films deposited on SiO2/Si (a) and
single-crystalline substrates (b). (a) Polycrystalline metal catalyst is formed on the SiO2 surface,
which tends to give disordered graphene with broad layer distribution and randomly orientated
small domains. (b) Heteroepitaxial metal film (such as Co(0001), Ni(111), or Cu(111)) is expected
to assist the growth of uniform, well-defined graphene with controlled orientation



8 H. Ago

Fig. 1.4 (a–c) XRD profiles of the Co films measured after CVD at 1,000 ıC. (d–f) Optical
microscope (left) and SEM (right) images of the Co surfaces obtained after the CVD. (a, d) Co film
was sputtered at room temperature on c-plane sapphire and subjected to the CVD. (b, e) Co film
was sputtered at 500 ıC on c-plane sapphire, annealed at 500 ıC in H2/Ar flow, and then subjected
to CVD. (c, f) SiO2/Si substrate was used instead of sapphire with other experimental conditions
identical to those in panels (b, e)

different from conventional polycrystalline metal catalysts or metal foils (Fig. 1.3a),
heteroepitaxial metal films are expected to produce graphene with uniform thickness
and controlled hexagon orientation.

Figure 1.4 shows x-ray diffraction (XRD) profiles, optical micrographs, and
scanning electron microscope (SEM) images of the Co films deposited on sapphire
and SiO2 substrates [18]. It was found that the 200 nm-thick Co film sputtered on
sapphire at room temperature is polycrystalline (Fig. 1.4a). This polycrystalline Co
film cannot withstand the high temperature CVD process at 1,000 ıC, and many pits
and holes appeared on the metal surface (Fig. 1.4d). However, high temperature Co
sputtering (500 ıC) and post-annealing in H2 significantly improved the crystallinity
as well as stability during CVD, as seen in Fig. 1.4b, e. On the other hand, the
thin Co film deposited on a Si wafer with 300 nm amorphous oxide layer was
polycrystalline and not stable during the CVD process (Fig. 1.4c, f).

Graphene sheets grown on Co/sapphire and Co/SiO2 were inspected by optical
microscope and Raman spectroscopy after transferring onto SiO2/Si substrates,
as shown in Fig. 1.5a–d. The graphene grown on the high temperature-sputtered
Co/sapphire showed uniform optical contrast and high 2D/G ratio (I2D/IG > 2),
signifying the growth of uniform single-layer graphene (see Fig. 1.5a, b) [22]. In
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Fig. 1.5 Optical microscope images (a, c) and Raman spectra (b, d) of transferred graphene on
SiO2 [18]. Graphene was grown on Co/sapphire (a, b) and Co/SiO2 (c, d). (e, f) LEED pattern of
graphene/Co/sapphire grown at 900 ıC (e) and 1,000 ıC (f). Circles in (e) indicate the diffraction
from Co lattice; yellow arrows show diffraction from graphene. Graphene grown at 1,000 ıC
showed only six spots originating in both Co lattice and graphene

contrast, the graphene grown on the Co/SiO2 showed nonuniform optical contrast
and various 2D/G ratios (Fig. 1.5c, d), indicating the formation of multilayer
graphene with different layer numbers.

As Co has high C solubility similar to Ni, it was believed that it is difficult to
grow uniform single-layer graphene on Co. However, this work demonstrates that
Co can catalyze the growth of uniform single-layer graphene when the crystallinity
of the Co metal is sufficiently high. The transferred single-layer graphene showed
a relatively strong Raman D-band which is originated from defects and domain
boundaries in the graphene (see Fig. 1.5b). This D-band may also originate from the
strong Co-graphene interaction or small domain size of the graphene sheet.

Orientations of the graphene lattice on the Co(0001) plane is of great interest in
terms of the epitaxial graphene growth. To determine the orientation of graphene
hexagons, low-energy electron diffraction (LEED) was measured for graphene
grown on Co/sapphire substrates. Figure 1.5e, f is the LEED patterns measured
for different CVD growth temperatures. The graphene grown at the lower CVD
temperature, 900 ıC, showed rotated orientations with respect to the underlying
Co lattice. At the higher growth temperature of 1,000 ıC, the graphene showed a
clear set of six diffraction spots, indicating that the graphene hexagon orientation
is consistent with the Co lattice. Therefore, our work demonstrates that highly
crystalline Co(0001) film is effective not only at growing uniform single-layer
graphene but also controlling the graphene’s lattice orientation [18].
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1.5 CVD Growth Over Heteroepitaxial Cu Films

The heteroepitaxial CVD approach can also be applied to Cu thin films, and like
Cu foils, one can grow single-layer graphene on an epitaxial Cu film deposited on
sapphire [19, 20]. Conventional Cu foils have slightly misoriented fcc(100) planes
due to the rolling process [20]. This fcc(100) has a square lattice and does not match
with graphene’s sixfold symmetry. Thus, it is interesting to study influence of such
fcc(100) plane on the domain structure of CVD graphene.

To understand the effects of the Cu lattice on the domain structure of graphene,
CVD graphene grown on heteroepitaxial Cu(111) and Cu(100) lattice was studied
[21]. The Cu(111) and Cu(100) films were deposited on MgO(111) and MgO(100),
respectively, by high temperature radio-frequency (RF) magnetron sputtering. Both
Cu films produced uniform single-layer graphene after the CVD at 1,000 ıC,
but the domain structures were found to be completely different, as displayed
in Fig. 1.6. Here, to investigate nanoscale domain structure, low-energy energy

Fig. 1.6 (a) DF-LEEM image of single-layer graphene grown on a Cu(100)/MgO(100). (b)
Relative orientation of graphene domains with respect to the square lattice of Cu(100). (c)
Schematic of neighboring domains rotated by 30ı. (d–f) LEEM image, atomic structure, schematic
of graphene on Cu(111)
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electron microscope (LEEM) was used, because it can measure a wide area and
relative orientation of the graphene to the underlying Cu lattice without use of a
transfer process.

Figure 1.6a shows a dark-field LEEM (DF-LEEM) image of single-layer
graphene grown on Cu(100) at 1,000 ıC. Blue and green colors represent domain
orientations, and these two main orientations are rotated by 30ı. From the diffraction
of the Cu(100) lattice, we can assign the orientation of these two types of domains,
A and B (Fig. 1.6b). Graphene’s C–C bonds are found to align parallel to one of
Cu–Cu bonds of the square lattice. Because of the symmetry mismatch, two types
of domains with 30ı rotation can grow simultaneously. Note that these two domains
(A and B) are crystallographically equivalent. Although the atomic structure cannot
be imaged by LEEM, we speculate that domain boundaries should exist between
these rotated domains, as illustrated in Fig. 1.6c.

In the case of single-layer graphene grown on Cu(111), the domain orientation
is fully consistent with that of the underlying Cu lattice (Fig. 1.6d–f). The threefold
symmetry of the Cu(111) lattice allows for the uniform orientation in CVD
graphene, as depicted in Fig. 1.6e, leading to epitaxial graphene growth. Within the
spatial resolution of LEEM, no domain boundaries were observed. Therefore, this
heteroepitaxial CVD approach is expected be a new approach to grow large-area,
single-crystalline graphene.

Transport properties were also studied for the single-layer graphene sheets grown
on a Cu(111) thin film and on a conventional Cu foil [20]. Here, the Cu(111)
film was deposited on sapphire c-plane, and Cu foil was purchased from Alfa
Aesar. After the transfer to SiO2/Si substrate with a 300 nm thick SiO2 layer
(Fig. 1.7a), graphene was patterned by electron beam lithography and oxygen
plasma treatment. Then, a second lithography step was performed to pattern source
and drain electrodes for back-gated field-effect transistors (FETs) (Fig. 1.7b).

Transfer characteristics of transistors made with graphene sheets grown on
Cu(111) film and Cu foil are compared in Fig. 1.7c. Distribution of two-terminal
carrier mobilities measured for different channel widths is displayed in Fig. 1.7d.
The mobility was determined based on an equation, � D [(@Id/@Vg)L]/(WCoxVd),
where L and W are the channel length and width, respectively; Vd is the drain
voltage; and Cox is the dielectric constant of SiO2 (1.15 � 10�4 F/m2). There was
no clear width dependence of the mobility after measuring more than 30 devices.
The carrier mobility of the graphene grown on Cu film was 1–2 orders of magnitude
higher than that of Cu foil. The highest hole mobilities determined for the Cu foil
ad Cu film are 900 and 2,530 cm2/Vs, respectively. In addition, the carrier mobility
values of the graphene grown on Cu foil scatter much more than those on Cu film.
We consider that the significant difference in mobilities for different Cu metals
probably correlates with difference of the domain structures of graphene/Cu(111)
and graphene/Cu foil. In addition, the surface roughness of Cu foil could reduce the
carrier mobility because of the damage to graphene during transfer to SiO2 substrate.
Note that the mobility obtained for graphene grown on Cu(111) is still slower than
that of exfoliated graphene ( 10,000 cm2/Vs) [4]. This may be attributed to wrinkles,
defects induced by transfer, and undetected boundaries.
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Fig. 1.7 (a) Photograph of single-layer graphene transferred on SiO2/Si from Cu(111)/sapphire.
(b) Micrograph of arrays of graphene FETs. (c) Transfer characteristics of graphene grown on
Cu(111) and Cu foil. (d) Distribution of carrier mobilities with different channel widths

1.6 Increasing Graphene Domain Size on Heteroepitaxial
Cu Films

Shown in Fig. 1.8 is a schematic model of graphene growth dynamics over Cu
metal. There are many surface reactions and processes involved in the graphene
growth as follows: (1) Catalytic dehydrogenation of CH4 feedstock, which leaves
CHx (x D 0–3) species adsorbed on the Cu surface. (2) Surface diffusion of the
adsorbed C atoms or CHx. This diffusion is thermally activated and driven by a
concentration gradient of these adsorbates. (3) Nucleation of graphene domains.
Here grain boundaries and the rough surface of Cu are known to stimulate the
graphene nucleation. (4) Growth of graphene domains, which is likely accompanied
by edge reconstruction. (5) Coalescence of neighboring graphene domains into a
continuous graphene film. (6) Etching of graphene domains by H2 gas. This is
the reverse reaction of the CH4 decomposition (1) and may be assisted by the Cu
surface. (7) During the CVD, evaporation of Cu atoms from the Cu surface also
occurs because the growth temperature (1,000–1,080 ıC) is close to the melting
temperature of Cu (1,084 ıC). This is more severe in vacuum CVD (10–1,000 mTor)
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Fig. 1.8 Growth mechanism of single-layer graphene on a Cu metal with grain boundaries

compared with ambient-pressure CVD, and sometimes it contaminates the growth
chamber with evaporated Cu. Not only the presence of grain boundaries but also the
crystallinity of the Cu catalyst is important in the catalytic graphene growth. This is
because (1) the graphene nucleation is associated with the Cu’s grain boundary and
(2) the orientation of the graphene domain can correlate with the in-plane orientation
of the Cu grains.

Recently, a number of papers have been published with an aim to grow large-
area “single-crystalline graphene (see Fig. 1.2b).” One main approach is to control
the CVD condition and clean and smoothen Cu surface to increase the size of
graphene domains. This is done by reducing the CH4 concentration to 10 ppm and
growth at high temperature near the Cu melting temperature (1,084 ıC). The low
CH4 concentration reduces the nucleation density, and the high CVD temperature
increases the diffusion length of surface-adsorbed C atoms [13, 23]. Figure 1.9a is
scanning electron microscope (SEM) images of large graphene domains realized on
an epitaxial Cu(111) film [24]. The growth condition was 1,075 ıC with 10 ppm
CH4 under ambient pressure. One can see that graphene domains (seen as dark
contrast) grow with time and they have hexagonal structures. As seen in Fig. 1.9b,
each of the hexagonal domains have almost the same orientation, indicating the
hexagonal domain growth is consistent with the underlying Cu(111) lattice. From
the orientation of the sapphire substrate, it is revealed that these hexagonal domains
have zigzag or near zigzag edges (Fig. 1.9c). Such zigzag edges are also interesting
in terms of magnetic properties because zigzag edges create nonbonding orbitals
that give localized unpaired electrons. Through the optimization of the CVD
condition, large graphene domains up to 100 �m size were grown on Cu(111), as
shown in Fig. 1.9d [24].

The single-crystalline structure was confirmed by angle-resolved photoelectron
spectroscopy (ARPES). Figure 1.9e is the ARPES spectrum of the as-grown
graphene domains [24]. A linear band dispersion was observed and graphene was
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found to be slightly n-type doped due to the underlying Cu. No orbital hybridization
of graphene and Cu was observed, supporting weak graphene-Cu interaction, which
may be useful for clean graphene transfer. Carrier mobility was also measured for
one of the single-crystalline hexagonal domains by attaching multiple electrodes
on a SiO2/Si substrate. We observed high mobility, reaching 4,000 cm2/Vs, for the
device shown in Fig. 1.9f, g. Recently, by careful transfer and impurity removal, we
observed a carrier mobility over 20,000 cm2/Vs at 280 K for a hexagonal domain
[25]. This mobility value is higher than that of exfoliated graphene (10,000 cm2/Vs),
thus signifying the growing of single-crystalline graphene is essential for high-
performance electronics.

For realization of large single-crystalline graphene, the seamless connection
between neighboring domains with the same orientation becomes important.
Figure 1.10a highlights the interface of adjacent domains merged with the same
angle. It is interesting to understand the atomic structure of this domain interface.
Our recent study suggests that a scattering site exists at the interface of neighboring
domains even though the domain orientation is the same [25]. Therefore, further
study is necessary to achieve atomic-scale perfect connection of neighboring
domains to synthesize single-crystalline graphene based on this approach.

Fig. 1.10 (a) Optical micrograph of adjacent graphene domains merged with the same angle. (b)
SEM image of Cu(111) surface with limited graphene nuclei
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Recently, the increase of the domain size of graphene has shown rapid progress.
The main strategies to grow giant domains are (1) to enhance C surface diffusion
by increasing the CVD temperature and (2) to reduce nucleation density as low as
possible by making ultrasmooth Cu surface as well as lowering CH4 concentration.
Our epitaxial Cu(111) has several advantages, such as high crystallinity which
makes the Cu film more stable than polycrystalline Cu foil, ultrasmooth Cu surface
available only by H2 annealing at high temperature, and suppressed grain boundaries
in the epitaxial metal film. Figure 1.10b shows our recent graphene domains with
1 mm size [26]. This size should be sufficient for transistor applications, because
this size is much larger than a modern Si transistor. Very recently, a giant graphene
domain with 5–10 mm was obtained on Cu foil [27, 28]. Further increase of the
domain size might be expected by considering the recent rapid progress of graphene
CVD.

1.7 Recent Progress and Future Prospect

Large-scale graphene production is quite important for macroelectronic applica-
tions, such as transparent electrodes and touch panels, to replace widely used indium
tin oxide (ITO) electrodes. Such large-area graphene has mainly been studied by
using Cu foil, and as already mentioned, 30 in. graphene sheets were produced by
a Korean group in 2010 [14]. In Japan, a group in AIST used plasma CVD growth
to reduce the growth temperature (400 ıC) and develop a roll-to-roll production
technique [29]. SONY has reported a new method to heat Cu foil by applying a local
current and succeeded in producing a 100 m long graphene sheet [30]. This method
is expected to reduce the electric power consumption because the graphene growth
is limited to the local heating area. Although there are some issues still remaining,
such as costs of Cu and transfer processes, graphene is expected as a promising
flexible electrode material in a future electronics.

Triggered by the development of graphene research, other two-dimensional
inorganic sheets with atomic-scale thickness have attracted recent interests. These
materials include hexagonal boron nitride (h-BN) and various transition metal
dichalcogenides (TMDCs), such as MoS2 and WSe2. Integration of these layered
materials is of great interest to derive novel properties and applications. For
example, insertion of exfoliated h-BN sheet into the interface between graphene
and SiO2 significantly increases the carrier mobility of graphene FET by a factor
of >5 [31]. This result indicates that h-BN is a very good insulating atomic sheet
which suppresses the surface roughness and charge impurities present on the SiO2

surface. TMDCs are layered materials stacked with weak van der Waals interaction
so that we can obtain single-layer dichalcogenide sheets either by mechanical
exfoliation or CVD. Unique electronic properties are observed for TMDCs with
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Fig. 1.11 CVD growth of superconducting NbS2 nanosheets from NbCl5 and S powder. NbS2

nanosheets were grown on SiO2/Si (a) and CVD graphene substrates (b, c). (d) Illustration of the
NbS2 nanosheets on CVD graphene

atomic thickness. For example, bulk MoS2 has an indirect band gap, but monolayer
MoS2, a sandwiched structure of single Mo layer with two S layers, shows a direct
bandgap, thus giving much stronger photoluminescence than that of bulk MoS2 [32].
For future development of such two-dimensional materials, integration of different
layered materials is very important.

Figure 1.11 shows one example of integration of graphene and TMDCs [33].
NbS2 is known to become superconductive at low temperature. When grown on
a SiO2 substrate by CVD, NbS2 nanosheets grew normal to the substrate surface
(Fig. 1.11a). This structure is not useful for device fabrication. We found that
transferred CVD graphene changes the growth mode of NbS2 nanosheets; laterally
oriented nanosheets were obtained only on the graphene surface (Fig. 1.11b–d) [33].
These nanosheets have a faceted structure, as seen in Fig. 1.11c, signifying the
growth of crystalline sheet. Other two-dimensional sheets, such as MoS2 and h-
BN, have also been grown on graphene [34–36]. These works are expected to open
a new field of novel artificial layered materials with unique electronic, optical, and
catalytic properties.
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1.8 Summary

In the research of CVD growth of graphene, tremendous development has been
observed recently, especially in single-crystalline growth and large-area production
technologies. In this section, the mechanism of CVD growth and control of graphene
domain structures by CVD are reviewed. Our work demonstrates that it is possible
to epitaxially grow single-layer graphene on Cu(111) and Co(0001) with controlled
hexagon orientation. This orientation-controlled graphene also allows the epitaxial
growth of other 2D atomic sheets.

For electronic applications, the control over layer numbers of graphene is
important. For example, transparent electrode application, low sheet resistance
comparable to ITO electrodes, <100 �/� can be achieved only for 3–4 layer
graphene after doping. Transistor applications require double-layer graphene to
open the bandgap by applying a vertical electric field. Currently multiple transfer is
widely used to obtain multilayer graphene to reduce the sheet resistance, but direct
growth of layer number-controlled graphene while keeping high quality is desired.

Further development of graphene science and production methods together with
integration with other 2D atomic sheets will develop a new type of electronic devices
which utilize flexibility, transparency, and high mobility of these unique materials.
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Chapter 2
Graphene Laser Irradiation CVD Growth

Yasuhide Ohno, Kenzo Maehashi, and Kazuhiko Matsumoto

Abstract We have demonstrated a simple method of directly synthesizing graphene
on dielectric surfaces using laser irradiation without a carbon source gas. The
position of the graphene synthesis was precisely controlled. Moreover, channels
were formed during graphene synthesis by scanning the laser beam across the
substrate. The resulting device showed typical ambipolar transport behavior, which
indicates that the channel consisted of graphene and that the device acted as a field-
effect transistor (FET). Our laser irradiation technique does not require transfer
processes and carbon source gases and is a promising method for graphene synthesis
and fabricating graphene FETs.

Keywords Laser irradiation • Direct graphene growth • Simple fabrication
process

2.1 Introduction

Graphene is a two-dimensional atom-thick crystal consisting of a honeycomb lattice
of carbon atoms [1]. Owing to its outstanding mechanical, electrical, thermal, and
optical properties, it is a particularly attractive material for future high-performance
devices [2–5], such as flexible electronics, solar cells, high-sensitivity sensors, and
transparent electrodes [4–6]. Recently, graphene has been fabricated by methods
such as mechanical exfoliation, chemical exfoliation, chemical vapor deposition
(CVD), and thermal decomposition of SiC [7–12].

Mechanical exfoliation using adhesive tape is the most suitable method for
obtaining high-quality graphene. However, the method is inadequate for multiplex
handheld chemical and biological sensors for home medical care because the
position and size of the graphene cannot be controlled [13].
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Fig. 2.1 Schematic of
graphene synthesis by laser
irradiation

In contrast, CVD can produce large amounts of high-quality graphene [5]. How-
ever, devices such as transparent electrodes or FETs need multistep processes that
include growth at high temperatures in an electric furnace and transfer from metal
layers to insulators [14]. In particular, the transfer process is complicated and the
CVD graphene on insulators often contains cracks, wrinkles, and contaminants [15].
For these reasons, simple techniques for direct graphene synthesis on insulating
substrates are required to make fabrication processes shorter and cheaper [16–18].
In this chapter, we report direct graphene synthesis on insulating substrates using
laser irradiation (Fig. 2.1).

2.2 Experimental Procedure

An amorphous carbon (a-C) layer and a Ni layer sequentially deposited on a
SiO2=Si substrate were used as a carbon source and a catalyst, respectively. The
Ni layer absorbed the laser energy and was heated locally. Therefore, the a-C was
only dissolved in the Ni layer in the laser-irradiated area. The Ni layer retracted,
indicating that the graphene was synthesized at the desired position on the SiO2=Si
substrates. Moreover, the technique allowed graphene FETs to be fabricated by
scanning the laser beam across the substrate. The graphene-channel length and
position could be precisely controlled because of the localized laser irradiation and
the spot size of the beam. We also demonstrated the ambipolar characteristics of the
graphene-channel devices.

A 1-nm-thick a-C carbon source layer and a 20-nm-thick Ni catalyst layer were
sequentially deposited on a Si substrate with a thermally grown 300-nm-thick SiO2

layer using an electron beam evaporator without exposure to ambient conditions.
The graphene synthesis was carried out in a vacuum chamber at a pressure of
2.6 Pa. The heater was attached to the back of the substrates, and three different
temperatures of 25, 200, and 400 ıC were used during the laser irradiation.
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A continuous wave Ar-ion laser with a wavelength of 514.5 nm was used to
increase the temperature locally on the Ni layer. The substrate was locally irradiated
with the laser for 1 min with a laser power density of 9 mW=�m2. The laser-
irradiated area was examined by optical microscopy and Raman spectroscopy
(514.5 nm).

2.3 Results and Discussion

Figure 2.2a shows optical microscopy images of the laser-irradiated areas at
substrate temperatures of 25, 200, and 400 ıC, where the dark circular regions
correspond to the laser-irradiated areas. The images show that the laser created
holes, exposing the SiO2=Si substrates under the Ni layer. Raman spectroscopy
was measured for the laser-irradiated areas (Fig. 2.2b). The Raman intensities for
the samples were normalized to those of the G bands. For comparison, a Raman
spectrum for an as-deposited a-C layer with no Ni layer is shown in Fig. 2.2b, which
contains broad bands at 1;100–1;700 cm�1 [16, 17].

After laser irradiation at a substrate temperature of 25 ıC, broad D and G bands
and a small G0 band were observed. This indicates that the Ni layer irradiated
with the laser functioned as a catalyst and that the a-C layer was transformed into
graphitic carbon. In the Raman spectrum for a substrate temperature of 200 ıC, the
D, G, and G0 bands became narrower than those obtained at 25 ıC. However, the
intensity ratio of the G to D bands .IG=ID/ was estimated to be 0.82, which is much
smaller than that for conventional CVD or exfoliated graphene [9,19]. Furthermore,
the intensity ratio of the G0 to G bands .IG0=IG/ was estimated to be 0.20, indicating
that graphite-like carbon or defective graphene was directly synthesized on the
SiO2=Si substrate.

Fig. 2.2 (a) Optical images
after laser irradiation at
various substrate
temperatures, and (b) Raman
spectra of as-deposited a-C
layer and samples irradiated
with a laser at substrate
temperatures of 25, 200, and
400 ıC
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Fig. 2.3 Schematic of
graphene-synthesis
mechanism. (a) Local
annealing of the Ni layer by
laser irradiation, (b)
dissolution of a-C in the Ni
layer, (c) aggregation and
retraction of the Ni layer, and
(d) direct graphene synthesis
on a SiO2 surface

We propose the following mechanism of graphene synthesis by laser irradiation
(Fig. 2.3). First, the laser is focused on the Ni layer (Fig. 2.3a). The irradiated region
in the Ni layer is annealed, and then the a-C dissolves in the Ni layer (Fig. 2.3b).
Because the center of the laser spot has the highest temperature, the Ni layer begins
to retract at the center, which forms the holes. Simultaneously, the a-C atoms are
segregated from the Ni layer and form graphene because the cooling rate is fast
(Fig. 2.3c). As the irradiation time increases, the hole grows larger. Consequently,
graphene layers are directly synthesized on the SiO2 surface by laser irradiation
(Fig. 2.3d).

At a substrate temperature of 25 ıC, the Ni layer at the interface between the a-C
and the Ni layer is not sufficiently annealed during laser irradiation. The Raman
spectrum with broad D and G bands (Fig. 2.2b) suggests that some of the carbon is
not dissolved in the Ni layer and that the graphitic carbon is formed on the residual
a-C layer at a substrate temperature of 25 ıC. The Raman spectrum obtained with
a substrate temperature of 400 ıC is very close to that of the a-C layer (Fig. 2.2b).
This is because the size of the hole formed at 400 ıC is the largest and is considered
to be formed before sufficient amounts of carbon are dissolved in the Ni layer
(Fig. 2.2a). Thus, a residual a-C layer appears on the SiO2=Si substrate, and the
Raman spectrum is similar to that of a-C (Fig. 2.2a).

Moreover, H2 (5 sccm) was introduced into the vacuum chamber during
laser irradiation at 9 mW=�m2 for 1 min at the substrate temperature of 200 ıC.
Figure 2.4 shows a Raman spectrum after laser irradiation in H2 atmosphere,
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Fig. 2.4 Raman spectrum for
a sample irradiated with a
laser in H2 atmosphere at a
substrate temperature of
200 ıC
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revealing that sharper peaks than that at 200 ıC in a vacuum (Fig. 2.2b) were
obtained. The full width at half maximum (FWHM) of the G band was reduced
from 97 to 66 cm�1, and that of the G0 band was reduced from 125 to 85 cm�1.
As a result, the FWHMs of the peaks were reduced by 35 %, indicating that the
quality of graphene was improved by introducing H2. This is probably because the
naturally oxidized Ni was reduced by H2 in the laser-irradiated area, enhancing the
Ni-catalyzed reaction. In addition, IG=ID and IG0=IG were estimated to be 1.02 and
0.34, respectively. It has been reported that the values of IG0=IG for single-, double-,
and triple-layer graphene change to approximately 2, 1, and 0.25, respectively
[9]. These results indicate that several layers of graphene were synthesized by
introducing H2. Since IG=ID was still small, the domain size of the graphene layers
is considered to be small. However, the method allows precise control over the
graphene position and needs no transfer process. Thus, the process is simple and
useful for direct graphene synthesis on insulating layers. The sample structures and
synthesis conditions must be optimized to obtain high-quality graphene.

Finally, graphene FETs were fabricated using the same graphene-synthesis
processes, by scanning the laser beam across the substrate. Figure 2.5a shows
a schematic image of the fabrication of a graphene FET. The SiO2=Si substrate
was moved precisely using a motorized stage to form the FET graphene channel.
The laser-spot diameter and scan speed of the motorized stage were 2:5 �m and
3 �m=min, respectively, and the substrate temperature of 200 ıC was used during
the laser irradiation. Figure 2.5b shows an optical image of the sample, which shows
that the patterned Ni layer was divided into two regions. These Ni regions were
used as the source and drain electrodes. Thus, the simple laser-scanning process
formed graphene and the device simultaneously. The transfer characteristics of
the graphene FET were investigated. Figure 2.5c shows the drain current versus
back-gate voltage. The device shows typical ambipolar transport behavior, which
indicates that the channel consisted of graphene and that the device acted as an FET.
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Fig. 2.5 (a) Schematic of graphene-channel formation by scanning the laser beam across the
substrate, (b) optical image after graphene-channel formation by laser irradiation, and (c) transfer
characteristics of the sample after scanning with the laser beam. The channel length and width
were approximately 1.5 and 50 �m, respectively

2.4 Conclusion

We have achieved the direct laser synthesis of graphene on SiO2 surfaces without
using carbon source gases. An a-C layer was introduced between the Ni and SiO2

layers. The G and G0 bands were clearly observed in the Raman spectrum of the
laser-irradiated area of the sample, which was attributed to the dissolution of the
a-C in the Ni layer and the retraction of the Ni layer. Thus, the position of graphene
synthesis was precisely controlled by the laser irradiation method. Moreover, the
technique enabled the formation of a graphene channel by scanning the laser
beam across the substrate. The electrical measurements revealed typical ambipolar
characteristics, indicating that the device acted as an FET. Because the technique
does not require carbon source gases and transfer processes, it is a simple and useful
method for fabricating graphene FETs.
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Chapter 3
Graphene Direct Growth on Si=SiO2 Substrates

Yasuhide Ohno, Kenzo Maehashi, and Kazuhiko Matsumoto

Abstract We have demonstrated direct synthesis of graphene on SiO2 substrates
using transfer-free processes. An amorphous layer was sandwiched between a Ni
layer and a SiO2=Si substrate, and then the sample was annealed under the ambient
of H2 and Ar. The measurements using scanning electron microscopy and Raman
spectroscopy reveal that Ni islands were formed and that G0 band was clearly
observed at the region between Ni islands. From the intensity ratio of G band to
G0 band, multilayer graphene was synthesized owing to retraction of the Ni layer
during annealing the sample.

Keywords Graphene direct growth • Anneal • No transfer process

3.1 Introduction

Graphene has ideal two-dimensional structures formed by monolayer of sp2-bonded
honeycomb lattice, which shows excellent electrical, mechanical, and chemical
properties, such as high carrier mobility, low optical absorption, and excellent
thermal strength [1]. Then, graphene is highly expected to be a promising electronic
material in the next-generation electronics: field-effect transistors (FETs), high-
frequency electronic devices, transparent electrodes, highly sensitive sensors, and
so on.

Since their electrical properties are very sensitive for modulation of the surface
potentials in graphene channel, ions or proteins were expected to be effectively
detected with high sensitivity. In these devices, the single-layer graphene used as
a channel in a graphene FET was obtained by mechanical exfoliation using an
adhesive tape [2]. The method is suitable to obtain high-quality graphene; however,
it is impossible to control size or location of graphene.
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Fig. 3.1 Schematic of transfer-free process to directly synthesize graphene on SiO2 substrates

Several synthesis methods on graphene have been carried out by different
techniques, such as eliminating Si from the surface of single crystal SiC [3, 4],
chemically reduced graphene oxide [5], or chemical vapor deposition (CVD)
method [6–8]. In particular, CVD on metal substrates has been intensively inves-
tigated as an attractive method to synthesize graphene. Nickel and copper are
commonly used as metal substrates [9–12]. For growth on Ni substrates, graphene
is synthesized at cooling stages. On the other hand, graphene grows on Cu
substrates by surface adsorptions of C atoms. For electronic applications such as
sensors, existing graphene layer grown using CVD needs a transfer process from a
metal substrate to insulating substrates. Recently, transfer processes using various
different methods are performed. However, the transfer processes are relatively
complicated, and cracks, wrinkles, and contaminations were often observed on
graphene surfaces [13]. Therefore, techniques of graphene synthesis directly on
insulators have been desired to realize practical devices. Recently, nanographene
was directly formed on MgO nanocrystal powder [14]. However, this method might
not be suitable for the integration of graphene devices with Si technology.

In this section, we propose a simple method to synthesize graphene directly on
insulators by annealing amorphous carbon (a-C) with a metal catalyst. Figure 3.1
shows a schematic of a transfer-free process to directly synthesize graphene on SiO2

substrates. An a-C layer is sandwiched between a Ni layer and a SiO2=Si substrate.
After annealing the sample, graphene layers will be synthesized on SiO2 substrates
owing to retraction of the Ni layer, as shown in Fig. 3.1.

3.2 Experimental Procedure

An a-C layer was deposited by an electron-beam vacuum evaporator on a Si
substrate covered with a thermally grown 280-nm-thick SiO2 layer. Subsequently,
a Ni layer also was deposited by an electron-beam vacuum evaporator, as shown
in Fig. 3.1. In this section, we utilized three kinds of samples: Ni layer (10 nm)/a-
C (2 nm), Ni layer (30 nm)/a-C (2 nm), and Ni layer (30 nm)/a-C (5 nm). For
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comparison, an a-C layer of 2 nm without Ni layer was used. These samples were
set into an electrical furnace and then thermally annealed at 750 ıC for 10 min in
H2=Ar atmosphere with the ambient of H2 at 200 sccm and Ar at 100 sccm. After
annealing, the samples were investigated by optical microscopy, scanning electron
microscopy (SEM), and Raman spectroscopy excited by a He–Ne laser operating at
632.8 nm.

3.3 Results and Discussion

First of all, to investigate effect of Ni layer, only 2-nm-thick a-C layer was
deposited on a SiO2=Si substrate and was annealed at 750 ıC for 10 min under
the ambient of H2 and Ar. No change in the surface morphology was obtained
after annealed. Figure 3.2a, b show Raman spectra before and after annealing the
sample, respectively. As shown in Fig. 3.2a, broad bands .1;100��1;700 cm�1/

were observed for as-deposited a-C layer, which is consistent with the previous
reported Raman spectrum [14]. After annealing the as-deposited a-C layer at 750 ıC,
in the Raman spectrum, the peaks of broad D and G bands were obtained. However,
no peak of G0 band was observed, as shown in Fig. 3.2b.

Next, 2-nm-thick a-C layer was sandwiched between 10-nm-thick Ni layer and
a SiO2=Si substrate. After annealing the sample at 750 ıC for 10 min under the
ambient of H2 and Ar, the surface morphology was changed as shown in Fig. 3.3a,
b, which correspond to optical microscopy and SEM images, respectively. The
microscopy image reveals that islands were observed, whose size and density were
estimated to be 100 nm�1 �m and 400;000=mm2, respectively. The Ni layer can
be easily migrated, and the islands with high density were formed by thermal
diffusion of Ni at high temperature because the thickness of the Ni layer was
10 nm. In addition, Raman characterization was also investigated for the sample.
At Ni island region, no peaks were obtained. On the other hand, at the region

Fig. 3.2 Raman spectra for
the sample with only
2-nm-thick a-C layer
deposited on SiO2=Si
substrate a before and b after
annealing
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Fig. 3.3 (a) Optical
microscopy and (b) SEM
images and (c) Raman
spectrum after annealing the
sample with Ni layer (10 nm)
on a-C layer (2 nm)
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between Ni islands shown as a dashed line circle in Fig. 3.3b, D and G bands were
obtained, whose widths were narrower than that of 2-nm-thick a-C layer shown in
Fig. 3.2b. Moreover, a small G0 band appeared. These results indicate synthesis of
graphitic carbon. Thus, Ni layer could work as a catalyst and could play a role in the
graphitization of a-C. However, the intensity ratio .ID=IG/ of D band to G band was
estimated to be 1.6, which is much larger than that for conventional CVD growth of
graphene [7]. ID=IG is proportional to the amount of structural defects and inversely
proportional to the domain size in graphitic materials [15]. Therefore, graphitic-like
materials were considered to be synthesized after annealing the sample of Ni layer
(10 nm) on a-C layer (2 nm). At high temperature, a-C will be dissolved into Ni
layer [11]. For a-C layer of 2 nm with Ni layer of 10 nm, the Ni layer was so thin
that Ni can easily migrate and form islands. As a result, before all a-C is taken up
into the Ni layer, retraction of Ni layer may occur and graphitic carbon is considered
to be synthesized on the residual a-C layer. Thus, Raman spectrum in Fig. 3.3c was
obtained.

To improve the graphitization of a-C, a-C layer (2 nm) with a thicker Ni
layer (30 nm) was utilized, which was investigated by microscopes and Raman
measurements. After annealing at 750 ıC for 10 min under the ambient of H2 and
Ar, the surface morphology with high-density Ni islands was obtained as shown
in Fig. 3.4a, b, which was similar to the surface morphology of the sample of Ni
layer (10 nm) on a-C layer (2 nm) shown in Fig. 3.3a, b. In addition, as shown in
Fig. 3.4c, Raman spectroscopy was investigated at the uncovered region between
Ni islands shown as a dashed line circle in Fig. 3.4b. The measurement reveals
that the peak widths of D and G band peaks became narrower than those of the
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Fig. 3.4 (a) Optical
microscopy and (b) SEM
images and (c) Raman
spectrum after annealing the
sample with Ni layer (30 nm)
on a-C layer (2 nm)
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sample with 10-nm-thick Ni layer and that ID=IG was estimated to be 0.85. Thus,
the quality of graphitized carbon was improved. In addition, a G0 band peak, a signal
of sp2-hybridized carbon, was clearly observed. The intensity ratio .IG0=IG/ of
G0 band to G band was estimated to be 0.38. It was reported that the IG0=IG for
single, double, and triple layer graphene was changed to be approximately 2, 1, and
0.25, respectively [16]. The results indicate that more than triple layer graphene was
synthesized. However, ID=IG was still high, resulting from formation of graphene
with small domain size. The sample had a thicker Ni layer of 30 nm. Thus, all a-C
can be dissolved into the Ni layer at high temperature and then Ni=SiO2 interface
can be formed. Subsequently, when the Ni layer formed Ni islands, multilayer
graphene was considered to be synthesized directly on SiO2 surfaces. For this
reason, the sharper D and G band peaks and the clear G0 peak were observed, as
shown in Fig. 3.4c.

Finally, relatively thicker a-C layer of 5 nm with Ni layer of 30 nm was annealed
at 750 ıC for 10 min under the ambient of H2 and Ar. Figure 3.5a, b show optical
microscopy and SEM images after annealed, respectively, revealing that pits with
high density were observed. As compared to the surface morphology of the sample
of Ni layer (30 nm) on a-C layer (2 nm), diffusion of Ni layer was considered to be
suppressed. Raman spectroscopy was also measured at the region of a pit, as shown
in Fig. 3.5c, revealing that slightly broad G and D bands were obtained and small
G0 band appeared. Since relatively thicker a-C layer of 5 nm was used, all a-C may
not be taken up into the Ni layer of 30 nm at 750 ıC for 10 min. As a result, some
a-C can exist at the interface between the Ni layer and the SiO2 surface, resulting in
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Fig. 3.5 (a) Optical
microscopy and (b) SEM
images and (c) Raman
spectrum after annealing the
sample with Ni layer (30 nm)
on a-C layer (5 nm)
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the suppression of Ni island formation, as shown in Fig. 3.5a, b. After retraction of
some Ni layer, graphitic carbon is considered to be synthesized on the residual a-C
layer. Thus, as shown in Fig. 3.5c, the similar Raman spectrum was observed to that
of the a-C layer of 2 nm with Ni layer of 10 nm.

In this section, multilayer graphene was synthesized for the sample with Ni layer
(30 nm)/a-C layer (2 nm) after annealed at 750 ıC for 10 min. For application of
sensors, however, single-layer graphene with high quality is necessary to obtain high
sensitivity. For this reason, synthesis of monolayer graphene is required. Graphene
growth parameters will be optimized by precisely controlling thickness of Ni and
a-C layer, annealing temperature, and cooling rate after annealing.

3.4 Conclusion

In this section, we have proposed a simple approach for synthesizing graphene
directly on SiO2 substrates using transfer-free processes. An a-C layer was deposited
on a SiO2=Si substrate, followed by Ni layer deposition, and then the sample was
annealed under the ambient of H2 and Ar. For the Ni layer (30 nm)/a-C (2 nm),
island formation of Ni layer and G0 band in Raman spectrum were clearly observed.
During annealing at high temperature, the a-C was taken up into the Ni layer and
then graphene was synthesized directly on SiO2 surfaces owing to retraction of
the Ni layer. From the intensity ratio of G band to 2D band, multilayer graphene
was synthesized. By optimizing growth parameters, this method will be useful for
fabrication of electronic devices.
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Chapter 4
Direct Growth of Graphene and Graphene
Nanoribbon on an Insulating Substrate
by Rapid-Heating Plasma CVD

Toshiaki Kato, Rikizo Hatakeyama, and Toshiro Kaneko

Abstract A transfer-free method for growing 2D graphene sheets directly on a
SiO2 substrate has been realized by rapid-heating plasma chemical vapor deposition
(RH-PCVD). Using this method, high-quality single-layer graphene sheets with
hexagonal domain can be selectively grown between a Ni film and a SiO2 substrate.
Systematic investigations reveal that the relatively thin Ni layer, rapid heating, and
plasma CVD are critical to the success of this unique method of graphene growth.
By applying this technique, graphene nanoribbon, 1D graphene structure, has also
been directly grown on a SiO2 substrate. Precise control of the site and alignment
of narrow (�23 nm) graphene nanoribbons can be realized by directly converting a
nickel nanobar into a graphene nanoribbon using rapid-heating plasma CVD. The
nanoribbons grow directly between the source and drain electrodes of a field-effect
transistor without any posttreatment and exhibit a clear transport gap (58.5 meV)
and a high on/off ratio (>104). The process is scalable and completely compatible
with existing semiconductor processes and is expected to allow the integration of
graphene nanoribbons with silicon technology.

Keywords Graphene nanoribbon • Direct growth • Integration • Plasma CVD

Graphene is a monolayer carbon sheet including high carrier mobility, flexibility,
and high optical transmittance. These properties are advantageous if graphene is to
be used as a component in electrical devices such as field-effect transistors, solar
cells, and various gas and chemical sensors. Chemical vapor deposition (CVD) is
one of the most promising methods of growing graphene, which can produce large
and relatively high-quality graphene sheets. A graphene layer on an insulating layer,
especially on an insulating SiO2 substrate, is an important structural arrangement
used in the fabrication of graphene-based electrical devices. Currently, graphene
layers on SiO2 substrates are fabricated by the following process. First, graphene
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is grown on Ni, Cu, or Co surfaces (foil or deposited films on a substrate).
These metal surfaces are necessary for the growth of graphene as they decompose
hydrocarbon gases and promote the nucleation of graphene. The graphene layer is
then transferred to a SiO2 substrate using polymer capping and chemical etching
techniques. This process can fabricate relatively large-scale graphene sheets on an
insulating substrate. However, it is difficult to transfer specific and fine graphene
structures, such as graphene nanoribbons or nanoscale patterned graphene, to
specific points on a device. This precise placement of graphene is important when
fabricating many widely used silicon-based electrical devices. The direct growth of
graphene on an insulating substrate is an alternative approach to the above method.
It is a challenging method, however, and only a few studies about the direct growth
approach have so far been reported [1–3].

In this section, we introduce our recent progresses for the direct growth of
graphene using rapid-heating plasma chemical vapor deposition (RH-PCVD). The
graphene layer can be made to grow along the interface of the Ni layer and the
SiO2 substrate instead of on top of the Ni layer. The direct fabrication method
is completed by removing the Ni layer using a chemical etching process, leaving
large area and high-quality single-layer graphene sheets on a SiO2 substrate [4].
In addition to the usual 2D-graphene sheet, graphene nanoribbon, 1D structure of
graphene, can be also directly grown on a SiO2 substrate by combining RH-PCVD
and unique catalytic reaction of Ni nanobar. Since growth site and alignment of
graphene nanoribbon are decided by the initial Ni nanobar structure, it is possible to
highly integrate graphene nanoribbon devices by our developed novel method [5].

4.1 Direct Growth of 2D Graphene Sheet

Figure 4.1a–d illustrates the basic concept of our approach for growing graphene
directly on an insulating substrate. A Ni film was deposited on a SiO2 (300 nm)/Si
by vacuum evaporation (Fig. 4.1a). The graphene growth was realized using a
homemade plasma CVD system [6–10] with a mixture of methane and hydrogen
gases. The substrate was immediately transferred from outside the electrical furnace
to the furnace center, and the substrate temperature increased to the required
temperature for growth (typically 600–975 ıC) within 1 min. After heating the
substrate, radio-frequency power (RF; 13.56 MHz) was supplied to the coils outside
of a quartz tube to generate a plasma (Fig. 4.1b). The substrate temperature was
immediately decreased after completing the plasma CVD process (Fig. 4.1c).
During the cooling process, the graphene layer could be preferentially grown along
the interface between the Ni film and SiO2 substrate. Finally, the deposited Ni film
was removed using a conventional chemical etching technique with FeCl3 or HCl
solution (Fig. 4.1d).

Scanning electron microscope (SEM) observations and Raman mapping mea-
surements were carried out for the fabricated materials before the Ni film was
removed. The detailed growth conditions are as follows: methane to hydrogen
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Fig. 4.1 (a–d) A schematic illustration of the basic approach for our method for the direct growth
of graphene on a SiO2 surface. (a) A thin Ni film is deposited on a SiO2/Si substrate. (b) Plasma
CVD is performed. (c) Carbon atoms diffuse in the Ni film and graphene is preferentially grown
along the interface between the Ni and SiO2 layers. (d) Graphene on a SiO2/Si substrate is realized
by removing the Ni film using a chemical etching technique. (e) SEM and (f) optical microscope
images of the Ni surface after RH-PCVD. Inset in (e) shows a typical high-magnification SEM
image of hole-like structures. Integrated Raman intensity maps of the Ni surface after RH-PCVD
of the (g) Si-peak, (h) G-peak, (i) 2D-peak, and (j) ratio of the 2D- to G-peak intensity. (k) The
raw Raman scattering spectra taken at positions A and B indicated in (g)

mixture ratio of 9:1; substrate temperature, Tsub, of 950 ıC; growth time, tg, of
30 s; radio-frequency power, PRF, of 110 W; and a Ni film thickness, TNi, of
55 nm. Hole-like structures were observed over the entire surface of the Ni film
(Fig. 4.1e). Figure 4.1f shows an optical microscope image of the Ni film surface.
Integrated Raman intensity maps of the Si-peak (512–540 cm�1), the G-peak
(1,544–1,626 cm�1), and the 2D-peak (2,577–2,700 cm�1) are shown in Fig. 4.1g–i,
respectively. The intensity ratio of the 2D-peak to the G-peak is shown in Fig. 4.1j. It
should be noted that Fig. 4.1f–j is described at the same scale and position. Because
the strong Si-peak appears only at the hole-like structures, the Ni film should
be partially evaporated and the SiO2 surface appears at the hole-like structures
(Fig. 4.1g). The G-peak and 2D-peak are detected only at the hole-like structures
(Fig. 4.1h, i), and the intensity of the 2D-peak is much higher than that of the
G-peak at the hole-like structures (Fig. 4.1j). This is also confirmed with the raw
Raman scattering spectra taken at positions A and B, which describe the hole-like
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structures and the top of the flat Ni film, respectively (Fig. 4.1k). The spectrum
measured at A (Fig. 4.1k) shows a low D-peak, sharp G-peak, and a high and sharp
2D-peak, which has a high 2D/G intensity ratio (�3). These features are consistent
with that of a high-quality single-layer graphene sheet. There are three possibilities
to realize this unique graphene growth. (1) The hole-like structures of Ni are formed
before the graphene growth. (2) The hole-like structure formation and graphene
growth happen together. (3) The hole-like structures are formed after the growth of
graphene. Based on our systematic investigation, it was found that graphene was
not grown when hole-like structures were preformed before the growth. In general,
it is known that graphene growth happens during the cooling process. When we
follow this model, the formation of Ni hole-like structures after the graphene growth
should be difficult because the temperature of the substrate becomes low due to the
cooling process. By judging from these reasons, it can be supposed that the hole-
like structure formation and graphene growth happen together. The correlation with
carbon concentration in Ni, substrate temperature, and melting point of Ni might be
the key factors to explain the unique graphene growth. Further study is required to
clarify the reason why this unique reaction happens in our system.

After removing the Ni film using a chemical etching process, interestingly, it was
found that a high-quality graphene layer was also grown along the interface between
the Ni film and the SiO2 substrate. At the initial growth stage, clear hexagonal
domains of graphene were observed (Fig. 4.2a–g). The average hexagonal domain
size is about 10–20 �m. Although hexagonal domain growth of graphene has
been reported by several groups recently, the growth was limited only on the
metal substrates. This is the first result realizing the hexagonal domain growth of
graphene directly on the SiO2 substrate. This hexagonal domain growth indicates
the quality of graphene grown with our established method should be relatively
high, which is consistent with the low D-peak Raman scattering spectrum shown
in Fig. 4.1k. By adjusting the growth conditions, the centimeter-order large-scale
graphene layer was also uniformly grown on the SiO2 substrate (Fig. 4.2h–m),
which was confirmed by optical microscopy (Fig. 4.2h), SEM (Fig. 4.2i), integrated
Raman intensity mapping of the 2D/G intensity ratio (Fig. 4.2j), atomic force
microscopy (AFM) (Fig. 4.2k), transmission electron microscopy (TEM) (Fig. 4.2l),
and law Raman scattering spectra randomly taken at the same area shown in Fig. 4.2j
(Fig. 4.2m). The continuous dark lines were observed with 0.34 nm space each by
TEM observation (Fig. 4.2l). This indicates that the structure of graphene grown by
our method is not the stack of the small islands but the continuous one few layer
sheets.

To address the mechanism of the growth of graphene along the interface between
the Ni and SiO2 layers, the time evolution of the graphene growth was systematically
investigated as a function of initial thickness of the Ni layer, TNi. When TNi was
small (e.g., 25 nm), the Ni film was easily evaporated and formed nano islands. On
the other hand, if the Ni film was relatively thick (e.g., TNi D 85 nm), the growth
between the Ni and SiO2 layers was initiated after a long period of RH-PCVD (e.g.,
20 min). At a suitable thickness (TNi D 55 nm), hole-like structures were formed
after a relatively short growth time (�3 min) and graphene was selectively grown
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Fig. 4.2 (a–g) Hexagonal domain of graphene directly grown on the SiO2 substrate. (a) Low-, (b)
middle-, and (c) high-magnification SEM images of graphene with hexagonal domain structures.
(d) An optical microscope and integrated Raman intensity maps of (e) D-peak, (f) G-peak, (g) 2D-
peak of hexagonal domain graphene. (h–m) Uniform graphene in large scale directly grown on the
SiO2 substrate. (h) An optical image, (i) a SEM image, (j) an integrated Raman intensity map of
the ratio of the 2D-/G-peak intensity, (k) an AFM image, (l) a TEM image, and (m) typical raw
Raman scattering spectra of graphene directly grown on the SiO2 substrate in large scale

at the interface between the Ni and SiO2 layers. When the growth time was longer
than 5 min, growth occurs on the top layer and at the interface between the layers,
and the initial Ni film was converted to nanoislands after a growth period of 20 min,
which was similar to the thin Ni layer case (25 nm) where the Ni nanoislands could
not be removed even after chemical etching because the graphitic layers covered the
Ni nanoislands.

From these experimental results, it is conjectured that the correlation with the
evaporation rate of the Ni film (ENi), the thickness of the film (TNi), and the diffusion
kinetics of the carbon atoms in the Ni film should be important factors for the
selective growth of graphene at the interface between the Ni and SiO2 layers. The
following three conditions should be satisfied to realize the selective growth of
graphene at the Ni and SiO2 interface. Here, we describe the carbon density in
the Ni film at a distance x from the top of the Ni surface after a growth time
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t is C(x,t). The Ni surface is always x D 0 during the growth. First, the Ni film
structure must be maintained during the growth process, i.e., TNi � ENit, where
t denotes the growth time. Second, the carbon density at the interface between
the Ni and SiO2 layers (x D l) after the growth, C(l,t), must be higher than the
threshold density to form graphene, Cth, i.e., C(l,t) > Cth, l D TNi � ENit. Third,
the carbon density on the surface of the Ni layer (x D 0) after the growth, C(0,t),
must be lower than Cth, i.e., C(0,t) < Cth. The first condition can be satisfied by
adjusting the initial Ni film thickness and the growth time. C(x,t) is given by
solving the one-dimensional diffusion equation (@C .x; t/ =@t D Dr2C .x; t/).

This solution is C .x; t/ /
�
1=

p
4�Dt

�
exp

��x2=4Dt
�
, where D is a diffusion

coefficient. At a specific growth time t1, C .0; t1/ / �
1=

p
4�Dt1

�
and C .l; t1/ /�

1=
p

4�Dt1
�

exp
��l2=4Dt1

�
, thus C .0; t1/ > C .l; t1/. This indicates that the

carbon density on the top of the Ni film is always higher than that at the interface
between the Ni and SiO2 layers, and therefore it is impossible to satisfy the second
and third conditions at the same time. In this model, however, it is assumed that
the diffusion of carbons starts from x D 0, i.e., the top of the Ni layer, where the
hydrocarbon materials are supplied. This is not accurate for plasma CVD. Plasma
involves a large variety of high-energy hydrocarbon ions attacking the Ni surface,
and some of these are high enough in energy to penetrate the surface of the Ni
film to a certain depth. The penetration of high-energy ions into a solid phase is
well-known phenomena as an ion implantation in current Si-based industrial fields.
Thus, the position of the highest carbon density in the Ni film is not on the surface
but inside the Ni layer. In this case, the diffusion starts from not x D 0 but x D lc,
where lc is the depth to which hydrocarbons penetrate the Ni surface. If lc � TNi/2,
C(l,t) approaches Cth faster than C(0,t), and graphene can be preferentially grown
only along the interface between the Ni and SiO2 layers (Fig. 4.3). It should be
mentioned that what we want to focus on in this model is the growth site (top layer
of Ni or interlayer between Ni and SiO2) of graphene. Based on the systematic
investigations, it was found that the growth site of graphene was mainly decided by
not the temperature but the type of CVD (thermal or plasma), i.e., the selective inter
layer growth cannot be realized in any temperature range when we use thermal CVD
in our system, and the selective interlayer growth happened only when plasma was
generated during the growth. Thus, we do not consider the effects of temperature in
this model for simplification. For the construction of further accurate growth model
of graphene, it should be necessary to consider the effects of temperature on the
growth of graphene.

Another effect of plasma should be a decrease of the Ni layer evaporation rate,
ENi. We also attempted to grow graphene with the same experimental setup except
that we used thermal CVD instead of RH-PCVD. However, the Ni film was rapidly
evaporated even if the Ni film was 55 nm thick, and graphene growth was not
realized. Because the melting temperature of the Ni-C material increases with an
increase in the concentration of C, ENi should also depend on the hydrocarbon flux
supplied to the Ni, i.e., �c. In particular, the Ni evaporation rate should decrease
with an increase in the supplied hydrocarbon flux. In the case of thermal CVD, �c is
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Fig. 4.3 Models for top layer and interlayer growth of graphene with thermal CVD and plasma
CVD

mainly dictated by the hydrocarbon gas pressure, whereas �c in plasma CVD should
be much higher due to the decomposition of source gases resulting from impacts
with the energetic electrons in the plasma. The minimum Ni layer thickness, TNimin,
which satisfies the first condition, is thinner when using plasma CVD than thermal
CVD. This thinner Ni structure also allows the second condition to be satisfied. We
also used a Cu catalyst instead of the Ni in the RH-PCVD experiment. However, the
Cu film was completely transformed to nanoislands, and graphene growth was not
realized. This may be due to the lower melting point of Cu compared with that of
Ni or it may be due to a difference in the diffusion kinetics of Cu and Ni.

By applying this unique growth technique, the growth of patterned graphene is
also possible by forming Ni patterns with a conventional photolithography technique
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prior to RH-PCVD. Figure 4.4a, b shows optical microscope images of the patterned
Ni film before RH-PCVD and graphene after RH-PCVD followed by chemical
etching to remove the Ni film, respectively. Figure 4.4c–f shows the integrated
Raman intensity mapping of the Si-, G-, and 2D-peaks and the 2D- to G-peak
intensity ratio of directly grown graphene on the SiO2 substrate. Ribbonlike high-
quality graphene (width �2 �m) is selectively grown on the SiO2 substrate, which
is also confirmed by the raw Raman scattering spectrum (Fig. 4.4g). It is worthwhile
to mention that the 2D/G intensity ratio is almost constant at a relatively high value
of �1.8 and the D-peak intensity is very low over the entire patterned area, which

Fig. 4.4 Optical microscope images of (a) before and (b) after the growth (950 ıC) of graphene
on the SiO2 substrate. (c–f) The integrated Raman intensity maps of the (c) Si-peak, (d) G-peak,
(e) 2D-peak, and (f) ratio of the 2D-/G-peak intensities of patterned graphene. The mapping area
is indicated by a dotted line in (b). (g) A typical raw Raman scattering spectrum of patterned
graphene taken at the position (x) in (f)
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indicates that a single layer of patterned and high-quality graphene is realized using
this method. A uniform structure of single-layer and high-quality graphene is also
obtained even with relatively wide ribbon structures, e.g., width �20 �m.

4.2 Direct Growth of 1D Graphene: Graphene Nanoribbon

Graphene nanoribbons combine the unique electronic and spin properties of
graphene with a transport gap that arises from quantum confinement and edge
effects. This makes them an attractive candidate material for the channels of next-
generation transistors. To date, several graphene nanoribbon production methods
based on top-down and bottom-up approaches have been reported [11–16]. Many
production-stage challenges for fundamental studies and practical applications
remain, including high-yield production, structure (width, length, and edge) control,
and large-scale site and alignment control. Recently, some improvements in the
graphene nanoribbon yield have been achieved by unzipping carbon nanotubes. The
width can also be controlled to a certain degree by using a mild chemical etching
process. However, no reliable large-scale methods that can control the site and
alignment of graphene nanoribbons with a high on/off ratio have been developed.
Although the lithographic method can be used to draw graphene nanoribbon circuits,
the area is limited to the micrometer scale, which should be mainly decided by the
initial piece of graphene. The growth of single-domain graphene in large scale
is still challenging. Graphene nanoribbon device integrations that use the thermal
decomposition of SiC have been reported [15]. However, the on/off ratio of graphene
nanoribbon devices is low (<30).

In this subsection, we present a new, simple, scalable method based on the
bottom-up approach for directly fabricating narrow (�23 nm) graphene nanoribbon
devices with a clear transport gap (58.5 meV) and a high on/off ratio (>104)
[5]. Since our established novel graphene nanoribbon fabrication method, direct
conversion of Ni nanobar to graphene nanoribbon (Fig. 4.5a–d), is possible to grow
graphene nanoribbons at any desired position on an insulating substrate without
any posttreatment, large-scale 2D and 3D integration of graphene nanoribbon
devices should be realized, which accelerates the practical evolution of graphene
nanoribbon-based electrical applications. Ni nanobar (width 50–100 nm, height 35–
85 nm, and length 200–5,000 nm) structures connected to two Ni electrodes (source
and drain) were formed on a SiO2 (300 nm) /Si substrate using a conventional
electron beam lithography technique (Fig. 4.5a). The substrate was then rapidly
heated to �900 ıC for �1 min, and plasma CVD was performed using a mixture of
methane and hydrogen gases (Fig. 4.5b). Following the plasma CVD, the substrate
was rapidly cooled to room temperature (Fig. 4.5c, d).

SEM was used to characterize the Ni nanobar structures before (Fig. 4.6a)
and after (Fig. 4.6b–g) RH-PCVD. The Ni nanobar structures were partially
(Fig. 4.6b, d, e) or fully (Fig. 4.6c, f, g) converted into sheetlike materials (graphene
nanoribbons), and the width shrank by up to �23 nm after RH-PCVD. Based on
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Fig. 4.5 (a–d) A schematic illustration of the Ni nanobar to graphene nanoribbon direct conver-
sion process. The substrate was rapidly heated to desired temperature, and (b) plasma CVD was
performed. (c) Nucleation of graphene preferentially starts from the Ni nanobar structure during
the cooling process, and (d) finally graphene nanoribbon can be formed

the systematic investigations, a clear correlation was observed between the initial
Ni nanobar width and converted graphene nanoribbon width as shown in Fig. 4.6h.
The graphene nanoribbon width does not exceed the initial width of Ni nanobar. The
conversion efficiency (graphene nanoribbon width/initial Ni nanobar width) was 45–
70 %. For the production of relatively narrow (<30 nm) graphene nanoribbons
(Fig. 4.6b, c), Ni nanobars with below 50 nm width are necessary. To identify
the detailed structures of graphene nanoribbons, Raman mapping measurements
were performed. Figure 4.7a, b shows AFM (Fig. 4.7a) and high-magnification
SEM (Fig. 4.7b) images of graphene nanoribbon that was used for the Raman
mapping measurements. The Ni nanobar structure was fully converted to graphene
nanoribbon. The AFM image and height profile (inset of Fig. 4.7a) indicate that the
surface and edge of graphene nanoribbon are relatively flat and smooth, respectively.
The large height (�60 nm) of graphene nanoribbon may be due to a suspended
structure. Figure 4.7c–f shows the integrated Raman intensity mapping of the
Si-peak (Fig. 4.7c, 512–540 cm�1), the disorder-related D-peak (Fig. 4.7d, 1,292–
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Fig. 4.6 (a) Typical SEM images of patterned Ni electrodes and the Ni nanobar before RH-PCVD.
(b–g) SEM images of various graphene nanoribbons converted from (b–d) 50 nm, (e) 100 nm, and
(f, g) 120 nm width Ni nanobars. (h) The plot of graphene nanoribbon width as a function of
initial Ni nanobar width. The red dash in (h) describes the line satisfying the following correlation;
graphene nanoribbon width D initial Ni nanobar width

1,360 cm�1), the graphitic G-peak (Fig. 4.7e, 1,544–1,626 cm�1), and the 2D-peak
(an intervalley double-resonance Raman band) (Fig. 4.7f, 2,577–2,700 cm�1).
The Si-peak mapping that supports the measurement area was between the two
electrodes (Fig. 4.7c). The high-intensity area of the G-, D-, and 2D-peaks appeared
as a continuous line between the two electrodes (Fig. 4.7d–f) and matched the
structure of graphene nanoribbon well (Fig. 4.7a, b). A typical Raman spectrum of
graphene nanoribbon is shown in Fig. 4.7g. A sharp G- and 2D-peak were observed,
along with a D-peak. The 2D-peak can be fitted by a single Lorentzian curve (inset
of Fig. 4.7g), and the 2D-peak intensity is higher than that of G-peak. These features
matched the previously reported Raman scattering spectra of single-layer graphene
sheet well. Similar features were observed for the other RH-PCVD samples. Energy-
dispersive X-ray spectroscopy (EDX) measurements also indicated that graphene
nanoribbons grown by RH-PCVD consisted of carbon, while the Ni signal was
below the detection limit.
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Fig. 4.7 (a) AFM and (b) high-magnification SEM images of graphene nanoribbon used for
the Raman mapping measurement. Inset of (a) gives a height profile of graphene nanoribbons
along with the dashed line. (c–f) The integrated Raman intensity mapping of the Si-peak (c,
512–540 cm�1), D-peak (d, 1,292–1,360 cm�1), G-peak (e, 1,544–1,626 cm�1), and 2D-peak
(f, 2,577–2,700 cm�1). (g) A typical Raman scattering spectra of graphene nanoribbon taken at
the position (�) in c–f. Inset in g denotes the raw 2D spectrum (black) and a curve fitted with a
single Lorentzian function (green)

In addition to the simple single-channel FET structure as demonstrated above,
various complex architectures can also be constructed by predesigning the initial
Ni nanostructures. The multi-channel (10–20 graphene nanoribbons (�30 nm width
and �1 �m length with 1 �m space each)) FET structures (Fig. 4.8a–c) can be
formed, which denote the desirable integration of graphene nanoribbons should
be possible with RH-PCVD. This is the first time demonstrating a production of
complex architectures with bottom-up graphene nanoribbons.

We also performed RH-PCVD on thin (25–85 nm) Ni films. The Raman
mapping measurements showed that high-quality suspended graphene sheets were
grown by partially evaporating Ni using RH-PCVD. This result also demonstrated
that suspended graphene nanoribbons formation using RH-PCVD is reliable. Our
systematic investigation revealed that rapid heating, an abundant supply of reactive
hydrocarbon, and relatively thin Ni structures are the critical elements for directly
converting Ni nanobar structures into graphene nanoribbons. Further detailed
growth kinetics will be addressed in future studies.

The electrical properties of the as-grown graphene nanoribbon devices were
also measured under the FET configurations. A clear transport gap was obtained
from a narrower (less than 30 nm) graphene nanoribbon device. The Ni nanobar
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Fig. 4.8 (a) Low- and (c) high-magnification SEM images and integrated Raman intensity
mapping of G-peak (b) of multichannel graphene nanoribbon-FET structure

was partially converted into two graphene nanoribbons (with width �23 nm), and
a Ni island remained at the center of the channel area (Fig. 4.9a). The source-
drain current (Ids) vs. gate bias voltage (Vgs) curve showed ambipolar transport
characteristics at room temperature (300 K) with an on/off ratio of �16 (red curves
in Fig. 4.9b). Notably, when the temperature decreased to 13 K, the on/off ratio
increased to 1.5 � 104 (blue curves in Fig. 4.9b). This result is the first indication
of a high on/off ratio for the bottom-up-grown graphene nanoribbons. In addition,
there was almost no hysteresis in the Ids-Vgs curves in any temperature range
(Fig. 4.9b), which was probably due to the clean surfaces of as-grown graphene
nanoribbons and/or the suspended structures. To estimate the transport gap of
graphene nanoribbons, Ids-Vgs curves were recorded under different source-drain
bias voltages (Vds). The plot of the on/off ratio as a function of the Vds indicated
that a high on/off ratio (103–104) was maintained from low Vds up to 50 mV, at
which point the on/off ratio began to decrease (Fig. 4.9c). The observed decrement
in the on/off ratio was caused by the saturation of Ion and the increase of Ioff.
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Fig. 4.9 (a) The SEM and (b) Ids-Vgs curves of a 23 nm wide graphene nanoribbon device at 300 K
and 13 K. (c) The on/off, Ion, Ioff plot as a function of Vds. (d) Ids in logarithmic scale for different
Vgs and Vds measured at 13 K. (e) The Ids-Vds curves on linear (black) and logarithmic (red) scales
for the graphene nanoribbon device with a fixed Vgs (D �16 V)

This result suggested that the transport gap of the 23 nm graphene nanoribbon was
approximately 50 meV.

Low-temperature transport measurements gave further detailed information
about the transport gap and its origin. A clear off-current region with diamond-
like shapes appeared in the logarithmic-scale Ids contour plots of both Vgs and
Vds (Fig. 4.9d). The maximum value of the off-current gap in the Vds direction
(2�Vds) was observed at Vgs D �16 V (arrow in Fig. 4.9d), where �Vds corresponds
to the transport gap. �Vds was estimated from the Ids-Vds curve at Vgs D �16 V
(Fig. 4.9e) and �Vds D 58.5 meV. This value was consistent with the transport
gap estimated from Fig. 4.9c. There are several origins of the transport gap in
graphene nanoribbons, such as Anderson localization due to edge disorder, a
Coulomb blockade in a series of quantum dots, and the intrinsic bandgap of
graphene nanoribbons. Because the overlapped coulomb diamond-like features
were observed in the graphene nanoribbon device (Fig. 4.9d), the transport gap
probably originated from an arrangement of a few quantum dots in parallel and/or
in series along the ribbon. The effects of the remaining Ni islands on the transport



4 Direct Growth of Graphene and Graphene Nanoribbon on an Insulating. . . 51

properties should also be considered. Because a clear transport gap did not appear
in the partially converted graphene nanoribbons with a 39 nm width, there should
not have been any significant effects on the graphene nanoribbon transport gap.
Therefore, the gap should have been determined mainly by the width or the edge
structures of the graphene nanoribbons. Similar features were observed for the other
samples grown by RH-PCVD. The field-effect mobilities � D (dG/dVgs)(L2/Cg)
were calculated for the graphene nanoribbon devices with high on/off ratio (>103),
which were �40 cm2V�1 s�1 (where G, L, and Cg show conductance, channel
length, and gate capacitance, respectively; the Cg D 1.2–6 aF were calculated using
three-dimensional electrostatic simulation). In spite of the suspended structure of
our graphene nanoribbon devices, the device performances itself are equivalent to
that of lithographic graphene nanoribbons or slightly lower than that of graphene
nanoribbons prepared by carbon nanotube unzipping. This might be due to a
relatively small domain size of our graphene nanoribbons as similar with CVD
graphene, which can be improved by enlarging the initial Ni domain size or using
other catalysts.

4.3 Conclusions

We have realized and demonstrated an easy and scalable method for the growth of
high-quality graphene directly on a SiO2 substrate. Through systematic investiga-
tions, we have shown that a relatively thin Ni layer and the RH-PCVD process are
critical for the selective growth of graphene along the interface between the Ni film
and the SiO2 substrate. A new, simple, and scalable method for integrating graphene
nanoribbon devices based on a bottom-up approach is also demonstrated. The site-
and alignment-controlled growth of graphene nanoribbons with a clear transport
gap and a high on/off ratio has been achieved for the first time. This clean and
position-controllable graphene nanoribbon growth method could solve the critical
issues associated with integrating graphene nanoribbons into practical applications.
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Chapter 5
Graphene/Metal Contact

Kosuke Nagashio and Akira Toriumi

Abstract The higher the electron mobility is, the stricter the requirement for the
contact resistivity becomes, especially for graphene, which has an extremely high
electron mobility. Although the ohmic contact due to no bandgap was reported in
the supplemental of the first graphene paper, the contact resistivity is intrinsically
high due to the small density of states in graphene. In this chapter, the issues
concerning metal/graphene interface properties are reviewed, and the guidelines to
reduce the contact resistivity are discussed, based on the recent understanding of
metal/graphene/substrate interactions.

Keywords Contact resistivity • Density of states • Charge transfer •
�–d coupling

5.1 Fundamental Issues Concerning the Carrier Injection

The extremely high electron mobility of graphene severely requires low contact
resistivity (	c), especially in miniaturized field effect transistors (FET). Therefore,
	c has been measured by many research groups [1–13], and it has been shown that
it is necessary to reduce 	c by several orders of magnitude from the present status
[3]. The high 	c at the metal/graphene interface is recognized as a performance
killer [1]. To understand the inherent difficulty of the current injection and to
further reduce 	c, the metal/graphene/substrate interactions for the contact should
be addressed because of the monatomic layer, which is completely different from a
typical Si junction.

The tunneling current from the metal electrode to graphene is considered from
the viewpoint of the electrical transport, as shown in Fig. 5.1. Generally, the
tunneling current is proportional to the transmission probability and the density
of states (DOS) in the metal and graphene, which is inversely proportional to the
contact resistance [14, 15]. In terms of the transmission probability, the momentum
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Fig. 5.1 Simple equation for tunneling current, D, f, and T are density of states, Fermi function,
and transmission probability, respectively. Schematic of the energy–DOS relation for metal and
graphene, showing the DOS bottleneck

K: 1.68 × 108 cm-1

Au

Al
metal N/V [cm-3]  kF [cm-1] 

Ca 4.61 × 1022 1.11 × 108

Ag 5.86 1.20
Au 5.90 1.21
Cu 8.47 1.36
Mg 8.61 1.36
In 11.5 1.51
Pb 13.2 1.58
Bi 14.1 1.61
Sn 14.8 1.64
Fe 17.0 1.71
Al 18.1 1.75

a b

Fig. 5.2 (a) Schematic illustration of Brillouin zone of graphene and Fermi surface of metals (Au
and Al) [16]. (b) Carrier densities and wave numbers of the Fermi surfaces for different metals [45]

matching and the distance between graphene and the metal should be considered.
The momentum matching between graphene and the metal has been discussed [16]
based on the models for metal/metal [17] and metal/semiconductor interfaces [18].
Figure 5.2a compares the 1st Brillouin zone of graphene and the wave number of the
Fermi sphere for typical metals [19]. For simplicity, the origin of the momentum is
generally redefined as the K point when describing electron transport limited in the
graphene channel. In the case of the momentum matching for the current injection
from the metal to graphene, however, the � point (zero momentum) is taken as the
origin. As is evident from the table [19] in Fig. 5.2b, the Fermi wave number of
Al is larger than that of Au because the Fermi sphere becomes larger by increasing
the carrier density. The momentum of graphene matches well with that of Al but
not with that of Au. As a matter of fact, the contact resistance of Al electrode on
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graphene is very large because it is easily oxidized due to the small work function,
and the Al oxide is often used as a topgate insulator [20]. Although the matching
of the Fermi wave numbers alone does not explain the experimental results, it
should be taken into consideration in the discussion on the contact resistivity. To
describe the metal/graphene distance, the metal electrode is generally formed on
the basal plane of graphene. The grain size of the metal deposited on graphene
may cause a fluctuation of the metal/graphene distance, which affects 	c [12].
Moreover, it has been theoretically reported that the distance between graphene and
the metal depends on the metal elements, and this results from the strength of the
graphene/metal interaction [21]. However, experimental difficulties associated with
determining the distance preclude more detailed discussion.

In terms of the DOS, the empty states in graphene as the final state are much
fewer than the occupied states in the metal, as shown in Fig. 5.1. Therefore, the
small 	c is considered to be due to this DOS bottleneck, which limits the total
performance of graphene device [7]. Increasing in the DOS in graphene is not so
simple due to the inapplicability of the conventional doping technique such as an
ion implantation [22] because the thermodynamically stable C–C bonding prevents
the substitutional doping of B or N for C [23]. The DOS of graphene in the contact
structure, that is, the metal/graphene/SiO2 structure, differs from the ideal linear
DOS–energy relationship because the electrical properties of monatomic graphene
are easily modified by the environment.

The alteration of the electron dispersion relation in “graphene grown on metals”
has been considered so far. A theoretical analysis suggests that the graphene/metal
interface can be classified into two groups: a physisorption group (e.g., Au, Ag,
Pt) and a chemisorption group (e.g., Ni, Co, Pd) [21, 24]. At the chemisorption
interface, it is predicted that the distance between the metal and graphene is shorter
than the interlayer distance in graphite and that the d-orbitals of the metal are
strongly hybridized with the pz-orbitals of graphene (�–d coupling), as shown in
Fig. 5.3 [25], which results in the destruction of the band structure and an increase in

Fig. 5.3 Band structures calculated for graphene on Ni(111) by (a) density functional theory
and (b) van der Waals density functional theory [25]. The distance between graphene and Ni is
0.208 nm for (a) and 0.35 nm for (b). Band dispersion depends on the distance
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Fig. 5.4 (a) Schematic illustration of the interaction between graphene and metals [28, 29].
(b) The unoccupied d number for metals. These metals are categorized into three types, carbide
formation metal, strong interaction metal, and weak interaction metal by Batzill (left axis) [30].
The relation between the unoccupied d number and interaction strength is clearly seen

the DOS in graphene, especially for Ni [26, 27]. The simple explanation of the �–d
coupling is shown in Fig. 5.4 [28–30]. The main difference between physisorption
and chemisorption metals is the degree of filling in the d-orbitals. For example,
the d-orbital is completely filled with electrons for Au and the Fermi level (EF)
for Au is higher than the antibonding states for the �–d coupling. In this case, the
antibonding states are completely filled with electrons, which destabilizes the �–d
coupling. This is the reason why Au is noble without any reaction. On the other
hand, the d-orbital for Ni has still space for two more electrons, which means the
antibonding states are not filled with electrons. In this case, the �–d coupling is
stabilized. Therefore, the degree of filling in the d-orbitals determines the stability
of the antibonding states in the hybridization because a large number of electrons
in the antibonding states destabilize the hybridization [28, 29].

However, the metal/graphene/SiO2 interaction in the device structure might be
different from the situation for graphene grown on metal. One possible fact is
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Fig. 5.5 (a) Optical micrograph of graphene on the SiO2 substrate. The EBSP orientation map
of the normal direction (ND) is colored using the inverse pole figure triangle. Both the ND and
the transverse direction (TD) show a single color (not shown here), which suggests that Ni(111)
grew epitaxially on the graphene. (b) Optical micrograph of the graphene FET device with a Ni
electrode on the channel. The EBSP orientation map of the normal direction (ND) is colored using
the inverse pole figure triangle

the effect of the resist residue in the device fabrication process. Many researchers
have reported that the resist residue is left on graphene [31–33], which should
be seriously taken into consideration by recognizing that the activated carbon,
whose hydrophobic surface attracts organic materials, is composed of graphene
[34]. Indeed, it is shown that resist residue has an influence of the Ni crystallinity
deposited on graphene, as shown in Fig. 5.5 [35]. In the case of resist-free Ni
deposition, Ni is epitaxially grown on graphene, while Ni is amorphous or forms
tiny grains in resist-processed Ni deposition. This difference suggests the impor-
tance of the resist-free deposition technique to reveal the intrinsic metal/graphene
interaction.

In this chapter, the determination of the DOS in graphene in the contact
structure using the resist-free metal deposition technique is discussed first because
the strength of the metal/graphene/substrate interaction considerably alters the
energy-band diagrams at the contact. Then, the contact properties specific to
graphene are reviewed by comparison with other junctions such as metal/metal and
metal/semiconductor junctions. After summarizing the methods to extract 	c, the
present status of 	c, the correlation between the DOS and 	c, and possible guidelines
for future requirements are addressed.
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5.2 Graphene/Metal Interaction

The DOS of graphene in a topgate structure with a thin high-k oxide layer has
been determined by quantum capacitance (CQ) measurement [36–39]. The CQ of
graphene extracted from the capacitance measurements provides direct information
on the DOS of graphene because it is regarded as the energy cost of inducing carriers
in graphene and is directly related as CQ D e2DOS [40]. Here, this measurement
was applied to the contact structure of the metal/graphene/SiO2/nC-Si stack system
[41], in which the model metals, Au (physisorption) and Ni (chemisorption), were
deposited by the resist-free process using a handmade mask. Alternatively, the
PMMA resist was intentionally spin coated on graphene and removed by acetone
before the metal deposition to clarify the effect of the resist residue. Figure 5.6a, b
shows the device structure for the C-V measurement and its equivalent circuit.
Although there are many other techniques such as photoemission spectroscopy
[26, 27] and scanning tunneling spectroscopy [42] to extract the DOS of graphene,
these techniques cannot be applied to the contact structure due to the lack of
an available surface of graphene. The CSub is the series capacitance of SiO2

and nC-Si. The CQ is introduced in series with Csub in the equivalent circuit
(1/C0 D 1/Csub C 1/CQ). The Csub is further introduced in parallel with C0 because
the area of graphene is not the same as the metal pad area. The SiO2 thickness of
�3 nm is the critical requirement because Csub should be comparable with CQ to
extract CQ accurately. Figure 5.6c shows the extracted CQ of graphene in contact
with Ni and Au as a function of the Fermi energy (EF). The detailed analysis is
available in the reference [41]. The right vertical axis indicates the DOS calculated
by CQ D e2DOS. In addition, the CQ value obtained for a Y2O3 topgate device, in
which graphene is sandwiched by the oxides, is also added as a reference in this
figure [39].
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Fig. 5.6 (a) Schematic of the metal/graphene/SiO2/nC-Si device. (b) The equivalent circuit of
the device (a). (c) The experimentally extracted CQ of graphene with the theoretical line. Solid
circles with green, red, and blue colors represent the resist-processed Ni, the resist-free Ni, and the
resist-free Au devices, respectively. The black circle represents the CQ of graphene obtained from
the Y2O3 topgate device as a reference. The arrows indicate the highest DOS of the three devices.
(d) Summary of the metal/graphene interaction suggested from the CQ measurements
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The resist-processed Ni device shows lightly broken ambipolar EF modulation,
while the DOS for the resist-free Ni device increases near the Dirac point (DP),
and the range of EF modulation is very limited. Although the topgate voltage
(VTG) range is the same for all devices, the obtained EF ranges are different. This
result suggests that the resist residue at the graphene/metal interface reduces the
graphene/metal interaction considerably. The intrinsic difference between metals
in the metal/graphene interaction is discussed with the resist-free process. The CQ

value extracted for the resist-free Au device shows a large ambipolar behavior
similar to that of the Y2O3 topgate device, which suggests that Au has little influence
on the DOS in graphene. Using the resist-free metal deposition technique, it is
evident that the interaction of graphene with Ni is much stronger than that with
Au. Figure 5.6d summarizes the metal/graphene interaction suggested by the CQ

measurement.

5.3 Energy-Band Diagrams

The ideal case without surface states (interface traps) is considered first. Figure 5.7
shows the energy-band diagrams for (a) metal/semiconductor, (b) metal/metal, and
(c) metal/graphene contacts. When a metal and a semiconductor are brought into
contact and are connected by an external wire to form a simple circuit, charges flow
between the semiconductor and the metal through the external wire for the elec-
trochemical potentials, i.e., EF, to line up on both sides at the thermal equilibrium.
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Fig. 5.7 Energy-band diagrams for (a) metal/semiconductor, (b) metal/metal, and (c)
metal/graphene contacts. EC and EV are the energies for the conduction and valence bands,
respectively
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Fig. 5.8 The relation between the DOS and the energy “just” at the metal/graphene interface
(a) before the contact and after the contact for (b) physisorption metal and (c) chemisorption metal

This builds up the Schottky barrier (
B D 
1 � �) [15], where 
1 and � are the
work function for metal 1 and the electron affinity for the semiconductor, respec-
tively. In terms of the Fermi level pinning at the metal/semiconductor interface
[43, 44], the argument over the origin still continues even at present. Here, no Fermi
level pinning case is discussed. A depletion layer with a length of Wdp is formed
because of the much smaller carrier density in the semiconductor. In contrast, the
metal/metal contact has no potential barrier. Although the carrier is transferred
directly through the metal/metal interface to cancel the difference in work functions,
the small redistribution of the electron cloud can screen this potential difference
because of the large carrier density. In general, the screening length, expressed as
� D Œ4�DOS .EF/
�1=2, is very short in metals (typically a fraction of a nm) [45].
Therefore, the vacuum level changes sharply at the metal/metal interface.

The case of interest in this work is the metal/graphene contact, which is very
similar to the metal/metal contact because graphene is treated as a metal due
to its lack of a bandgap. Figure 5.8 shows the relation between the DOS and
the energy, visualizing the charge transfer process occurring place “just” at the
metal/graphene interface for the physisorption case (b) and chemisorption case (c).
These schematics were drawn based on the results in Fig. 5.6. It should be noted that
the direction of charge transfer does not necessarily correspond to the difference in
work functions because of the chemical bonding. The amount of charge transfer
gradually decreases from the metal/graphene interface, as shown in Fig. 5.7c. In
this case, a very small amount of electron transfer shifts the EF significantly. It is
known that 0.01 electrons per carbon atom would lower the EF by 0.47 eV [23].
This charge transfer forms the dipole layer at the interface; the potential difference
of the dipole layer is expressed as �V. Moreover, the very small DOS around the
EF for graphene increases the screening length. The resulting long charge transfer
region is a unique characteristic of the metal/graphene contact. It is noted that �V
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Fig. 5.9 Relationship between work function for various metals and doping polarity in graphene
reported in the literature. The ideal doping polarity is hatched based on the work function difference
between graphene (4.5 eV) and metals. Yellow circles indicate the doping polarity judged from the
asymmetry of the current–gate voltage curve, while gray circles indicate the doping polarity judged
from the DP shift when metal particles are deposited on the graphene channel. The numbers in the
circles show the references

at the interface depends on the strength of the metal/graphene interaction and is
different from �
1G D 
1 � 
G, where 
G is the work function of graphene. The
charges transferred from graphene to the metal are pulled back by this dipole and
then equilibrate with the work function difference. In the case of the metal/metal
contact, it is meaningless to separate �
12 into �V at the interface and the potential
drop in the charge transfer region because of the short screening length.

The occurrence of the charge transfer is supported by the fact that the DP shifts
due to the metal deposition on the graphene channel during the I-V measurement
[46]. However, when the data reported so far is summarized in Fig. 5.9, the
doping direction is not determined simply by the work function difference between
graphene and the metals. The transverse axis is the work function for the metals,
and the reported doping polarities are indicated in the longitudinal axis. The hatched
regions show the ideal doping polarities for the work function of graphene of 4.5 eV.
As mentioned before, the strong interaction between the metals and graphene, i.e.,
the chemisorption, and the influence of the resist residue could be the reasons. The
fact that both polarities are often observed for the same metal, however, suggests that
the doping polarity is also affected by the “mixed” interaction among the substrate,
metal, and graphene because the surface treatment of SiO2 also affects the direction
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of the charge transfer [35]. Moreover, the length of the charge transfer region
was reported as �0.5 �m by the photocurrent, KFM, and nanoESCA experiments
[47–49], but the theoretical calculation predicts a length of �10 nm [50]. Moreover,
the strong graphene/Ni interaction provided by the resist-free metal deposition
technique results in a long charge transfer length of �1.6 �m [41]. A detailed study
should be further conducted to reveal this discrepancy.

5.4 The p–n Junction Formation

The key feature that originates from the long charge transfer region is the p–n
junction that appears near the metal/graphene contact [51]. Figure 5.10 illustrates (a)
the schematic of the backgated graphene FET and (b) the band diagram that includes
the charge transfer region (hole-doping case) in which the traces of the Dirac point
are shown by a broken line, a dash-dotted line, and a dash-double-dotted line for
different backgate voltages (VBG). Moreover, the local resistivity for different values
of VBG is also schematically shown as a function of position in Fig. 5.10c, where the

Fig. 5.10 (a) Schematic of
the graphene FET with the
backgate. (b) Schematic of
the band diagram showing the
charge transfer region
(hatched). The traces of the
Dirac point for different VBG

are indicated by the broken
line, the dash-dotted line, and
the dash-double-dotted line.
The respective resistivities are
also shown as a function of
position (c). (d) A schematic
of the resistivity curves for
the cases (left) without the
charge transfer and (right)
with the charge transfer. An
asymmetric resistivity curve
is observed because of the
additional resistance
produced by the p–n junction
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Fig. 5.11 Schematics of
electron dispersion relation at
(a) n–p junction region and
(b) n–n junction region,
respectively. The x indicates
the width for the potential
change. (c) Group velocity for
conduction and valence bands
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local resistivity at the p–n junction is considered to be the resistivity (	DP) at the DP.
When a positive VBG is applied to the device, a p–n–p junction is formed near the
contact (Fig. 5.10b), resulting in an additional resistance, as shown in Fig. 5.10c. In
contrast, the increase in the series resistance is negligible for a negative VBG because
no p–n junction is formed (p–p–p junction). Consequently, as shown in Fig. 5.10d,
the asymmetric resistivity dependence on VBG is observed due to the increase in the
resistance near p–n junctions [51].

In the above discussion on the p–n junction, the diffusive transport is assumed,
where the p–n junction width (x) is longer than the mean free path in the graphene
channel. When the p–n junction width is shorter than the mean free path in
the graphene channel (abrupt junction), the electron advances the p–n junction
ballistically, similar to the intra-band tunneling [52]. Figure 5.11 shows the band
diagrams for n–p junction and p–n junction near the metal/graphene contact. In
Fig. 5.11a, the electron travels from left to right. The group velocity in the n region,
which is defined as the slope of the energy–momentum relation (Fig. 5.11c), is also
facing right, that is, the wave number is kx. In the ballistic transport, the direction of
the group velocity in the p region does not change, which results in a wave number
of -kx in the p region. Thus, the reversal of the momentum is the additional resistance
at the p–n junction for the ballistic case. Moreover, in the experiment of the abrupt
p–n junction produced by dual gate control, the additional resistance for an abrupt
p–n junction is reported to be higher than that for a diffusive p–n junction [52].
However, the p–n junction formed near the contact will be diffusive due to having
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only the backgate control. The additional resistance in Fig. 5.10c is explained by the
diffusive p–n junction model.

This origin for the asymmetry was first studied by comparing devices with
invasive electrodes crossing the whole graphene channel width and external elec-
trodes connected to the side of the graphene channel [51]. It was shown that the
electric transport in the channel with the external electrodes is not affected by the
p–n junctions, unlike the invasive electrodes. The increase in the asymmetry with
decreasing channel length also supported the existence of the p–n junction [53].
Moreover, the formation of the charge transfer region leads to the band bending, that
is, a built-in electric field. The direct evidence of the built-in electric field is provided
by a photocurrent experiment in which photoexcitation near the metal/graphene
contact generates electron–hole pairs that can be separated by the built-in electric
field to produce a net photocurrent [47, 54]. The charge transfer occurs even in
the floating condition, i.e., no external wire, which was also confirmed by the
generation of the photocurrent near the floating contact [54]. Finally, it is worthwhile
to mention that the modulation doping of graphene from the contacts could possibly
control the polarity of the channel when the charge transfer length is longer than the
channel length, which is a big advantage because the contact doping does not cause
additional Coulomb scattering.

In Fig. 5.10b, the EF in graphene underneath the metal electrode is not pinned
because the graphene/metal interaction is weakened in the resist-processed device,
and a small EF modulation is observed even for the resist-free Ni electrode (�–d
coupling case) in Fig. 5.6b. Here, for the metal/semiconductor interface, the Fermi
level pinning is generally observed, that is, the Schottky barrier heights for many
metals are independent of the work function for the metals [43]. The metal-induced
gap states (MIGS) [44] model has been discussed. For graphene, intuitively, the
Fermi level pinning due to MIGS model will not occur because there is no dangling
bond at the basal plane and no bandgap.

5.5 Electron Transport and Contact Resistivity

5.5.1 Current Flow Path at the Metal/Graphene Contact
and Contact Resistivity

First, the device structures to extract the contact resistivity and their characteristics
are summarized in Fig. 5.12 [55]. In the four-probe measurement (a), the potential
along the dotted line is shown. The potential drops at both contacts can be deter-
mined by subtracting the channel resistance obtained by the voltage probes from
the total resistance. The contact resistance (Rc) measurement by the device structure
in (b) is called the transfer length method (TLM). The two-probe resistances are
plotted as a function of the channel lengths. When all of the contact and channel
properties are assumed to be equal, the intercept at the zero channel length indicates
the double of Rc. The last one in (c) is the cross-bridge Kelvin (CBK) structure
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Fig. 5.12 Three kinds of methods to estimate 	c. (a) Four-probe measurement, (b) transfer length
method, and (c) cross-bridge Kelvin method

in which three electrodes are connected to an L shape channel [56]. A constant
current is imposed between the two electrodes on the upper side, while the voltage
is measured between the two electrodes on the right side. This method is a type of
quasi four-probe measurement. The electrical potential is highest near the contact
edge and drops nearly exponentially with the distance, where the 1/e distance is
indeed defined as the transfer length (dT), unlike the simple assumption in (a). The
voltage measured from the side is the linear average of the potential over the contact
length, d. Therefore, 	c with an area-normalized unit of �cm2, which is the physical
property of the contact, can be directly measured by a simple equation. However,
for the four-point probe and TLM measurements, the assumption of the current
flow path (edge or area) is required to determine 	c (�cm or �cm2) because the
current flow path is not clear at the metal/graphene contact. Although the intercept
at zero resistance provides the information on dT in TLM, it is sometimes not very
distinct [55].

As mentioned above, the understanding of the current flow path is critical to
estimate 	c. First, we reveal whether 	c is characterized by the channel width (W)
or the contact area (A D Wd) by using a multiprobe device with different contact
areas [3]. All of the data in this section are obtained by the conventional electron
beam (EB) lithography technique with an organic resist. In the next section, the
resist-free metal deposition technique is applied to obtain 	c, and the comparisons
of with and without resist residue are addressed. Figure 5.13a shows the four-
layer graphene device with six sets of four-probe configurations (#1 – #6). Ni was
employed as the contact metal. The devices with different contact areas for the
source and the drain were fabricated, and the contact area for the voltage probes
was kept constant to avoid uncertain effects from the voltage probes. The Rc was
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Fig. 5.13 (a) Optical
micrograph of the four-layer
graphene device with six sets
of four-probe configurations
(#1–#6). The contact metal is
Ni. (b) Schematic of the
device. (c) Two types of
contact resistivity, RCA and
RCW, extracted by a
four-probe measurement from
the devices in (a). The unit for
	C D RCA is � �m2, while it
is � �m for 	C D RCW
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calculated by Rc D 1/2(Rtotal � Rch � L/l), where Rtotal is the total resistance between
the source and the drain, Rch is the channel resistance between the two voltage
probes, L is the length between the source and the drain, and l is the length between
the two voltage probes, as shown in Fig. 5.13b. Figure 5.13c shows the relationship
between the contact area and two types of contact resistivities, 	c

A D RcA and
	c

W D RcW, which were extracted by the four-probe measurements. 	c
A increases

with increasing contact area, whereas 	c
W is nearly constant for all of the devices.

This indicates that 	c is not characterized by A but W instead, i.e., the current flows
mainly through the edge of the graphene/metal contact. In other words, the current
crowding takes place at the edge of the contact metal.

Next, to understand the edge conduction in the graphene/metal contact, the
current flow path is discussed based on the transmission line model, as shown in
Fig. 5.14 [55]. In an equivalent circuit of the transmission line model, there are
three types of resistance: the sheet resistance of the metal (RS

M), the sheet resistance
of graphene

�
RS

ch

�
, and 	c. It should be noted that the unit of 	c is defined as

� cm2. The edge or area conduction can be presumed by considering the relative
magnitudes of RS

M and RS
ch

. Because RS
M is smaller than RS

ch
, it is assumed that the

current flows preferentially in the metal to follow the path of least resistance and
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Fig. 5.14 Schematic of the
transmission line model for
the metal/graphene contact
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that it enters graphene at the edge of the contact. Although a low value of RS
ch

might
be expected from the high mobility of graphene, this is not the case because of the
much smaller carrier density compared with that of the metal.

In reality, however, the current does not flow just at the contact edge line. Thus, it
is quite useful to estimate dT. The dT is approximately characterized by the relative
magnitude of RS

ch
and 	c as

dT D
s

	c

RS
ch

; (5.1)

where the metal sheet resistance is neglected [55]. Hereafter, the graphene/metal
contact is more accurately described by using both 	c and dT instead of the edge-
normalized 	c. To quantitatively determine 	c, the CBK structure is used, as shown
in Figs. 5.12c and 5.15a [3]. Figure 5.15b shows 	c and dT as a function of VBG. At
a high gate voltage (n D �5 � 1012 cm�2), 	c is �5 � 10�6 � cm2. Furthermore,
under the assumption that RS

M is much smaller than RS
ch

, the sheet resistance of
graphene is required to estimate dT in Eq. (5.1). Because the sheet resistance of
graphene was not available from the two-probe geometry shown in Fig. 5.15a, both
the low and high mobilities that were measured previously [57, 58] were used for
the present analysis. The apparent contact length is �4 �m, but only �1 �m
is effective for the current transfer in the present experiment. Because dT exhibits
similar values for devices with the same 	c, the current crowding at the contact edge
is always observed for the devices with a contact length longer than dT, as shown
in Fig. 5.13c. If the contact length becomes shorter than dT, a transition from edge
conduction to area conduction will occur. With decreasing the contact length, the
increase in rc is clearly observed [11, 59].

The mountain-like VBG dependence of 	c observed in Fig. 5.15b suggests that
the carrier density in graphene underneath the Ni electrode is modulated by VBG.
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Fig. 5.15 (a) Optical micrograph of the CBK structure for monolayer graphene with a rectangular
shape. (b) 	c and dT as a function of VBG

This carrier density modulation was first proposed for Ti/Pd/Au contacts because
the drain current at the DP increases with increasing VG, even for a graphene FET
device in which the entire channel region is completely covered by the topgate
[60–62]. This consideration is supported from the CQ measurement for the resist-
processed Ni electrode case in Fig. 5.6b. Here, the carrier density modulation in
graphene just underneath the Ni electrode is revealed by the electron transport
measurement as well. Figure 5.16a, b shows the monolayer graphene multiterminal
device structure with different Ni electrode lengths (LM) and the definition of the
graphene/metal double-layered structure. Generally, the source–drain current flows
through the metal on the graphene channel because the resistivity of the metal is
considerably lower than that of graphene. However, with decreasing LM, the current
flows preferentially through graphene due to the contribution of the graphene/metal
contact resistance. The resistivities of the graphene/metal double-layered structures
with different LM are measured as a function VBG, as shown in Fig. 5.16c [35]. As
LM becomes shorter, the resistivity of the graphene/metal double-layered structure
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Fig. 5.16 (a) Optical micrograph of the fabricated monolayer graphene FET device showing the
four metal electrodes on the graphene channel. The contact metal was Ni, and ohmic contacts
were confirmed for all electrodes. (b) Schematic top and side views of the device for extracting
the resistivity of the graphene/metal double-layered structure. (c) Sheet resistivities of intrinsic
graphene channel (	G) and graphene/metal double layers with various LM as a function of VBG

clearly shows ambipolar behavior, especially for LM D 1.0 �m. The carrier density
of the metal cannot be modulated because of its large DOS. Therefore, the clear
carrier density modulation of the graphene/metal double-layered structure is direct
experimental evidence of the carrier modulation of graphene underneath the Ni
electrode.

In order to understand this experiment more clearly, a simple resistor network
model, as shown in Fig. 5.17a, is used to calculate the current flow behavior in
the graphene/metal double-layered structure. The sheet resistance of the graphene
underneath the metal (RM

G ) is assumed to be identical to the sheet resistance of
intrinsic graphene (RG). The 	c and LM are used as input parameters. As expected,
the current flows more preferentially through the graphene for larger 	c and shorter
LM, as shown in Fig. 5.17. Therefore, the results in Fig. 5.16c do not mean that
the degree of the carrier density modulation of graphene below the metal became
more significant with decreasing LM but that the current flow ratio in the graphene
increased with decreasing LM. It should be noted that this is the case for the resist-
processed Ni electrode.

5.5.2 Correlation Between Contact Resistivity and DOS

In this section, the resist-free metal deposition technique is also applied to obtain
	c, and the comparisons of with and without resist residue are addressed. TLM
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Fig. 5.17 (a) Resistor network model for the device in Fig. 5.16. (a) Current flow ratio in
graphene (IG/Iin) calculated at LM D 1 �m and VBG D DP for various 	c. The larger 	c prevents
the current from flowing into the metal. (b) Current flow ratio in graphene (IG/Iin) calculated at
	c D 1 � 103 ��m2 and VBG D DP for various LM. The current flow ratio in graphene increases
with decreasing LM

pattern is selected in this study because CBK requires the manufacturing of the
graphene shape. Multielectrodes are deposited onto the long as-transferred graphene
( �50 �m) using the SiN membrane mask without any resist process, as shown in
Fig. 5.18. For the estimation of 	c, TLM or four-probe resistance methods are used.
The obtained 	c values are �1,500, �1,000, and �50 ��m for the resist-free and
resist-processed Ni devices and the resist-free Au device, respectively. Although
the considerable improvement of 	c was expected by employing the resist-free
process for Ni thanks to the increase in the DOS by the �–d coupling, no significant
improvement was observed. In contrast, 	c for the resist-free Au device was lowest
in all the previous reports.

The correlation between the DOS of graphene and 	c is addressed. The highest
DOS at a high EF is selected, as shown by arrows in Fig. 5.6b. Figure 5.19 shows
the linear relationship between 	c and the inverse of the DOS. The reduction of the
distance between graphene and the metal due to the lack of resist residue generally
leads to the increase in the transmission probability. Because the contribution to 	c
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Fig. 5.18 (a) The SiN stencil mask supported by the Si substrate with a 200-�m square window.
The TLM pattern was fabricated by the FIB instrument. (b) Optical image of the I-V device with
the TLM structure fabricated by the resist-free metal deposition technique. (c) Magnified image of
dotted box region in (b)

Fig. 5.19 Relationship
between 	c and the inverse of
the DOS, where the largest
DOS, as shown by the arrows
in Fig. 5.6b, was selected

0

500

1000

1500

2000

0.25 0.3 0.35 0.4

Ni w/o resist

Ni w resist

Au w/o resistC
o

n
ta

ct
 r

es
is

ti
vi

ty
 / 

Ω
μμm

DOS-1 / 1013 eVcm2

by the DOS of graphene and the distance are not separated, the dominant factor to
reduce 	c is not clear yet. As can be seen from Fig. 5.19, however, it is true that the
low 	c for the resist-free Au device is due to both the reduction of the graphene/Au
distance and the largest DOS achieved by the large EF modulation.

It should be emphasized that the low 	c achieved in the resist-free Au device
is not suitable for the topgate device because the DOS of graphene underneath the
metal electrode cannot be modulated by the topgate, as shown in Fig. 5.20. When 	c

is reduced by adjusting VBG, the Dirac point voltage for the VTG sweep is also shifted
[63], which is not proper for the device operation. Therefore, we initially expected
a large increase in the DOS based on the strong �–d coupling for Ni because this
can be used even for the topgate device structure. This, however, is not the case,
suggesting that the selection of the contact metal might not help in reducing 	c,
since the graphene/Ni interaction is expected to be highest in the metals.
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Table 5.1 summarizes the 	c values reported so far for different metals. There are
many reports on 	c for different metals. However, the difference in the work function
is not obvious in the case of the resist process [12]. The resist residue preserves
the graphene’s characteristics even underneath the metal electrodes, resulting in the
EF modulation by the backgate bias. Therefore, the notable difference in different
metals is blinded.

For the further reduction of 	c, there are many attempts. From the viewpoint
of the clean interface, the organic-free process using the AlOx layer [6] and the
cleaning of graphene surface by the ultraviolet/ozone [64] or O2 plasma [9] are
reported. From the viewpoint of the contact formation, the double contact formation
[13, 65, 66], contact area patterning [67], carbide formation [68], the graphitic
contact formation [69], and the edge contact [70] are reported. The graphitic contact
could be one of the solutions for reducing 	c because the DOS of graphite is much
larger than that of graphene and because better contact properties have been reported
for carbon nanotubes [71]. This process could be useful because the resist residue
on graphene will be also converted to graphite.

5.6 The Requirement for Contact Resistivity

Finally, the 	c value required for miniaturized graphene FETs is discussed. Consider
that the condition on 	c is such that the ratio of Rc with Rch becomes less than
10 % because the FET performance should be mainly characterized by Rch. It can
be expressed by the following equation:

Rc=Rch D 	c

dW

.
RS

ch

L

W
D 	c=RS

ch
dL D 0:1: (5.2)
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Fig. 5.21 (a) The condition where the contact resistance is negligible, that is, Rc/Rch D 0.1. In this
calculation, a typical value for RS

ch
D 250 � at � D 5,000 cm2V�1 s�1 and n D 5 � 1012 cm�2

was used. (b) The 	c required for Rc/Rch D 0.1 as a function of d for various L. 	c is constant for
d > dT (crowding), while it decreases for d < dT (uniform injection)

Figure 5.21 shows the 	c required for Rc/Rch D 0.1 as a function of d for various
L. In this calculation, a typical value for Rch

S D 250 � at � D 5,000 cm2V�1 s�1

and n D 5 � 1012 cm�2 was used. The dotted line that indicates the trace of dT for
various L was calculated by Eq. (5.1). It separates the regions of “crowding” and
“uniform injection.” It is evident that the requirement of 	c becomes more severe
when the contact length d becomes smaller than dT. For a channel length of 10 �m,
the present status of 	c for the Ni electrode satisfies the requirement. For the channel
length of 100 nm, however, the required 	c value is smaller than 10�9 � cm2, which
is four orders of magnitude lower than the present value. dT is on the order of 10 nm.
This 	c value is smaller than that required for the metal/Si contact ( �10�8 � cm2)
because the RS

ch
of graphene is lower than that of Si.

5.7 Conclusions and Future Outlook

Is graphene organic or inorganic? It depends on the situation. The research on
graphene should be carried out from both sides of organic and inorganic semi-
conductors. One of the good examples for the organic viewpoint is the fact that
the resist residue blinds the intrinsic properties of graphene/metal interaction. In
this review, by using the resist-free metal deposition technique, the “intrinsic”
physical properties of graphene underneath the metal electrode and the “intrinsic”
chemical interaction between graphene and metal are focused. According to the
recent researches, one of the effective guidelines to reduce 	c is the increase in the
DOS of graphene underneath the metal electrode, such as graphitic contact.
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Chapter 6
Low-Temperature Synthesis of Graphene
and Fabrication of Top-Gated Field-Effect
Transistors Using Transfer-Free Processes
for Future LSIs

Daiyu Kondo and Shintaro Sato

Abstract High-quality graphene synthesis by chemical vapor deposition (CVD)
on a substrate has been achieved recently. Although synthesized graphene is often
transferred to another substrate for electrical measurements, this transfer process
may not be appropriate for applications using a large substrate, including large-
scale integrated circuits (LSIs). Therefore, it is desirable that graphene channels
are formed directly on a substrate without such transfer processes. Furthermore,
graphene should be formed at low temperature to avoid possible adverse effects on
the substrate.

In this study, thickness-controlled growth of few-layer and multilayer graphene
was demonstrated at 650 ıC by the thermal CVD method, and top-gated field-effect
transistors (FETs) were fabricated directly on a large SiO2/Si substrate without
using graphene-transfer processes. Graphene was synthesized on patterned Fe films.
The iron was subsequently etched after both ends of the graphene were fixed by
source and drain electrodes, leaving the graphene channels bridging the electrodes
all over the substrate. Top-gated FETs were then made after covering the channels
with HfO2. The fabricated devices exhibit ambipolar behavior and can sustain a
high-density current. The growth mechanism of graphene was also investigated.
In addition, a novel technique for synthesizing graphene directly on insulating
substrate is also described.
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6.1 Introduction

Graphene has been attracting much attention since a report on its electrical
properties was published in 2004 [1]. It has unique properties arising from its
peculiar electronic band structure, and an extraordinary high carrier mobility of
200,000 cm2/Vs has been reported for it [2]. In addition, graphene has excellent
mechanical and thermal properties [3, 4]. These properties make graphene a
promising material for future nanoelectronics.

One of the promising applications of graphene is in field-effect transistors
(FETs). Many studies using exfoliated graphene as a transistor channel have
been reported [5–10], and a field-effect mobility of 8,600 cm2/Vs [8, 10] and
an intrinsic cutoff frequency of 427 GHz [9] have been reported for top-gated
transistors. However, for real-world applications, use of exfoliated graphene is
not practical. From this point of view, synthesis of graphene by chemical vapor
deposition (CVD) on a substrate has been attempted [8, 10–15]. In these studies,
graphene was synthesized on a metal catalyst film (Ni or Cu) deposited on an
insulating substrate and/or a metal catalyst foil and transferred to another substrate
for electrical measurements. The source gas for CVD was mainly CH4 and the
growth temperature was 800–1,000 ıC. These studies are an important step toward
making electronics using graphene a reality. However, the transfer process may
not be appropriate for applications using a large substrate, including large-scale
integrated circuits (LSIs) and large-screen displays. We believe that graphene
channels should be formed directly on a substrate without such transfer processes.
Furthermore, lower-temperature synthesis of graphene is required for substrates
which are vulnerable to heat.

6.2 Low-Temperature Synthesis of Graphene with Chemical
Vapor Deposition

In this section, we explain the synthesis of few-layer and multilayer graphene by
thermal CVD method at low temperature [16]. As the source gas, C2H2 diluted by
Ar was used, which is well known to be suitable for low-temperature synthesis of
nano-carbon materials, such as carbon nanotubes. The CVD chamber was a cold-
wall type with a heating stage. The total gas pressure was 1 kPa and the substrate
temperature was 650 ıC, which was measured with a thermocouple bonded onto
a Si substrate. As a catalyst, an Fe film was deposited onto a SiO2/Si substrate by
conventional magnetron sputtering. The concentration of C2H2, growth time, and
Fe thickness were changed to optimize the growth conditions. The partial pressure
of C2H2 ranged from 0.002 to 5 Pa. The growth time was varied from 1 to 20 min.
The catalyst thickness was varied from 5 to 500 nm. The synthesized graphene was
characterized by transmission electron microscopy (TEM) and Raman spectroscopy.
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A few-layer graphene and multilayer graphene with various thicknesses were
obtained by changing the partial pressure of C2H2 and growth time. The thickness as
a function of the product of partial pressure and growth time is shown in Fig. 6.1a.
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Fig. 6.1 (a) Dependence of graphene thickness on the product of partial pressure of C2H2 and
growth time (square symbols). A fitted line for the square-root dependence is also shown. (b) Cross-
sectional TEM image of 32-nm-thick multilayer graphene, (c) 7-nm-thick multilayer graphene,
and (d) few-layer graphene. (e) Raman spectra of graphene samples shown in (b), (c), and (d).
(f) Raman spectra of few-layer graphene at two different locations on the substrate (CVD #1, 2),
together with spectra for single-layer graphene (HOPG 1-Layer) and 8-layer graphene (HOPG 8-
Layer) exfoliated from HOPG. (g) Cross-sectional TEM image of few-layer graphene synthesized
at 590 ıC
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In this case, the Fe thickness was 200 nm. The graphene thickness appears to be
proportional to the square root of the product up to about 50 nm, as shown by the
line in Fig. 6.1a. A similar dependency can be seen in the Deal-Grove model for
SiO2 growth by thermal oxidation of Si [17]. In this model, when the oxide film
is thick, the thickness is proportional to the square root of the product of growth
time and O2 concentration at the surface. This dependence is caused by diffusion
of O2 in the oxide film. Similarly, our results suggest that the graphene growth
may be governed by the diffusion of the source gas in the synthesized graphene
(possibly at the grain boundaries). Cross-sectional TEM images of 32-nm- and 7-
nm-thick multilayer graphene and few-layer (mostly bilayer) graphene are shown
in Fig. 6.1b–d, respectively. Their Raman spectra with an excitation wavelength
of 514.5 nm are shown in Fig. 6.1e. The partial pressure, growth time, and catalyst
thickness for the few-layer graphene were 0.002 Pa, 1 min, and 500 nm, respectively.
The ratio of the G band intensity to the D band intensity (G/D ratio) was �40
for the multilayer graphene, while that for the few-layer graphene was �15. The
empirical equation by Cançado et al. [18] suggests that the crystallite size of the
multilayer graphene shown in Fig. 6.1b is around 700 nm. There is a tendency for
thicker multilayer graphene to exhibit a higher G/D ratio. This might be because the
graphene at the interface with Fe tends to have more defects, although this issue has
not been raised in previous studies [8, 10–13]. The Raman spectra including the G,
D, and 2D bands for few-layer graphene are shown in Fig. 6.1f, along with those
for graphene exfoliated from HOPG. The two lines for CVD graphene are typical
spectra obtained at different positions on a substrate with a size of �2 cm � 3 cm.
The graphene shown in Fig. 6.1d was mostly bilayer over a cross-sectional TEM
sample with a width of �2 �m. The variations in the 2D band suggest those in the
number of layers, as in cases with a Ni catalyst, where the number of layers varied
from 1 to around 10 [8, 10, 11]. However, it is difficult to conclude it only from the
Raman spectra, and further analyses would be required.

Although the synthesis temperature above may not be low enough to be
accepted in the present Si LSI technology, there are ongoing efforts to lower the
synthesis temperature of few-layer and multilayer graphene [19–23, 26]. Actually,
we obtained few-layer graphene on a 200-nm Fe film at a lower temperature of
590 ıC, as shown in Fig. 6.1e [19, 22, 26]. Furthermore, synthesis of few-layer
graphene was recently performed with Au-Ni alloy [20] and Ni [21] as a catalyst
at 450 and 460 ıC, respectively. Graphene obtained at lower temperature tends to
be more defective than that at higher temperature according to Raman analyses.
Synthesizing high-quality graphene at low temperature would be a next important
task for realizing LSIs utilizing graphene.

We have also found that the use of Fe films thinner than 10 nm tends to result
in carbon nanotubes being formed. A schematic diagram showing the obtained
products as a function of the catalyst thickness (x) is shown in Fig. 6.2 [19, 22, 26].
This phase diagram was obtained at 620 ıC. It is possible to classify the products
into five categories: (I) CNTs lying on the substrate, (II) vertically aligned CNTs,
(III) vertically aligned CNTs combined with multilayer graphene on their top, (IV)
nonuniform multilayer graphene, and (V) uniform multilayer graphene. Although
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Fig. 6.2 A schematic diagram showing the obtained products as a function of the catalyst
thickness

the products in the two catalyst-thickness ranges (x < 0.8 nm and 5 < x < 10 nm)
are classified into category I, their appearances are a little different from each other:
there seems to be a larger number of CNTs for the thickness of 5 < x < 10 nm. At an
Fe thickness of 10 nm shown as a category III, vertically aligned CNTs with a flat
structure on their top were obtained. The flat structure was found to be multilayer
graphene as reported previously. This observation implies that transition from CNTs
to multilayer graphene occurs at a catalyst thickness of around 10 nm. In category
V, the thickness of the multilayer graphene depended on that of the Fe film and
synthesis conditions including the temperature.

6.3 Fabrication of Top-Gated Field-Effect Transistors
Without Using Transfer Processes

In this section, we propose a novel method to fabricate transistors directly on an
insulating substrate using transfer-free processes. The procedures for fabrication of
a top-gated graphene FET are illustrated in Fig. 6.3. First, Fe films with channel
patterns were formed on a SiO2/Si substrate by conventional photolithography and
lift-off processes. Graphene was then grown on the patterned Fe films by thermal
CVD as described above. After synthesis, Au (300 or 50 nm)/Ti (10 nm) source
and drain electrodes were formed by electron-beam evaporation at both ends of
the patterned graphene, under which the Fe films still remained. The Fe films
were then removed by wet etching using dilute HCl and/or FeCl3 solution, leaving
suspended or partially suspended graphene channels bridging the two electrodes all
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Fig. 6.3 (a)–(f) Fabrication process of a top-gated FET. The optical microscopy images of the
device before and after etching the iron film are also shown

over the substrate. Graphene was usually formed on the side walls of the patterned
Fe film, but the Fe film was still etched away, probably via the interface of the
graphene and the substrate. In some cases, we removed the graphene on the side
walls by applying O2 plasma before etching the Fe film. The graphene channels
were subsequently covered by a HfO2 layer with a typical thickness of 70 nm by
atomic layer deposition (ALD) at 250 ıC using tetrakis (dimethyl) amino hafnium
(TDMAH) and H2O as precursors. Finally, top-gate electrodes of Au (50 nm)/Ti
(10 nm) were formed. Incidentally, fabrication of top-gated transistors using CVD
graphene by transfer-free processes has been reported recently [24]. However, in the
method reported, the electrode materials are the same as the catalyst materials. In
contrast, our method uses electrode materials different from the catalyst, resulting
in better etching selectivity and compatibility with smaller-sized device fabrication.

In Fig. 6.4, another fabrication process we suggest is also shown, which does
not have to remove graphene on the side walls of catalyst films. First, graphene was
grown on Fe film deposited all over a SiO2/Si substrate by thermal CVD. Graphene
with the Fe film was then patterned for channel fabrication by conventional
photolithography, followed by argon ion milling and reactive ion etching. After
isolation of graphene channel, the process was almost the same as that shown in
Fig. 6.3.
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Fig. 6.4 (a)–(f) Alternative fabrication process of a top-gated FET

Graphene transistors were fabricated on a substrate as large as 75 mm in diameter,
but our method can be applied to much larger substrates. An optical microscope
image of a device is shown in Fig. 6.5a. Optical microscope images of a few-layer
graphene channel connecting two electrodes are also shown. The pictures were taken
before and after removal of the Fe film. In Fig. 6.5b, a schematic diagram of the cross
section of a device and a cross-sectional TEM image are shown. The suspended
graphene channel covered by HfO2 film on both sides can be seen. Measurement
of the top-gated FETs was performed at room temperature. A typical result is
shown in Fig. 6.5c. The graphene channel was synthesized using the conditions for
the few-layer graphene shown in Fig. 6.1d. The transconductance of this device
is 10 mS/mm. Since the measured dielectric constant for HfO2 is 16, the field-
effect mobility is estimated to be 110 cm2/Vs. We also obtained devices with a
transconductance as high as 22 mS/mm and a field-effect mobility of 230 cm2/Vs.
The contact resistances between the graphene channel and the electrodes were not
subtracted for this calculation. These values are of the same order as the field-effect
mobilities of back-gated devices with early CVD graphene [11, 12]. The field-effect
mobility is actually not as good as that of top-gated FETs using exfoliated graphene
by Farmer et al. [7], although Lin et al. [6] reported a value similar to ours. The
lower mobility is partly because the quality of the graphene synthesized by low-
temperature CVD is not as good as that of exfoliated graphene. In addition, it is
possible that the Fe etching and HfO2 deposition processes damaged the channels.
In order to observe the variations of graphene channels, the sheet resistivities of 38
graphene channels were measured. The average sheet resistivity was 1.2 k� at the
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Fig. 6.5 (a) An optical
microscopy image of a
top-gated graphene FET. (b)
Schematic diagram of the
cross section of a device and
a cross-sectional TEM image.
(c) Drain current as a function
of the top-gate voltage
(channel length (L), 3 �m;
channel width (W), 2 �m;
drain voltage, 1.4 V; HfO2

thickness, 70 nm). (d)
Stability of the resistance of a
7-nm-thick graphene channel
(L D 1 �m, W D 2 �m)
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Fig. 6.6 (a) An SEM image of a graphene interconnect. (b) Stability of the resistance of a 7-nm-
thick graphene channel (L D 1 �m, W D 2 �m)

Dirac point, with a standard deviation of 1.1 k�. The variations were considered to
be caused by those in the number of layers and/or those in the contact resistance.
Incidentally, the current density in graphene was �108 A/cm2 for the device shown
in Fig. 6.5c, assuming a graphene thickness of �1 nm.

To confirm the robustness of graphene as wiring, a current with a density of
107 A/cm2 was applied to a 7-nm-thick graphene channel. Figure 6.6a shows the
SEM image before removal of Fe catalyst underneath graphene. The resistance
was stable over 100 h as shown in Fig. 6.6b, suggesting that graphene is a robust
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wiring material. In such applications, Fe catalyst has an advantage over Ni or Cu,
because it can easily form thick multilayer graphene suitable for interconnects
at lower temperature. Incidentally, very recently, intercalated multilayer graphene
interconnects with resistivity of the same order as Cu were demonstrated. The
interconnects also exhibited better high-current reliability than Cu [31].

6.4 Direct Synthesis of Graphene on the Substrate
and Its Fabrication Process

In this section, we propose a novel method to grow graphene directly on an insulat-
ing substrate and, therefore, fabricate transistors using transfer-free processes. The
procedures for fabrication of a top-gated graphene FET are illustrated in Fig. 6.7 [19,
22, 26]. First, Fe films with channel patterns were formed on a SiO2/Si substrate
by conventional photolithography and lift-off processes. By optimizing the CVD
condition, graphene was grown on and underneath the patterned Fe films at the same
time. After synthesis, the Fe films were removed by wet etching using dilute HCl
and/or FeCl3 solution, leaving graphene on the substrate. After removal of the Fe
films, the device fabrication process was performed in the same manner as explained
above. This fabrication process seems to be easier and more suitable for the present
Si LSI processes. However, the quality of graphene synthesized underneath the
catalyst film is much worse than that synthesized on the film possibly due to
difficulty in the precipitation of carbon at the interface between the catalyst film
and SiO2/Si substrate. Recently, direct synthesis of graphene on the substrate using

Fig. 6.7 (a)–(f) New
fabrication process of a
top-gated FET
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different approaches has been reported, in which the quality of graphene has been
improving gradually [19, 22, 25–30]. Further research regarding direct synthesis of
graphene on the substrate will be required.

6.5 Summary

Top-gated field-effect transistors (FETs) utilizing CVD-synthesized graphene were
fabricated directly on a large SiO2/Si substrate by transfer-free processes. The
graphene was synthesized at 650 ıC and the thickness was controlled by the partial
pressure of C2H2 and the growth time. The fabricated devices exhibit ambipolar
behavior, whose transconductance was as high as 22 mS/mm. In addition, graphene
can sustain a high-density current, being a promising material for future LSI wiring.
Direct synthesis of graphene on the insulating substrate was also demonstrated.
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Chapter 7
Graphene Biosensor

Yasuhide Ohno, Kenzo Maehashi, and Kazuhiko Matsumoto

Abstract Since the electrical characteristics of graphene field-effect transistors
(FETs) are very sensitive for their environmental condition, the graphene FETs have
high potential for chemical and biological sensors. In this chapter, the electrical
detection of biomolecules and ions by graphene FETs was described. The graphene
FETs can be operated in the buffer solution by top-gate operation from a reference
electrode without any passivation film. And their transconductance was more than
200 times larger than that of the conventional back-gate operation in vacuum.
The drain current increased with increasing the solution pH. And the graphene
FETs detected the charges in proteins. To detect the specific protein, aptamers
were functionalized on the graphene surface. As results, aptamer-modified graphene
FETs detected the target molecule, and their sensitivity was comparable to other
aptamer-based biosensors.

Keywords Graphene FET biosensors • Electrical-double layer • Aptamer • pH
sensor • Electrical detection

7.1 Introduction

Electrical detection of biomolecules using nanomaterial-based devices grows in
importance owing to the advent of the aging society in recent years, because
these devices can be downsized for use at home or outside. Silicon-nanowire- [1]
and carbon-nanotube (CNT)-based biosensors [2–4] have been reported by many
researchers over the past decade. In particular, the CNT is one of the strongest
candidates for highly sensitive biological sensors owing to its large surface-area-
to-volume ratio. However, CNT-based biosensors have some major problems for
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sensing application since their electrical characteristics strongly depend on their
chirality, i.e., some devices show semiconducting characteristics and other devices
show metallic characteristics. In addition, the absolute value of the typical drain
current .ID/ in a buffer solution is 10�30 nA if the CNT channel is single.
Because the oxidization of electrodes and an analyte or water electrolysis should
be prevented, a large voltage cannot be applied in any buffer solution. This small ID

is often comparable to the leakage current between the reference electrode and the
channel (several nA). This indicates that the electrical characteristics of CNT field-
effect transistors in a buffer solution are susceptible to noise. Recently, network
CNTs [5] or aligned CNT [6, 7] devices have been investigated for the sensors to
solve these problems. However, it is difficult to grow only semiconducting CNTs at
present.

7.2 Principle of Graphene Biosensor

Graphene [8], monolayer or few-layer graphite, may solve these problems [9–11]. It
has an extremely high carrier mobility with a large sheet carrier concentration and is
chemically stable. Its electrical characteristics are very sensitive to its environmental
conditions, and it also has a high potential for use in chemical and biological
sensors. The electrical characteristic of the graphene FET shows clear ambipolar
characteristic, and this ambipolar characteristic can be explained by the Fermi level
shift in the band structure of graphene. Figure 7.1 shows the schematic of the
gate voltage dependence of the drain current (ID-VTG) characteristic and its band
structure. The Fermi level can be controlled by applying the gate voltage, resulting in
the field effect of the ID. This Fermi level shift can be obtained by access of charges.
Generally, ions and proteins have charges in the solution. Therefore, when positively
(negatively) charged molecules are attached on the graphene surface, the Fermi
level will increase (decrease), resulting in the shift of the transfer characteristic in

Fig. 7.1 Schematic of
transfer characteristic of
typical graphene FET and the
band structure for each part
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Fig. 7.2 Schematic of
transfer characteristic after
introducing analyte

Drain current

Gate voltage

Negative chargePositive charge

negative (positive) gate voltage direction as shown in Fig. 7.2. We can detect the
proteins or ions by ID change of the graphene FET.

There are many advantages to use graphene FETs as biosensors compared with
CNT-based biosensors. The charge sensitivity of the graphene FET is still high
because the surface-area-to-volume ratio of the graphene is higher than that of the
bulk material. And the graphene is chemically stable. One of the most important
advantages of using a graphene channel is its large potential window. To detect the
biomolecules in the solution, the biosensors have to be sunk in the solution. For
conventional semiconductor materials such as Si or GaAs, they need a passivation
film to avoid the oxidization. This is because these materials are easily oxidized in a
solution under low voltage. On the other hand, graphene is the carbon material and is
not easily oxidized in the solution due to its large potential window. As a result, the
graphene FET-based biosensors can be used in the solution without any passivation
film. For CNT-based biosensors, which have almost the same potential window, the
highest sensitivity will be obtained for the device with a single carbon-nanotube
channel. However, this CNT-FET shows very low drain current in the solution
(several nA). The drain current value of the graphene FET shows more than 1,000
times larger than that of the CNT-FET. Therefore, higher signal/noise ratio is
obtained for the graphene FETs.

7.3 Device Fabrication

To obtain a higher sensitivity, monolayer graphene flakes were only used as the
channel of the FETs in this work since the carrier mobility of the graphene FETs
strongly depends on their layer number and the highest mobility can be obtained
for the monolayer graphene. The monolayer graphene flakes were obtained by
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micromechanical exfoliation using kish graphite and a clear adhesive tape and
identified by Raman spectroscopy. The gold source and drain electrodes were
formed by conventional electron beam lithography, e-beam evaporation, and lift-off
procedure. The distance between the source and drain electrodes was approximately
4 �m.

7.4 Result and Discussions

7.4.1 Electrical Double Layer

When the small voltage is applied between two electrodes in solution, ions around
electrodes are attracted to the electrodes, resulting in the formation of the electrical
double layer. In this case, the electric potential in the solution shows rapid increase
as shown in Fig. 7.3. Therefore, this electrical double layer acts as a gate insulator.
The thickness of the electrical double layer, which is called as Debye length,
depends on the temperature and ion strength. For example, the Debye length of
the 10 mM buffer solution at room temperature is approximately 5 nm. In the buffer
solution, top-gate voltage can be applied from a Ag/AgCl reference electrode, and
the reference electrode should be used in this solution-gated system to reduce the
environmental effect as shown in Fig. 7.4.

Initially, we investigated the transport behaviors of graphene FETs in the solution
to confirm the electrical double layer. Because the thickness of the electrical double
layer is very thin (5 nm) compared with the back-gate insulator (SiO2, 280 nm),
top-gate voltage can be effectively applied to the graphene channel. To measure the
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Fig. 7.3 Conceptual diagram of the electrical double layer
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Fig. 7.4 Conceptual diagram
of measurement setup

Ag/AgCl
reference electrodeSilicone rubber 

container

Graphene

Fig. 7.5 Transfer characteristics of a graphene FET for back- and top-gate operations. Right figure
shows the enlarged view of the left figure from �0:1 to 0.1 V

back-gate operation, the graphene FETs were put in the vacuum chamber with a
probing station, and then the chamber was evacuated to 1 � 10�3 Pa. To remove
the oxygen effect to the electrical characteristic, the graphene FETs were annealed
200 ıC for 1 h before measurement. The measurement was carried out at room
temperature. For the solution-gated system, the graphene FETs were immersed in
the phosphate buffer solution (PBS, pH 6.8), and a silicone rubber well was placed
on the graphene FETs to allow the surface of the graphene channel to be filled
with several buffer solutions and analytes for electrical measurement and sensing.
The electrical characteristics of the GFETs were measured by a semiconductor
parameter analyzer using a two-terminal measurement.

Figure 7.5 shows the ID versus VTG characteristics of a graphene FET. Ambipolar
electric field-effect characteristics of a graphene FET were observed for both back-
gate and top-gate operations, indicating that the electric field was applied on the
graphene. For the back-gate operation, we have to apply the back-gate voltage of
more than 20 V to obtain the clear field effect of the ID. On the other hand, the clear
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field effect can be observed by only 0.1 V of the top-gate voltage. Transconductance
(gm D @ID=@VG) were estimated to be 0.14 and 36 �S from Fig. 7.5, respectively.
The gm value of the graphene FET under top-gate operation was more than 250
times larger than that of the back-gate operation. These results show that the very
thin gate insulator film was formed on the graphene surface.

7.4.2 Solution pH Sensing

The dependence of the transfer characteristics and conductance of graphene FETs
on pH were evaluated. Figure 7.6 shows conductance plotted as a function of VTG

for a graphene FET in various electrolytes at various pH values from 4.0 to 7.8.
The Dirac points of the graphene FET shifted in a positive detection with increasing
pH. This behavior indicates that graphene FETs can detect the pH value by the
electrical characteristics. A plot of the time-dependent conductance for a graphene
FET at VTG D �80 mV in pH values from 4.0 to 8.2 is shown in Fig. 7.7. Every
10 min, either a 10 mM PBS at pH 6.8 or a 10 mM borate buffer solution at pH 9.3
was added to increase the pH. It is concluded that the increased conductance can be

Fig. 7.6 ID as a function of
top-gate voltage of a
graphene FET at pH 4.0, 4.9,
5.8, and 7.2

Fig. 7.7 ID versus time data
of a GFET for pH values
from 4.0 to 8.2
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attributed to the increased negative charge around the graphene channel, because the
hole is the carrier in this condition. Increased conductance has also been observed
in carbon-nanotube pH sensors, which has been interpreted as the attachment of
hydroxide ions that act as electron scavengers. We believe these phenomena can
occur on the graphene channel and the results indicate that graphene FETs can be
used as pH sensors.

7.4.3 Protein Adsorption Detecting

From the solution pH detection, we confirmed that the graphene FETs can detect
the charges in the solution. This indicates that graphene FETs can also detect the
proteins because a protein consists of one or many chains of amino acid. And an
amino acid has both of amine (–NH2) and carboxylic acid (–COOH) functional
groups. Therefore, proteins have positive or negative charges in the solution owing
to the electrolytic dissociation of these functional groups. The isoelectric point (pI)
of a protein is defined as the solution pH at which the protein does not have net
electrical charges. In this experiment, there are three kinds of proteins. One is
human immunoglobulin E (IgE), and the others are bovine serum albumin (BSA)
and streptavidin (SA).

Figure 7.8 shows the time course of normalized ID of graphene FETs with bare
graphene channel in the 10 mM PBS at pH 6.8. After 10 min, 100 nM IgE, BSA, and
SA were introduced into the graphene channel. ID increased after adding BSA. On
the other hand, ID decreased after adding IgE and SA. The difference in the drain
current change can be explained by the difference in the isoelectric point of these
proteins. The pI of BSA and SA are 5.3 and 7.0, respectively. That is to say, SA
is positively charged and BSA is negatively charged in phosphate-buffered solution
at pH 6.8. The evaluation of the pI of IgE molecules is complicated by the fact
that each immunoglobulin generally has a rather large range of pI. For example, the
isoelectric point of IgG is 6.5�9.5 [12, 13]. Since the ID decreased after adding the

Fig. 7.8 Time course of ID

for aptamer-modified
graphene FET. At 10, 30, and
50 min, respectively, BSA
and SA (nontarget proteins)
and IgE (target protein) were
injected into the
aptamer-modified graphene
channel
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IgE molecules, we believe that the positively charged part of the IgE molecule was
detected by bare and aptamer-modified graphene FETs. Although the binding part
of the IgE molecules should be investigated, these results show that all proteins can
be electrically detected using a graphene FET with a bare graphene channel.

7.4.4 Specific Protein Sensing

To detect a specific biomolecule, receptor-modified graphene FETs are required,
where the receptor is the molecular recognition materials such as an antibody or
enzyme. It should be noticed that there are two requirements for the functionaliza-
tion of receptors on FET-based biosensors. One is that the height of the receptor
must be less than that of the electrical double layer because mobile charges in
a transistor’s channel are not affected by charged molecules located more than
a Debye length away. Although an antibody is often used in the conventional
biosensors, the height of the antibody is approximately 10 nm. If we obtained 10-
nm-thick Debye length, less than 100 �M buffer solution is prepared. However, the
thin concentration buffer solution has a weak buffering effect. A smaller size of the
receptor is needed in this case. And the other requirement is that the functional-
ization process should be carried out without introducing defects on the graphene
surface because these defects lead to the degradation of the electrical characteristics.

In this experiment, IgE is the target molecule. To meet these requirements,
aptamer- and pyrene-based linker materials were used. Aptamers are artificial
oligonucleotides produced in vitro. Hence, they are less expensive than antibodies
but are very stable [14–16]. The greatest benefit of using aptamers is that they are
smaller than the Debye length. The height of the anti-IgE aptamer used in this work
is approximately 3 nm. As a result, protein–aptamer reactions are expected to occur
inside the electrical double layer. And to modify the aptamer to graphene surface
without introducing defects, 1-pyrenebutanoic acid succinimidyl ester (PBASE) was
used as a linker (Fig. 7.9a). This linker material is often used for carbon-nanotube
functionalization [17]. The pyrenyl group of the linker interacts strongly with the
basal plane of graphite via �-stacking, and the succinimide part strongly reacts with
the amino base [18, 19].

Functionalization process of the aptamers on the graphene surface was carried
out as follows. After rinsing with methanol and 10 mM phosphate-buffered solution
at pH 6.8, the device was immersed in a 1 nM solution of IgE aptamers in
phosphate-buffered solution for 12 h at room temperature. Anti-IgE aptamer DNA
oligonucleotides (D17.4ext) with 50-amino modification were custom-synthesized
by Fasmac Corp. (Kanagawa, Japan), and the base sequence was 50- NH2 GCG
CGG GGC ACG TTT ATC CGT CCC TCC TAG TGG CGT GCC CCG CGC -30
(Fig. 7.9b). Finally, 100 mM ethanolamine was added to the channel of the GFET
for 1 h to deactivate and block the excess reactive groups remaining on the graphene
surface.
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Fig. 7.9 (a) Molecular
structure of 1-pyrenebutanoic
acid succinimidyl ester, (b)
anti-IgE aptamer D.17.4ext
used in this work
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Atomic force microscopy was carried out to confirm the functionalization of the
graphene with IgE aptamers. Figure 7.10 shows AFM images and height profiles
of the graphene FET in air before and after IgE aptamer functionalization, respec-
tively. Before functionalization, an approximately 0.3- to 0.5-nm-thick graphene
channel was observed, which indicates that the graphene channel is a single layer.
After aptamer functionalization, the height of the channel apparently increased
to approximately 3�4 nm, indicating that the functionalization with IgE aptamers
occurred only on the graphene surface.

The effects of the IgE-aptamer functionalization of the graphene surface were
also observed through electrical measurements. Figure 7.11 shows the drain current
(ID) versus the top-gate voltage (VTG) characteristics at a drain voltage (VD) of 0.1 V
for a graphene FET in PBS before and after functionalization with IgE aptamers.
Increased ID was observed after functionalization. Because the carriers in the
graphene channel are holes under these conditions, this increased ID comes from an
increase in negative charge density on the graphene channel. These results show that
the IgE aptamers were successfully immobilized in the graphene channel because
the aptamers (oligonucleotides) are always negatively charged in the solution due
to the ionized hydroxyl of phosphoric acid. Thus, it must be emphasized that the
graphene FET can electrically detect the existence of the oligonucleotides on its
surface. Moreover, the slopes of the ID-VTG curves were almost identical, indicating
that no defects were introduced on the graphene surface by the functionalization
process.

Next, we measured specific sensing characteristics of the aptamer-modified
graphene FET. Figure 7.12 shows the time dependence of ID for an aptamer-modified
graphene FET at a VD of 0.1 V and a VTG of 0.1 V in phosphate-buffered solution
at pH 6.8. After 10 and 30 min, respectively, 100 nM nontarget proteins, namely,
BSA and SA, were added to the buffer solution, and the target human IgE protein
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Fig. 7.10 AFM image of graphene FET before and after functionalization. Inset shows the height
profile of the graphene channel marked by a solid line. Red dashed lines indicate the average height

Fig. 7.11 ID-VTG
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functionalization with IgE
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(100 nM) was added after 50 min. To accelerate the reaction between IgE aptamers
and IgE protein, the solution was stirred for several tens of seconds after adding
each analyte. When the target protein was introduced into the graphene channel,
the ID suddenly decreased. In this case, it can be considered that the positively
charged IgE molecules were connected to the negatively charged IgE aptamers,
resulting in a decrease in ID. In contrast, upon addition of nontarget proteins, ID

of the aptamer-modified graphene FET remained almost constant. Therefore, the
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Fig. 7.12 Time course of ID

for aptamer-modified
graphene FET. At 10, 30, and
50 min, respectively, BSA
and SA (nontarget proteins)
and IgE (target protein) were
injected into the
aptamer-modified graphene
channel
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Fig. 7.13 (a) Time course of ID for aptamer-modified graphene FET. At 10-min intervals, various
concentrations of IgE were injected. (b) Drain current change versus IgE concentration. Red
dashed line shows the fitted curve of the Langmuir adsorption isotherm with KD = 47 nM

results shown in Figs. 7.8 and 7.12 indicate that the nonspecific binding of nontarget
proteins was successfully suppressed in the aptamer-modified graphene FET.

Using aptamer-modified graphene FETs, we estimated the dissociation constant
(KD) between IgE aptamer and IgE protein by monitoring ID at various IgE
concentrations. The target IgE protein at concentrations of 0.29, 2.4, 20, 35, 160,
260, and 340 nM was introduced into an aptamer-modified graphene FET while
monitoring ID in real time (Fig. 7.13a). ID decreased stepwise after injection of the
target IgE at each concentration. Figure 7.13b shows the net drain current change
.�ID/ plotted as a function of IgE concentration. �ID sharply increased with
increasing IgE concentration from 0.29 to 160 nM, while �ID gradually became
saturated above 160 nM. The data indicate that the reaction between IgE aptamer
and IgE protein in the graphene channel follows the Langmuir adsorption isotherm
given by

�ID D �IDmaxCIgE

KD C CIgE
;
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where �IDmax and CIgE are the saturated net drain current change and the con-
centration of IgE protein, respectively. From the fitted curve shown in Fig. 7.13b
(dashed line), �IDmax and KD were estimated to be 1:8 �A and 47 nM, respectively,
indicating a high affinity between the IgE aptamer and IgE protein.

Aptamer-based immunosensors have been intensively investigated in recent
years. Liss et al. developed aptamer-based quartz crystal microbalance biosensors
with KD of several nM [20]. Mendonsa et al. reported aptamer–IgE reactions using
capillary electrophoresis, and their average KD was 29 nM [21]. Katilius et al. inves-
tigated a fluorescent signaling aptamer and fitted the IgE concentration dependence
with KD D 46 nM [22]. Aptamer-modified immunosensors using carbon-nanotube
FETs were reported by Maehashi et al. with KD of 1.9 nM [3]. Turgeon et al. studied
aptamer equilibria using gradient micro-free-flow electrophoresis with KD of 48 nM
[23]. Our result .KD D 47 nM/ is comparable with these previous results. Thus,
the present graphene FET has sufficiently high sensitivity to estimate dissociation
constants for receptor and ligand reactions.

7.5 Conclusion

Graphene FET-based chemical and biological sensors were demonstrated. The
graphene FETs showed good gate transfer characteristics in electrolytes; their
transconductances were more than 250 times larger than those obtained under
vacuum. Clear pH-dependent drain current change was observed, indicating the
potential for use of graphene FETs in pH sensors. The drain current was also
changed by protein adsorption and the changes depend on the charge type in
proteins. To realize specific protein detection, aptamers were modified on the
graphene surface. AFM observation and electrical characteristics show the aptamers
could be functionalized on the graphene surface without introducing defects.
The aptamer-modified graphene FETs detected only the target protein, and the
dissociation constant obtained from this experiment was comparable to those of
other aptamer-based biosensors. These results indicate that graphene FETs are
promising candidates for the development of real-time chemical and biological
sensors.
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Chapter 8
Graphene Terahertz Devices

Taiichi Otsuji

Abstract In this section, recent advances and future trends in graphene terahertz
(THz) devices are described. First, the fundamental basis of optoelectronic proper-
ties of graphene is introduced. Second, ultrafast nonequilibrium carrier dynamics
in optically pumped graphene is described, giving rise to population inversion and
resultant THz gain by stimulated interband photon emission. Third, graphene active
plasmonics are described in which plasmon dispersion and modes are theoretically
addressed, leading to one important aspect of giant THz gain by stimulated
interband photon emission in inverted graphene. Fourth, science and technology
toward the creation of current-injection-pumped graphene THz lasers are described.
Fifth, some other important functional devices including THz modulators and
photodetectors/mixers are described. Finally, trends and the future of graphene THz
devices are summarized.

Keywords Graphene • Terahertz • Plasmon • Laser

8.1 Introduction

The groundbreaking discovery of graphene [1–3] triggered the research and devel-
opment of graphene-based electronic, optoelectronic, and terahertz (THz) photonic
devices [4–8]. In this section, recent advances and future trends in graphene
THz devices are described. Ultrafast nonequilibrium carrier dynamics and phonon
properties in graphene can originate a very small gain in the broadband THz
frequency range [9, 10], which may open the way to create the THz lasers [11–15]
but is inefficient to compete against the strong losses in the THz range. Graphene
plasmons, quanta of the collective charge-density waves excited by two-dimensional
carriers in graphene, can dramatically increase the light (THz photons) and matter
(graphene) interaction [6, 7, 16, 17], leading to “giant THz gain” [18–20].

Very recently we have succeeded in the observation of the giant THz gain in
monolayer graphene pumped by a femtosecond infrared laser [21, 22], which
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includes the following four important processes: (1) population inversion of
graphene carriers by optical pumping; (2) stimulated interband THz photon
emission by impinging THz photons; (3) excitation of surface plasmons by the
impinged THz photons, giving rise to propagation of surface plasmon polaritons
(SPPs) and producing the giant amplification of the THz SPPs; and (4) conversion of
the SPPs to the THz photons, eventually yielding strongly amplified THz photons.
As a consequence, what is really exciting and important is how to implement such
plasmonic structures into a real graphene laser device structure.

The physics of plasmons and SPPs behind the real graphene materials has
yet been under studying so that it could also be an important aspect of this
section. First, the fundamental basis of optoelectronic properties of graphene is
introduced. Second, ultrafast nonequilibrium carrier dynamics in optically pumped
graphene is described, giving rise to population inversion and resultant THz gain
by stimulated interband photon emission. Third, graphene active plasmonics are
described in which plasmon dispersion and modes are theoretically addressed,
leading to one important aspect of giant THz gain by stimulated interband photon
emission in inverted graphene. Fourth, science and technology toward the creation
of current-injection-pumped graphene THz lasers are described. Fifth, some other
important functional devices including THz modulators and photodetectors/mixers
are described. Finally, trends and the future of graphene THz devices are summa-
rized.

8.2 Optoelectronic Properties of Graphene for THz Active
Device Applications

8.2.1 Optical Conductivity in Graphene

Optical conductivity in graphene is determined by the interband and intraband
transition processes of carriers and is derived from the Kubo formula as follows
[23, 24]:

� .!/ D �inter .!/ C �intra .!/

D ie2!

�

Z 1

0

f ." � "F/ � f .�" � "F/

.2"/2 � ." C iı/2
d" C ie2"F

��2 .! C i=�m/
; (8.1)

where e is the elementary charge, f (") is the Fermi–Dirac distribution function,
"F is the Fermi energy, � is the reduced Planck’s constant, ı is the broadening
parameter for the interband transition, and �m is the momentum relaxation time.
This gives the important aspects of the frequency dependence of the conductivity
profiles described as follows.

Due to the gapless and linear energy spectra of electrons and holes in graphene,
interband optical absorption exhibits the flat response with a universal absorption
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coefficient ˛ D �e2= .c�/ � 1=137 � 2:3 % over broadband photon energies from
submillimeter waves to near ultraviolet when the photon energies exceed twice the
Fermi energy 2"F where c is the speed of light in vacuum [25]. When the photon
energy �! is smaller than 2"F, the optical absorption is prohibited due to the Pauli’s
state blocking. Thus in general the real part of the interband optical conductivity
Re� inter

�! at photon energy �! is given by the universal quantum conductivity e2/(4�)
and the carrier distribution function f (�!) as follows:

Re� inter
�! D e2

4�
.1 � 2f .�!// : (8.2)

On the other hand, intraband conductivity follows the Drude-like dependence with
parameters !�m; the real part of the intraband conductivity Re� intra

�! is derived as
follows:

Re� intra
�! � .ln 2 C "F=2kBT / e2

��

kBT �m

�
�
1 C !2�2

m

� ; (8.3)

where kB is the Boltzmann constant and T is the temperature.
Figure 8.1 plots the real part of the conductivity. The THz frequency range is an

intersection region where intraband (interband) conductivity decreases (increases)
with increasing frequency [26]. When graphene is doped, intraband Drude conduc-
tivity shifts upward, whereas the Pauli’s state-blocking-limited roll-off frequency of
the interband conductivity shifts upward. Thus THz conductivity can be substan-
tially modulated by doping carriers which could be performed by the electrostatic
gating. This in turn makes graphene active THz functional devices such as photode-
tectors [27], intensity modulators [28, 29], filters [30], etc. It is worth to note that
according to Eq. (8.2), when graphene is optically pumped, Re� inter

�! could take a
negative value when f .�!/ > 0:5. Generally, optical pumping is performed with
photon energies �! larger than 2"F. Therefore, the condition f .�!/ > 0:5 means
that the carrier population is inverted [9]. This effect and application to THz lasers
will be discussed in detail later.

Fig. 8.1 Real part of the
conductivity in graphene. Red
lines, Re� inter

�! ; blue lines,

Re� intra
�!
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8.2.2 Nonequilibrium Carrier Dynamics and Negative
Dynamic Conductivity in Optically Pumped Graphene

The honeycomb lattice of graphene is formed with strong in-plane covalent bonds
of carbons having a low atomic mass, giving rise to extremely high optical phonon
energies, �198 meV (1,600 cm�1) at the Brillouin zone center [31, 32]. Thanks
to this extremely high optical photon energy, carrier–phonon interaction makes
ultrafast energy relaxations for excited carriers through intravalley, intervalley,
intraband, and interband scattering [33–37]. Carrier relaxation and recombination
dynamics in optically pumped graphene are schematically shown in Fig. 8.2.
After the electrons and holes are first photogenerated, collective excitations due
to carrier–carrier scattering result in ultrafast carrier quasi-equilibration within a
time scale of 10–100 fs in which the total energy distribution of electrons and
holes changes to Fermi-like distributions, respectively [33–35]. Then, carriers in
the high-energy tails of their distributions emit optical phonons, cooling the entire
population and accumulating around the Dirac points. Because of the fast intraband
relaxation (picosecond or less) and relatively slow interband recombination (�1 ps)
of photoelectrons/holes, a large excess of electrons and holes builds up just above
and below the Dirac points (in a wide THz frequency range). As a consequence,
with sufficiently intense excitation, a population inversion can be achieved [37, 38],
leading to stimulated emission of THz radiation [21, 22].

Interband carrier–carrier scattering like Auger-type recombination and impact-
ionization-type carrier multiplication processes are major recombination/generation
processes in narrow-gap semiconductors but have been thought to be theoretically
forbidden in graphene [39]. They may, however, take place due to higher-order
many-body effects and/or imperfections of crystal qualities [40–45], which could
also extremely modify the carrier relaxation dynamics, limiting population inversion
in fs-scale very short time and hence preventing the negative conductivity. Recent
experimental works demonstrate such aspects on the carrier relaxation dynamics
[41–45] particularly in case of defect-originated symmetry breaking and/or lattice
deformation caused by extremely high-field excitation. One should take care in
synthesizing and processing high-quality graphene to yield the population inversion.

Fig. 8.2 Carrier relaxation and recombination dynamics in optically pumped graphene
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Fig. 8.3 Numerically simulated temporal evolution of the real part of the dynamic conductivity
Re[� (!)] (normalized to the minimum quantum conductivity e2/4�) in graphene photoexcited with
0.8-eV, 80-fs pump fluence 8 �J/cm2 (average intensity 1 � 108 cm2) at the time of 0 ps having
different momentum relaxation times �m of 1, 3.3, and 10 ps. Any positive values of Re[� (!)] are
clipped to the zero level (shown with red color) to focus on the negative-valued region

The nonequilibrium relaxation dynamics of both the electrons and the holes can
be characterized by the Fermi–Dirac function with carrier temperature Tc and quasi-
Fermi energy "F [37]. The time evolutions of these quantities after graphene is
pumped at t D 0 with an optical pulse are numerically calculated [37]. By using
these quantities, the time evolution of THz conductivity is calculated as shown in
Fig. 8.3 [14, 38]. At sufficiently strong excitation, the interband stimulated emission
of photons can prevail over the intraband (Drude) absorption. In this case, the real
part of the dynamic conductivity of graphene, Re[�!], can be negative in THz range
due to the gapless energy spectrum. This effect can be exploited in graphene-based
THz lasers with optical or current-injection pumping [9, 10, 12]. Graphene photonic
lasers with the Fabry–Pérot resonators based on dielectric or slot-line waveguides
were proposed for lasing the THz photons [11, 46, 47]. Stimulated emissions of THz
[21, 22] and near-infrared photons [48] from population-inverted graphene were
observed experimentally.

8.3 Graphene Active Plasmonics for THz Device
Applications

Collective excitation of 2D plasmons in graphene mediates strong light–matter
interaction and hence can provide unique features in their response to THz
electromagnetic radiation, such as extremely high absorption as well as giant THz
gain [6–8, 16, 18–20, 49–53]. This is because the plasmons have an extremely slow-
wave nature whose group velocity is comparable to the Fermi velocity which is
�1/300 of the speed of light in vacuum so that they could interact with matter under
propagation by orders of magnitude stronger than what photons can do directly. The
mode frequencies (resonant frequencies) of plasmons are defined by the structural
dimensions (plasmon cavity size), effective permittivity depending on materials, and
group velocity depending on the density of carriers. As a consequence, plasmons
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can strongly modulate the optical (THz) conductivity, giving rise to the possibility
of various active plasmonic THz devices.

8.3.1 Dispersion and Modes of Graphene Plasmons

The dispersion relations for plasmons have been formulated in various graphene
structures [16–18, 50, 53–56]. In particular, gated plasmons are of major concern
for use in practical frequency-tuned device applications. The dispersion relation
and the damping rate for gated graphene plasmons are theoretically revealed;
it holds a superlinear dispersion in which the gate-to-graphene distance d and
the momentum relaxation rate (collision frequency) deform the linear dispersion
relations (Fig. 8.4a) [18, 21, 32]. The plasmon phase velocity is proportional to
the 1/4 power of the gate bias and of d, which is quite different from those in
conventional semiconductors.

Semiclassical Boltzmann equations derive the hydrodynamic kinetics of
electron–hole plasma wave dynamics [17]. Intrinsic graphene and/or photoexcited
graphene hold equi-density of electrons and holes so that bipolar e-h modes of
plasmons are excited. Due to the freedoms of e-h motions, e-h plasma waves and
charge-neutral sound-like waves are excited (Fig. 8.4b). The e-h plasmons are
strongly damped whereas the e-h sound-like waves are survived. On the other hand,
doped graphene holds a large fraction on the majority and minority carriers. The
plasma waves originated from the minority carriers are strongly damped, resulting
in unipolar modes of plasmons originated from the majority carriers.

Fig. 8.4 (a) Dispersion relation of gated plasmons in doped graphene. (b) Plasma wave velocity
versus gate bias for undoped graphene with different gate–graphene distances d. Black line
corresponds to the electron–hole sound-like waves in the vicinity of the neutrality point. Regions
of strong damping are filled
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8.3.2 Giant THz Gain by Stimulated Plasmon Emission
in Inverted Graphene

It is noted that the negative THz conductivity in optically pumped monolayer
graphene is limited to or below the universal quantum conductivity (e2/4�) as seen
in Eq. (8.2). This is because the absorption of THz photons that can contribute to
the stimulated photon emission is only made possible via an interband transition
process with absorbance limited to �e2=�c � 2:3 % [25]. To overcome this limit,
using the plasmons in graphene is very promising. There are several factors to
exploit the graphene plasmons: (1) the excitation and propagation of the plasmons
along population-inverted graphene [18, 19], (2) the resonant plasmon absorption in
structured graphene like microribbon arrays [20] as well as microdisk arrays [57],
and (3) the superradiant THz emission mediated by the plasmons [19].

As compared with the lasing associated with the stimulated emission of photons,
the stimulated emission of plasmons by the interband transitions in population-
inverted graphene can be a much stronger emission process [18–20]. Nonequilib-
rium plasmons in graphene can be coupled to the TM modes of electromagnetic
waves resulting in the formation and propagation of the surface plasmon polaritons
(SPPs) [19]. The SPP gain in pumped graphene can be very high due to a small
group velocity of the plasmons and strong confinement of the plasmon field in the
vicinity of the graphene layer. The propagation index 	 of the graphene SPP along
the z coordinate derived from Maxwell’s equations is

p
n2 � 	2 C n2

p
1 � 	2 C 4�

c
�!

p
1 � 	2

p
n2 � 	2 D 0; (8.4)

where n is the substrate refractive index and �! is the graphene conductivity [19].
When n D 1, 	 becomes

	 D
s

1
c2

4�2�2
!

: (8.5)

Thus the absorption coefficient ˛ is obtained as the imaginary part of the wave
vector along the z coordinate: ˛ D Im .qz/ D 2Im .	 � !=c/. Figure 8.5 plots
the calculated value of ˛ for a monolayer graphene on a SiO2/Si substrate (Im
(n) � 3 � 10�4) at 300 K. To drive graphene in the population inversion with a
negative dynamic conductivity, quasi-Fermi energies are parameterized at "F D 10,
20, 30, 40, 50, and 60 meV and a carrier momentum relaxation time �m D 3.3 ps
is assumed [22]. The results demonstrate giant THz gain (negative values of
absorption) on the order of 104 cm�1. An increase in the substrate refractive
index and, consequently, stronger localization of the surface plasmon electric and
magnetic fields result in markedly larger gain, i.e., negatively larger absorption
coefficient. Waveguiding the THz emitted waves with less attenuation is a critical
key issue to create a graphene THz laser.
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Fig. 8.5 Simulated absorption coefficient for monolayer graphene on a SiO2/Si substrate (Im
(n) � 3 � 10�4) at 300 K. To drive graphene in the population inversion with a negative dynamic
conductivity, quasi-Fermi energies are parameterized at "F D 10, 20, 30, 40, 50, and 60 meV and a
carrier momentum relaxation time �m D 3.3 ps is assumed

Fig. 8.6 Experimental setup of the time-resolved optical pump, THz probe, and optical probe
measurement based on a near-field reflective electro-optic sampling. (a) Cross-sectional image of
the pump/probe geometry and (b) birds view showing the trajectories of the optical pump and THz
probe beams. The polarization of the optical pump and THz probe pulse are depicted with red and
dark-blue arrow, respectively

We conducted optical pump, THz probe, and optical probe measurement at
room temperature for intrinsic monolayer undoped graphene on a SiO2/Si substrate
[22]. The experimental setup is shown in Fig. 8.6. An 80-fs (in FWHM), 20-MHz
repetition, 1,550-nm fiber laser was utilized as the optical pump and probe pulse
source. The pumping laser beam, being linearly polarized, was focused with a beam
diameter of about 120 �m onto the sample and the CdTe from the back side, while
the probing beam is cross-polarized and focused from the top side. The CdTe can
rectify the optical pump pulse to emit the envelope THz probe pulse. The emitted
primary THz beam grows along the Cherenkov angle to be detected at the CdTe top
surface as the primary pulse (marked with “①” in Fig. 8.6) and then reflects to the
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Fig. 8.7 (a) Measured temporal responses of the THz photon echo probe pulse (designated
with “②”) for different pumping intensitiesI� (3 � 107 W/cm2), 0.8 � I�, and 0.6 � I�. (b)
Corresponding voltage gain spectra of graphene obtained by Fourier transforming the temporal
responses of the secondary pulse measured at graphene flake, normalized to that at the position
without graphene

graphene sample. When the substrate of the sample is conductive, the THz probe
pulse transmitting through graphene again reflects back to the CdTe top surface,
which is electro-optically detected as a THz photon echo signal (marked with “②” in
Fig. 8.6). Figure 8.7a shows the temporal responses measured for different pumping
pulse intensities of up to 3 � 107 W/cm2 (pump fluence 2.4 �J/cm2, almost one
order below the Pauli’s blocking) [22]. It is clearly seen that the peak obtained on
graphene is more intense than that one obtained on the substrate without graphene
and that the obtained gain factor exceeds the theoretical limit given by the quantum
conductance by more than one order of magnitude as was measured in Ref. [21].
The Fourier-transformed gain spectra (Fig. 8.7b) are well reproduced and showed
similar pumping intensity dependence with the results in Ref. [21].

We observed the spatial distribution of the THz probe pulse under the linearly
polarized optical pump and THz probe pulse conditions at the maximum pumping
intensity [22]. The optical probe pulse position was changed step by step to measure
the in-plane spatial distributions of the THz probe pulse radiation. Observed field
distributions for the primary pulse and the secondary pulse intensity are shown
in Fig. 8.8 [22]. The primary pulse field is situated along the circumference
with diameter �50 �m concentric to the center of optical pumping position. The
secondary pulse (THz photon echo) field, on the contrary, is concentrated only at
the restricted spot area on and out of the concentric circumference with diameter
�150 �m where the incoming THz probe pulse takes a TM mode being capable
of exciting the SPPs in graphene. The observed field distribution reproduces the
reasonable trajectory of the THz echo pulse propagation inside of the CdTe crystal
as shown in Fig. 8.6 when we assume the Cherenkov angle of 30 deg. which
was determined by the fraction of the refractive indices between infrared and THz
frequencies.
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Fig. 8.8 Spatial field distribution of the THz probe pulse intensities. The primary pulse shows
nonpolar distribution, whereas the secondary pulse shows a strong localization to the area in which
the THz probe pulse is impinged to a graphene surface in the TM modes

How to couple the incoming/outgoing THz pulse photons to the surface plasmons
in graphene is considered. One possibility of the excitation of SPPs by the
incoming THz probe pulse is the spatial charge-density modulation at the area of
photoexcitation by optical pumping. The pump beam having a Gaussian profile
with diameter �120 �m may define the continuum SPP modes in a certain THz
frequency range as seen in various SPP waveguide structures [58]. After short
propagation on the order of �10 �m, the SPPs approach the edge boundary of
illuminated and dark area so that they could mediate the THz electromagnetic
emission. The plasmon group velocity in graphene (exceeding the Fermi velocity)
and propagation distance give a propagation time of the order of 100 fs. According
to the calculated gain spectra shown in Fig. 8.7b, the gain enhancement factor could
reach or exceed �10 at the gain peak frequency 4 THz, which is dominated in the
optically probed secondary pulse signals.

8.4 Toward the Creation of Current-Injection-Pumped
Graphene THz Lasers

8.4.1 Lateral p-i-n Junction in Dual-Gate Graphene-Channel
FETs

Optical pumping suffers from a significant heating of the electron–hole plasma and
the optical phonon system, which suppresses the formation of population inversion
[12, 59]. In the case of optical pumping with the sufficiently low photon energy,
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however, the electron–hole plasma can be cooled down [12, 38, 59]. Another
important parameter is the optical phonon decay time �

decay
o which stands for the

thermal conductivity of the material. A longer �
decay
o (like suspended free-standing

graphene) suppresses the carrier cooling, preventing from population inversion and
thus from the negative conductivity [12]. Current-injection pumping is the best
solution to substantially reduce the pumping threshold because electrical pumping
can serve any pumping energy below the order of “meV” when a p-i-n junction
is formed like semiconductor laser diodes. A dual-gate structure can make a p-i-
n junction in the graphene channel as shown in Fig. 8.9a [10, 12]. Gate biasing
controls the injection level, whereas the drain bias controls the lasing gain profiles
(photon energy and gain). To minimize undesired tunneling current that lowers
the injection efficiency, the distance between the dual-gate electrodes must be
sufficiently long. Typical calculated conductivities are plotted in Fig. 8.9b [12].
Compared to the results for optical pumping shown in Fig. 8.4, the advantage of
current injection is clearly seen. Waveguiding the THz emitted waves with less
attenuation is another key issue. We theoretically discover the amplification of SPPs
when traveling along the graphene-channel waveguide under population inversion
[19].

Fig. 8.9 (a) Schematics of the dual-gate field-effect transistor structure and corresponding band
diagram for electrically pumping graphene to create current-injection THz lasers. Opposite biases
on the two gates, G1 and G2, create an effective p-i-n lateral junctions. A small bias between drain
D and source S injects electrons and holes from under the gates into the intrinsic region between
the gates. Sufficient injection will create population inversion in this region and thus the possibility
of optical gain for photons of energy �!0. � is the quasi-Fermi energy in the intrinsic section
given by the drain–source bias, whereas �i is the Fermi energy of the p-type and n-type region
given by the dual-gate biases. (b) Simulated real parts of the terahertz conductivities (negative
values corresponding to gain) of monolayer graphene at 300 K. The axis unit is normalized to the
universal quantum conductivity e2/4�
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8.4.2 Plasmonic THz Lasing and Superradiance
in Dual-Grating Gate G-FETs

The amplification of THz wave by stimulated generation of resonant plasmons
in a planar periodic array of graphene plasmonic microcavities (PA-GPMC) as
shown in Fig. 8.10a has been theoretically derived [20]. Graphene microcavities
are confined between the contacts of the metal grating located on a flat surface of a
dielectric substrate. Suppose that the graphene is optically or electrically pumped.
Figure 8.10b shows the contour map of the calculated absorbance as a function of
the quasi-Fermi energy (which corresponds to the pumping strength and hence the
population inversion) and the THz wave frequency for the PA-GPMC with period
L D 4 �m and the length of each microcavity a D 2 �m [20]. With increasing "F,
the energy gain can balance the energy loss so that the net energy loss becomes
zero, Re[�(!)] D 0, with corresponding graphene transparency. Above the graphene
transparency line, the THz wave amplification at the plasmon resonance frequency
is several orders of magnitude stronger than away from the resonances (the latter
corresponding to the photon amplification in population-inverted graphene [9, 10,
12]).

At a certain value of the quasi-Fermi energy, the amplification coefficient at
the plasmon resonance tends toward infinity with corresponding amplification
linewidth shrinking down to zero as shown in Fig. 8.11a [20]. This corresponds
to plasmonic lasing in the PA-GPMC in the self-excitation regime. The plasmons
in different graphene microcavities oscillate in phase (even without the incoming

Fig. 8.10 (a) Schematic view of the array of graphene micro-/nanocavities. The incoming
electromagnetic wave is incident from the top at normal direction to the structure plane with the
polarization of the electric field across the metal grating contacts. The energy band structure of
pumped graphene is shown schematically in the inset. (b) Contour map of the absorbance as a
function of the quasi-Fermi energy and the frequency of incoming THz wave for the array of
graphene microcavities with period L D 4 �m and the length of a graphene microcavity a D 2 �m.
The electron scattering time in graphene is �m D 10�12 s. Blue and red arrows mark the quasi-
Fermi energies for the maximal absorption and for the plasmonic lasing regime, respectively, at the
fundamental plasmon resonance
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Fig. 8.11 (a) The variation of the power amplification coefficient along the first-plasmon-
resonance lobe. (b) Distribution of the normalized induced in-plane electric field at the moment of
time corresponding to the maximal swing of plasma oscillations in the graphene microcavities at
the fundamental plasmon amplification resonance

electromagnetic wave) because the metal contacts act as synchronizing elements
between adjacent graphene microcavities (applying a mechanical analogy, one may
think of rigid crossbars connecting oscillating springs arranged in a chain) as shown
in Fig. 8.11b. Therefore, the plasma oscillations in the PA-GPMC constitute a single
collective plasmon mode distributed over the entire area of the array, which leads to
the enhanced superradiant electromagnetic emission from the array.

8.5 Some Other Functional Devices

8.5.1 Graphene THz Modulators

The modulation of optical conductivity can work for the modulation of trans-
mittance/reflectance of incoming photons as mentioned in Sect. 8.2. The first
demonstration of a graphene optical modulator was performed in the infrared optical
frequency region by using interband absorption in a double-layer graphene capacitor
structure [60]. On the other hand, THz intensity modulators based on intraband
absorption in graphene have been proposed and experimentally demonstrated by
the group of Jena which is probably the first real “THz” application of graphene
[28, 29]. The device exploits the electrical tuning of intraband Drude conductivity
for making transmittance modulation to the THz electromagnetic radiation. They
experimentally demonstrated a fairly high modulation index of up to �70 %
by utilizing a simple structure of a back gate bias planar graphene capacitor in
which the back gate electrode acts as a THz reflector [29]. It is also theoretically
demonstrated that by introducing plasmonic effects with patterned graphene ribbon
arrays, the modulation index could become 100 % [57].
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8.5.2 Graphene THz Detectors and Photomixers

Graphene-channel field-effect transistors (FETs) can originate a lateral p-i-n junc-
tion at the source and/or drain ohmic metal contact portions depending on the
fractions of the work functions of the metal electrodes and graphene and on the
gate biasing condition, which can be exploited as p-i-n photodetectors [61, 62].
At optical frequencies, excellent photodetection performance with high-frequency
bandwidth beyond 40 GHz was demonstrated by the group of IBM [61]. Due to the
gapless energy spectra of graphene, such a p-i-n junction can work for detection
of THz radiation. Various novel device structures like dual-gate FETs as well as
graphene sandwich have been proposed, and their superiority of the responsivity
and high-frequency performances were analytically studied [27, 63].

On the other hand, the THz detectors using the resonant excitation plasma oscil-
lations in the standard heterostructures like high-electron-mobility transistor with a
gated 2D electron (or hole) plasma in its channel, proposed by Dyakonov and Shur
[64], were also extensively studied theoretically and successfully fabricated and
analyzed. The operation of these detectors is associated with the rectified component
of the current due to the nonlinearity of the 2D electron plasma oscillations. At the
plasma resonances when the THz signal frequency is approaching to the resonant
plasma frequency and its harmonics, the responsivity of such detectors becomes
fairly high. Plasma resonant phenomena in the gated graphene layer (GL) structures
can also be used for the THz detection providing the enhanced performance.

One of the most prospective versions of the GL-based THz detectors exploiting
the resonant excitation of the plasma waves can be realized using double-GL
structures. In these structures, each GL plays the role of the gate for another GL.
Such double-GL structures were fabricated and experimentally studied recently [65,
66]. Since the tunneling current between GLs exhibits pronounced nonlinear voltage
dependence [3], the double-GL structures can also be used in different devices
exploiting the plasma waves.

8.6 Conclusion

Recent advances and future trends in graphene THz devices are described. Gapless
and linear energy spectra of electrons and holes in graphene produce unique
features of THz dynamic conductivities which can be substantially modulated
by electrostatic gate biasing in an FET structure, leading to various functional
devices such as photodetectors, modulators, mixers, filters, etc. Ultrafast carrier
relaxation and recombination dynamics of relativistic Dirac fermions in gapless
linear band structures of optically or electrically pumped graphene give rise to
negative dynamic conductivity in a wide THz range. This will open a new paradigm
to create solid-state THz emitters and lasers using graphene but is inefficient to
compete against the strong losses in the THz range. Two-dimensional plasmons in
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graphene can dramatically enhance the light–matter interaction in THz frequency
range, drastically improving the quantum efficiency and hence leading to higher
output power of graphene THz amplifying and emitting devices. Plasmonic gain
in graphene can exceed 104 cm�1 in a wide THz range which is four orders of
magnitude higher than photonic gain in graphene. This gain enhancement effect of
the surface plasmon polaritons on THz stimulated emission in optically pumped
graphene has recently been experimentally verified. Graphene nanoribbon arrays
locked between metallic grating fingers can promote strong stimulated emission of
cooperative plasmon modes. Due to strong confinement of the plasmon modes in
graphene microcavities and superradiant nature of electromagnetic emission from
the array of the plasmonic microcavities, the amplification of THz wave enhances
by several orders of magnitude at the plasmon resonance frequencies, resulting in
superradiant THz lasing when the plasmon gain in graphene balances the sum of
the dissipative and radiative damping of plasmon modes in the array of graphene
microcavities. These new findings can lead to the creation of new types of plasmonic
THz emitters and lasers operating up to room temperature.
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Chapter 9
Carbon Nanotube Synthesis and the Role
of Catalyst

Yoshikazu Homma

Abstract This chapter describes the synthesis of single-walled carbon nanotubes
(SWCNTs) by chemical vapour deposition (CVD). Nanoparticles called catalyst
are indispensable to grow SWCNTs. Although commonly used catalyst species are
iron-group metals, Fe, Co and Ni, they are not limited to metals but also encompass
nonmetallic species. The essential role of the catalyst particle is to provide a large
curvature surface for the formation of cap structure that includes five-membered
rings and acts as the nucleus of SWCNT.

Keywords Catalyst • CVD • VLS

9.1 Introduction

Carbon nanotubes (CNTs) are rolled-up graphene with nanometre diameter. CNTs
are synthesised using carbon source in solid, liquid or vapour phases. Since carbon
solids have high vaporisation temperatures, high-temperature methods, such as arc
discharge [1] and laser ablation [2], are necessary. Arc discharge is also applied to
the CNT synthesis using liquid phase carbon sources such as sucrose solution [3].
On the other hand, vapour phase synthesis has more versatility in source gas, tem-
perature and growth control. In particular for deice applications of directly grown
CNTs, chemical vapour deposition (CVD) is widely used. Another important aspect
of CNT synthesis is use of catalysts. While multiwalled CNTs (MWCNTs) can
be synthesised without using catalysts by the arc-discharge method, nanoparticles
called catalyst are indispensable to grow single-walled CNTs (SWCNTs) that are
single cylinders composed of graphene. The reason why nanoparticles are necessary
is discussed in the following section. In short, while graphene nucleates on a flat
surface, nucleation of CNT requires a surface with a large curvature.
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Fig. 9.1 CVD apparatus

9.2 CVD Growth

Vapour phase growth has been used as the synthesis method of carbon fibres. It
has been intensively studied for SWCNT synthesis since 1998 [4]. Because carbon
atoms are supplied by decomposition of source gas molecules, it is called chemical
deposition. The source gases commonly used are hydrocarbons such as methane,
ethane, ethylene and acetylene or alcohols such as ethanol and methanol. Those gas
species are decomposed thermally or with assistance of plasma or hot filament. The
presence of metal catalyst can promote the decomposition. Figure 9.1 is a schematic
drawing of a typical thermal CVD apparatus. The key point of the CVD apparatus
is the control of source gas flow, pressure and temperature. It is not necessarily a
horizontal furnace type like Fig. 9.1. Vertical or cold wall types are also used. In
CVD methods, by controlling the catalyst particle size, SWCNTs can be selectively
grown. Also, by controlling the catalyst particle distribution or by using appropriate
substrates, growth direction of individual SWCNTs can be controlled (see Chap.10).
Basically, an individual SWCNT grows from a catalyst particle in CVD.

9.3 Roll of Catalyst

Common catalyst species are iron-group metals, iron (Fe), cobalt (Co) and nickel
(Ni) [5], which are known to have a catalytic function in assisting carbon feedstock
cracking and producing graphite layers on a bulk material surface [6]. For these
species, a widely accepted growth model is based on the vapour–liquid–solid
(VLS) mechanism as the analogue of semiconductor nanowire growth from gold
eutectic alloys [7]. As shown in Fig. 9.2, carbon-bearing molecules are catalytically
decomposed on the surface of the catalyst, which is supposed to be in the liquid
phase, resulting in the dissolution of carbon atoms into the catalyst particles. Upon
supersaturation of carbon concentration in a particle, carbon atoms precipitate from
the catalyst, leading to the formation of tubular carbon networks around or on the
catalyst. From the viewpoint of carbon solubility and carbide phase formation in the
carbon–metal binary phase diagram, Fe, Co and Ni should be the elements capable
of catalysing SWCNT growth.

http://dx.doi.org/10.1007/978-4-431-55372-4_10
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a b c d

Fig. 9.2 SWCNT formation process. (a) Decomposition of carbon-bearing gas molecule on the
catalyst surface. (b) Dissolution of carbon atoms into the catalyst. (c) Nucleation of cap. (d)
Extension of SWCNT

However, it should be noted that a liquid phase is not essential for the VLS
mechanism. Recent in situ transmission electron microscopy (TEM) observations
have revealed that multiwalled CNTs grow continuously from crystalline Fe3C
particles at 600 ıC [8]. Although the Fe3C particle shows clear lattice fringes, the
crystal structure occasionally fluctuates during CVD, indicating that the particles are
near their melting point. A similar result has been reported for germanium nanowire
growth with a gold catalyst [9]. At just below the melting point, the solid particle
might have a high density of vacancies, which allows efficient diffusion of carbon
atoms. The point is carbon uptake into the metal particles and carbon precipitation
from the carbon–metal eutectic alloy, i.e. continuous carbon supply from the bulk
of nanoparticle is the key to the SWCNT growth.

Recently, many other species have been reported to yield SWCNTs [10, 11]: gold
(Au), silver (Ag), copper (Cu), and aluminium (Al), as well as palladium (Pd) and
platinum (Pt) that were used in the high-temperature synthesis such as arc-discharge
method. Catalysts are not limited to metals but also encompass nonmetallic species,
such as silicon (Si), germanium (Ge), silicon carbide (SiC) and alumina (Al2O3)
[12, 13]. Even nanodiamond and fullerene have been reported to have the ability to
catalyse CNT growth under limited conditions [14, 15]. Those materials barely have
catalysis of hydrocarbon/alcohol decomposition or graphite formation. Therefore,
the functions of catalyst in SWCNT formation need to be reconsidered.

Without nanoparticles, SWCNT formation never occurs. This implies a surface
with a large curvature is necessary for SWCNT formation. Considering that
SWCNTs have a cap at the opposite end to a catalyst particle, the nanoparticle
surface should act as a template for the cap structure. The basic idea of this cap
nucleation is that small graphene islands are self-formed without catalysis. The size
of the island needs not be large and such a small graphene island is easily formed. In
an early growth stage of a small graphene island on a Ni surface, a graphene island
including a five-membered ring was shown to be energetically more favourable than
a graphene island composed of all six-membered rings [16]. A similar sp2-bonded
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Fig. 9.3 The effect of nanoparticle on cap nucleation

island with five-membered rings (a cap) was shown to be formed following the
diffusion of carbon atoms on a 1-nm iron particle surface by ab initio molecular
dynamics simulations [17]. When a graphene island with five-membered rings is
partially formed on a nanoparticle, it lifts off the particle surface except for the edge
of the island and it becomes an SWCNT cap, as shown in Fig. 9.3.

For the continuous growth of SWCNT, carbon atoms need to be supplied to the
tube edge. The edge of SWCNT is chemically active and acts as the incorporation
site for carbon atoms. The interaction between the carbon atoms at the cap edge and
the catalyst surface should not be so strong as to prevent incorporation of carbon
atoms, but not too weak as to maintain an open end of the SWCNT [18]. In this
respect, the VLS mechanism is a very efficient way to grow SWCNTs. The growth
rate of SWCNT is the highest for iron catalyst. Vertically aligned growth and gas-
flow-guided growth, both of which need a high growth rate, are almost exclusively
achieved with iron and cobalt catalysts. The growth rate of SWCNT from nonmetal
catalysts is generally low.
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Chapter 10
Aligned Single-Walled Carbon Nanotube
Growth on Patterned SiO2=Si Substrates

Yasuhide Ohno, Takafumi Kamimura, Kenzo Maehashi, Koichi Inoue,
and Kazuhiko Matsumoto

Abstract Horizontally aligned single-walled carbon nanotubes (SWNTs) were
fabricated on patterned SiO2=Si substrates with groove-and-terrace or half-cylinder
structures by electron-beam lithography and reactive ion etching. Scanning electron
microscopy observation reveals that the SWNTs were aligned in the direction
parallel to the patterned structures and were preferentially grown along the edges
of terraces or along the sidewalls of the half cylinders. The results are consistent
with calculations obtained using the Casimir–Polder potential between the SWNTs
and the patterned substrates. Using aligned SWNTs as multichannels, carbon
nanotube field-effect transistors (CNT-FETs) were fabricated on the patterned
SiO2=Si substrates. This method will be promising to control the directions of the
SWNTs on SiO2=Si substrates.

Keywords Horizontally aligned carbon nanotubes growth • Patterned substrate
• Casimir–Polder potential

Y. Ohno (�) • K. Inoue • K. Matsumoto
Institute of Scientific and Industrial Research, Osaka University, Mihogaoka 8-1, Ibaraki,
Osaka 567-0047, Japan
e-mail: ohno@sanken.osaka-u.ac.jp; inoue-k@sanken.osaka-u.ac.jp;
k-matsumoto@sanken.osaka-u.ac.jp

T. Kamimura
Institute of Scientific and Industrial Research, Osaka University, Mihogaoka 8-1, Ibaraki, Osaka
567-0047, Japan

Advanced ICT Research Institute, National Institute of Information and Communications
Technology, 4-2-1 Nukui-Kitamachi, Koganei, Tokyo 184-8795, Japan
e-mail: Kamimura@nict.go.jp

K. Maehashi
Tokyo University of Agriculture and Technology, Tokyo, Japan
e-mail: maehashi@sanken.osaka-u.ac.jp

© Springer Japan 2015
K. Matsumoto (ed.), Frontiers of Graphene and Carbon Nanotubes,
DOI 10.1007/978-4-431-55372-4_10

131

mailto:ohno@sanken.osaka-u.ac.jp
mailto:inoue-k@sanken.osaka-u.ac.jp
mailto:k-matsumoto@sanken.osaka-u.ac.jp
mailto:Kamimura@nict.go.jp
mailto:maehashi@sanken.osaka-u.ac.jp


132 Y. Ohno et al.

10.1 Introduction

Single-walled carbon nanotubes (SWNTs) are one of the most promising materials
for the fabrication of nanoscale devices or microelectrodes owing to their unique
mechanical, chemical, and electrical properties. In particular, carbon nanotube
field-effect transistors (CNT-FETs), in which semiconducting SWNTs are used
as channels, are expected to find applications as highly integrated CNT-based
circuits and highly sensitive label-free sensors. In order to realize such devices, it is
necessary to fabricate high-performance CNT-FETs with high-current outputs.

Well-aligned, very dense SWNT arrays are expected to be used as channels
for high-performance CNT-FETs with high-current outputs. Using conventional
photolithography and the metal lift-off process, catalyst particles can be precisely
positioned on these arrays. From these particles, it is possible to grow SWNTs. In
general, however, the growth direction of SWNTs on SiO2=Si substrates is difficult
to control since SiO2 is an amorphous material. In recent years, SWNTs have been
aligned in a specific direction on sapphire or single-crystal quartz substrates [1–4].
SWNTs are grown along periodic steps or in a specific crystallographic direction.
Furthermore, it has been demonstrated that aligned SWNTs on sapphire or single-
crystal quartz substrates can be transferred to flexible substrates. Complementary
metal oxide semiconductor logic gates were also fabricated on plastic substrates
[5,6]. On the other hand, thin SiO2 films act as electric insulators with high chemical
stability, and SiO2=Si substrates are useful for the fabrication of back-gated FETs.
As a result, CNT-FETs on SiO2=Si substrates have been investigated. Thus, the
control of the SWNT growth direction on SiO2=Si substrates is still desired for the
fabrication of nanodevices using conventional Si processes, which are suitable for
mass production of highly integrated devices, resulting in price reduction. Moreover,
CNT nanodevices can be combined with Si-integrated circuits. In this study, we
demonstrated the formation of aligned SWNTs on patterned SiO2=Si substrates
using electron-beam (EB) lithography and reactive ion etching (RIE) techniques.

10.2 Experimental Procedure

Two types of patterned SiO2=Si substrate were fabricated by EB lithography and
RIE techniques. The first type has groove-and-terrace structures, as shown in
Fig. 10.1a, and the other type has half-cylinder structures, as shown in Fig. 10.1b.
The fabrication of the patterned SiO2=Si substrates is as follows. A pC-type Si
wafer with a thermally oxidized SiO2 (300 nm) layer was used as a substrate. After
coating the SiO2 layer with an EB resist (ZEP520A), lines were patterned by EB
lithography. The SiO2 layer was etched by the RIE technique using CF4 gas after
developing the EB resist. Figure 10.1c, d shows cross-sectional scanning electron
microscopy (SEM) images of typical patterned substrates with groove-and-terrace
and half-cylinder structures, respectively. The height of the terraces was controlled
by etching time during the RIE process. Subsequently, a 0.5-nm-thick Co catalyst
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Fig. 10.1 Schematic illustration of patterned SiO2=Si substrates: (a) groove-and-terrace and (b)
half-cylinder structures. Cross-sectional SEM images on the SiO2=Si patterned substrates with (c)
groove-and-terrace and (d) half-cylinder structures

was patterned on the substrates by conventional photolithography. Finally, SWNTs
were synthesized by thermal chemical vapor deposition at 900 ıC for 10 min, using
C2H5OH as a source gas.

10.3 Results and Discussion

10.3.1 Direction Control Growth

The SWNTs grown on the patterned SiO2=Si substrates with groove-and-terrace
structures were observed by SEM. Figure 10.2a shows an SEM image of the
SWNTs on the patterned and planar SiO2=Si substrates. The inset of Fig. 10.2a
shows a schematic illustration of the SiO2=Si substrate shown in Fig. 10.2a. As is
shown in the SEM image, the SWNTs started to grow from the top and bottom
of the patterned catalyst area. The distance between the patterned catalyst areas
was estimated to be 50 mm. The left-hand side in the SEM image corresponds
to a flat surface area, revealing that the SWNTs grew in a random direction. In
contrast, the right-hand side of the image corresponds to the patterned area with
groove-and-terrace structures, as shown in Fig. 10.1a, c. The height and width of
the terraces were estimated to be approximately 40 and 100 nm, respectively. The
SEM image in Fig. 10.2a reveals that the SWNTs were aligned on the patterned
areas in the direction parallel to the groove-and-terrace structures. Note that the
SWNT growth direction was not affected by the direction of gas flow during SWNT
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Fig. 10.2 (a) SEM image of SWNTs on the patterned SiO2=Si substrate with groove-and-terrace
structures. The left and right sides correspond to the flat and patterned areas, respectively. The inset
is a schematic illustration of the substrate. (b) and (c) Magnified SEM images of SWNTs

synthesis [7]. One SWNT, indicated by the arrow in Fig. 10.2a, started growing from
the catalyst on the flat area and progressed along this area to reach the patterned
area. After that, the growth direction of the SWNT changed and the SWNT was
aligned in the direction parallel to the groove-and-terrace structures. Therefore,
these results indicate that patterned substrates are useful to control the growth
direction of SWNTs. Some SWNTs on the patterned substrates grew astride a few
groove-and-terrace structures, as shown in Fig. 10.2b. The growth direction of the
SWNTs, however, was parallel to the groove-and-terrace structures. As shown in
Fig. 10.2c, other SWNTs were oriented in a straight line along one groove-and-
terrace structure.
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Fig. 10.3 (a) and (b) SEM images of SWNTs on the patterned SiO2=Si substrate with groove-
and-terrace structures. (c) Schematic illustration of SWNTs on the patterned SiO2=Si substrate
with groove-and-terrace structures

Figure 10.3a shows an enlarged SEM image to investigate the exact position of
the SWNTs on patterned SiO2=Si substrates with groove-and-terrace structures. It is
found that the SWNTs grew parallel to the groove-and-terrace structures. Next, the
sample was tilted, and then in almost the same position as that in Fig. 10.3a, it was
observed as shown in Fig. 10.3b. The SEM image reveals that the SWNTs adhered
onto the edge of the terraces, as shown in a schematic image of Fig. 10.3c. For
this reason, the growth direction of the SWNTs is parallel to the groove-and-terrace
structures.

Figure 10.4a shows an SEM image of SWNTs on the patterned SiO2=Si
substrates with half-cylinder structures, as shown in Fig. 10.1b, d. The SWNTs were
also aligned on the patterned SiO2=Si substrate with half-cylinder structures. A
magnified SEM image in Fig. 10.4b reveals that the majority of SWNTs adhered
onto the sidewalls of the half-cylinder structures. As a result, the growth direction
of the SWNTs is parallel to the half-cylinder structures, as shown in Fig. 10.4a.
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10 µm

500 nm

a b

c

Half cylinder

SWNT

Fig. 10.4 (a) SEM image of SWNTs on the SiO2=Si patterned substrate with half-cylinder
structures. (b) Magnified SEM image of SWNTs. (c) Schematic illustration of SWNTs on the
patterned SiO2=Si substrate with half-cylinder structures

Two dielectric materials such as the SWNTs and Si substrate are attracted to
each other by the Casimir–Polder interaction [8, 9]. The potential energy of a
small portion of SWNTs located near the infinite flat substrate is proportional to
� � 1 D d 4, where d is the distance from the substrate surface. Such forces
work during and after growth and perhaps determine the configuration of SWNTs.
Figure 10.5a, b shows the contour plots of the Casimir–Polder potential E and the
force lines calculated for the patterned substrates with groove-and-terrace and half-
cylinder structures, respectively. The position 0 on the horizontal axis corresponds
to the center of the terrace or half cylinder, and the position 0 on the vertical axis
corresponds to the surface of the grooves. The calculations reveal that the Casimir–
Polder potential decreased as the SWNTs approached the patterned substrates. The
force lines are drawn at regular intervals in the upper part of the figures where the
potential contour is almost flat since the effect of the patterned structures becomes
negligible with distance from the surface. In contrast, near the substrate surface,
the potential contour and force lines are more affected by the patterned structures.
In particular, the force lines are concentrated at a certain region near the surface, as
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Fig. 10.5 Contour plots of the Casimir–Polder potential E and the force lines for the SiO2=Si
patterned substrates with the groove-and-terrace (a) and half-cylinder (b) structures. Density of
the force lines on the surfaces of the patterned substrates with the groove-and-terrace (c) and half-
cylinder (d) structures

shown in Fig. 10.5a, b. Thus, we define the density of the force lines as the inverse of
the force-line interval. For groove-and-terrace structures, the direction of the force
lines is concentrated on the edge of the terraces, as shown in Fig. 10.5a. Figure 10.5c
shows the density of the force lines on the surface of the patterned substrate with
groove-and-terrace structures. As a result, the density of the force lines on the edges
of the terraces becomes much higher than that on the edge of the grooves, as shown
in Fig. 10.5c. Therefore, the SWNTs were preferentially grown along the edge of
the terraces. This result was consistent with the SEM image, as shown in Fig. 10.3b.
For half-cylinder structures, the density of the force lines at the sidewalls of the half-
cylinder structures became higher than that at groove regions and the density at the
center of the sidewalls was highest, as shown in Fig. 10.5d. Although the majority
of SWNTs adhered onto the sidewalls of the half-cylinder structures, some of the
SWNTs did not grow along the center of the sidewalls. The results are considered to
be due to the effects of contaminations and distortion of the half-cylinder structures.
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Fig. 10.6 (a) Orientation rate
of SWNT growth on the
patterned SiO2=Si substrates
with the groove-and-terrace
and half-cylinder structures.
(b) Orientation rate of SWNT
growth and density of the
force lines on the patterned
SiO2=Si substrate with
groove-and terraces as a
function of the terrace height
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The orientation rate of SWNT growth on the patterned substrates was estimated
from the SEM images, where the orientation rate of SWNT growth in percentage
was defined as the length of SWNTs on the edges of the terraces or the sidewalls
of the half-cylinder structures with respect to the total length of the SWNTs on the
patterned substrates. Figure 10.6a shows the orientation rates of SWNT growth on
the patterned substrates with the groove-and-terrace and half-cylinder structures,
which were estimated to be 72 and 77 %, respectively. The results indicate that
the patterned structures are useful to control the direction of SWNT growth. The
orientation rate of SWNT growth on the patterned SiO2=Si substrates with the
groove-and-terrace structures was investigated as a function of the height of the
terraces from the SEM images, as shown in Fig. 10.6b. Although there is no
large difference between the orientation rates of SWNT growth for the terraces
with heights of 40 and 60 nm, these orientation rates became much larger than
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that for the height of 10 nm. We suggest that terrace heights of 40 and 60 nm
are sufficient for the alignment of SWNT growth because these are much larger
than the diameter of the SWNTs. The density of the Casimir–Polder force lines
on the patterned substrates with groove-and-terrace structures was also calculated
for the terrace heights of 10, 40, and 60 nm, as shown in Fig. 10.6b. The results
reveal that the density of the force lines increased with increasing terrace height,
indicating that the difference in the density of the force lines between the edge
of the terrace and the groove became larger with increasing terrace height. Con-
sequently, the calculated results are consistent with the terrace height dependence
of the orientation rate of SWNT growth, as shown in Fig. 10.6b. Therefore, the
terrace heights of 40 and 60 nm are effective to control the direction of SWNT
growth.

However, the density of SWNTs on the patterned SiO2=Si substrates was lower
than that on single-crystal quartz substrates [10, 11]. As shown in SEM images of
Fig. 10.2a, the growth of many SWNTs stopped, which is considered to be due to
the roughness and contamination of resist. If the technique of EB lithography and
RIE process is improved, the density of SWNTs on the patterned SiO2=Si substrates
can be increased. Moreover, when the width of terraces and grooves is changed, the
density of SWNTs can be controlled.

Figure 10.7 shows typical Raman spectra of the SWNTs at low- and high-
frequency regions, respectively, which were synthesized on the patterned SiO2=Si
substrates. Radial breathing modes that are specific to SWNTs were clearly
observed, as shown in Fig. 10.7. In addition, a strong G-band peak was observed, and
the D-band peak, which is related to structural disorder, was quite weak, as shown in
Fig. 10.3. These results indicate that high-purity, high-quality SWNTs were formed
on the patterned SiO2=Si substrates.

Fig. 10.7 Raman spectra of
SWNTs synthesized on
patterned SiO2=Si substrates
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10.3.2 Fabrication of FETs

Finally, CNT-FETs were fabricated on the patterned SiO2=Si substrates with
groove-and-terrace structures. The horizontally aligned SWNTs were used as the
channels of the CNT-FETs. The inset of Fig. 10.8 shows an SEM image of a CNT-
FET fabricated on the patterned SiO2=Si substrate. Ti/Pd was used for source
and drain electrodes. The distance between the source and drain electrodes was
estimated to be approximately 3 �m. The SEM image reveals that several SWNTs
bridged between the source and drain electrodes. Figure 10.5a shows the drain
current in the CNT-FET on the patterned SiO2=Si substrates with groove-and-terrace
structures at room temperature as a function of back-gate voltage. The back-
gate voltage was swept from �5 to 5 V. The source-drain current increased with
decreasing back-gate voltage in the positive direction, indicating that the device had
p-type characteristics. A good pinch-off characteristic with a threshold voltage of
0.5 V and an on/off ratio of 104 were obtained. The transconductance was estimated
to be 1.7 �S. It is noted that no leakage current between the source and back-gate
electrodes was measured. For comparison, transfer characteristics of a CNT-FET
fabricated on a flat surface are shown in Fig. 10.8. The device was formed under
the same conditions as that on the patterned SiO2=Si substrates. Similar transfer
characteristics to those in the previous report were obtained. These results indicate
that the CNT-FET fabricated on the patterned SiO2=Si substrates had five times
higher transconductance and four times larger on-current than that built on the flat
surface. For the CNT-FET on the flat surface, one SWNT was bridged between the
source and drain electrodes. In contrast, several SWNTs were bridged between the
source and drain electrodes for the CNT-FET on the patterned SiO2=Si substrates.
As a result, a higher-performing CNT-FET was obtained. We expect to synthesize
more aligned SWNTs with high density using the described method, optimizing
the formation condition of the patterned substrate and the growth conditions of the
SWNTs.

Fig. 10.8 Transfer
characteristics in CNT-FETs
fabricated on (a) patterned
and (b) flat SiO2=Si
substrates. The inset shows an
SEM image of the CNT-FET
fabricated on the patterned
SiO2=Si substrate
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10.4 Conclusion

We fabricated horizontally aligned SWNTs on patterned SiO2=Si substrates with
groove-and-terrace or half-cylinder structures by EB lithography and RIE. SEM
reveals that the SWNTs preferentially grew along the edges of terraces or along the
sidewalls of the half cylinders. We calculated the Casimir–Polder potential on the
surfaces of the patterned substrates to clarify the SEM observations. As a result, it
was found that the density of the force lines on the edges of terraces or the sidewalls
of the half cylinders became much higher than that on the flat areas. The orientation
rate of SWNT growth on the patterned SiO2=Si substrates with the groove-and-
terrace structures was also shown to be a function of the height of the terraces. CNT-
FETs with multichannels were fabricated on the patterned SiO2=Si substrates. This
method will be promising to control the direction of SWNTs on SiO2=Si substrates
for the fabrication of high-performance CNT-FETs with high-current outputs.
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Chapter 11
Plasma Doping Processes for CNT Devices

Rikizo Hatakeyama, Toshiaki Kato, Yongfeng Li, and Toshiro Kaneko

Abstract A variety of plasmas including positive and negative ions are prepared in
gaseous, liquid, and gas–liquid interfacial phases in order to functionalize carbon
nanotubes (CNTs) with properties corresponding to electronic and biomedical
device applications. In the case of internal doping, alkali metal, alkaline-earth metal,
halogen, iron atoms, fullerene, azafullerene, and DNA molecules are encapsulated
inside single-walled carbon nanotubes (SWNTs) and double-walled carbon nan-
otubes (DWNTs) with hollow inner spaces using the plasma-ion irradiation method.
The electrical, magnetic, and optical properties of the encapsulated SWNTs and
DWNTs are found to be greatly changed compared with those of pristine ones. As
a result, a number of significant and nanodevice-applicable transport phenomena
are observed, in which air-stable carrier-type control, embedded formation of p–n
junction, quantum dot formation, distinct negative differential resistance, magnetic
semiconducting behavior, photoinduced electron transfer, and photoelectric con-
version are highlighted here. Furthermore, the combination of internal and surface
doping processes leads to the creation of Au nanoparticle–DNA�SWNT conjugates
toward a nano-biomedical device application.

Keywords Plasma doping • Encapsulation • Functionalization • CNT devices

Carbon nanotubes (CNTs), such as single-walled CNTs (SWNTs) formed by rolled
graphene sheets, have become a subject of intensive investigation. In addition
to their remarkable intrinsic properties, new functional CNT-based materials are
expected to be created by incorporating foreign materials, enlarging application
scopes in nanodevices and nano-bio fusion devices with novel electrical, magnetic,
and optical properties. Here, an original approach of ion irradiation to CNTs
using various kinds of plasmas is introduced for the purpose of tailoring physical,
chemical, and biological properties of pristine CNTs. Concretely, a variety of atoms,
molecules including DNA, and their combinations can selectively be encapsulated
inside CNTs during plasma processing in either gaseous or liquid phase, while
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CNTs are conjugated with nanoparticles using plasma–liquid interfaces from the
viewpoint of CNT surface modification. Next, electrical and magnetic properties
of these doped CNTs are experimentally clarified, which constitute fundamen-
tals of nanodevice applications such as air-stable conductance, carrier-type, and
magnetism control. The following is the potential for making electro-optic fusion
devices including photoinduced switching and solar cell devices using the doped
CNTs. Finally, the future challenge related to a nano-biomedical electronic system
emerges, where the encapsulation of DNA–nanoparticle conjugates inside CNTs is
tired using gas–liquid interfacial plasmas.

11.1 Internal and Surface Doping of CNTs Using Various
Kinds of Plasmas

Modification of SWNTs with other foreign materials is recognized to be attractive
for the purpose of controlling their properties through the interaction with electron
donors or acceptors. A plasma-ion irradiation method is found to be efficient for
the insertion of various kinds of atoms or molecules into CNTs, where different
polarity ions can selectively be accelerated toward a substrate coated with pristine
CNTs by adjusting its bias voltages ®ap [1–3]. Figure 11.1a shows a schematic of
the generation of alkali–fullerene plasmas (AC – C60

�, A D LiC, NaC, KC, CsC)
with a very small fraction of the electron density. At one machine end, the plasma is
produced through surface–contact ionization of alkali metals on a hot tungsten plate
(AC – e�), the density and electron temperature of which are 1 � 108 � 1010 cm�3

and 0.2 eV (� positive ion temperature). On the way of flowing downstream,
electron attachment to sublimated C60 molecules takes place in the middle part of
the plasma column, and C60 negative ions are formed (C60 C e� ! C60

�), resulting
in the generation of alkali–fullerene plasmas. The controllable ion irradiation to
the CNTs can be realized when largely positive or negative biases are applied
to the substrate: 
ap � 0 for C60

�, 
ap 	 0 for AC. In addition, a plasma source
consisting of alkali positive ions and halogen negative ions is developed with a DC
magnetron discharge under a uniform magnetic (B) field, as schematically shown
in Fig. 11.1b. Thermal electrons drift in the azimuthal (E � B) direction, and the
electrons collide with alkali salt, dissociating and ionizing it. As a result of this
process, alkali positive ions, halogen negative ions, and electrons are produced. The
electrons can be removed from the processing region by a magnetic filter effect.
Furthermore, in order to exploit a unique electrical property of some fullerene, i.e.,
C59N (azafullerene), one carbon atom of which is displaced by atomic nitrogen, a
quasipair fullerene-ion plasma is generated as depicted in Fig. 11.1c. In this case,
both the massive C59NC and C60

� ions preferentially diffuse across strong axial B
field lines, forming the quasipair ion plasma with slightly different masses outside
a core region of the plasma column.
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Fig. 11.1 Schematics of alkali–fullerene plasma (a), alkali–halogen plasma (b), quasipair
fullerene-ion plasma (c) sources. Time sequence of bias-voltage application with instantaneous
polarity change (d)

Figure 11.2a, d is typical transmission electron microscope (TEM) images of
SWNTs which are processed by C60

� and CsC irradiation for 1 h in the CsC–
C60

� plasma, respectively. C60 molecules and Cs atoms are linearly and spirally
encapsulated in SWNTs, respectively (C60@SWNTs, Cs@SWNTs). Similarly,
the azafullerene C59N molecules are confirmed to be encapsulated in SWNTs
(C59N@SWNTs) using the quasipair fullerene-ion plasma (Fig. 11.2b). I atoms are
observed to be encapsulated (I@SWNTs) by the I� irradiation experiment with the
CsC–I� plasma, as shown in Fig. 11.2c, and Fe atoms are encapsulated in a dotted
fashion with a diameter less than 1 nm as seen in Fig. 11.2e (Fe@SWNTs). On the
basis of these results, we have performed an experiment on the bias application with
instantaneous polarity change between positive and negative values (see Fig. 11.1d)
in the CsC–C60

� plasma, namely, C60
� are irradiated onto SWNTs for 30 min

with substrate bias 
ap of 20 V and CsC are consecutively irradiated onto the
same SWNTs for 30 min with 
ap of �100 V. As a result, a junction structure in
nanotubes, where Cs atoms are encapsulated on the left-hand side and C60 molecules
are encapsulated on the right-hand side (Cs/C60@SWNT), is found to be formed as
given in Fig. 11.2f. Because Cs atoms and C60 molecules are an electron donor
and an electron acceptor, respectively, it is conjectured that the junction structure
displays the rectifying behavior, similar to a p–n diode made of Si. The same result
is also obtained in the case of using the CsC–I� plasma, where the junction structure
consisting of electron donor Cs atoms on one side and acceptor I atoms on the other
is formed inside SWNTs (Cs/I@SWNT).

From the viewpoint of nano-bio fusion devices, DNA is also one of the candidates
for materials to be encapsulated into SWNTs to modify the electronic properties
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Fig. 11.2 Typical TEM images of SWNTs encapsulating C60 (a), C59N (b), I (c), Cs (d), Fe
(e), and Cs/C60 junction structure (f) inside. The bottom images in (c) and (f) show the related
schematic illustration. Scale bars without notation indicate 2 nm

of them. Because DNA easily forms negative ions in a solution, we apply the
ion irradiation method to electrolyte solutions with DNA, which mainly consist
of negative (DNA�) and positive (HC) ions and neutral particles (H2O) and
consequently can be regarded as “electrolyte plasmas.” Figure 11.3a presents a
schematic of an experimental apparatus for the DNA negative ion irradiation in the
DNA electrolyte plasma [4], where the single-stranded DNA molecule is dissolved
into pure water. Direct current voltage (VDC) and/or radio frequency voltage (VRF)
can independently be supplied to aluminum (Al) electrodes (anode and cathode)
immersed in the electrolyte plasma. The conformation of the DNA molecule takes
on a random-coiled shape by the Brownian motion in the solution as shown in
Fig. 11.3b, where its apparent size (diameter of gyrations) becomes larger than
that of SWNT as the number of the DNA bases (n of An) increases. Here, the
bases of adenine, thymine, guanine, and cytosine are represented by A, T, G, and
C, respectively. In the case that both VDC and VRF are applied simultaneously, in
other words, stretched DNA is irradiated to CNTs, TEM observation of encapsulated
DNA (A15) inside SWNT and double-walled carbon nanotube (DWNT) is presented
in Fig. 11.4. These results reveal that the encapsulation yield of DNA into CNTs is
considerably enhanced when both the DC and RF electric fields are superimposed.

On the other hand, CNTs functionalized by metal nanoparticles (MNPs) have
recently attracted much attention due to their versatile applications. Since the MNPs
attached on the outside of SWNTs are unstable in the conformation and quality,



11 Plasma Doping Processes for CNT Devices 147

Fig. 11.3 (a) Process schematic of substrate bias method with electrolyte plasma in DNA solution,
and (b) random-coiled single-stranded DNA (adenine: A) showing relation between number of
bases (e.g., A30) and effective diameter

Fig. 11.4 TEM images
demonstrating: (a) adenine
DNA (A15) encapsulated
SWNT and (b) cytosine DNA
(C30) encapsulated DWNT.
The encapsulation is outlined
schematically by red lines.
VDC D 10 V and VRF D 20 V
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Fig. 11.5 Schematic diagrams of the DC discharge experimental setup for synthesizing SWNTs
functionalized by Au nanoparticles, where the cathode is an IL (left hand) and a gas plasma region
(right hand). Photos show discharges (VD D �400 � �500 V, ID ' 1 mA) near the cathode areas
at a pressure of 60 Pa

the synthesis approach which can keep SWNTs stably functionalized by MNPs is
required. A novel method using gas–liquid interfacial plasmas (GLIPs) is developed
to synthesize SWNTs functionalized by MNPs as shown in Fig. 11.5, in which the
particle size and interparticle distance can also be controlled. In this process, an
ionic liquid (IL) is introduced for the formation of a stable gas–liquid interface.
The DC voltage VDC (current: ID) is applied to a “cathode electrode” located in
the IL (or gas phase), causing a DC discharge between the cathode electrode and
an “anode electrode” located in the Ar gas phase at low pressures (or IL) and
being accompanied by high-energy ion irradiation (low-energy electron injection)
toward the IL [5]. The SWNTs are dispersed in the IL of 2-hydroxyethylammonium
formate which consists of carboxyl groups, and the IL is irradiated by the plasma.
High-energy ions dissociate the IL, and the dissociated carboxyl groups bond to the
surface of the SWNTs. When the Au chloride (HAuCl4) is dissolved in the IL with
the bonded SWNTs, the Au chloride is reduced by the IL, and the Au nanoparticles
(AuNPs) are selectively synthesized on the carboxyl groups at the surface of
the SWNTs. Figure 11.6a–c presents TEM images of the AuNPs synthesized on
the bonded SWNTs without plasma irradiation (a) and by plasma irradiation for
t D 1 min (b) and t D 10 min (c). Monodispersed AuNPs are found to be synthesized
on the bonded SWNTs by plasma irradiation, and the distance between the AuNPs
decreases with increasing irradiation time. In the light of size-controlled MNP
synthesis, meanwhile, the interstitial nanospaces between bundled SWNT layers
(Fig. 11.6d) are expected to form the synthesis field with a uniform size. Then, the
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Fig. 11.6 TEM images of AuNPs synthesized on bonded SWNTs: (a) no plasma treatment, (b)
plasma treatment for 1 min, (c) plasma treatment for 10 min. (d) Cross-sectional diagram of AuNP
synthesis sites in bundled SWNTs. (e) TEM image showing SWNTs intercalating dense AuNPs.
(f) Particle size distribution of AuNPs estimated by TEM image in (e)

bundled SWNTs are impregnated with HAuCl4 dissolved in the IL ([C8H15N2]C
[BF4]�) and exposed to the plasma. The AuNPs in the neighborhood of 2 nm
diameter are observed at high density between the SWNT layers (Fig. 11.6e, f).

11.2 Device-Applicable Properties of Doped CNTs

For semiconducting device applications of atoms or molecules encapsulated
SWNTs, it is necessary to beforehand confirm the existence of electronic interaction
between the encapsulated one and SWNT wall. Then, details of the local electronic
structure of the Cs partially encapsulated SWNT are measured using scanning
tunneling microscopy (STM) and scanning tunneling spectroscopy (STS) in low-
temperature ultrahigh vacuum [6]. Figure 11.7a is an STM topographic image,
where a bright area shows a Cs-filled state in a gray scale image. Local variations
in the electron density can be observed in Fig. 11.7b, where the conduction and
valence are shifted downward and new localized gap states strikingly appear near
the conduction band. Thus, electrons are verified to be transferred from Cs to
SWNT.

The electronic transport properties of various nanotube samples are investigated
by fabricating them as channels of field-effect transistor (FET) devices with
transport parameters of VG (back-gate bias), VDS (source–drain voltage), and IDS

(source–drain current). Our results reveal that the electronic transport properties of
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Fig. 11.7 (a) A typical STM
topographic image, (b) 3D
plot of SR-STS maps
measured along the tube axis
of a Cs partially encapsulated
SWNT

SWNTs are significantly changed after encapsulating different atoms or molecules.
In the case of pristine SWNTs, IDS starts to increase for negative VG, indicating
the well-known p-type transport characteristic (see Fig. 11.8a). When the C60

� irra-
diation time is increased enough, C60@SWNTs enhance this p-type characteristic
of pristine SWNTs [7], i.e., the threshold gate-voltage shift takes place to some
extent (Fig. 11.8a). Similarly, this threshold voltage tends to shift from �20 V to
about 60 V in the case of I@SWNTs, i.e., the p-type characteristic is more strongly
enhanced, as shown in Fig. 11.8b [8]. In contrast to C60@SWNTs, on the other
hand, C59N@SWNTs are found to display a complete n-type behavior (Fig. 11.8a)
[9]. Cs@SWNTs [10] and Ca@SWNTs [11] also behave as n-type semiconductors,
which is attributed to the occurrence of electron transfer from Cs and Ca atoms
to SWNTs, as given in Fig. 11.8c, d. These results indicate that the alkali and
alkaline-earth metal atoms, some kinds of fullerenes, and halogen atoms display the
roles of strong electron donor, electron acceptor, and strong acceptor, respectively.
Since the shell of nanotubes can protect well the encapsulated atoms and molecules
against oxidation in air, air-stable p- and n-type characteristics are confirmed to
be obtained, as verified in the case of Ca@SWNTs (Fig. 11.8d). In addition,
various base sequences of encapsulated DNA are demonstrated to have different
effects on the transport properties of DNA@CNTs [12, 13] as shown in Fig. 11.9,
where pristine DWNTs with ambipolar characteristics are exemplified. DWNTs
encapsulating C30DNA, T30DNA, A30DNA, and G30DNA change to the pure p-type,
p-dominant ambipolar, n-dominant ambipolar, and pure n-type semiconductors,
respectively. According to work function measurements by ultraviolet photoelectron
spectroscopy (UPS), the work function of pristine DWNTs is 0.16 eV larger than
that of G30DNA but 0.05 eV smaller than that of C30DNA, clearly identifying
the direction of charge transfer between the DWNTs and base sequences of
encapsulated DNA and giving direct evidence for the observed conductance types.
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Fig. 11.8 A series of IDS–VG characteristics measured at room temperature in vacuum for (a)
pristine SWNTs at VDS D 0.5 V, C60@SWNTs at VDS D 1 V, C59@SWNTs at VDS D 1 V, (b)
I@SWNTs at VDS D 0.1 V, (c) Cs@SWNTs at VDS D 1 V, (d) Ca@SWNTs at VDS D 1 V (IDS–VG

in air is also shown)

To get further insight into the transport properties of encapsulated nanotubes,
low-temperature measurements are performed by lowering from 300 K to 10 K
[7]. In comparison with the transport properties of pristine SWNTs, Coulomb
oscillation peaks with fairly regular intervals are strikingly found on C60@SWNT
and C59N@SWNT devices at 10 K, as described in Fig. 11.10a, b, and such
a phenomenon has never been found in the pristine SWNT-FET device. This
result suggests that tunneling barriers are possibly formed due to the fullerene-
or azafullerene-induced modulation of the electronic band of the nanotube, and a
single-electron transistor could be realized by foreign molecule encapsulation of
individual SWNT. More controlled encapsulation processes by the plasma method,
for example, via precisely controlled amount of dopants, should open the possibility
to tune the electronic properties of the quantum dot.

In order to reveal the effects of heterodoping inside SWNTs on the electronic
states of nanotubes, the electrical features are investigated for Cs/I@SWNTs and
Cs/C60@SWNTs based on an FET configuration [14]. Figure 11.11a gives a typical
IDS–VG characteristic of Cs/I@SWNTs measured at room temperature in the case
where Cs and I ion dosages are almost the same. The fairly unique hump current
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Fig. 11.9 IDS–VG characteristics measured at room temperature in vacuum for DWNTs encapsu-
lating (a) C30DNA, (b) T30DNA, (c) A30DNA, and (d) G30DNA (VDS D 0.1 V)

Fig. 11.10 Coulomb oscillation peaks measured at VDS D 10 mV and 10 K for (a) C60@SWNTs
and (b) C59N@SWNTs

feature is found, which is known as a unique characteristic for a p–n junction.
Figure 11.11b shows the current rectification ratio as a function of CsC irradiation
time (prior to this, the I� irradiation was performed for 2 h), which is defined as the
absolute value of maximum to minimum current ratio (jIDSmax/IDSminj) in an IDS–VDS

characteristic for a fixed VG. It is found that clear current-rectifying features with
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Fig. 11.11 (a) IDS–VG characteristic of Cs/I@SWNTs (VDS D 2 V) at 2 h of CsC irradiation
(IC irradiation at 2 h). (b) Variation of the absolute value of IDSmax/IDSmin with CsC irradiation
time. (c) IDS–VDS characteristics of Cs/I@SWNTs measured under the vacuum (blue) and air (red)
conditions (VG D 40 V), where the datum in air is offset for the visual help. (d) Calculated potential
profile around the p–n junction area (ND D NA)

a maximum ratio between 103 and 104 are realized only when almost the same
amount of Cs and I is irradiated, which is consistent with the IDS–VG characteristic
in Fig. 11.11a. It is worthwhile to emphasize that this rectifying structure is stable
even under air condition (Fig. 11.11c). These indicate that the p–n junction is formed
inside the nanotubes. To achieve more detailed understanding of heterojunction
inside SWNTs, potential structure calculations are carried out along the tube axes
(diameter D 1.4 nm and length D 1 �m), where the doping carrier densities of Cs, I,
and C60 can be estimated to be �1.5, 1.1, and 0.14 e/nm, respectively. As a result,
the potential at the depletion layer is found to be symmetric in the case of Cs/I
@SWNT as seen in Fig. 11.11d because the doping densities are equal (electron
donor density: ND D electron acceptor density: NA) in the n and p regions. On the
other hand, the depletion layer in the p region (Ip) becomes much wider than in the
n region (In) in the case of Cs/C60@SWNT because of ND D 10 NA, i.e., the carrier
density difference causes the significant effect on depletion layer structures.

When ferromagnetic elements such as Fe, Co, or Ni are encapsulated into
semiconducting SWNTs, both charge and spin of electrons in SWNTs are thought
to be exploited like magnetic semiconductors. Our measurements demonstrate that
high-performance unipolar n-type characteristics with a very high on–off ratio
around 106 are observed for Fe@SWNTs [15]. Figure 11.12 presents magnetization
vs. applied magnetic field for pristine SWNTs and Fe@SWNTs measured at 5 K,
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Fig. 11.12 (a) Magnetization curves of pristine SWNTs and Fe@SWNTs at 5 K. (b) Temperature
dependence of ZFC and FC measurements recorded at a magnetic field of 100 Oe for Fe@SWNTs

respectively [16]. Fe@SWNTs with magnetization much larger than that of pristine
SWNTs exhibit a ferromagnetic characteristic with a hysteresis loop, while the
magnetization of pristine SWNTs results from residual catalysts. Zero-field-cooled
(ZFC) and field-cooled (FC) magnetization measurements are performed from 5 to
300 K, as shown in Fig. 11.12b for the case of Fe@SWNTs [16]. A strikingly sharp
decrease can clearly be observed in the FC curve at about 25 K, corresponding to the
existence of small magnetic particles inside SWNTs in the superparamagnetic state.
Besides a blocking temperature (Tb: transition temperature from ferromagnetic to
superparamagnetic property), peak for the Fe@SWNTs can be observed in the ZFC
curve at about 94 K much lower than room temperature of pristine SWNTs. These
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Fig. 11.13 IDS–VDS curves
(VG D 0) for (a)
C60@DWNT, (b) C70DWNT,
and (c) C84@DWNT devices
measured at room
temperature. The
characteristic for an empty
metallic DWNT is shown in
the inset

features of Fe@SWNTs are greatly different from the behavior of pristine SWNTs,
which are expected to give rise to many interesting and new physical phenomena
applicable to spintronic devices.

Concerning metallic CNTs instead of semiconducting ones treated so far, a
high-performance negative differential resistance (NDR) characteristic is found at
room temperature in fullerene encapsulated DWNTs with large diameter [17]. In
the case of IDS–VDS characteristic for a pristine metallic DWNT, the measured
current gives rise to a linear increase under different gate voltages (VG D �20, 0,
and 20 V), which displays a typical metallic behavior (see the inset in Fig. 11.13).
By comparison, for a C60@DWNT device, the measured curves exhibit unique
NDR characteristics at high bias values of both �6 V and �6 V, namely, an initial
rise of the current is followed by a sharp decrease instead of the linear increase
expected from Ohm’s law when the voltage is progressively increased. A high peak-
to-valley current ratio (PVCR D IP/IV) about 1,300 is surprisingly observed, which
is much higher than that reported previously for NDR devices fabricated using other
nanomaterials. It is also interesting to mention that the peak positions of NDR
move toward lower voltages with increasing diameter of the encapsulated fullerenes
(C60@DWNT, C70@DWNT, and C84@DWNT), as indicated in Fig. 11.13. Since
numerous fullerene molecules with diameters of 0.7–0.9 nm are encapsulated in
one-dimensional space of DWNTs, one can easily conceive the construction of
ideal superlattice structure inside DWNTs. When electrons tunnel through the
potential barriers in series separated by fullerene molecules, the coherent nature
of ballistic electron propagation can generate constructive interference, resulting in
the occurrence of unusual physical phenomena.

11.3 Electro-optic Fusion Devices Using Doped CNTs

Many works have recently been devoted to constructing optoelectronic devices
such as photoabsorber, emitter, and sensors using modified SWNTs because light
may provide a convenient way to control the conductivity of SWNTs. It is found
that photoinduced electrical transport properties of SWNTs are very sensitive
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Fig. 11.14 (a) IDS–VG characteristics of a pristine SWNT-FET device without and with light
illumination for 5 s. (b) IDS–VG curves of a C60@SWNT-FET device before and after 390 nm light
illumination, showing a good recovery. As indicated by an arrow, about 14 V shift of threshold
voltage is observed

to the encapsulated molecules such as fullerenes and azafullerenes. Under light
illumination, both C60@SWNTs with the p-type property and C59N@SWNTs with
the n-type property show interesting photoinduced transport behaviors, which is
different from the case of pristine SWNTs. The response of the transport properties
of pristine SWNTs to light is first shown in Fig. 11.14a, where an FET device
of their channel is measured before and after exposure to the 390 nm UV light.
There is no apparent shift in the threshold voltage under light illumination. By
comparison, a clear photoswitching effect is observed in the transport characteristics
of C60@SWNT [7]. Figure 11.14b depicts transfer curves of an FET device of
C60@SWNTs, which are recorded without light and upon light illumination and
again measured without light and under light illumination. Obviously, the response
of the device to light is the shift of threshold voltage toward negative voltages,
with a recoverable photoresponse. The explanation for this phenomenon is the
occurrence of photoinduced electron transfer (PET) process in the nanosystem of
C60@SWNT. Electrons are transferred from SWNTs to the ground state of C60 in the
absence of light, during which C60 behaves as a good electron acceptor. On the other
hand, under light illumination, C60 in the excited state displays the electron donor
behavior, giving back electrons to SWNTs. In other words, the electron-withdrawing
ability of C60 in the excited state becomes weaker as compared with that of C60 in
the ground state. As a result, the PET process may at least cause a partial recovery
of these transferred electrons, that is, upon excitation of the C60 molecules, some of
the electrons that have been transferred to C60 in the ground state from the SWNT
are now transferred back to the SWNT when C60 is in the excited state.

Compared with the case of C60 peapod, the photoresponse of C59N@SWNTs
exhibits a different photosensitive behavior [18]. When an IDS–VG curve of
C59N@SWNT-FET device is measured at room temperature by sweeping the gate
voltage from the negative to positive voltage direction, a drastic decrease of current
by over 95 % is observed under instantaneous (1 s) UV light exposure. As the gate
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Fig. 11.15 (a) IDS characteristics measured as a function of time at 300 K and 10 K under exposure
of a light pulse (400 nm) for C59N@SWNT-FET devices with VG D 20 V and VDS D 0.5 V. (b)
Variation of photoinduced current (�IDS/IDS) measured with temperature under exposure of the
light pulse

voltage is continually swept, the current is restored gradually to its initial current
during scanning to high positive gate voltages, indicating the recovery can be made
by sweeping the gate voltage. Moreover, when the devices are exposed to stationary
light illumination, the n-type conductance is greatly reduced. These phenomena are
recognized at a glance in the upper part of Fig. 11.15a, where IDS is measured as a
function of time at room temperature. A sharp decrease in current is immediately
observed at 200 s upon the UV (400 nm) light pulse. The photoresponse is also
found to gradually become less pronounced with increasing the wavelength of light.
This finding demonstrates evidently that the light energy exerts an important effect
on the conductance of C59N@SWNTs. Since the photoresponse of C59N@SWNTs
is obviously different from that observed for C60@SWNTs, a different photoinduced
charge transfer mechanism is considered to exist between them. The specific
electronic structure of C59N seems to be responsible for its difference. It is well
known that the C59N radical is very active and can easily lose or gain electrons by
binding other atoms or molecules. Under light illumination, such a bond will break
by a high photoenergy.

At low temperatures such as 10 K, on the other hand, a different photore-
sponse phenomenon is observed in the transport property of C59N@SWNT-FET
device under light illumination, and the source–drain current displays a several
times increase under stationary light illumination, which is exactly the opposite
phenomenon to that observed at 300 K [19]. The IDS measured as a function of
time at 10 K under exposure of a light pulse for the C59N@SWNT-FET device
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is shown at the bottom of Fig. 11.15a, indicating strong evidence for the great
increase in current under the light pulse. Interestingly, this current increase is
found to depend inversely on the temperature and becomes gradually negligible
when the temperature is increased from 10 to 90 K. As the temperature is further
increased, a negative photocurrent, i.e., a decrease in current starts to be observed,
and the current significantly decreases up to 300 K upon pulsed light illumination,
just in agreement with the result in the upper part of Fig. 11.15a. Figure 11.15b
presents the ratio of the changed current (�IDS) caused by instantaneous light
illumination to the original current (�IDS/IDS) as a function of temperature in the
range of 10–300 K. A variation of photoinduced current vs. temperature indicates
that when the temperature is decreased and increased from 90 K in the range of
10–300 K, the positive and negative photocurrents rise, respectively. Concerning
the mechanism of current increase at low temperatures, it is mentioned that the
thermal effect is reduced in the low-temperature environment; as a result, the weak
bonding between C59N and SWNT may remain linked under light illumination.
This experimental finding reveals that it is possible to read the temperature by
monitoring the optoelectronic signal of C59N@SWNTs, making them an attractive
candidate as a component of nanothermometers covering a wide temperature range.
In particular, sensing low temperature would become more convenient and easy by
giving a simple signal.

On the other hand, SWNTs have narrow absorption bandgaps which make them
promising in constructing infrared solar cells, namely, it is of crucial importance
to harvest the infrared solar spectrum by using SWNTs, due to their outstanding
infrared properties. The present study indicates that it is possible to make infrared
solar cells based on heterojunctions fabricated using an n-type silicon and p-type
pristine SWNTs or enhanced p-type SWNTs, i.e., C60@SWNTs that can serve as an
energy conversion material [20]. Here, the solar cells are fabricated by spin coating
a nanotube film onto the n-type silicon, as schematically shown in Fig. 11.16a.
Figure 11.16b describes the characterization of the C60@SWNT film by atomic
force microscopy. UV–Vis–NIR absorption spectra confirm that SWNTs have the
narrow bandgap energy of 0.66 eV. Peaks in the ranges �1,500–2,100 nm and
�900–1,100 nm are assigned as the first (E11) and second (E22) van Hove transitions
in the semiconducting nanotubes, respectively. In the solar cells constructed with Si,
the main contribution of power conversion is strictly dependent on the wavelengths
of light, that is, Si mainly contributes to the conversion efficiency in the wavelength
range less than 1,100 nm. A comparative experiment is performed between the
solar cells based on pristine SWNTs/Si and C60@SWNTs/Si under 1,550 nm light
emission diode (LED) illumination. Solar cell characteristics are definitely observed
in both devices, i.e., a clear open-circuit voltage (Voc) and a short-circuit current (Isc)
are observed. Moreover, the solar cell device based on the C60@SWNT film shows
much better performance in the open-circuit voltage, where the Voc substantially
rises up to 100 mV, as disclosed in Fig. 11.16c, much higher than 57 mV of pristine
SWNTs/Si, as a result of C60 encapsulation. The increase of the Voc in the case of
C60@SWNT/Si solar cell might be explained by the charge transfer effect between
C60 and SWNT, which enhances the p-type transport characteristic [7].
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Fig. 11.16 (a) Schematic illustration of infrared solar cell incorporating n-Si and p-type pristine
SWNTs or C60@SWNTs, (b) an AFM image of C60@SWNT network on the Si substrate. (c)
Current–voltage (I–V) characteristics of solar cell based on C60@SWNT/Si measured in the dark
(black) and under 1,550 nm LED illumination (red). (d) Power conversion efficiency measured as
a function of light (photon) energy for the C60@SWNT solar cell

In conventional solar cells, one charge carrier is typically created upon absorption
of a single photon. Although a multiple exciton generation (MEG) mechanism has
recently been discussed [21], the MEG effect is not well understood in the SWNT
solar cell. In order to detect MEG, the energy conversion efficiency is measured
under illumination of different wavelength light, where the MEG threshold energy
in SWNTs can be close to the limit of 2 times the absorption energy gap (2E11).
Figure 11.16d presents the power conversion efficiency for the C60@SWNT/Si
solar cell with varying the light in the range 400–1,650 nm corresponding to the
illumination energy from 0.75 to 3.0 eV. The efficiency suddenly increases when the
light energy is higher than two times the bandgap of nanotubes (just above 2 E11),
suggesting the possibility for the occurrence of MEG in the C60@SWNT-based solar
cell [22]. Because the C60@SWNTs used in the present experiments contain mainly
semiconducting and partially metallic SWNTs, it is expected that the performance of
SWNT/Si-based solar cells will be further improved by constructing solar cells with
purely semiconducting SWNTs. Furthermore, surface doping of AuNPs on SWNTs
by using GLIPs could be available for the solar cell efficiency enhancement [23].
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11.4 Toward Emerging CNT Nano-biomedical
Electronic System

MNP–DNA conjugate encapsulated SWNTs [(MNP–DNA)@SWNTs] have the
potential for emerging nano-biomedical applications such as high-sensitivity
biosensing using surface plasmon resonance and optically manipulatable drug
delivery system (DDS) with intracellular nanoelectronic engineering. For that
purpose, the three stages have to be overcome. The first stage on DNA@SWNTs
was already demonstrated in 11.1 As a basis of DDS using DNA@CNTs, however,
the encapsulated DNA molecules have to be verified to be efficiently released
from CNTs first by any kind of methods. One method is to utilize DC electric
fields with the polarity opposite to those for inserting DNA into CNTs in the
electrolyte plasma as already explained in Fig. 11.3. Figure 11.17 gives the UV–
Vis absorption spectra of pristine DWNTs, C30DNA@DWNTs, and three kinds
of C30DNA@DWNTs from which DNA is tried to be released by applying an
opposite-polarity voltage of �10 V to the Al electrodes in Fig. 11.3a for 10, 30,
and 60 min, respectively [24]. In contrast to the case of pristine DWNTs, the
absorption spectrum peak at about 275 nm for DNA@DWNTs is attributed to the
encapsulation of C30DNA molecules and shows a relative decrease after 10 min

Fig. 11.17 Absorbance spectra of pristine DWNTs, C30@DWNTs before application of negative
DC bias, after its application for 10, 30, and 60 min. TEM images before and after DAN release
are also shown
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extraction by the electric field. With increasing time up to 60 min, the absorption
spectrum of C30DNA@DWNTs is similar to that of pristine DWNTs, implying that
DNA molecules are indeed removed from the inside of DWNTs as confirmed by
the TEM images. In order to understand how electrical properties of DWNTs are
affected by the release of DNA molecules, a series of experiments are performed
to measure the transport properties of DWNTs after releasing C30DNA under the
FET configuration. The average threshold voltage (Vth) for p-type C30@DWNT is
found to shift to more negative voltages with increasing the applied DC bias time,
which is the opposite direction compared with the encapsulation case. Since the
carrier (hole) concentration on DWNT–FET is proportional to the value of Vth, this
phenomenon signifies that the amount of the released DNA molecules has an effect
on the transport properties of DWNTs. Therefore, taking into account the changes
of the electrical transport properties and UV absorption spectra, it is evident that
the release of DNA molecules from the inner space of DWNTs is successfully
controlled by utilizing DC electric fields with the different polarity.

Fig. 11.18 (a) Schematic of gas–liquid interfacial plasma experiment for AuNP–DNA–SWNT
conjugate creation. (b) Photograph of the aqueous solution of AuNPs synthesized with plasma
irradiation at a pressure of 40 kPa, (c) dependence of UV–Vis light absorbance characteristics on
DNA concentration, and (d) procedure schematic of AuNP–DNA conjugate encapsulation inside
DNA
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Returning to the subject on the creation of (MNP–DNA)@SWNTs, the second
stage is the synthesis of MNP–DNA conjugates. Then, a pulse DC discharge
inducing the ion irradiation is driven at high pressures in the case of using a
solution of aqueous single-stranded DNA and gold compound HAuCl4�3H2O, a
gas–liquid interfacial situation of which is partially shown in Fig. 11.18a. When
the DNA concentration is increased, the aqueous solution turns into a deep purplish
red (see Fig. 11.18b). Since both the peaks of AuNP and DNA are detected in
UV–Vis absorbance spectra as shown in Fig. 11.18c, the soluble AuNP–DNA
conjugate is confirmed to be successfully synthesized [25]. The final (third) stage
on the creation of (AuNP–DNA)@SWNTs described schematically in Fig. 11.18d
is performed under the discharge configuration with a cathode coated with open-
ended SWNTs, to which positive DC biases VDC are superimposed upon pulse DC
voltages in order to transport the negatively charged AuNP–DNA conjugate toward
SWNTs, as depicted in Fig. 11.18a. With the application of highly positive VDC,
large quantities of (AuNP–DNA)@SWNTs are observed for the first time [26].
Based on the successful achievement of the DNA release by the DC electric field,
the further remaining step for its application in advanced DDS is the development
and establishment of a method for sustained release by optical manipulation of the
Au nanoparticles in (AuNP–DNA)@SWNTs such as using lasers to withdraw the
encapsulated DNA from the SWNT interior.

11.5 Conclusions

The ion irradiation method as internal doping using novel plasmas including positive
and negative ions in gaseous and liquid phases enables various kinds of atoms and
molecules with electron acceptor, electron donor, and magnetic characteristics to
be efficiently encapsulated inside SWNTs and DWNTs. The encapsulated CNTs
display unique transport properties applicable to air-stable carrier-type controlled,
built-in p–n junction, quantum dot origin, negative differential resistance, magnetic
semiconducting, temperature-sensitive photoinduced switching, and infrared solar
cell devices. The gas–liquid interfacial plasma makes the combination of internal
and surface doping processes possible, creating SWNTs encapsulating the soluble
AuNP–DNA conjugate, which is expected to contribute to the construction of
emerging nano-biomedical electronic system.
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Chapter 12
Stochastic Resonance Effect on Carbon
Nanotube Field-Effect Transistors

Yasuhide Ohno, Kenzo Maehashi, and Kazuhiko Matsumoto

Abstract Stochastic resonance (SR) in carbon nanotube field-effect transistors
(CNT-FETs) was investigated to enhance their weak-signal response. When weak
pulse trains were applied to the gate of a CNT-FET operating in a subthreshold
region, the correlation between the input and output voltages increased upon
addition of noise with optimized intensity. Virtual CNT-FET summing networks of
N units were demonstrated to improve SR. When no noise was applied for N D 1,
the correlation coefficient was nearly 0, while the correlation coefficient at the peak
intensity for N D 8 was estimated to be 0.58, indicating that significant enhance-
ment of the correlation was observed in the summing network of the CNT-FETs.
Then, a solution-gated CNT-FET based on SR was investigated. When noise of
optimal intensity was introduced at the reference electrode in a nonlinear CNT-FET,
the electric double layer in the solution was modulated, resulting in SR behavior.
Moreover, when the CNT-FET was used as a pH sensor, high sensitivity was
achieved, which enabled the detection of small differences in pH. The best results
were obtained in a noisy environment; therefore, a solution-gated SR-based CNT-
FET operated in the subthreshold regime is a promising high-sensitivity sensor.

Keywords Stochastic resonance • Enhance weak signal • Noise • Correlation
coefficient

12.1 Introduction

Carbon nanotubes (CNTs) are currently one of the most attractive materials for
nanodevice fabrication, owing to their many excellent properties. In particular,
CNT field-effect transistors (CNT-FETs) are expected to have a high sensitivity for
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biomolecule detection, which has recently attracted considerable attention in many
fields, for example, practical pharmacy, genomics, clinical diagnosis for health care,
and life sciences [1,2]. This high sensitivity is because biomolecules are much larger
than the diameter of CNT channels (1–2 nm). Many CNT-FET-based biosensors
have been reported [3–5]. However, a large amount of unintentional noise around
CNT channels exists in a solution of biosensors, and surrounding noise easily affects
the electrical properties of CNT-FETs. Thus, one promising approach for improving
the sensitivity of CNT-FETs is noise reduction [6]. However, noise plays important
roles in biological systems [7]. Biological systems with molecular-scale architecture
can operate robustly even with fluctuations in a noisy environment. Stochastic
resonance (SR) has been hypothesized to explain this mechanism [8, 9], and SR-
based techniques have been developed as a technique for improving signal detection
in a wide variety of systems [10–12].

In this chapter, SR in CNT-FETs to enhance their weak-signal response by
adding noise was investigated. CNT-FETs have nonlinear electrical properties;
thus, when noise with optimized intensity is introduced into CNT-FETs, the
noise allows weak signals to reach the threshold in these devices. As a result,
signal response is enhanced. Moreover, multichannel CNT-FETs, in which many
CNTs are bridged between the source and drain electrodes, are suitable to form
physical network structures [13]. And, virtual CNT-FET summing networks were
also demonstrated to improve SR. In addition, the use of SR in a solution-gated
CNT-FET in conjunction with external noise in order to enhance the detection of
small signals was described. When noise was applied to an Ag/AgCl reference
electrode, the electric double layer in the solution was modulated, resulting in SR
behavior. Although CNT-FET-based pH sensors have already been investigated, in
this chapter, we demonstrate an increase in sensitivity that allows the detection of
small differences in pH using SR in a solution-gated CNT-FET operated in the
subthreshold regime.

12.2 Experimental Procedure

12.2.1 Device Fabrication

CNT-FETs were fabricated using position-controlled growth. First, a patterned Co
chemical catalyst was formed by conventional photolithography and lift-off process
technology on heavily doped pC-Si substrates capped with a 100 nm-thick SiO2

layer. CNTs were grown by ethanol thermal chemical vapor deposition. Source and
drain contacts were formed on the patterned chemical catalyst after CNT growth,
and the Si substrate was used as a back gate. The spacing between the source and
drain electrodes was approximately 3 �m. The gate transfer characteristics of the
back-gated CNT-FET are shown in Fig. 12.1 at a source–drain voltage of 1.0 V.
Good pinch-off characteristics with Vth of 5.5 V were obtained. Transconductance
(gm) was estimated to be 0.2 �S.
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Fig. 12.1 Transfer
characteristics of a CNT-FET
against back-gate voltage in
air
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Fig. 12.2 Schematic of measurement setup for the back-gate operation

12.2.2 Back-Gate Operation

Figure 12.2 shows a schematic illustration of the measurement setup for the back-
gate operation. A common voltage pulse train was applied to the back gates of
the CNT-FETs as an input signal. The source–drain current was monitored as
output through a circuit. Noise was added to the gate input. Here, a gate voltage
less than the threshold voltage (Vth) was applied so that the CNT-FETs operated
in the subthreshold region. The pulse train and voltage noise were generated by
conventional digital signal synthesizers, as shown in Fig. 12.2. A Gaussian white
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Fig. 12.3 Schematic of measurement setup for the solution-gate operation

noise with a bandwidth of 26 MHz was used as the generated noise. The output
waveforms were measured using a digital oscilloscope. In this study, an N -parallel
network with an uncorrelated noise was virtually reproduced by dividing a sample
waveform from a single CNT-FET into N pieces and summing them up. All the
measurements were carried out at room temperature.

12.2.3 Solution-Gate Operation

For solution-gated system, a silicone rubber container was put on the substrates
(Fig. 12.3). A common voltage pulse train with a frequency of 0.1 Hz was applied
to the Ag/AgCl electrode as the input for modulating the electric double layer in the
solution. The pulse trains were also synchronized with Gaussian white noise with a
bandwidth of 26 MHz. Aqueous solutions were buffered at pH 6.86 using a 10 mM
phosphate buffer. The threshold voltage (VT) of the device was set at �30 mV.

12.2.4 Correlation Coefficient

There are several methods for quantifying the correlation between input and output
signals such as the output power spectral density method, the use of correlation func-
tions, and entropy calculations [10,14–16]. In this study, the correlation between the
pulse train and the output waveforms was calculated using the correlation coefficient
C given by
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C D hVin � Iouti � hVinihIoutiq
hV 2

ini � hVini2
p

hI 2
outi � hIouti2

; (12.1)

where hVini denotes the ensemble average of the pulse train, Vin.t/. In this work,
CNT-FETs have p-type characteristics; thus, the absolute values of the calculated
correlation coefficients were used.

Theoretical analysis was carried out to fit the theoretical results with experimen-
tal results in Fig. 12.4c using a physical model of carrier motion in the subthreshold
region of FETs [17]. The Langevin equation was deduced from the drift motion of
carriers in the semiconductor. Thus, the Kramers rate k0 [10], which is the rate of
carriers transitioning from electrodes, was obtained using Eq. (12.3). The expected
current hIouti was estimated from the Fokker–Planck equation. Then, the theoretical
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Fig. 12.4 Input pulse train and output-drain characteristics after adding noise at Vnoise D 0 V (a)
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correlation coefficient C1 was calculated by inputting the expected current into
Eq. (12.1) as

C1 D cos 
vuut1 C 1

N

�
Vnoise

��Vin

�2 �
2k0ˇ� C 2ˇ2

� Vnoise

k2
0

(
1 C

�
�

2k0

�2
) ; (12.2)

k0 D 4�ekBT ln.10/�VG

L2
G

exp

�
�2�VG

Vnoise

�
; (12.3)

where ˇ is an empirical parameter coming from the time-dependent fluctuation in
Kramers rate due to noise in the input pulse train [14]. In Eqs. (12.2) and (12.3),
�e, T , �, �VG, and tan 
 are the carrier mobility, temperature, G2, Voffset � Vth, and
�=2k0, respectively.

12.3 Results and Discussion

12.3.1 Back-Gate Operation and Summing Network Effect

Figure 12.4a, b shows the characteristics of the input and output waveforms in the
CNT-FET after adding noise, respectively. Pulse trains were applied to the back-
gated voltage at an offset voltage (Voffset) of 9 V in the CNT-FET, where the height
(�Vin), duty ratio (� ), and frequency (�) of the pulse train were 0.1 V, 50 %, and
10 Hz, respectively. The Vth and Voffset are exhibited in Fig. 12.1. The upper and
lower panels of Fig. 12.4a, b correspond to the output and input pulse train voltages,
respectively. The pulse trains were also synchronized with Gaussian white noise,
as shown in Fig. 12.2. Noise intensity (Vnoise) was defined as the root mean square
of the generated noise voltage. The waveforms in Fig. 12.4a, b were measured after
adding noise at Vnoise of 0 and 0.004 V, respectively. When noise of 0 V was added to
the pulse train, no response correlating with the pulse train was obtained, as shown
in Fig. 12.4a. This is because the input pulse train never reached Vth. In contrast,
after adding a noise of 0.004 V, as shown in Fig. 12.4b, the output in the CNT-FET
exhibited a response that correlated with the pulse train.

A plot of the calculated correlation coefficient as a function of noise intensity is
shown in Fig. 12.4c. When no noise was applied, the correlation coefficient became
nearly 0. With increasing noise intensity, the correlation coefficient significantly
increased. However, the correlation coefficient rapidly decreased and gradually
saturated with the addition of stronger noise intensity, as shown in Fig. 12.4c.
The results reveal that when appropriate noise intensity is applied, signals are
enhanced. Therefore, characteristic signatures of the SR system behavior were
clearly observed in the CNT-FETs. The curve in Fig. 12.4c shows the theoretical
correlation coefficient C1 obtained using Eq. (12.2). It reveals that the curve fitted
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Fig. 12.5 (a) Input pulse train and output-drain characteristics after adding noise at Vnoise D
0:017 V for N D 8 and (b) correlation coefficient vs noise intensity for various N values

the experimental results well and had a maximum of 0.24 at Vnoise of 0.01 V. These
results indicate that the experimental behaviors observed can be explained using the
physical model of carrier motion in the subthreshold region of FETs.

Next, a virtual CNT-FET summing network of N units was demonstrated
to improve SR. Figure 12.5a shows the characteristics of the input and output
waveforms in the CNT-FET after adding noise at Vnoise of 0.017 V for N D 8.
The result revealed that the output in the CNT-FET exhibited a clearer response,
which correlated with the pulse train, than those for N D 1 in Fig. 12.4b.
Figure 12.5b shows the calculated correlation coefficients as functions of noise
intensity for N D 1, 2, and 8. The theoretical correlation coefficients obtained
using Eq. (12.2) were fitted with the experimental results. It is found that every
correlation coefficient for N D 1, 2, and 8 had one peak as a function of noise
intensity, indicating that the virtual CNT-FET summing networks exhibited the SR
system behavior. With an increasing number of units in the network, peak intensity
increased, as shown in Fig. 12.5b. The peak intensity for N D 8 was estimated to
be 0.58, which was more than twice larger than that for N D 1, indicating that
significant enhancement of the correlation was obtained in the summing network of
the CNT-FETs. Figure 12.6 shows the theoretical correlation coefficients obtained
using Eq. (12.2) as functions of noise intensity for N D 1, 8, 100, and 1,000.
As N increased, the correlation coefficient was close to 1.0 for a range of noise
intensity. For single-unit CNT-FET, optimized noise is needed to be added to
enhance weak-signal response. In contrast, a relatively large summing network had
a plateau in the correlation coefficient near 1.0, indicating that CNT-FET summing
networks are more robust against noise than single-unit CNT-FETs. This finding
is similar to the behavior observed in the summing networks of sensory neurons
reported by Collins et al. [13]. Therefore, the virtual CNT-FET summing networks
are useful for enhancing the weak signals and moreover can work well even in a
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Fig. 12.6 Theoretical
correlation coefficients
obtained using Eq. (12.2) as
functions of noise intensity
for N D 1, 8, 100, and 1,000

0.00 0.02 0.04 0.06 0.08
0.0

0.2

0.4

0.6

0.8

1.0 N = 1,000

N = 100

N = 8

Noise intensity (V)

tneiciffeoc
no itale rro

C N = 1

solution with large ionic strength, which has a large amount of unintentional noise.
Recently, CNTs were aligned in a specific crystallographic direction on single-
crystal or patterned substrates [18, 19]. As a result, CNT-FETs with multichannels
were fabricated. Multichannel CNT-FETs can be applied in CNT-FET summing
networks.

12.3.2 Solution-Gate Operation and Faint pH Detection

Figure 12.7a, b shows the drain current (Id) and the input for a CNT-FET with an
offset voltage of 150 mV after adding a noise intensity (Vnoise) of 0.1 and 27 mV,
respectively. The upper and lower panels of Fig. 12.7a, b correspond to Id and
the input, respectively. Vnoise was defined as the root mean square (rms) of the
generated noise voltage. Including the system noise, the minimum Vnoise was found
to be 0.1 mV. When the pulse train with the minimum Vnoise was added, a large
amount of Id fluctuations in the CNT-FET was observed (Fig. 12.7a), resulting
from the characteristics of CNTs to be easily affected by surrounding conditions.
Moreover, no response correlated with the input was obtained. This is because the
top gate in the CNT-FET was modulated in the subthreshold regime and the CNT-
FET’s electrical properties remained in the off state. However, after adding Vnoise

of 27 mV, Id exhibited a clear response that correlated with the input, even though
the CNT-FET operated in the subthreshold regime (Fig. 12.7b). Since external noise
modulated the electric double layer in the solution, the top-gated voltage showed a
decrease in the statistical average, which Id then followed. Consequently, the noise
allows small signals in the subthreshold regime to reach the device threshold. These
results indicate that the external noise induces small-signal detection in a solution-
gated CNT-FET operated in the subthreshold regime.

The correlation between the input trigger signal and Id was calculated using
the correlation coefficient (C ). A plot of C as a function of Vnoise is shown in
Fig. 12.7c. When no noise was applied, C was small. As Vnoise was increased, C
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Fig. 12.7 SR in a solution-gated CNT-FET. Id and input characteristics after adding external noise
with Vnoise D 0:1 (a) and 27 mV (b). (c) C plotted against Vnoise. The dashed line is an eye guide

increased rapidly, reached a maximum, and then decreased due to the frequency
of random transitions. These results show that a bell-shaped curve is observed for
the solution-gated CNT-FET, which is consistent with the behavior in air-based
SR experiments [20, 21]. Therefore, SR characteristics were demonstrated in the
solution-gated CNT-FET.

Figure 12.8a shows e gate transfer curves of a solution -gated CNT-FET at pH
4.01 and 4.11. First, the CNT-FET was incubated in 200 �L of a 10 mM phthalate
buffer at pH 4.01 (Fig. 12.3). Subsequently, 10 �L of a 10 mM phosphate buffer
was added to raise the pH to 4.11. Because there was little difference in the gate
transfer curves between pH 4.01 and 4.11, external noise was introduced to the
Ag/AgCl solution-gated CNT-FET in the subthreshold regime in order to monitor
the pH change. Figure 12.8b, c shows the time dependence of Id in the solution-
gated CNT-FET after Vnoise of 0.1 and 5.3 mV was added, respectively. After 50 s,
a 10 mM phosphate buffer was introduced to change the pH. In Fig. 12.8b, c,
the white dashed and solid lines show the average of Id before and after the
introduction of the phosphate buffer, respectively. When Vnoise of 0.1 mV was
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introduced as the top-gate bias, no response was obtained after adding the phosphate
buffer (Fig. 12.8b), which is consistent with the results shown in Fig. 12.8a. This
is because the signals were too small to detect by Id in a noisy environment,
although sensing experiments are best performed in the subthreshold regime for
optimal SNR [22, 23]. In contrast, when Vnoise of 5.3 mV was added, Id rose after
the phosphate buffer was introduced, showing a clear response (Fig. 12.8c). The
results indicate that SR occurred in the CNT-FET-based pH sensor and that the
signal, which was hardly recognized (Fig. 12.8b), was clearly obtained by adding
external noise.

From the results shown in Fig. 12.8b, c, fluctuations in Id (Irms) and the SNR
(�I , defined as (solid – dashed lines of Id)=Irms) were calculated after supplying
external noise to the Ag/AgCl electrode. After adding Vnoise of 0.1 mV, Irms and the
SNR were estimated to be 1.9 nA and 0.0034, respectively (Fig. 12.8b). However,
after Vnoise of 5.3 mV was added, Irms and the SNR were estimated to be 2.1 nA and
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Fig. 12.9 SR in pH sensor
based on solution-gated
CNT-FET showing the
bell-shaped curve for C as a
function of Vnoise. The dashed
line is an eye guide
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0.12, respectively (Fig. 12.8c), indicating that the SNR increased by almost 2 orders
of magnitude despite the increase in Irms. CNT-FET-based pH sensors have already
been reported for which stepwise increases in Id were observed from pH 4.04 to
8.29 and for which Id at each pH maintained a constant value when the CNT-FET
was operated at maximum transconductance. The SNR was estimated to be 0.038
for a difference in pH of 0.1. In comparison with the value, the SNR in Fig. 12.8b
was improved by almost 1 order of magnitude using SR. These results demonstrate
that solution-gated CNT-FET sensing experiments carried out in the subthreshold
regime are best performed in a noisy environment.

The correlation coefficient between Id and a step function for the difference in
pH was calculated and was plotted as a function of Vnoise (Fig. 12.9). When minimal
Vnoise was applied in the subthreshold regime of the solution-gated CNT-FET, C

was nearly 0, showing that the CNT-FET in the subthreshold regime had reached
its limit of detection. C increased significantly with Vnoise and peaked at 0.16 when
Vnoise D 5:3 mV, indicating that the detection limit of the CNT-FET-based sensor
had been greatly improved. C in SR mode was more than 100-fold larger than its
value when Vnoise was at the minimum. These results show a bell-shaped curve for
C as a function of Vnoise for the solution-gated CNT-FET-based pH sensor as a result
of SR. Therefore, a solution-gated sensor based on SR can be useful for enhancing
sensitivity.

12.4 Conclusion

SR in CNT-FETs to enhance their weak-signal response by adding noise was
described. With increasing noise intensity, the correlation coefficients signifi-
cantly increased and exhibited a peak, indicating the SR behavior in CNT-FETs.
Moreover, virtual CNT-FET summing networks were found to improve SR. The
measurements revealed that with an increasing number of the units in the net-
work, peak intensity increased and the network became robust against the noise.
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Then, SR using a solution-gated CNT-FET operated in the subthreshold regime
was investigated. It was found that the correlation between the input and Id

increased when external noise was applied to the CNT-FET reference electrode
and that SR characteristics were obtained in solution. Furthermore, a pH sen-
sor based on SR in the solution-gated CNT-FET was demonstrated, revealing
that the small signals that were drowned out by Irms were detected in a noisy
environment. C for the optimal Vnoise was highest when added noise led to an
increase of up to 2 orders of magnitude in the SNR. These results indicate
that solution-gated CNT-FETs operated in the subthreshold regime based on SR
can be useful for enhancing the sensitivity limit of chemical and biological
sensors.
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Chapter 13
Electrochemical Biological Sensors Based
on Directly Synthesized Carbon Nanotube
Electrodes

Kenzo Maehashi, Kazuhiko Matsumoto, Yuzuru Takamura,
and Eiichi Tamiya

Abstract We have fabricated electrochemical biological sensors based on directly
synthesized carbon nanotube (CNT) electrodes. Since CNTs have a large specific
surface area, the direct synthesis of CNTs on electrodes in amperometric biosensors
is expected to significantly enhance electroactive surface area. Moreover, in electro-
chemical detections, CNT electrodes promote electron-transfer reactions on CNT
surfaces. In this section, we have investigated the technology and performance of
the electrochemical biosensors based on CNT electrodes and described microfluidic
chips with multibiosensors based on CNT electrodes for commercialization.

Keywords Electrochemical biosensors • Carbon nanotube electrodes •
Immunosensors • Microfluidic chips • Pneumatic micropumps

13.1 Introduction

In recent years, biological sensors for detections of biomolecules such as DNA,
proteins, etc., have attracted great attention in clinical diagnosis for health care
[1–4]. In particular, label-free electrochemical detections of biorecognition events
provide a promising platform, which are simpler, less expensive, and require less
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Fig. 13.1 Schematic
illustrations of working
electrodes in electrochemical
detection: (a) conventional
metal and (b) CNT electrodes

energy. Moreover, they are very suitable for minimization of biosensors [5]. In
the electrochemical amperometric sensing, in general, three types of electrode are
arranged: working, reference, and counter electrodes. Electroactive biomolecules
are oxidized or reduced on the working electrode surfaces, and then electron-transfer
reactions occur. Thus, choosing appropriate materials of the working electrodes
is crucial for sensitivity of electrochemical detections. Gold, platinum, and glassy
carbon have been utilized as working electrodes.

Carbon nanotubes (CNTs) are one of the most promising materials owing to their
unique electric and mechanical properties and nanoscale size [6–8]. Then, CNTs
are utilized as a channel of CNT field-effect transistors for label-free potentiometric
biosensors [9–12]. In the electrochemical amperometric sensing, it was reported that
CNTs have a higher ability to promote electron-transfer reactions than conventional
metal electrodes for electrochemical measurements [13]. Since CNTs have a high
aspect ratio, the total surface area of working electrodes becomes larger when CNTs
are modified on the surface of electrodes. As a result, highly sensitive detection
of biomolecules is expected using CNT-modified electrodes for electrochemical
analysis. In recent years, CNT-modified electrodes were fabricated by scattering
CNTs on the metal surfaces [14–16]. However, they are considered to have high
contact resistance between CNTs and metal electrodes.

In this section, we have fabricated electrochemical amperometric biosensors
based on CNT-modified electrodes. When dense CNTs are directly synthesized on
the surface of bare metal electrodes, the total surface area of working electrodes
is estimated to be more than a thousand times larger than that of the bare metal
electrode at the same site, as shown in Fig. 13.1. As a result, the sensitivity in
detection of biomolecules will be enhanced and the CNT working electrodes can
be integrated into micro total analysis systems. In this section, we performed the
detection of amino acids and a protein cancer marker, prostate-specific antigen
(PSA), using microelectrodes modified with CNTs. Moreover, microfluidic and
label-free multi-immunosensors based on CNT microelectrodes and pneumatic
micropumps were fabricated and detections of glucose and two kinds of cancer
markers were demonstrated.

13.2 Biosensors Based on CNT Electrodes

CNT-arrayed electrodes were directly synthesized on Pt surfaces by thermal
chemical vapor deposition [17] and were also arrayed on a chip [18], as shown
in Fig. 13.2a. Figure 13.2b shows a schematic image of a three-electrode system
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Fig. 13.2 (a) Schematic illustration of electrochemical biosensor based on CNT-arrayed elec-
trodes. A scanning electron microscopy image of a CNT electrode is shown in the inset. (b)
Schematic image of experimental setup of electrochemical biosensor based on CNT-arrayed
electrodes

that was applied in electrochemical measurements. CNT-arrayed electrodes, a Pt
wire, and Ag/AgCl were utilized as the working, counter, and reference electrodes,
respectively. The working electrodes were surrounded by a silicone chamber
attached to the substrate, as shown in Fig. 13.2b. The electrochemical characteristics
of the devices were investigated using K3[Fe(CN)6] and electroactive amino
acids: L-tyrosine, L-cysteine, and L-tryptophan. The lower oxidation potential
for the amino acids was obtained compared with Pt disk electrodes [19]. The
electrochemical measurements of K3[Fe(CN)6] and amino acids revealed that the
peak current intensities using the CNT-arrayed electrodes were more than 100-fold
higher than those using bare Pt electrodes. The results indicated that the biosensors
based on CNT-arrayed electrodes showed a high sensitivity to detect biomolecules.

A cancer marker, prostate-specific antigen (PSA), was selectively detected
using the CNT electrodes. Monoclonal antibodies against prostate-specific antigen
(PSA-mAb) were covalently anchored onto the CNTs using 1-pyrenebutanoic
acid succinimidyl ester (linker), as shown in Fig. 13.3a. Electrochemical signals
of CNT-modified electrodes were measured using differential pulse voltammetry
(DPV) [20]. The peak current signal was obtained at C0.5 V from only PSA-mAb,
as shown in Fig 13.3b. After the introduction of 1 ng/mL PSA on the PSA-mAb-
modified CNT electrodes, the electrochemical current signal significantly increased,
as shown in Fig. 13.3c, indicating that the antigen-antibody complex was formed.
The selectivity of the biosensor was also observed in a study using bovine serum
albumin as the nontarget protein, as shown in Fig. 13.3d. PSA in the range of
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Fig. 13.3 (a) Schematic illustration of label-free electrochemical immunosensor. PSA-mAb was
covalently immobilized on the CNTs using linkers. Electrochemical signals of (b) PSA-mAb, after
introduction of (c) 1 ng/mL PSA and (d) bovine serum albumin as the nontarget protein

0.25–1 ng/mL was effectively detected using the CNT electrodes. Since the cutoff
limit of PSA for distinguishing between prostate hyperplasia and cancer is 4 ng/mL,
the performance of the label-free electrochemical immunosensor is promising for
further clinical applications. Furthermore, the nanoscale features by semiconductor
processing made it possible to fabricate arrays with extremely high density and
compatibility for further integration.

13.3 Microfluidic Chips with Multibiosensors Based on CNT
Electrodes

A micro total analysis system (�TAS) has attracted attention worldwide [21–23].
In this system, the units of measurements are integrated using semiconducting
fine processes, and all analytical processes are automatically carried out on one
chip. It has dual benefits of consumption of only a very small amount of reagents
for analysis and of a markedly reduced analysis time. Significant research and
development efforts have been devoted to producing microfluidic chips for the
realization of �TAS. Our group fabricated microfluidic chips using the combination
of amperometric biosensors based on CNT-arrayed electrodes and microchannels
with pneumatic micropumps.

Figure 13.4a, b show schematic and optical images of microfluidic chips based
on CNT-arrayed electrodes, respectively [24]. Four liquid inlets, six pneumatic
micropumps, one liquid outlet, and three channels were integrated in the chip.
Twelve CNT working electrodes, three Pt counter electrodes, and three Ag/AgCl
reference electrodes were also arrayed on the substrate. The pneumatic micropumps
were composed of three poly(dimethylsiloxane) (PDMS) layers: an air layer,
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Fig. 13.4 (a) Schematic illustration of a microfluidic chip based on CNT electrodes. An optical
image of a pneumatic micropump is shown in the inset. (b) Optical image of the microfluidic chip,
which included twelve CNT, three Pt, and three Ag/AgCl electrodes

an intermediate membrane, and a liquid layer. The air layers of the pneumatic
micropumps were connected to the air pressure control. By pulling the air layers of
the drive section, the reagents were sucked from inlets to the valve. Subsequently, by
pushing them, the reagents were pushed out to the electrodes. By repeatedly pulling
and pushing them, the reagents were constantly introduced to microchannels. The
check valves prevented unexpected reverse flow and diffusion. In the microfluidic
systems, four types of reagents can be transported from each liquid inlet to arrayed
microelectrodes using integrated pumps without an unexpected reverse flow and
diffusion.

In the chip, phosphate buffer solution (PBS) and K3[Fe(CN)6] were intro-
duced into the CNT electrodes using pneumatic micropumps. Electrochemical
measurements indicated that the chips can automatically exchange reagents on
the CNT electrodes and clearly detect molecules. Moreover, by modifying the
CNT electrodes with enzyme glucose oxidase, as shown in Fig. 13.5a, glucose
molecules were detected by chronoamperometry (CA). Figure 13.5b shows the time
dependence of electrochemical signals by CA at an applied potential of 450 mV vs
Ag/AgCl [25]. Glucose samples at three concentrations and PBS were alternately
introduced into CNT electrodes from different inlets using the pumps. In Fig. 13.5b,
the amperometric response to glucose at each concentration was clearly observed. In
addition, after PBS was introduced, the signals of glucose disappeared, indicating
that PBS can rinse glucose out of the surfaces of the CNT electrodes. This result
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Fig. 13.5 (a) Schematic illustration of detection of glucose molecules. Glucose oxidase was
covalently immobilized on the CNTs using linkers. (b) Time dependence of electrochemical signals
by CA at an applied potential of 450 mV vs Ag/AgCl. Glucose samples at 5, 10, and 20 mg/mL
in PBS and PBS were alternately introduced into CNT electrodes from different inlets using two
pumps

clearly revealed that a linear response to glucose concentration within the range from
5 to 20 mg/mL was obtained. These results indicate that glucose can be quantified
using the CNT electrodes modified with glucose oxidase, and PBS washes the
glucose out of the CNT electrodes in the system.

Furthermore, simultaneous detection of two types of cancer marker, PSA and
human chorionic gonadotropin (hCG), using the chip was reported [24]. First, two
types of antibody, PSA-mAb and hCG antibody, were automatically immobilized
onto different CNT electrodes using the microfluidic systems. Next, PSA and hCG
were injected into corresponding CNT electrodes. Finally, after rising all electrodes
with blank PBS, PSA and hCG were simultaneously detected by DPV.

13.4 Conclusions

In this section, we provide an introduction to electrochemical amperometric biosen-
sors based on CNT electrodes, which were directly synthesized on the metal
surfaces. The electrochemical measurements indicated that the CNT electrodes have
a much higher sensitivity than conventional electrodes. Moreover, PSA in the range
of 0.25–1 ng/mL can be effectively detected using the CNT electrodes, indicating
that the label-free electrochemical biosensors are useful for the clinical diagnosis of
prostate cancer. Microfluidic chips based on the CNT electrodes were also reviewed.
The chip consisted of amperometric biosensors based on CNT-arrayed electrodes
and microchannels with pneumatic micropumps. The reagents were introduced
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to arrayed electrodes without unexpected reverse flow and diffusion and were
automatically exchanged on the CNT electrodes. In this system, two types of cancer
marker, PSA and hCG, were simultaneously detected by DPV. It is concluded that
microfluidic chips with CNT-arrayed electrodes are promising candidates for the
development of handheld electrochemical multiplex biosensors.
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Chapter 14
Nanomechanical Application of CNT

Seiji Akita

Abstract Carbon nanotubes (CNT) are appropriate for nanoscale mechanical
system such as nano-switches and nanomechanical resonators for mass sensor appli-
cation because of their lightweight, high aspect ratio, and extraordinary mechanical
properties. The resonator miniaturization is crucial in bringing highly sensitive force
and mass detection into practice, so that the CNTs are appropriate for the force and
mass sensing. Here, we focus on highly sensitive mass and force detections using
CNT mechanical resonators as nanomechanical application of CNTs. Loss factors
of the multiwall-CNT resonators, which determine the sensitivity of the resonator,
are strongly correlated to the CNT diameter due to the van der Waals interaction
between layers. Down-mixing method for detecting the resonance frequencies of
CNT mechanical resonators is one of key techniques to achieve the extremely high
sensitivity. The doubly clamped CNT resonators consisting of single-wall CNTs
achieved the sensitivity with �10 zN Hz-1/2 at 1.2 K in ultrahigh vacuum. For the
ambient condition, which is preferable for the biological samples, optical detection
using opt-mechanical heterodyne technique was proposed and achieved high mass
sensitivity with �100 zg under the atmospheric conditions. We believe that this
extraordinarily high sensitivity offers new possibilities for the investigation of a
wide range of materials, especially nanoscale materials.

Keywords Nanoscale mechanical system • Nanomechanical resonators • Force
and mass sensing • Down-mixing method • Opt-mechanical heterodyne technique

Carbon nanotubes (CNT) are appropriate for nanoscale mechanical system such
as nano-switches [1–9] and nanomechanical resonators for mass sensor applica-
tion [10–14] because of their lightweight, high aspect ratio, and extraordinary
mechanical properties [15–17]. A force sensing using a resonant-frequency shift
of a mechanical resonator is expected to provide a high sensitivity. The highly
sensitive force sensor is expected in a wide variety of applications to sense all of
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the interaction forces induced in nanoscale such as single-electron phenomena. The
resonator miniaturization is crucial in bringing highly sensitive detection into prac-
tice. Therefore, nanoscale mechanical resonators consisting from CNTs are widely
studied as highly sensitive mass and force sensors. In this section, we will focus on
the mass or force sensing application of CNTs due to limited number of pages.

14.1 Suspended Resonators

For the mass sensor application of CNTs, we have to detect the mechanical motion
of resonating CNTs. The electron beam in the electron microscope has been used to
detect the mechanical motion of CNT resonators [10–13, 18]. In this case, only the
envelope of the vibrating CNTs was measured to extract the frequency response of
the vibration amplitude. The phase difference between the actuation signal and the
CNT vibration is very crucial for understanding the vibrating system.

CNT resonators with doubly suspended geometries have been also widely char-
acterized electrically by detecting the drain current through CNT channels based on
field effect transistors (FETs) as shown in Fig. 14.1 [19–22]. This detection method
has a strong advantage to detect the vibration of CNTs with high frequency because
of electrical down-mixing method, which enables us to detect the vibration and the
phase difference of CNTs at arbitrary frequency with high accuracy. The vibration
of a CNT-FET channel results in the change in gate capacitance ıCg between a
gate and the CNT channel, leading to the change in drain current through a CNT
channel, which can be measured by a lock-in amplifier. To actuate the suspended

CNT, the gate bias Vg.f / D
�
V DC

g C ıVg cos 2�f t
�

modulated with a frequency

f is applied, while the source–drain bias Vd.f / D ıVd cos 2� .f C �f / t is also
modulated with small amplitude with a frequency f C �f, which is slightly different
from the actuation frequency. For simplicity, we assumed that the change in the gate
capacitance also follows only the gate voltage change as expressed by

Cg.f / D
�
C DC

g C ıCg cos 2�f t
�

: (14.1)

Fig. 14.1 Schematic
illustration of doubly
suspended CNT resonator
with the down-mixing readout
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Since the drain current Id is proportional to the product of CgVgVd, we have a relation
expressed as

Id / C DC
g V DC

g ıVd cos 2� .f C ıf / t

C ıVd

�
C DC

g ıVg C ıCgV DC
g

�
.cos 4�f t C cos 2��f t/ ; (14.2)

where the highest order of ıCgıVgıVd was omitted. The 2nd term corresponds to the
mixed-frequency term consisting of 2f and �f and includes the ıCg dependence. It
should be noted that the ıCg is only induced by the vibration of the suspended
CNT. Thus, the magnitude of the �f component of the drain current corresponds
to the vibration amplitude of the suspended CNT. Using the lock-in amplifier, only
the �f component of the drain current can be extracted. Thus, we can measure the
frequency response of the CNT vibration including the phase difference through the
down-mixed drain current with the arbitrarily frequency �f. This technique is now
widely used for detecting the nanoscale mechanical resonator including graphene
resonators.

The tension of the suspended CNT channel can be modified electrostatically by
changing the DC component of VDC

g . Figure 14.2 shows 3D map of the down-mixed
drain current taken under the sweep of VDC

g and f [19]. As shown in Fig. 14.2,
the resonant frequency of the suspended CNT increases with VDC

g as a result of
the increase of the tension. For the mass measurement, the mass of the mechanical
spring is one of the important factors to determine the mass resolution related to

m � mCNTıf =f0; (14.3)

where m, mCNT, and ıf are an attached mass, mass of CNT, and the frequency shift
induced by the attachment of the added mass. For instance, the mass CNT for 1.3 nm

Fig. 14.2 3D map of the
down-mixed signal
corresponding to the
amplitude of a doubly
clamped CNT resonator taken
under the sweep of actuation
frequency f and DC
component of gate voltage
VDC

g (Adopted from
Sazonova et al. [19] with
permission)
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diameter and 500 nm long is only about 1.6 ag, so that the extreme mass and force
sensitivity corresponding to the single atom can be achieved by using single-wall
CNT resonators. This high sensitivity is also applicable to detect the very weak
force interaction such as electrostatic force induced by single-electron tunneling
[23, 24]. Recently, it has reported that the highly sensitive detection which can
measure the thermal vibration of CNT resonators down to cryogenic temperatures
has been realized by using cross-correlated electrical noise measurements [25]. In
this case, the detectable force has reached to 10 zN Hz-1/2 at 1.2 K.

14.2 Cantilever Resonator

As mentioned in previous subsection, the signal readout of the suspended resonator
is electrical readout, so that this kind of device can only work in vacuum or air.
The extraordinary sensitivity was achieved only in the condition under a cryogenic
temperature and ultrahigh vacuum [25, 26]. In air, the collision of gas molecules
to the CNT resonator which is very lightweight may perturb the stable operation.
Furthermore, the mass measurements for biomolecules are preferable in liquid
condition. To overcome this problem, the other technique to detect the CNT motion
should be required such as an optical detection method. The scattered light from tiny
objects with the size less than optical diffraction limits can be detected, so that the
motion of the object can be detected by the fluctuation of the scattered light. In this
case, however, conventional optical detection method is hard to apply to single-wall
CNTs because of their size limitation. Recently, we have measured successfully the
resonant properties of multiwall CNTs (10–70 nm in diameter) in air [27, 28] or
liquid [29] by using an optical detection method toward the biological applications.
In this subsection, we focus on the cantilever resonators consisting of multiwall
CNTs.

Multiwall CNTs examined in this study were synthesized by chemical vapor
deposition (CVD) with post-annealing treatment at temperatures higher than
1,500 ıC. The G/D ratio of the Raman spectrum after the post-annealing treatment is
greater than 10. Therefore, the CNTs synthesized by CVD after the post-annealing
treatment have a highly graphitized structure and a less amorphous carbon layer. The
CNTs were aligned on the edge of a Si chip by an AC electrophoresis technique [30]
to produce a CNT cantilever array. Note that the edge of the Si chip was inversely
tapered to eliminate the background signal.

First, we have evaluated the resonant property of multiwall CNTs in vacuum
by using a scanning electron microscope (SEM) in order to clarify the energy loss
mechanism of multiwall CNTs. It should be noted that the Q factor obtained from
the resonant property indicates the sharpness of the resonant and corresponds to
the inverse of the internal mechanical loss of the resonating system. The Q factors
for several arc-produced CNTs measured in a scanning electron microscope (SEM)
were varied in the range of 300–2000 with a center of �1,000. The Q factors and
Young’s moduli for the CVD-synthesized nanotubes are respectively lower than
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Fig. 14.3 CNT diameter
dependence of Q�1
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mechanical loss factor of the
resonating system

0

0.002

0.004

0.006

0.008

0.01

0.012

0 10 20 30 40 50 60 70

1/
Q

Diameter (nm)

Fig. 14.4 Schematic diagram
of simple optical detection for
CNT cantilever

CNT

Piezo

Laser(660nm)
PMTOptical fiber (d:3.3µm)

CCD

×50 Obj.
f

Substrate

10 μμmCNT

200 and lower than 0.3 TPa, which are smaller than those for the arc-produced
nanotubes. We have found that the Q factor strongly correlated to the CNT diameter
as shown in Fig. 14.3, although the nanotube maintains high mechanical strength
around 0.5 TPa [18]. This fact implies that the vibration energy is dissipated mainly
not by defects but by van der Waals interactions between walls in multiwall CNT.
Although the thinner CNTs show higher Q factors, the lower scattering cross section
of the light for thinner CNTs results in a lower signal-to-noise (S/N) ratio in the
optical detection. In present, CNTs with diameters around 50 nm give a highest
sensitivity in our experimental setup.

Figure 14.4 shows the schematic diagram of the experimental setup for the
optical detection [27, 28]. The CNT cantilever array was set on a piezo oscillator
and then oscillated mechanically by applying an AC voltage to the piezo oscillator.
Individually protruded CNTs are clearly observed under the dark-field illumination
mode as shown in an inset of Fig. 14.4. In this image, the shortest protrusion of the
nanotube is 2 �m in length. A laser with a wavelength of 660 nm was irradiated to
probe the vibration of CNTs, where the laser (spot size <2 �m) power is limited
less than 30 �W to eliminate the thermal effect. Scattered light from a certain CNT
cantilever was collected by an objective lens (�50, numerical aperture D 0.7) to a
CCD or a single-mode optical fiber with a core diameter of 3.3 �m, which acts
as an optical aperture, as schematically shown in Fig. 14.4. Figure 14.5a shows
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Fig. 14.5 Typical nanotube
cantilever: (a) intensity
profile across the CNT
cantilever shown in (b), (b)
optical microscope image at
non-resonant, and (c) SEM
image
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Fig. 14.6 Optical
microscope images of (a) a
CNT cantilever in
off-resonant and (b)
in-resonant states in air

an intensity profile across the CNT cantilever shown in Figs. 14.5b, c. Full width
at half maximum (FWHM) is �1 �m for the CNT cantilever, which corresponds
to the width of 50 �m estimated from the magnification of the objective lens at
the focal plane on the CCD. Since the effective pixel size of the CCD camera is
�10 �m, the fluctuation of the scattered light from the CNT is sufficiently detected
with sub-micrometer order.

Figure 14.6a, b shows a CNT cantilever in off-resonant and in-resonant states
in air, respectively. The width of the tip of the nanotube in the resonant is slightly
wider than that in off resonant. Thus, we have succeeded the optical detection of
the vibrating CNTs in air. In order to extract the frequency dependence of vibrating
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Fig. 14.7 Resonant curve
taken in air for the CNT
resonator shown in Fig. 14.6

amplitude from the image, an image processing procedure was performed for each
excitation frequency as follows. The square of the difference of each pixel brightness
between the off resonant and the vibrating image at a certain excitation frequency
was summed up for certain area in the optical images, which corresponds to the
difference of the area between the areas for the vibrating CNT and the off-resonant
CNT. The difference of the areas is roughly proportional to the product of the length
and the vibrating amplitude of the nanotube. As a result, the square root of the sum is
roughly proportional to the vibrating amplitude for each excitation frequency under
the condition of small vibrating amplitude. Figure 14.7 shows the resonant curve
for the nanotube resonator shown in Fig. 14.6 obtained by the previous procedure.
The resonant frequency and the Q factor for the nanotube resonator are 985 KHz
and 40, respectively. From the thermal noise analysis for mechanical resonators, the
theoretical limit for the mass sensing using the nanotube resonator becomes sub
atto-gram estimated from the resonant frequency and Q factor. Thus, the nanotube
resonator acts as highly sensitive mass sensors even in the air. It should be noted that
the shorter and thinner nanotube shows higher sensitivity because of lighter weight
of resonators.

Instead of image analysis, we have measured the scattered light intensity through
the single-mode optical fiber as a pinhole [27]. As shown in Fig. 14.5a, the scattered
light intensity depends on the measured position with a certain slope. Initially,
the position of the optical fiber entrance was adjusted at the highest slope of the
scattered light profile. If the position of the CNT fluctuates, the signal intensity
should drastically change because of the tiny core diameter (�3.3 �m) of the optical
fiber used as an aperture. Thus, we can measure the vibration of the CNT cantilever
by measuring the scattered light intensity through the optical fiber.

To improve the S/N ratio, we have developed the so-called opto-mechanical
heterodyne technique, which is similar to the electromechanical down-mixing
method mentioned before [31]. As shown in Fig. 14.8, the intensity of the laser is
modulated with a frequency f ˙�f , where �f is the frequency difference between
the oscillation frequency of the CNT and the modulation frequency of the laser
light. The intensity of the laser is modulated with a frequency f ˙ �f , where �f



194 S. Akita

Fig. 14.8 Schematic of the
experiment setup for
opt-mechanical heterodyne
system with phase-locked
loop
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is the frequency difference between the oscillation frequency of the CNT and the
modulation frequency of the laser light. The time-dependent displacement x(t) of
the harmonically oscillating CNT and the modulated laser intensity is, respectively,
expressed by

x.t/ D x0 cos .2�f t/ ; (14.4)

and

I.t/ D I0 cos .2� .f ˙ �f / t/ ; (14.5)

where x0 is the oscillation amplitude and I0 the modulation amplitude of the laser.
For the certain position x of the tip of the oscillating CNT, the corresponding time t
satisfies the condition of

2�f t D 2�n C ı; (14.6)

where n is the integer and ı the phase corresponding to the position x. To obtain the
temporal dependence of the scattered light intensity at x, Eq. (14.6) is substituted
into Eq. (14.5), and then we have a solution for the temporal dependence as

I.t/ D I0 cos .2�n C ı ˙ 2��f t/

D I0 cos .˙2��f t C ı/ :
(14.7)

Consequently, the scattered light intensity from the CNT cantilever oscillating with
a frequency f can be observed at a frequency of �f, which is much lower than the
resonant frequency of the CNT cantilever. This enables us to utilize measurement
devices for low-frequency signals with high S/N ratio such as conventional lock-in
amplifiers (LIA). In the case of �f D 0, we can observe a “snap shot,” which is very
similar to “the stroboscopic photography,” at a certain phase by changing the phase
ı as shown in Fig. 14.9.

In order to measure the frequency response, we maintain the frequency difference
�f during the frequency scan. It is noted that we used the lock-in technique to
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Fig. 14.9 Snap shots of vibrating CNT cantilever: (a) ı D �90ı, (b) 0, and (c) C90ı

Fig. 14.10 Frequency
response curve measured by
the opt-mechanical
heterodyne method: (a) in
vacuum around 10�3 Pa and
(b) in air
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improve the signal-to-noise ratio, where the reference signal �f was taken from
the frequency difference between two signal generators as shown in Fig. 14.8. In
this setup, we can measure not only the amplitude of the vibration but also the
phase change between the vibrating CNT and the applying AC voltage to vibrate the
piezo-oscillator. The detected phase difference was entered to a voltage-controlled
oscillator (VCO) to obtain the sustained oscillation of the CNT cantilever by the
PLL. In this experiment, the �f and time constant were typically set to be 1 kHz
and 300 ms, respectively.

Figures 14.10a, b show the frequency responses of amplitude and phase mea-
sured by the heterodyne detection system in vacuum and air, respectively. When the
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Fig. 14.11 Time period
dependence of the standard
deviation of resonant
frequency fluctuations
h.f � f0/ =f0i for both
conditions of vacuum and air.
Inset shows the fluctuation of
resonant frequency measured
by PLL in vacuum
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oscillator is driven through resonance, a sharp change occurs in both the amplitude
and the phase. The fundamental resonances in vacuum (�10�3 Pa) and in air are
respectively observed at �515 and �320 kHz, and the corresponding Q factors for
each condition are 130 and 32, respectively. Thus, we have successfully measured
both of the amplitude and the phase using the opto-mechanical heterodyne technique
even in air.

To utilize the CNT oscillator for the mass measurement, the mass resolution
should be considered based on the frequency fluctuation. Figure 14.11 shows the
time period dependence of the standard deviation of resonant frequency fluctuations
h.f � f0/ =f0i for vacuum and air. The relation between the frequency shift, ıf, and
an added mass, m, at the tip of the CNT cantilever is given by m Š m0ıf =2f0

under an assumption of m 	 m0 which is also plotted, where m0 is the mass of
the CNT cantilever itself. The expected minimal mass resolution estimated from the
frequency fluctuation for the CNT cantilever with m0 D 10�13 g is also plotted in
Fig. 14.11. The mass sensitivity less than 100 zg is easily achieved in vacuum for
long-term (�100 s) deviation and even in air for short-term (�1 s) deviation.

The minimum detectable force gradient, dF/dx, is crucial for the force-sensing
application, where F is the force acting on the CNT cantilever at position x. In the
case of the frequency shift detection method, dF/dx is approximately determined by
dF=dx Š 2kıf =f , where k is the spring constant of the CNT cantilever and ıf the
frequency shift induced by dF/dx [32]. As mentioned above, the noise limit of the
detectable ıf /f for our experimental setup is around 1 � 2 ppm, so that the minimum
detectable force gradient is estimated to be �10�10 N/m. It is noted that the
minimum detectable force gradient of the conventional atomic force microscopy is
typically on the order of 10�4 � 10�5 N/m at room temperature [33]. Thus, the CNT
cantilever with the PLL detection is successfully achieved with very high sensitivity.

Although there are several origins to limit the detectable sensitivity, ther-
mal vibration of the cantilever limits the minimum detectable sensitivity, dF/dx,
determined as



14 Nanomechanical Application of CNT 197

dF=dxjmin D
p

4kkBTB=2�fQ hx0
2i; (14.8)

where kB is the Boltzmann constant, T the temperature, B the band width of the
system, and Q the quality factor of the cantilever [34]. To improve the sensitivity,
lower k and higher f are appropriate corresponding to high aspect ratio and
lightweight. Thus, the CNT is appropriate for the application of the force detection.
The force sensitivity limited by the thermal vibration is estimated to be �10�10 N/m,
where k � 10�4 N/m, f � 500 kHz, Q � 150, B � 3 Hz, and x0 � 100 nm were used.
Thus, the detectable force gradient estimated from the fluctuation is comparable to
the thermal noise limit.

This highly sensitive mechanical resonator is applicable to the highly sensitive
calorimeter if the different kind of material is deposited on the CNT cantilever,
namely, bi-material system. In this system, thermal expansion coefficients for each
material are different, so that the thermal stress should be induced on the mechanical
resonator resulting in the frequency shift of the resonator. It should be noted that the
size of the resonator consisting of the CNTs is very small, so that the heat capacity
of this system is also very small. This small heat capacity enables us to measure the
minute heat in the order of 100 aJ/K [35].

14.3 Summary

In this subsection, highly sensitive mass and force detections using CNT
mechanical resonators have been described as one of applications of CNT nano-
electromechanical devices. The down-mixing method for detecting the resonant
frequencies of CNT mechanical resonators is one of key techniques to achieve
the extremely high sensitivity. The doubly clamped CNT resonators consisting
of single-wall CNTs achieved the sensitivity with �10 zN Hz-1/2 at 1.2 K in
ultrahigh vacuum by the combination of the single-electron tunneling detection
and cross-correlated electrical noise measurements. For atmospheric conditions,
the optical detection method with the opt-mechanical heterodyne offers high mass
sensitivity with �100 zg. Furthermore, the optical detection was applicable for the
measurement in viscous fluid such as water. We believe that this extraordinarily
high sensitivity offers new possibilities for the investigation of a wide range of
materials, especially nanoscale materials.
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Chapter 15
Carbon Nanotube Quantum Nanomemory

Takafumi Kamimura, Yasuhide Ohno, Kenzo Maehashi,
and Kazuhiko Matsumoto

Abstract Single-charge memory operated at room temperature was fabricated
with single-walled carbon nanotube (SWNT) transistor surrounded by SiNx/Al2O3

double-gate insulator layers, which demonstrates discrete hysteresis characteristics
by single-hole transfers. The present memory has the short top gate length of 10 nm
fabricated by a self-assemble process which contributes to the room temperature
operation. Owing to the strong concentrated electric field due to the top gate
electrode which surrounds the SWNT channel with small diameter of 1 nm, Fowler-
Nordheim tunneling becomes easy to occur, and the device achieved writing voltage
of as small as 0.16 V, which is more than 100 times smaller than the present
conventional planer-type flash memory.

Keywords Single charge • Multilevel • Quantum dot • Hysteresis

15.1 Single-Charge Memory Operated at Room Temperature

15.1.1 Introduction

Flash memory has been the leading player in the nonvolatile memories in recent
10 years because of a small cell size and a high scalability. A gate length of a
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flash memory has reached to 20 nm. A number of charges also have been getting
smaller, e.g., a several hundred in the 20 nm device. However, a flash memory
needs high operating voltage for short write time. The high operating voltage causes
low durability, and also a signal crossing due to the capacitance coupling between
neighbor cells becomes larger with further miniaturization [1]. Therefore, lower
operating voltage and stronger capacitive coupling between a gate electrode and
a charge storage compared to neighbor cells are desired.

A single-walled carbon nanotube (SWNT) is a cylindrical structure with a
diameter of about 1 nm. An SWNT with a semiconductor property is very
sensitive to the charge sit around the SWNT, because whole SWNT channel can
be easily modulated by the surrounded charge because of the small diameter of
an SWNT. This high sensitivity can sense even a single charge [2, 3]. Therefore,
many sensor applications of SWNT have been reported, e.g., biosensors and gas
sensors [4–8]. Moreover, a cylindrical-type memory can achieve higher electric
field concentration compared to a planer-type memory because of higher capacitive
coupling between charge storage and a gate electrode. Therefore, the signal noise
attributed to the parasitic capacitances between neighbor cells can be reduced by
this higher capacitive coupling. In this paper, single-charge memory operated at
room temperature was fabricated with an SWNT channel surrounded by SiNx/Al2O3

double-gate insulator layers, demonstrating multilevel memory state.

15.1.2 Sample Preparations

The fabrication process of the single-charge memory is shown in Fig. 15.1. An
SWNT was grown by the chemical vapor deposition process on the SiO2 substrate,
and the source and drain electrodes were formed on the SWNT, where a distance
between the electrodes was 70 nm. The SiO2 under the SWNT was etched off
by chemical wet process, and the SWNT bridge was formed between source and
drain electrodes as shown in Fig. 15.1a. Then, the SWNT was surrounded by
double layers of SiNx of 27 nm over Al2O3 of 3 nm using atomic layer deposition
(ALD) process (FlexAL, Oxford Inst.) using tris(dimethylamino)silane for SiNx and
trimethylaluminum for Al2O3 as a precursor as shown in Fig. 15.1b. Figure 15.1c–g
shows scanning electron microscope (SEM) images of a device after an ALD
process. Owing to thin insulator layers and high acceleration energy of SEM,
the insulator layers can be seen through and the difference of the materials are
recognized because of the difference of the contrast as shown in Fig. 15.1c–g.
Figure 15.1c, d shows the top view and bird’s-eye view of the device near the
gap. The gap of 10 nm length is realized between the source and drain electrode.
Figure 15.1e shows the cross-sectional view around the drain electrode indicated by
dashed rectangle in Fig. 15.1b. The drain electrode is fully covered by the insulator
layers, and the space under the channel can be seen. Figure 15.1f–g shows the side
view and cross-sectional view of the SWNT surrounded by the insulator layer of
30 nm thick in which the SWNT is seen as a light-gray line at the center of the
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Fig. 15.1 The device fabrication process. (a) Schematic of the device after the SiO2 etching, which
is the cross-sectional view along with the SWNT. (b) Schematic of the device after the ALD
process, which is the cross-sectional view along with the SWNT. Scanning electron microscope
images of (c) top view, (d) bird’s-eye view, and (e) cross-sectional view around the drain electrode.
(f) Side view and (g) cross-sectional view of the SWNT surrounded by the insulator layer. (h)
Schematic of the device after the top gate electrode fabrication, which is the cross-sectional view
along with the SWNT. (i) Three-dimensional schematic around the top gate electrode. (j) AFM
image of the charge storage dot formed on the planer substrate
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insulator. Figure 15.1h is the schematic cross-sectional view of the device after the
formation of the top gate electrode.

Using an isotropic deposition of the ALD process, the 10 nm length of top
gate electrode is realized self-assembly as shown in Fig. 15.1h. The 30 nm thick
insulator layer was deposited from the source and drain electrode which narrowed
a gap between the electrodes from 70 to 10 nm by the isotropic ALD deposition.
Ti and Au were deposited through this gap to form a top gate electrode. Thus, the
10 nm long top gate electrode was self-assembly formed at a center of the source and
drain electrode which is covered by the ALD insulator layers. The three-dimensional
schematic structure around the top gate electrode is shown in Fig. 15.1i, where the
source electrode, drain electrode, and substrate are omitted for easy viewing.

The SiNx deposition by ALD enables to form the composite of nanoparticles
of Si, N, and C at the beginning of the deposition because of the low uniformity
and the incomplete reaction. The composite of nanoparticles acts as a dot for the
charge storage. The dots formed on the planar 3 nm Al2O3 layer measured by atomic
force microscope (AFM) are shown in Fig. 15.1j as a reference. The upper inset
is schematic of the cross section of the sample, and lower inset is cross-sectional
profile of the transverse line in AFM image. The heights of the dots are several
nanometers as shown in Fig. 15.1j. The size in a transverse direction seems several
tens of nanometers. This is much larger than the height because of the limit of the
AFM resolution for neighboring same-size dot.

The density of the charge storage dots D between the Al2O3 layer and the SiNx
layer was estimated to be D D 1 � 1012 cm�2 from conventional capacitance-voltage
measurement. The area just under the top gate electrode was 91.4 nm2 from  rL,
where r is the thickness of the Al2O3 layer of 3 nm and L is the length of a top
gate electrode of 10 nm. Then the estimated number of charge storage dots can
be calculated using D�rL and is 0.914. This estimation means almost one charge
storage dot exists in the area just under a top gate electrode as shown in Fig. 15.1i.

15.1.3 Experimental Results and Discussions

Figure 15.2a–c shows the electric field intensity simulated by the finite element
method and corresponding device structures. Figure 15.2a shows the distribution
of the electric field along with the carbon nanotube channel between source and
drain electrode which is indicated by dashed square in the schematic structure. The
gate bias of 1 V and the drain and source biases of �25 mV and C25 mV were
applied. From this figure, the top gate bias is found to affect locally only around
the SWNT channel and the insulator just under the top gate electrode. Figure 15.2b
is the strength of the electric field along the cross section of A–A0 line just under
the top gate electrode which is indicated in the schematic structure of Fig. 15.2a.
The simulated electric field reaches as high as 0.92 MV/cm near the SWNT channel
which is high enough for charge to tunnel through the barrier by Fowler-Nordheim
tunneling. Figure 15.2c shows the electric field distribution at the cross section of
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Fig. 15.3 (a) Drain current characteristic as a function of applied top gate voltage at room
temperature. (b) Schematic of the drain current characteristics as a function of gate voltage

A–A0 line in Fig. 15.2a. In the figure, the SWNT is surrounded by the concentric
layers of the Al2O3 and the SiNx. Though the top gate electrode covered only the
upper half of the concentric insulator layers as shown in the schematic structure of
Fig. 15.2c, the electric field intensity reaches high enough all around the SWNT
as shown in the enlarged figure of Fig. 15.2c indicated by dashed square. This is
because the ratio between the perimeter of the top gate electrode and the SWNT is
as large as 60:1. Owing to this high electric field concentration effect at all around
SWNT, the charge in the SWNT can be easily injected to the Al2O3/ SiNx interface
even at the low applied gate bias, which stays there and works as the memory effect.

Figure 15.3a shows drain current characteristic as a function of the applied top
gate voltage at room temperature. The source and drain voltage were set at �25 mV
and 25 mV, respectively. The drain current showed the repeated threshold voltage
shift characteristic indicated by right arrows. The drain current increased drastically
indicated by up arrows and decreases gradually following the tangential dashed
lines, repeatedly with the increase of the applied top gate voltage. The threshold
voltage shift �Vth was �Vth D 0.256 V. The holes had been accumulated in the
charge storage dot by the negative gate voltage. At the beginning of the measurement
and the period of the threshold shifts, �VTG was �VTG D 0.177 V. By increasing the
applied top gate voltage in the positive direction, the hole started to transfer from
the charge storage dot to the SWNT channel. At this moment, the potential of the
charge storage dot decreased and blocked the transfer of other holes, i.e., Coulomb
blockade effect. Therefore, the hole could transfer one by one, where each transfer
was separated by Coulomb blockade effect. The potential decrease of the charge
storage dot also impacted the potential of SWNT channel, and the drain current
drastically increased because of p-type channel. Therefore, the drastic increases of
the drain current in Fig. 15.3a are attributed to a single-hole transfer from the charge
storage dot to the SWNT channel. The gradual decreases of the drain current are
attributed to the channel modulation by the applied top gate voltage as well as a
conventional FET device.
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Figure 15.3b shows schematic of the drain current characteristics as a function
of gate voltage where the characteristics shift to the right direction with the same
intervals as indicated by arrows. The shifts of the drain current represent the
threshold voltage shifts caused by the transfer of single holes between the charge
storage dot and the SWNT channel. The black bold line represents the trace of
the drain current with increase of the gate voltage, i.e., the forward sweep. This
is the case observed in Fig. 15.3a. The red bold line represents the case with the
decrease of the gate voltage, i.e., the backward sweep. At the gate voltage of single-
hole transfer, the drain current drastically increased in forward sweep and decreased
in backward sweep. The present SWNT transistor shows p-type property with Ti
source and drain electrode [9]. Usually, p-type channel transistor shows the decrease
of the drain current with increase of applied gate voltage. In the present device,
however, the drain current increases with increase of the applied top gate voltage as
shown in Fig. 15.3a even though the SWNT channel is p type. This is because the
drain current modulations by the threshold shifts are larger than that by the applied
top gate voltage. Therefore, the drain current increases though the applied top gate
voltage increases even in p-type channel as shown in Fig. 15.3a, b.

The �VTG in Fig. 15.3a is given by �VTG D e/CTG-Dot, where e is elementally
charge and CTG-Dot is capacitance between the top gate electrode and the charge
storage dot [10, 11]. Therefore, CTG-Dot was estimated to be CTG-Dot D 905 zF. The
radius of the charge storage dot can be roughly estimated by the capacitance between
concentric spheres of the gate metal and the charge storage dot, which is CTG�Dot �
4"r"0 = .1=rDot C 1=tSiNx/, where rDot is radius of the charge storage dot and tSiNx is
thickness of the SiNx layer. rDot is estimated to be 3.9 nm, which was a reasonable
value as radius of a nanoparticle. The CTG-Dot was estimated to be 901 zF from the
simulation by the finite element method in which the dot of rDot D 3.99 nm was
assumed on the 3 nm thick Al2O3. The CTG-Dot obtained from the measurement is in
good agreement with the CTG-Dot obtained from the simulation.

Moreover, the discrete threshold shifts in Fig. 15.3a are not a result from the
interfacial traps, because the threshold shifts due to the traps must not be equally
spaced as the charge will be trapped at the various different locations of the channel
[12, 13].

Figure 15.4a, b shows the hysteresis characteristics of the drain current as a
function of top gate voltage VTG at room temperature. The round-trip top gate
voltage was applied symmetrically around VTG D 0 V. The sweep started from
negative voltage to positive voltage and after that returned to negative voltage
again. The top gate voltage was swept between VTG D �0.1 V and VTG D 0.1 V in
Fig. 15.4a and between VTG D �0.3 V and VTG D 0.3 V in Fig. 15.4b, respectively.
In the forward sweep of Fig. 15.4a, b, as well as in Fig. 15.3a, the threshold
voltage shift characteristic could be seen. The threshold shifts occurred one time
in Fig. 15.4a and two times in Fig. 15.4b. The number of threshold voltage shifts
directly corresponds to the number of transfer holes �n. Therefore, the number of
transfer hole was �n D 1 in Fig. 15.4a and �n D 2 in Fig. 15.4b. In the backward
sweep of Fig. 15.4a, b, the drain current decreased and the threshold voltage
shifted to the opposite direction to that of the forward sweep. However, the top



208 T. Kamimura et al.

15

20

25

D
ra

in
 C

ur
re

nt
 (

nA
)

Top Gate Voltage (V)

Δn = 1

Δn = 1

Δn = 2

Δn = 3

Δn = 4

0.16 V

Room temperature

Forward

Backward

15

20

25

D
ra

in
 C

ur
re

nt
 (

nA
)

Top Gate Voltage (V)

Δn = 2
0.16 V 0.16 V

Schematic 
of stored Holes

Forward

Backward

Room temperature

0.16 V

0.16 V

0.16 V

0.16 V

−0.5 0.0 0.5 −0.5 0.0 0.5

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

H
ys

te
re

si
s 

W
id

th
 (

V
)

|Top Gate Voltage| max(V)

a b

c

Fig. 15.4 Drain current hysteresis characteristic as a function of round-triply applied top gate
voltage in the range of (a) VTG D j0.1 Vj, (b) VTG D j0.3 Vj, at room temperature. Source and
drain voltage are set at �25 mV and C25 mV. (c) Hysteresis width as a function of maximum of
round-triply applied top gate voltage

gate voltages which caused the threshold voltage shifts were different between
the forward sweep and the backward sweep because of the stored charge both
in Fig. 15.4a, b [12]. Therefore, in both plots, the drain current shows hysteresis
characteristic. The hysteresis widths �VTG-hys were �VTG-hys D 0.16 V in Fig. 15.4a
and �VTG-hys D 0.32 V in Fig. 15.4b, which were also determined by the number of
the transferred holes. Therefore, the hysteresis width �VTG-hys D 0.16 V and 0.32 V
corresponded to �n D 1 and �n D 2, respectively. In Fig. 15.4a, b, the direction of
the hysteresis loops was anticlockwise. This is one of the evidences of the p-type
property of the SWNT channel. If the channel property is n type, the hysteresis loop
must be clockwise. The jump of the drain current between the forward sweep and
backward sweep at the top gate bias of VG � 0.1 V in Fig. 15.4a may attribute to the
noise in the measurement.

Figure 15.4c shows the hysteresis width characteristic as a function of the
maximum value of the applied round-trip top gate voltage at room temperature.
The hysteresis width increased discretely with the increase of the maximum value
of the applied round-trip top gate voltage. In the plot, the four steps of hysteresis
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(a)–(c). (d) Schematic of applied top gate voltage as a function of elapsed time

widths were observed in which each discrete increment of the hysteresis width
was about �VTG-hys D 0.16 V. This increment of �VTG-hys D 0.16 V was caused by
the single-hole transfer. Therefore, the four steps in the hysteresis width attributed
to the variation of the number of the transferred single holes. The sweep speed
of the top gate voltage for the hysteresis measurement was about 5.5 mV/min.
Tunneling probability was low because the thick tunneling barrier consists of Al2O3

of 3 nm. Therefore, the slow sweep allowed individual single-hole transfer between
the storage dot and the SWNT channel at low applied gate voltage.

Figure 15.5a–c shows the time t dependence of the drain current characteristics
at top gate voltage of VTG D 1 V at room temperature in which VTG D �4 V had
been applied before t D 0 s as shown in Fig. 15.5d. The source and drain voltages
were set at 25 mV and �25 mV in the measurement. The measurement was carried
out three times, and each measurement was plotted in Fig. 15.5a–c, respectively.
The drain currents were plotted in the same time scale; however, time lengths of the
measurement were different. The drain current increased with elapsed time and also
showed five steps indicated by dotted lines as shown in Fig. 15.5a–c. The increases
of the drain current at each step were the same among Fig. 15.5a–c. However, the
time width of each steps showed the variety even if the steps were at the same drain
current levels in Fig. 15.5a–c. From these plots, the average of the drain current
width was tave D 68.82 s. By applying VTG D �4 V before the measurement, holes
had been accumulated in the storage dot. After the top gate voltage was turned to
the positive bias of 1 V at t D 0 s, the accumulated holes started to release from
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storage dot to the SWNT channel one by one. The SWNT channel was modulated
by the transferred single hole and showed discrete drain current levels, i.e., the
current steps as shown in Fig. 15.5a–c. In other words, discrete changes of the
drain current directly corresponded to the variation of single-hole �n in the storage
dot. Therefore, the transfer of single hole could be directly counted as the discrete
modulation of the drain current at room temperature in real time [14]. Moreover,
each transfer of single hole took several tens of seconds because of thick tunneling
barrier of Al2O3 of 3 nm. The variety of time widths of each step attributed to the
stochastic transfers of single hole. These stochastic characteristics also indicate the
evidence of the single-hole transfer in the device.

15.1.4 Summary

In conclusion, single-charge memory operated at room temperature was fabricated
with SWNT channel surrounded by SiNx/Al2O3 double-gate insulator layers. To
obtain the narrow top gate electrode of 10 nm, the isotropic deposition by ALD
process for the insulators formation was used. At the same time, the concentric
circle structure of insulators was formed around the SWNT channel which was on
the center. Because of the narrow top gate electrode, only single dot was just under
the top gate electrode which stored single hole one by one. The top gate electrode
surrounding the SWNT channel realized the high electric field concentration and
caused Fowler-Nordheim tunneling even at low applied voltage. The drain current
affected by the stored single charge showed the threshold voltage shift at room
temperature. The device also showed hysteresis characteristics. The hysteresis width
changed discretely by the applied top gate voltage, which is attributed to the one
by one transfer of single holes in the dot. The transfer of four single holes was
observed, which can be applied to the single-charge memory. The time dependence
of the drain current showed the step-like characteristics. The time widths of the steps
corresponded to the interval of stochastic transfer of single holes, and the number of
the steps corresponded to the variation of single holes in the dot. By observing the
steps, the individual transfers of single holes could be counted in real time at room
temperature.
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Chapter 16
Control of Particle Nature and Wave Nature
of Electron in CNT

Takafumi Kamimura and Kazuhiko Matsumoto

Abstract A resonant tunneling transistor (RTT) which shows the Fabry–Perot
interference characteristics is a device that uses the wave nature of holes. A single-
hole transistor (SHT) which shows Coulomb blockade characteristics uses the
particle nature of the holes in the SWNT. Both devices need tunneling barriers at
both sides of the quantum island. The RTT needs strong coupling, while the SHT
weak coupling between the quantum island and the source and drain electrodes.
In the single-walled carbon nanotube (SWNT) device, the Schottky barriers act
as the tunneling barriers. Therefore, the thickness of the tunneling barriers and
the coupling strength between the SWNT and source and drain electrodes can be
controlled by the applied control-gate voltage. Therefore, both characteristics of
RTT and SHT can be observed in the same device only by changing the applied
gate bias. The coupling energy of the electron–electron correlation via spin between
the electron in the CNT and those in the electrodes (this energy is referred to as the
Kondo temperature) can be also tuned by modifying the tunneling barrier thickness.

Keywords Carbon nanotube • Resonant tunneling transistor • Single-electron
transistor • Single-hole transistor • Kondo effect • Spin

16.1 Introductions

Various electrode materials for single-walled carbon nanotube (SWNT) transistors
were investigated. Pd electrodes have been used for Ohmic contacts [1]. Ti
electrodes have been used for Schottky contacts for hole conduction [2–4], and Mg

T. Kamimura (�)
Institute of Scientific and Industrial Research, Osaka University, Mihogaoka 8-1, Ibaraki, Osaka
567-0047, Japan

Advanced ICT Research Institute, National Institute of Information and Communications
Technology, 4-2-1 Nukui-Kitamachi, Koganei, Tokyo 184-8795, Japan
e-mail: Kamimura@nict.go.jp

K. Matsumoto
Institute of Scientific and Industrial Research, Osaka University, Mihogaoka 8-1, Ibaraki, Osaka
567-0047, Japan
e-mail: k-matsumoto@sanken.osaka-u.ac.jp

© Springer Japan 2015
K. Matsumoto (ed.), Frontiers of Graphene and Carbon Nanotubes,
DOI 10.1007/978-4-431-55372-4_16

213

mailto:Kamimura@nict.go.jp
mailto:k-matsumoto@sanken.osaka-u.ac.jp


214 T. Kamimura and K. Matsumoto

and Ca electrodes for electron conduction [5]. Moreover, in the case of sub-�m-
order channel lengths at low temperatures, SWNT transistors with Ohmic contacts
have shown a resonant tunneling transistor (RTT) characteristics [6, 7], which are
also called as a Fabry–Perot characteristics, and SWNT transistors with Schottky
contacts have shown a single-hole transistor (SHT) characteristics [8–11], in which
the Schottky barriers act as tunneling barriers. Therefore, electrodes materials
should be chosen to obtain the desired characteristics.

An RTT which shows the Fabry–Perot interference characteristics is a device
that uses the wave nature of holes. An SHT which shows Coulomb blockade
characteristics uses the particle nature of the holes in the SWNT. Both devices
need tunneling barriers at both sides of the quantum island. The RTT needs strong
coupling, while the SHT weak coupling between the quantum island and the
source and drain electrodes. Usually, tunneling barriers fabricated in a quantum
dot are made from thin oxide layers or different composition material such as
AlGaAs for GaAs, etc. Therefore, the thickness of the tunneling barriers and the
coupling strength cannot normally be controlled in a given device. In the present
device, however, the Schottky barriers act as the tunneling barriers. Therefore, the
thickness of the tunneling barriers and the coupling strength between the SWNT and
source and drain electrodes can be controlled by the applied control-gate voltage.
Therefore, both characteristics of RTT and SHT can be observed in the same
device only by changing the applied gate bias. The SHT shows the periodic current
suppressed region which is called Coulomb diamond characteristic. Additionally,
the quantum levels are observed near the Coulomb diamond characteristic [8, 9, 11].
The SHT requires thick tunneling barriers at the both sides of the quantum island
and has high impedance [8, 9, 11]. Therefore, the SHT is not suitable for high-speed
application. However, the SHT can store hole one by one and has high sensitivity to
even the single charge [14–16]. Therefore, the SHT is suitable for the single-charge
memory application. On the other hand, the RTT is the low-impedance device and
can be operate in the high-speed applications because of the thin tunneling barriers.
The present device which can be converted between the SHT and RTT can be
applied for both the programmable high-speed circuit and single-charge memory.

The Kondo effect, which describes the scattering of conduction electrons in a
metal due to the presence of magnetic impurities, has been studied extensively in
quantum dot devices composed of various materials [1–5]. The binding energy of
the spins of conduction electrons subject to the Kondo effect has been modulated
by the applied gate voltage for devices composed of compound semiconductor
materials [2]. Single-walled carbon nanotubes (CNTs) with semiconducting prop-
erties [5, 7–9] have been also investigated for quantum effect characteristics such
as Coulomb blockade phenomena, Fabry–Perot oscillation [17–26], and the Kondo
effect [5, 6, 10, 11–16, 27–31].

The coupling energy of the electron–electron correlation via spin between the
electron in the CNT and those in the electrodes (this energy is referred to as the
Kondo temperature) can be tuned by modifying the tunneling barrier thickness.
For this tuning to occur, the Kondo temperature should be sufficiently high when
compared with the ambient temperature; moreover, the isolated spin must be
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localized in the CNT quantum well to realize the Kondo state. In realizing these
conditions, control of the barrier thickness by means of the applied gate voltage
plays an important role.

16.2 The Transistor That Is Compatible with the Resonant
Tunneling Transistor and the Single-Hole Transistor

A multifunctional quantum transistor using the particle nature and wave nature of
holes in SWNT is described here. This transistor can operate as the RTT and also as
an SHT.

16.2.1 Sample Preparations

A schematic of the sample structure is shown in Fig. 16.1. SWNT was prepared as
follows. An nC-Si wafer with a thermally grown 300 nm thick oxide was used as a
substrate. Layered Fe/Mo/Si (2 nm/20 nm/40 nm) catalysts were evaporated using
an electron-beam evaporator under a vacuum of 10�6 Pa. These layered catalysts
were patterned on the substrate using the conventional photolithography process.
An SWNT was grown by thermal chemical vapor deposition (CVD) using the mixed
gases of a hydrogen and an argon-bubbled ethanol. After the growth of the SWNT,
it was purified by burning out the amorphous carbon around the SWNT in an air
atmosphere at a temperature of several hundred degrees Celsius [12]. Ti (30 nm)

Fig. 16.1 Schematic sample
structure and SEM image
around channel. The channel
length is 73 nm. The
electrode material is Ti
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electrodes were deposited on the patterned catalysts as the source and drain, and on
the back side of the nC-Si substrate for the gate, using the electron-beam evaporator
under a vacuum of 10�6 Pa. The distance (L) between the source and drain was
73 nm. Thus, a back-gate-type multifunctional transistor with an SWNT channel
was fabricated that had the functions of the RTT and the SHT.

16.2.2 Experimental Results and Discussions

Figure 16.2a shows the differential conductance dID/dVD characteristic as a
function of the VG at 7.3 K, where the drain voltage was set at 8 mV. An
oscillation characteristic with two oscillation periods was also observed in
Fig. 16.2a. A large oscillation period of �VG D 1.1 V was at VG � �16 V, and
a small oscillation period of �VG D 0.65 V was at VG 
 �16 V. Figure 16.2b
shows the dID/dVD peak on a linear scale at VG � �16 V and VG 
 �16 V. A
clear difference in the oscillation period is observed as follows. The peaks of
dID/dVD at VG � �16 V are well fitted by the differential Fermi function, i.e.,
G D �

2e2=h
�

.TLTR=�/ .1=4kT / cosh�1 Œ."F � "0=2kT /
 [13], and at VG 
 �16 V
by the Lorentzian, i.e., G D �

2e2=h
� ˚

4TLTR=
�
."F � "0/ C �2

	

[13], as shown

in Fig. 16.2c and d, respectively, where e is the elementary charge, h is the plank
constant, TL and TR are the tunneling probabilities at the left and right tunneling
barriers, � is the full width at half maximum, k is the Boltzmann constant, T is the
temperature, "F is the Fermi level, and "0 is the quantum level. The shape of the
Coulomb oscillation peaks must be differential Fermi function, which is attributed to
thermal broadening, while the resonant tunneling current peaks must be Lorentzian,
which is attributed to energy uncertainty [13]. Therefore, the dID/dVD oscillation at
VG � �16 V in Fig. 16.2a should be Coulomb oscillation peaks, and at VG 
 �16 V
in Fig. 16.2a, they should be resonant tunneling current peaks [14]. In other words,
the device operates in particle nature mode at VG � �16 V, and in wave nature
mode at VG 
 �16 V. The conductance value of resonant current peaks shown in
Fig. 16.2a is about one-fifth of 4e2/h. The height of Schottky barriers at the contact
between SWNT and metal electrode is affected by the absorbed molecules such as
oxygen and/or water, etc. [15]. Moreover, the transmission coefficient T in resonant
tunneling regime in double-barrier structure with asymmetric potential profiles do
not reach to T D 1 [16, 27, 28]. In the case of large asymmetric potential barrier
profiles, T becomes one hundred times worse compared to T D 1 of symmetric
barrier profiles. Therefore, the low conductance of resonant tunneling current peaks
shown in Fig. 16.2a may be attributed to the asymmetric Schottky barriers between
SWNT and metal electrodes.

Figure 16.3 shows the dID/dVD characteristic as a function of the drain voltage
VD at 7.3 K and VG D �12.795 V. The dID/dVD peak spacing of 26 mV is observed
in the plot, which corresponds to the quantum energy level separation in the SWNT
quantum island. The separation of the quantum energy levels is indicated by
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Fig. 16.2 (a) Differential conductance dID/dVD characteristic as a function of VG at 7.3 K. Two
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be attributed to thermal broadening. Therefore, the peak must be a Coulomb oscillation peak. (d)
dID/dVD peak at VG D �17 V (black) and Lorentzian fitting line (red). The peak is well fitted by
the Lorentzian function, which means the shape of the peak can be attributed to energy uncertainty
broadening. Therefore, the peak must be a resonant tunneling current peak
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Fig. 16.3 dID/dVD

characteristic as a function of
drain voltage VD at
VG D �12.795 V and 7.3 K.
The peaks are attributed to
quantum energy levels in the
SWNT. The estimated energy
separation in 73 nm SWNT
was 24 meV, which is in good
agreement with the peak
spacing of 26 mV in the plot
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where r is the radius of the SWNT, L is the length of the SWNT, and �F is the Fermi
velocity [29]. When n becomes large, the equation becomes

�EQ D h�F

2L
(16.2)

and shows a constant value independent of n. The energy separation �EQ of the
quantum levels for an SWNT length of 73 nm is calculated to be 24 mV from
Eq. (16.2). Because this estimated value of energy separation of 24 mV is in good
agreement with the dID/dVD peak spacing of 26 mV in Fig. 16.3, it can be concluded
that the entire SWNT channel acts as a single quantum island [18, 19, 23–25, 35,
39, 40].

Figure 16.4 shows a contour plot of the dID/dVD characteristic as a function of VG

and VD at 7.3 K. The characteristic can also be divided into two modes, the particle
nature mode and wave nature mode. At VG � �16 V, as shown in Fig. 16.4a, b, the
plot clearly shows the Coulomb diamond structures, which are getting smaller with
negatively increasing VG. Additionally, line-shaped quantum levels are observed
outside of these Coulomb diamond structures. Therefore, at VG � �16 V, the device
operated in the particle nature mode. As shown in Fig. 16.4b, at �16 � VG � �20 V,
the Coulomb blockade was lifted, and the Coulomb diamond structures disappeared
at around VG D �16 V. The quantum levels still remain, and the so-called Fabry–
Perot quantum interference pattern is observed at this region. Finally, at VG 
 �20 V,
the quantum levels are getting blurred with negatively increasing VG, as shown
in Fig. 16.4c. Figure 16.4d shows gray-scale image of d2ID/dVD

2, showing the
presence of Fabry–Perot quantum interference pattern at VG 
 �20 V, in which dot
lines are corresponding to the quantum energy levels of the SWNT. At the cross
points of the dot lines, high conductance is appeared. Therefore, at �16 V � VG, the
device operated in the wave nature mode [20–23].
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Fig. 16.4 Contour plot of dID/dVD characteristic as a function of VG and VD at 7.3 K. (a)
At VG � �16 V, Coulomb diamond structures and line-shaped quantum levels outside of the
Coulomb diamond structures are observed. Moreover, the Coulomb diamonds become smaller
with a negatively increasing VG. (b) At �16 V � VG � �20 V, the Coulomb blockade is lifted, and
the Coulomb diamonds disappear. And the quantum levels become blurred with the negatively
increasing VG. The so-called Fabry–Perot quantum interference pattern is observed. (c) At
�20 V � VG, the blurred quantum levels still remain. (d) Gray-scale image of d2ID/dVD

2, showing
the presence of Fabry–Perot quantum interference pattern at VG � �20 V, in which dot lines are
corresponding to the quantum energy levels of the SWNT

Figure 16.5a shows the Coulomb charging energy EC as a function of VG, in
which the line is guided to the eyes. EC is obtained by EC D �E � EQ [30], where
�E is estimated from the size of the Coulomb diamond. EC drastically decreases
with a negatively increasing VG, almost reaching zero at VG � �16 V. Therefore,
the Coulomb diamonds disappear at �16 V � VG. The tunneling capacitance Ct and
the gate capacitance CG as a function of VG are shown in Fig. 16.5b. The Ct and
the CG are obtained from the equations of Ct D e=2EC � CG and CG D e=�VG

[30], respectively. The Ct depends on the thickness of the tunneling barrier, and the
CG depends on the gate structure. The Ct drastically increases with a negatively
increasing the VG, while the CG is almost constant, independent of the changing
VG. The drastic increase in the Ct is attributed to the decrease in the thickness of
the Schottky barriers at the contacts between the SWNT quantum island and the
electrodes [1]. When the Schottky barriers become thin with negatively increasing
VG, as shown in the inset of Fig. 16.5b, the Ct drastically increases, and the coupling
strength of the wave function between the outside and the inside of the Schottky
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Fig. 16.5 (a) Coulomb charging energy EC as a function of VG. EC drastically decreases at
VG � �16 V and reaches zero at around VG D �16 V. Therefore, the Coulomb diamonds disappear
at the mid-VG region. (b) Tunneling capacitance Ct and gate capacitance CG characteristics as
functions of VG. Ct drastically increases at VG � �16 V. On the other hand, CG is almost constant,
independent of the changing VG. The drastic increase of Ct is attributed to the change in the
thickness of the Schottky barriers at the contact between the SWNT channel and electrodes

barrier becomes stronger. Therefore, the Coulomb blockade is lifted, and the EC

becomes zero at �16 V � VG.
The dependence of the full width at half maximum (FWHM) of the resonant

tunneling current peak characteristic on the VG is shown in Fig. 16.6a, in which
the line is guided to the eye. The FWHM is estimated from an ID-VG plot using the
Voigt function, which is a convolution of the Gaussian and the Lorentzian functions,
and can be used to divide the FWHM into the FWHM of the Gaussian wG and that
of the Lorentzian wL, where the differential Fermi function is approximated by the
Gaussian profile to simplify the calculations. Figure 16.6b–d shows several curves
fitted by the Voigt function, where the black line is the experimental data, the blue
lines are the fitting curves, the red line is the cumulative fitting curves, and each
alphabetic marker for peaks A–F corresponds to a marker in the plot of Fig. 16.6a.
In the particle nature mode of VG � �16 V, wL is negligibly small, and the wG of
about 0.2 V is independent of VG because the FWHM of the Coulomb oscillation
mainly depends on the thermal broadening of Fermi dispersion [13]. On the other
hand, in the wave nature mode of �16 V � VG, wG becomes negligibly small,
and wL increases linearly with the negatively increasing VG. wL is proportional
to the tunneling probability as follows: ˛wL D T h�F=2L, where ˛ is the ratio
of the modulated energy to applied VG and T is the tunneling probability [29].
Therefore, the increase in wL seen in Fig. 16.6 represents an increase in the tunneling
probability, which is attributed to the decrease in the thickness of the Schottky
barriers with a negatively increasing VG.

The logarithmic dependence of the drain current ID on the inverse of the
temperature is shown in Fig. 16.7. At VG D �38 V of the wave nature mode, ID

is almost constant which is independent of the temperature. In the wave nature
mode, the Schottky barrier is so thin that the tunneling current becomes dominant.
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Fig. 16.6 (a) FWHM of the dID/dVD peak characteristics as a function of VG. wG is almost
constant, independent of VG, and wL is negligibly small at VG � �16 V. wG becomes vanishingly
small and wL increases linearly with a negatively increasing VG at �16 V � VG. (b)–(d) FWHMs:
the experimental data are indicated by the black line, the fitting curves are indicated by the blue
lines, the cumulative fitting curves are indicated by red line, and each alphabetic marker for a peak
corresponds to a marker in the plot of (a)

In contrast, at VG D �10 V of the particle nature mode, ID drastically increases at the
high-temperature region, and the Schottky barrier height �®, as estimated from the
slope, is �® D 50 mV. In the particle nature mode, the Schottky barriers are so thick
that the thermal emission current becomes dominant at the high-temperature region.
These results indicate that the tunneling probabilities at the Schottky barriers can
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Fig. 16.7 The logarithmic dependence of the drain current ID on the inverse of the temperature.
At VG D �38 V of the wave nature mode, ID is almost constant, independent of the temperature. In
the wave nature mode, the Schottky barrier is so thin that the tunneling current becomes dominant.
In contrast, at VG D �10 V of the particle nature mode, ID drastically increases at the high-
temperature region, and the Schottky barrier height estimated from the slope is �
 D 50 mV

Fig. 16.8 Temperature
dependence of differential
conductance on VG. Each plot
is shifted by 3 �S to make it
easier to see. The quantum
level peaks are becoming
blurred with increasing
temperature. However, even
at T D 100 K, the quantum
levels remain, as indicated by
the arrows
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be modulated by the applied VG and that the coupling between the SWNT quantum
island and electrodes is strong in the wave nature mode and weak in the particle
nature mode.

Figure 16.8 shows the temperature dependence of differential conductance as
a function of the gate voltage. The quantum level peaks became blurred with
increasing temperature. However, even at T D 100 K, the quantum levels still
remained, as indicated by arrows.

Figure 16.9 shows the device structure for the measurement of the channel length
dependence. The four electrodes are fabricated on the one SWNT. Therefore, three
transistors share the common SWNT. The distances between the electrodes, which
are the channel lengths, are L D 69.4 nm, 90.3 nm, and 119 nm, respectively.
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Fig. 16.9 Device structure
for the measurement of the
channel length dependence.
One SWNT is shared by three
devices which have different
channel length, respectively.
The fabricated channel
lengths are L D 69.4, 90.3,
and 119 nm from the SEM
images

Figure 16.10a, b shows the characteristics of the L D 69.4 nm device, and
Fig. 16.10c, d shows the characteristics of the L D 119 nm device. These devices
also show Coulomb diamond characteristics at 0 V � VG � �5 V as shown in
Fig. 16.10b, d. Moreover, these devices also show Fabry–Perot quantum interfer-
ence pattern at �15 V � VG � �20 V in the case of L D 69.4 nm device and at
�10 V � VG � �15 V in the case of L D 119 nm device as shown in Fig. 16.10a, c.
The difference of the VG showing Fabry–Perot quantum interference pattern is
corresponding to the difference of the threshold voltage, which is attributed to
the contact condition between the electrodes and SWNT, e.g., absorbed molecules
[4]. The periods of the Coulomb diamond characteristic and Fabry–Perot quantum
interference pattern of the L D 69.4 nm device are larger than that of the L D 119 nm
device, which are �VG D 0.64 mV and �EQ D 19.3 mV at L D 69.4 nm device and
�VG D 0.44 mV and �EQ D 9.05 mV at L D 119 nm device.

Figure 16.11a shows the channel length dependence of the separation of the
quantum energy levels. �EQ is linearly depending on the 1/L, which is correspond-
ing to the Eq. (16.2). Figure 16.11b shows the channel length dependence of the
gate capacitance. CG is linearly depending on the L, which is corresponding to the
CG � CgL [31], where Cg is the gate capacitance per unit length.

16.2.3 Summary

In summary, a multifunctional quantum transistor using the particle nature and wave
nature of holes in SWNT is fabricated and demonstrated here. This transistor can
operate in the wave nature mode as an RTT and in the particle nature mode as
an SHT. The principle of the characteristic conversion from an SHT to an RTT is
also revealed, which is the modulation of the coupling strength between the SWNT
quantum island and the electrodes by the applied VG [22, 23].
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16.3 The Double-Gated Operation of the Multifunctional
Quantum Transistor

The double-gated SWNT quantum transistor which operates as an RTT and also as
an SHT was fabricated. The double-gated structure was fabricated to shift the high
threshold voltage of the compatible transistor. The two behaviors of the RTT and
the SHT were controlled by the control gate and observed by the sweep gate.

16.3.1 Sample Preparations

A schematic sample structure is shown in Fig. 16.12. The three electrodes, source,
drain, and control gate, are fabricated on the one SWNT. The distances between the
source and drain electrodes and between the drain and control-gate electrodes are
L1 D 69.4 nm and L2 D 90.3 nm, respectively. Large voltage up to 6 V is applied

Fig. 16.12 Schematic
sample structure and SEM
image around channel
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between drain and control gate, and SWNT is cut. Thus, the channel of the SWNT
transistor with side-gate electrode, i.e., the control gate, is formed. The SWNT
transistor also has back-gate electrode at the back side of the substrate. The control
gate and the back gate are used for applying the control-gate voltage, VconG, and
sweep-gate voltage, VswG, respectively. The device is measured at 6.3 K using
cryogenic probing station.

16.3.2 Experimental and Discussions

Figure 16.13a–d shows the d2ID/dVD
2 mappings as a function of the drain voltage

and the sweep-gate voltage. When control-gate bias of VconG D 0 V is applied, the
device shows Fabry–Perot quantum interference pattern between VswG D �20 V and
�17.5 V surrounded by dashed line and Coulomb diamond characteristic between
VswG D �17 V and �10 V as shown in Fig. 16.13a, b. Thus, the crossovers between
Fabry–Perot interference characteristics and Coulomb blockade characteristics are
observed. When the Schottky barriers are thick enough to confine hole in the
SWNT channel, the device operates as an SHT. When the Schottky barriers are
too thin to confine hole in the SWNT channel, the device operates as an RTT.
In the case of the thin tunneling barrier, the overlap of the hole wave functions
of pre-tunneling and post-tunneling is very large and the inhibition of tunneling
does not occur. Therefore, the condition of Rt � h/4e2 � RQ, where Rt is the tunnel
resistance and RQ is the quantum resistance, is required to observe the Coulomb
blockade phenomena [28–30]. The detail analysis of the Fabry–Perot interference
pattern surrounded by dashed line will be shown in Fig. 16.13e, f as described later.
When VconG D �25 V is applied, all characteristics of Fig. 16.13a, b shift 5.26 V to
the positive sweep-gate bias direction and become Fig. 16.13c, d. The device shows
Fabry–Perot interference pattern between VswG D �15 V and �12.5 V and Coulomb
diamond characteristic VswG D �12 V and �5 V as shown in Fig. 16.13c, d. From
the CconG/CswG D 0.21, the impact of applying VconG D �25 V is projected to be
the shift of �5.26 V in VswG scale. The characteristics of Fig. 16.13b, c in the
sweep-gate bias region between VswG D �12.5 V and �15 V are compared as
follows, which is surrounded by dot–dash line. When the control gate is VconG D 0 V
(Fig. 16.13b), clear Coulomb diamond characteristics are observed, which means
the hole shows the particle nature. When the control-gate bias VconG D �25 V is
applied (Fig. 16.13c), Coulomb diamond characteristics disappeared, and Fabry–
Perot interference patterns emerged instead, though in the same sweep-gate bias
region as in Fig 16.13b. This means the hole shows the wave nature. Therefore,
the particle nature and wave nature of hole can be controlled at our will only by
adjusting the value of the control-gate bias.

Figure 16.13e, f is the enlarged characteristics of the square regions indicated by
dotted line and dashed line in Fig. 16.13a and c, respectively. In the figures, each
dashed lines are corresponding to the quantum energy levels in the SWNT. At the
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cross-point of the two dashed lines, d2ID/dVD
2 show high-value patterns, which are

called Fabry–Perot interference pattern. The periods of the Fabry–Perot interference
pattern on the sweep-gate bias are �VswG D 0.82 V and �VswG D 0.89 V at
VconG D 0 V and VconG D �25 V, respectively, which are almost the same period,
while the periods of the Fabry–Perot interference pattern on the drain bias are
�VD D 15.7 mV and �VD D 37.4 mV at VconG D 0 V and VconG D �25 V, respec-
tively. The difference of �VD is more than two times, which is attributed to the
asymmetric distribution of electric field by the applied VconG. The control gate has
the asymmetric structure as shown schematically in Fig. 16.12. When the large VconG

is applied, the modulation of the energy band in SWNT by VD becomes inefficient
because the energy band in SWNT near the drain electrode is almost pinned by the
large VconG. Therefore, the Fabry–Perot interference pattern becomes large on the
VD axis.

Figure 16.13g shows differential conductance as a function of VD at
VswG D �6.06 V and VconG D �25 V (red solid line), related to Fig. 16.13d, and
at VswG D �11.38 V and VconG D 0 V (black dashed line), related to Fig. 16.13b.
From the CconG/CswG D 0.21, the impact of applying VconG D �25 V is projected to
be �5.26 V in VswG scale. And, the Coulomb diamond around VswG D �11.38 V
as shown in Fig. 16.13b is shifted to around VswG D �6.12 V in Fig. 16.13d by
applied VconG D �25 V. Therefore, the Coulomb diamond around VswG D �11.38 V
in Fig. 16.13b and that around VswG D �6.06 V in Fig. 16.13d are the Coulomb
diamond having the same number of confined hole. However, the Coulomb gaps
EC are different values of EC D 77 mV for VconG D �25 V and EC D 49 mV for
VconG D 0 V as shown in Fig. 16.13g, though the periods of Coulomb oscillations
are almost the same. This difference of the Coulomb gaps might be the same reason
with the case of the difference of Fabry–Perot interference patterns in Fig. 16.13e, f.

Figure 16.14a shows drain current ID characteristic as a function of sweep-gate
voltage VswG with constant drain voltage VD of 1 mV and control-gate voltage VconG

of 0 V. The Coulomb oscillation characteristic is clearly observed. The period of
Coulomb oscillation peaks is �VswG D 1.05 V. Figure 16.14b shows drain current
ID characteristic as a function of VconG with constant drain voltage VD of 1 mV
and VswG of 0 V. The Coulomb oscillation characteristic is also clearly observed.
The period of Coulomb oscillation peaks of which is �VswG D 5.00 V. In this
case, the SHT operations are achieved using the SWNT as quantum well and the
Schottky barriers at the contact between the SWNT and source and drain electrodes
as tunneling barriers [8]. The Coulomb oscillation characteristics in Fig. 16.14a, b
have the difference of the applied gate voltage range, and the difference of the
drain current values. The difference of applied gate voltage range is attributed
to the difference of the gate capacitances. The difference of the drain currents
value is attributed to the asymmetricity of the potential energy distribution of
SWNT as described below [31, 41, 42]. The sweep-gate capacitance CswG and the
control-gate capacitance CconG are estimated to be CswG D e/�VswG D 0.154 aF and
CconG D e/�VconG D 0.0324 aF, where e is elementally charge. The ratio between
CswG and CconG is CconG/CswG D 0.21, which also represents the ratio between the
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Fig. 16.14 (a) Coulomb oscillation characteristic as a function of sweep-gate voltage. (b)
Coulomb oscillation characteristic as a function of control-gate voltage. (c, d) Calculated potentials
at the condition of VconG D 0 V and VswG D �11.38 V and at VconG D �25 V and VswG D �6.06 V,
respectively. (e) Cross-sectional potential at a point 1 nm above the SiO2 surface between the
source and drain electrodes for the condition of VconG D 0 V and VswG D �11.38 V (dotted line)
and at VconG D �25 V and VswG D �6.06 V (solid line)

modulations of the potential energies in the SWNT channel by each gate voltage.
The applied VswG can modulate whole channel symmetrically including the Schottky
barriers. On the other hand, the applied VconG modulates the channel asymmetrically
because of the location of the control-gate electrode. By applying VconG, the widths
of the Schottky barriers which act as the tunneling barriers at the each side become
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different and tunneling coefficients become low [31, 41, 42]. Therefore, the value of
the drain currents as shown in Fig. 16.14a, b are different in the log scale.

The large difference of drain current value between Fig. 16.14a and b is attributed
to the asymmetricity of the tunneling barriers. In order to ensure this asymmetricity,
the potential distributions around the channel at the applied voltage of VconG and
VswG are calculated. Figure 16.14c is the calculated potential distributions for the
voltage condition at VD D 20 mV, VconG D 0 V, and VswG D �11.38 V, and (d) is
at VD D 20 mV, VconG D �25 V, and VswG D �6.06 V using ESTAT 6.5 (Advanced
Science Laboratory, Inc.), in which SWNT is left out for the simplicity. In both
calculations, the dielectric constant of the surface layer is used as a parameter
because the sample surface is covered by the ice of air. The persisting air molecules
are absorbed on the sample surface at low temperature and become ice. Therefore,
the dielectric constant of the surface layer is unknown and must be a parameter
in the calculation. In these calculations, we used the dielectric constant of the
iced air of 4.06. The difference of potential distributions between Fig. 16.14c
and d is large. Figure 16.14e is the cross-sectional potential 1 nm upper point
from SiO2 surface between source and drain electrodes. The x axis expresses the
distance from source electrode edge. Dotted line (red) is the potential for the
voltage condition of VconG D 0 V and VswG D �11.38 V, and solid line (black),
VconG D �25 V and VswG D �6.06 V. The difference of the potential distribution
came out near the source edge at the position between 5 and 30 nm, in which
the potential becomes higher when the control-gate bias of VconG D �25 V is
applied (solid line) than the potential with the control-gate bias of VconG D 0 V
(dotted line) and VswG D �11.38 V. Therefore, tunneling barrier near the source
electrode edge becomes wider when the control gate is applied. Then, the tunneling
barrier becomes asymmetric between at the source and drain electrodes. Therefore,
the drain current becomes lower at the applied control-gate voltage because the
tunneling probabilities strongly depend on the symmetricity of the tunneling barriers
[31, 41, 42]. These results of calculation can explain qualitatively the measure
results as shown in Fig. 16.14a, b.

16.3.3 Summary

The wave nature and the particle nature of hole in an SWNT transistor though at
the same drain and sweep-gate bias condition were observed only by adjusting the
control-gate bias. The wave nature of hole corresponds to Fabry–Perot interference
characteristics and the particle nature Coulomb blockade characteristics. Therefore,
the wave nature and the particle nature of hole can be controlled at our will only by
modulating the control-gate bias.
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16.4 The Kondo Effect in the Transition Region Between
the Resonant Tunneling Transistor Operation
and the Single-Electron Transistor Operation

The Kondo temperature changing from 105 to 170 K was demonstrated in the
gate-induced crossover region between the resonant tunneling and single-electron
transistor regions for a CNT-channel Schottky barrier transistor.

16.4.1 Sample Preparations

The schematic structure and scanning electron microscopy (SEM) image of the
sample CNT-channel Schottky transistor are shown in Fig. 16.15a. The CNT-
channel transistor has tunable tunneling barriers of Schottky barriers at the source
and drain contacts, where the distance between source and drain contacts is 73 nm.
Under a low applied gate voltage, the Schottky barrier forms thick depletion layers at
the source and drain electrodes; the depletion layers cause the formation of quantum
well as schematically shown in Fig. 16.15b. When a high gate voltage is applied,
the quantum well with thin tunnel barriers is formed, as shown in Fig. 16.15c. This
device can be operated as both a single-electron transistor and resonant tunneling
transistor by tuning the thickness of the tunneling barriers by means of the applied
gate voltage [22, 23, 29–31].

16.4.2 Experimental and Discussions

Figure 16.16a–d shows the differential conductance as a function of the gate and
drain voltages. The gate bias was changed from 0 to 33 V. In the low-gate-
voltage region, shown in Fig. 16.16a, a series of the rhombus-shaped patterns
surrounded by high-conductance lines (indicated by light gray lines) are clearly
observed. The high-conductance lines and the rhombus patterns are attributed to the
quantum energy levels in the CNT channel and the Coulomb diamond characteristic,
respectively. In addition, the Coulomb diamonds show a regularity of the fourfold
shell filling, in which every fourth Coulomb diamond (marked by open circles)
is larger than the other three Coulomb diamonds (marked by closed circles) [42].
The single-electron transistor characteristics observed in the low applied gate
voltage region, shown in Fig. 16.16a–c, transit to the resonant tunneling transistor
characteristics in the high applied gate voltage region because of thinning of the
tunneling barriers, as shown in Fig. 16.16d [22, 23, 29–31].

Of significance in Fig. 16.16c are the high-conductance regions (marked by
dotted circles) in the small Coulomb diamond characteristic observed at around zero
drain bias; further, at around VD D �25 mV and C25 mV, high-conductance regions
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Fig. 16.15 (a) Schematic structure of carbon nanotube (CNT) Schottky transistor with bird’s-eye
of the device by scanning electron microscopy (SEM). (b). Schematic of band diagram with image
of thick tunneling barriers under single-electron transistor characteristic conditions due to low
applied gate voltage. (c). Schematic of band diagram with image of thin tunneling barriers under
resonant tunneling transistor characteristic conditions due to high applied gate voltage

(marked by dashed circles) were observed in the large Coulomb diamond charac-
teristics for gate voltages ranging from VG D 10 V to 28 V. These high-conductance
regions are attributed to the Kondo resonance effect. In the four-electron-shell filling
system, the Kondo resonance effect appears at spin quantum numbers S D 1/2 and
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Fig. 16.16 (a)–(d) Differential conductance of the device as a function of the gate and drain
voltages. The drain voltage VD is applied in the range of VD D �63 mV to C63 mV. The gate
voltage VG is applied separately over four ranges of VG D 0–10 V, VG D 10–20 V, VG D 20–30 V,
and VG D 30 V–33.5 V. The small Coulomb diamonds are marked by close circles, and the large
Coulomb diamonds are marked by open circles

1 [32–38]. In the sequence of three small Coulomb diamonds marked by the three
dotted circles, i.e., from VG D 24 V to VG D 27 V, the spin quantum number changes
to S D 1/2, 1, and 1/2 in that sequence. In the large Coulomb diamonds marked by
dashed circles, i.e., VG D 23 V and 28 V, the spin number becomes S D 0 at zero
drain bias. However, the spin quantum number shifts to S D 1 at VD D �25 mV and
C25 mV in order to lower the energy in the quantum well, and Kondo resonance
appears not at zero drain bias but at VD D �25 mV and C25 mV, as indicated by the
dashed circles in Fig. 16.16c [43]. This is the first reported demonstration of Kondo
resonance observed only at the transition from the Coulomb-blockaded region to the
resonant tunneling region in CNT.

The enlarged plot of the Kondo peaks obtained at the gate voltage ranges of
VG D 14 V to 18 V and VG D 23.7 V to 27.7 V in Fig. 16.16 are shown in Figs. 16.17
and 16.18 with the contour lines, respectively. Figures 16.17a and 16.18a show the
cross-sectional plots at the B–B0 line (solid line) at around zero drain bias and the C–
C0 line (dotted line) at a finite drain bias in Figs. 16.17b and 16.18b. Figures 16.17c
and 16.18c show the cross-sectional plots at the A–A0 line shown in Figs. 16.17b
and 16.18b. In Fig. 16.17b, c, the Kondo peaks are observed at around zero drain
bias and gate bias voltages of VG D 15 V, 16 V, and 17 V. In Fig. 16.18b, c, the
Kondo peaks are observed at around zero drain bias and VG D 24.5 V, 25.5 V, and
26.5 V. In Figs. 16.17a and 16.18a, the differential conductance becomes higher at
the Coulomb oscillation valleys for the B–B0 lines when compared with those for the
C–C0 lines. This indicates that the conductance at zero drain bias is higher than that
at finite drain bias, though this conductance is in the Coulomb-blockaded region,
i.e., this conductance value is the Kondo peak. Upon comparing Figs. 16.17a–c
and 16.18a–c, it is observed that the Kondo peaks become larger and wider along
the drain voltage axis with increasing gate bias. The full width at half maximum
(FWHM) of the Kondo peak is 8.2 mV at VG D 16 V in Fig. 16.17c, and it is 10.9 mV
at VG D 26.5 V in Fig. 16.18c.
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Fig. 16.17 (a) Cross-sectional plots at the B–B0 line (solid line) at around zero drain bias and C–
C0 line (dotted line) at finite drain bias in (b). (b) Enlarged plot of Fig. 16.16b with contour lines
at VD D �40 mV to C35 mV and VG D 14 –18 V. (c) Cross-sectional plot at the A–A0 line in (b)

Fig. 16.18 (a) Cross-sectional plots at the B–B0 line (solid line) at around zero drain bias and C–
C0 line (dotted line) at finite drain bias in (b). (b) Enlarged plot of Fig. 16.16c with contour lines at
VD D �40 mV to C35 mV and VG D 23.7–27.7 V. (c) Cross-sectional plot at the A–A0 line in (b)

The Kondo temperature TK corresponds to the binding energy between the
isolated electron in the CNT and the electrons in the electrodes via spin [2, 44].
The Kondo temperature can be roughly estimated from the FWHM of the Kondo
resonance peak, i.e., the FWHM can be set as equal to kBTK/e, where kB represents
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Fig. 16.19 Full width at half maximum of Kondo peaks (left axis) and estimated Kondo
temperature (right axis) as function of applied gate voltage. The blue triangles represent the plot
due to the triplet state. The peaks marked by closed circles indicate the Coulomb oscillation peaks.
The valleys marked by open circles indicate the midpoint of the Coulomb oscillation peaks. The
pink dot line is the calculated Kondo temperature, where the Fermi level was set at the center of
quantum energy levels

the Boltzmann’s constant and e denotes the elementary charge; the dephasing effect
is ignored in this calculation [2, 44]. Figure 16.19 shows the FWHM (left axis)
and the estimated Kondo temperature (right axis) as a function of the applied
gate voltage. Here, the triangle-shaped plots represent the triplet state of the large
Coulomb characteristics at VD D 25 mV. The Kondo temperature shows a large
dependence on the applied gate voltage [2, 45]. Figure 16.19 shows two important
features. The first feature is the oscillation characteristic. The Kondo temperature
shows a local maximum value at the edge of the Coulomb diamond (marked by
closed circles) and a local minimum at the midpoint of the Coulomb diamond (as
marked by open circles) [2, 45]. This is because the distance between the Fermi
level and the quantum energy levels is one of the factors that determine the Kondo
temperature. When this distance reaches a maximum, the Fermi level is at the center
between the upper and lower quantum energy levels, i.e., at the midpoint of the
Coulomb diamond, and the Kondo temperature reaches the local minimum value
[2, 45]. When the Fermi level is close to the quantum energy levels, i.e., at the edge
of the Coulomb diamond, the Kondo temperature reaches the local maximum value.
Thus, the oscillation characteristics of the Kondo temperature could be observed
along with variation in the gate bias, as shown in Fig. 16.19. In Fig. 16.19, the pink
dot line is the calculated Kondo temperature, where the Fermi level was set at the
center of quantum energy levels [46]. The calculated Kondo temperature is well
fitted to the experimentally obtained Kondo temperature at the local minimum.
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The second point of discussion in the figure is that the local minimum values of
the Kondo temperature (marked by the open circles) increase with increasing gate
voltage. The tunneling probabilities of the barriers are also a factor that determines
the Kondo temperature [45]. When the depletion layers formed by the Schottky
barriers at the source and drain contacts become thinner with increasing applied gate
voltage, the tunneling probabilities increase, and consequently, the spin correlation
between the isolated electron in the CNT and the electrons in the electrodes grows
stronger. Therefore, the local minimum of the Kondo temperature increases with
increasing gate voltage [2, 45]. Therefore, Fig. 16.19 also reveals that the increase
in Kondo temperature can be attributed to not only the energy distance between
the Fermi level and quantum energy levels but also to the tunneling probabilities
that confine the electron. This is the first reported demonstration of the Kondo
temperature being modulated by variation of the barrier thickness. In our study,
a large Kondo temperature range from TK D 105 K to 170 K was realized by
modulating the applied gate voltage at 6.2 K; this corresponds to an increase of
162 % in the Kondo temperature.

In order to realize the Kondo state, there must be sufficient correlation of the
electrons in the CNT and those in the electrodes in terms of spin, and the electron
in the CNT must also be sufficiently isolated from the many electrons in the
electrode [2, 43–45]. In our fabricated device, the isolation of the electron in the
CNT is achieved by the presence of Schottky barriers at the source and drain
contacts. Because of low carrier density in the CNT, potential energy modulation
becomes possible over a wide range via modulation of the gate bias. When the
applied gate voltage is low, the Schottky barriers are thick (as schematically shown
in Fig. 16.15b), and the electron in the CNT is completely isolated and has
poor correlation with the electrons in the electrode in terms of spin. Therefore,
the Kondo peaks cannot be observed at gate voltages less than VG D 10 V, as
observed in Fig. 16.16a. When the Schottky barriers become thinner with increasing
gate voltage, the isolated electron in the CNT has sufficient correlation with the
electrons in the electrodes to attain the Kondo state. Consequently, Kondo peaks are
observed at the gate voltage range between VG D 10 V and VG D 28 V, as shown
in Fig. 16.17b, c. When the Schottky barriers become too thin (Fig. 16.1c), thereby
corresponding to gate voltages larger than VG D 28 V (Fig. 16.17d), the electron in
the CNT cannot be sufficiently isolated from the electrons in the electrode, and the
Kondo state cannot be realized.

16.4.3 Summary

In summary, our study is the first to demonstrate that the Kondo temperature can
be modulated by the varying the barrier thickness. Our study is also the first to
demonstrate that Kondo resonance phenomena can be observed only at the transition
region between the Coulomb blockade characteristic and the resonant tunneling
characteristic regions in a CNT-channel Schottky barrier transistor. The transition
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of the characteristics was realized via control of the tunneling barrier thickness by
varying the applied gate voltage. The Kondo temperature was tuned by varying two
factors. One factor is the distance between the Kondo resonance energy level and
the quantum energy levels; however, this distance can be modulated only in the
range of the quantum energy separation, i.e., several tens of millivolts. This limits
the range of the Kondo temperature tuning. On the other hand, modification of the
tunneling barrier thicknesses can tune the Kondo temperature over a wide range
from TK D 105 K to 170 K; this range corresponds an increase of 162 %.

16.5 Summary of the Chapter

The durability of the electron in the CNT has been used for the device operation
as described above. The tunneling barriers consist of the Schottky barriers easily
modulated by the applied gate voltage. Therefore, the tunability of the tunneling
probabilities, i.e., the localization of the wave function of the electron confined
in the CNT quantum dot, has been easily realized in the CNT quantum device as
shown above. This feature is originated in the dilution of numbers on charges in the
CNT. This is one of most important features in the one-dimensional semiconductor
materials, even as other features, e.g., the Von Hove singularity and the suppression
of the back scatterings.
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Chapter 17
Quantum-Dot Devices with Carbon Nanotubes

Koji Ishibashi

Abstract Carbon nanotubes (CNTs) are attractive building blocks for quantum dots
because of their extremely small diameters. In this chapter, typical behaviors of the
carbon nanotube quantum dots and their artificial atom features are discussed. Then,
some applications to the quantum-dot devices are presented. Some challenges on the
necessary technologies toward integrated quantum-dot devices are also described.

Keywords Quantum dot • Single-electron device • Coulomb blockade • Artifi-
cial atom

17.1 Introduction

A quantum dot is a structure where electrons are confined in three dimensions
and has been studied for functional device applications as well as for exploring
interesting physics in nanoscale. The spacing between confined discrete energy
levels (�E) is a important energy scale associated with the quantum dot, which
becomes large as the size of the quantum dot becomes small. In the surface-gated
quantum dots formed at an interface between the GaAs/AlGaAs heterostructures,
which have been widely used to study transport physics [1], a size of the dot is in a
range of submicron. This is limited by the resolution of electron beam lithography,
and the corresponding level spacing is of the order of �0.1 meV. Another important
energy scale associated with the quantum dot is a charging energy of single electrons
(Ec D e2/C†: e is an elementary charge and C† is a self-capacitance of the dot). It is
of the order of �1 meV for the lithographically defined quantum dots. With those
energy scales, quantum confinement effects and single-electron effects are usually
observable below 1 K. Therefore, it is natural to use carbon nanotubes as building
blocks of the extremely small quantum dot to realize larger quantum effects and
higher temperature operation of quantum-dot devices.
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Besides the interesting electronic properties and device applications, which
are described in this chapter, the carbon nanotubes may have interesting optical
properties as well because of the expected large exciton energy that arises from
the one-dimensional nature of single-walled carbon nanotubes (SWCNTs) [2, 3].
Excitons in the quantum dot could have larger oscillator strength, compared with
bulk excitons, which can be applied for their coherent manipulation [4, 5] and
a single photon source [6], as have been intensively studied in self-assembled
semiconductor quantum dots. The bandgap of the semiconducting nanotubes lies
in the optical communication wavelength [7], which is of practical importance for
light emission sources.

The quantum dot could be applied for various functional devices [8]. It has been
already applied for lasers with self-assembled semiconductor quantum dots, but
there are many other possible applications. The Coulomb blockade in the quantum
dot can be used for single-electron devices, which include a current standard with a
turnstile [9] and a pump [10], single-electron logic [11] and memory devices [12],
and logic devices with new architectures such as the quantum-dot cellular automata
[13]. These single-electron devices only need the Coulomb blockade effect, so the
smaller structures produce better performance. The operation of those devices has
been demonstrated at low temperatures, typically below 1 K, with the surface-gated
GaAs/AlGaAs quantum dots and the metallic dots (Al/AlOx). The techniques used
are flexible to fabricate the device structures by using electron beam lithography,
but the size of the structures is limited and, correspondingly, the possible operation
temperature is limited. With a SWCNT quantum dot, a room temperature operation
has been demonstrated with artificially formed tunnel barriers [14].

Another possible application of the quantum dot would be the quantum comput-
ing devices that require the quantum coherence as well [15]. To use electron spins as
quantum media for computation (spin qubit) would be advantageous because of the
long coherence time. The spin qubit has already been demonstrated with the surface-
gated GaAs/AlGaAs [16], but it has been found that the nuclear spins of the host
atoms (Ga, As) could be a major decoherence source [17]. In this regard, quantum
dots with group IV materials are preferred because of the natural abundance of the
zero-nuclear spin atoms [18, 19]. Carbon nanotubes could also be a good candidate
for this, but a spin–orbit interaction (SOI) would be an issue to be made clear, which
can cause dicoherence source. The atomic SOI is known to be small in carbon atoms,
but the SOI in the carbon nanotube is predicted in relation to the curvature effects
[20, 21] and was experimentally demonstrated in the ultraclean SWCNTs [22, 23].

Despite the expected advantages of the carbon nanotubes for the quantum-
dot devices, the experimental demonstration has been limited, mainly because the
device fabrication processes suitable for the nanotubes have not been developed yet.
In most cases, the quantum dot is formed simply by depositing metallic contact
on top of individual carbon nanotubes. This method is not flexible to fabricate
integrated quantum-dot devices and circuits. Another issue is low reproducibility
or yield to realize designed structures and behaviors as quantum dots. The problems
would be a quality of the grown nanotubes and its degradation during the device
fabrication processes. Besides, technologies, such as a separation or selected growth
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of the metallic or semiconducting nanotubes, aligned growth on a substrate, and
the reliable tunnel barrier formation, have to be developed. Various attempts and
techniques have been tested, but still further study is needed.

In this chapter, we start with the basic transport properties of the quantum dots
with discrimination between “classical” and “quantum” dots which are usually
used without clear definition. Then, unique features of the SWCNT quantum
dot as an artificial atom are described for the metallic SWCNT, and electron–
hole symmetries observed in the semiconducting SWCNT are described. Some
efforts toward quantum-dot-based integrated devices and circuits are described,
which includes a local tunnel barrier formation technique and an aligned nanotube
formation technique. Quantum-dot-based devices, such as double-quantum dots,
single-electron logic devices, and quantum THz detection, demonstrated with car-
bon nanotubes, are described. Finally, conclusions are made with future challenges
and perspectives.

17.2 Quantum Dot and Artificial Atom

17.2.1 Coulomb Blockade and Single-Electron Transistor

The Coulomb blockade effect plays an essential role in the transport through
the quantum dot [24]. In the simplest case, the Coulomb blockade appears in
the current-biased single tunnel junction. Electron tunneling is blocked when the
voltage of the junction is smaller than e/2C and is allowed when it is larger than that,
where e is an elementary charge and C the capacitance of the junction. To suppress
thermal fluctuations of charges on the capacitor, the charging energy (Ec D e2/C)
should be much larger than kBT, where kB is the Boltzmann’s constant, and to
suppress quantum fluctuations, the tunnel resistance of the junction should be much
larger than the quantum resistance (Rq � h/e2, where h is the Planck’s constant).
In the current-biased single junction, the voltage of the junction should oscillate in
time. But it is experimentally very difficult to observe because the junction is easily
voltage biased in many experimental situations, which hinders the effect.

The two tunnel junctions connected in series, a single-electron transistor (SET)
configuration where the dot is connected with a gate voltage (Fig. 17.1a), can make
use of the Coulomb blockade effects even when the junctions are voltage biased.
The charge fluctuations in each capacitor are possible as far as the sum of voltages
at each capacitor is equal to the applied source–drain voltage (Vsd). The operation
of the single-electron transistor is characterized by the charge stability diagram,
commonly called Coulomb diamonds, which shows the conductance as functions of
the gate voltage (Vg) and source–drain voltage, Vsd (Fig. 17.1b). It is obtained based
on the classical electrostatic energy arguments, so this does not include any quantum
effect of discrete energy levels. The simple model is a good approximation for the
classical dot, where �E 	 kBT. For the quantum dot, where �E � kBT, the diagram
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Fig. 17.1 (a) Equivalent
model of the single-electron
transistor. (b) Current or
conductance as functions of
the source–drain voltage (Vsd)
and the gate voltage (Vg). In
the diamond-shaped shaded
regions, a current is blocked
(Coulomb blockade). The plot
is called Coulomb diamonds.
(c) Current as a function of
the gate voltage for the small
Vsd. The oscillations are
called Coulomb oscillations

and Coulomb oscillations are modified, as described in the next section. The dots
fabricated with the carbon nanotubes usually behave as the quantum dot. In the
diamond-like regions which lie periodically along the gate voltage, the conductance
is zero, meaning the current is blocked (Coulomb blockade). So, the number of
electrons is fixed. An important feature of the SET is that the number of electrons
in the adjacent diamonds differs exactly by one. In a linear response regime, where
Vsd is small, the current flows at gate voltages where two adjacent diamonds meet,
as shown in Fig. 17.1c, and the current flows periodically as a function of the gate
voltage (Coulomb oscillations).

Figure 17.2 shows (a) the Coulomb diamonds and (b) the Coulomb oscillations
of the classical SET fabricated with a Si nanowire (NW) [25]. The Si-NW dots
tend to be classical because of the relatively large diameter for the present NW
(�70 nm) and a heavier effective mass compared with those of GaAs and InAs. The
periodic and similarly sized diamonds lie along the gate voltage, a typical behavior
of the classical dot. Another characteristic behavior of the classical dot is a similar
height of each Coulomb oscillation peak. This is because a lot of energy levels
come into the bias window set by Vsd and the couplings between each level and the
source–drain electrode are averaged out, independent of the number of electrons in
the dot. This leads to the similar current peak height of each Coulomb oscillation.
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Fig. 17.2 Coulomb diamonds (upper) and Coulomb oscillations (lower) for the Si nanowire SET
[25]

This behavior should be contrasted with the quantum dot, where the peak height of
each Coulomb oscillation varies very much, depending on the number of electrons
in the dot. This is because one or few levels come into the bias window to flow
current.

17.2.2 Quantum Dot and Artificial Atom (Metallic Tubes)

The arguments in the previous section are for the classical dots. In the quantum dots
where the level spacing due to confinement cannot be ignored, the SET behaviors
need to be modified [26]. In this case, the Coulomb oscillations are no longer
periodic and should be Ec C �E. In the simplest case, only with a twofold spin
degeneracy in the confined levels, the Coulomb oscillations have a two-electron
periodicity, as shown in Fig. 17.3, where the larger diamond or the larger period is
indicated by the circle [27].

This effect is called the even–odd effect. When the number of electrons in the
dot is odd, the next electron sits on the topmost level of the confined states with the
opposite spin direction to the other electron. In this case, the addition energy is Ec.
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Fig. 17.3 Coulomb
diamonds (upper) and
Coulomb oscillations in the
two-electron periodicity
regime. The circles show the
larger diamonds [27]

Fig. 17.4 Coulomb
diamonds (upper) and
Coulomb oscillations in the
four-electron periodicity
regime. The circles show the
larger diamonds [27]

When the number of electrons is even, the next electron sits on the upper level by
�E from the occupied topmost level. In this case, the addition energy is Ec C �E.
For this simple shell filling to occur and to be observable, (1) each level has to
have only twofold spin degeneracy without other degeneracies; (2) �E should be
larger than other energy scales associated with electron–electron interactions, the
on-site Coulomb interaction energy (U), and the exchange interaction energy (J);
and (3) Ec � �E. In the present sample, Ec � 9 meV and �E � 3 meV. In practice,
the effect has been observed in very small quantum dots as well as the SWCNT
quantum dots [28, 29].

In the ideal cases, the Coulomb oscillations should show a four-electron peri-
odicity for the SWCNT quantum dot because there is a twofold degeneracy of
the orbital states in addition to the twofold spin degeneracy [30]. Figure 17.4
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Fig. 17.5 Shell filling in
magnetic fields at 40 mK. (a)
Evolution of Coulomb peak.
(b) Shell filling scheme in (I)
low, (II) intermediate, and
(III) high magnetic fields.
�Ez is the Zeeman energy
and ı is the energy mismatch
in the A and B bands. (1)–(4)
indicate the order of electrons
filling in the dot [32]

shows Coulomb diamonds and Coulomb oscillations that show the four-electron
periodicity. In every four electron, there appears the larger diamonds and the larger
peak distance between the adjacent peaks, as indicated by the circle. In general, the
twofold degeneracy of the orbital states is easily lifted by various imperfections of
the nanotube. Even in the sample shown in Fig. 17.4, the two states that should be
degenerated may have a small energy difference (ı). When ı � �E, the two-electron
periodicity should be observed rather than the four-electron periodicity [31].

The four-electron shell filling scheme can be understood by investigating an
evolution of each Coulomb peak position as a function of magnetic fields [32].
Figure 17.5a shows the result of the peak evolution in the four-electron periodicity
regime. The magnetic field range can be divided into three regions that have a
different shell filling. Basically, a direction the peak moves in determines the
spin direction, from which the shell filling is evaluated. There is an energy level
mismatch due to the lifted degeneracy of the orbital states, which is denoted by ı,
and each level is Zeeman-split in the magnetic field (�Ez). The shell filling scheme
is indicated in Fig. 17.5b in the three magnetic field ranges. In the region (II), a
spin–flip of the second electron occurs during the gate sweep. This is because each
level is shifting at a different rate with the gate voltage sweep [33], and Hund’s rule
is playing a central role to determine the shell filling [34].

An energy spectrum of the quantum dot or artificial atom can be investigated by
measuring a Coulomb peak with a large bias voltage (Vsd > �E) [32]. Whenever
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Fig. 17.6 Energy spectrum
in magnetic fields for (a) one
electron and (c) two electrons
in the dot. T D 40mK (b) and
(d) show the process that
produces each line for one
electron and two electrons in
the dot, respectively. Each
line appears when the
electron indicated by the red
arrow (this indicates the spin
direction) enters into the dot
[32]

a new level comes in or out of the bias window during a gate sweep, a current
changes in a Coulomb peak and they are made clearer by differentiating the current
with respect to the gate voltage. Figure 17.6 shows such plots as a function of the
magnetic field for the peaks that occur when the number of electrons in a shell
changes between 0 and 1 (a and b) and between 1 and 2 (c and d). The energy
spectrum in the former case is simple (Fig. 17.6a). There are two confined states
that split into two due to the Zeeman effect with increasing magnetic field. Lines
indicated by a, b, c, and d correspond to the situations shown in Fig. 17.6b. The
latter is a bit complicated because quantum states in this situation are those of
a two-electron system, where the singlet and triplet states are the possible two-
electron states. The lines f and g correspond to the triplet states, while the line
h corresponds to the singlet state, and there exists an energy difference at B D 0
between the triplet states (lines f and g) and the singlet state, which corresponds to
the exchange interaction energy (J).
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The single-walled carbon nanotubes provide a simple model of an artificial atom
with a one-dimensional hard-wall potential. This is an advantage over quantum dots
with complicated shell structures and quantum dots without the shell structures in
terms of determination of the spin configurations, which is good for the spin qubit.
For example, in the even–odd regime, the spin qubit is realized when the number
of electrons is odd. The electron–electron interaction effects are relatively small for
the shell filling in the SWCNT quantum dot because �E is larger than other energy
scales associated with the effects [32].

17.2.3 Quantum Dots with Semiconducting Tubes

An interesting characteristic of the semiconducting carbon nanotubes would be
the ambipolar behaviors. In the semiconducting SWCNTs, as shown in Fig. 17.7a,
the current decreases and stays constant and increases again as a gate voltage is
increased from a large negative value [35]. The region where a current decreases
with the gate voltage corresponds to a p-type carrier transport regime, and the region
where it increases corresponds to an n-type carrier transport regime. In between

Fig. 17.7 Symmetric transport characteristics of an individual semiconducting SWCNT. (a)
Ambipolar characteristic of the current as a function of a gate voltage. (b) Conductance as a
function of Vsd and Vg the Coulomb diamonds. (c) Enlarged diamonds around zero electrons. The
right diamond corresponds to one electron (1e) in the dot, while the left diamond corresponds to
one hole (1h) in the dot (Figures taken from [35])
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the two regions, the current does not flow because the Fermi level in the nanotube
locates in a bandgap [36]. The Coulomb diamonds for the ambipolar quantum dots
show symmetric diamonds in the electron and hole transport regimes (Fig. 17.7b,c).
This is because of the symmetric energy dispersion for holes and electrons in
the carbon nanotube, which should be contrasted with semiconductors where the
dispersion for electrons in a conduction band and holes in a valence band is different.

In the semiconducting nanotubes with metallic contacts, carriers are injected
from the contact through the Schottky barriers formed between the nanotube
and the contact. The carrier type should be determined by the work function
difference between the metal and the nanotube [36]. In practice, however, p-type
behaviors are widely observed when the samples are fabricated and measured
in air mainly because of absorbed molecules at the junction such as water or
oxygen. Figure 17.8 shows the single-electron transport behaviors of the p-type
semiconductor quantum dot [37]. An important feature here is that the single-dot
behaviors with periodic Coulomb oscillations are observed when the gate voltage
is small (�2 V) (Fig. 17.8b,c), but the multi-dot behaviors with irregular peak
spacings (stochastic Coulomb blockade [38, 39]) are observed as the gate voltage
is further increased, and finally, the current becomes totally zero, meaning that

Fig. 17.8 Quantum-dot
behaviors in the p-type
semiconducting SWCNT. (a)
Coulomb oscillations in a
small gate voltage range
(�1 V), (b) Coulomb
diamonds, and (c) Coulomb
oscillations. In this range, the
sample behaves as a
single-quantum dot [37]
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holes are completely depleted (Fig. 17.8a). The multi-dot behaviors observed before
the carriers are depleted occurs because of the multi-tunnel barrier formation due
to possible potential fluctuations. The multi-dot behaviors appear to be observed
more frequently in the semiconducting nanotubes rather than in the metallic
nanotubes, possibly because the semiconducting nanotubes are much more sensitive
to disorders coming from impurities and defects, etc. [40, 41].

17.3 Fabrication Process

In an early stage to study the transport properties of individual carbon nanotubes,
nanotubes were first randomly dispersed on a substrate and electrical contacts
to flow a current and gates were formed to the specific nanotubes dispersed on
the substrate by using a standard mark alignment technique in electron beam
lithography [42]. The quantum dots are formed simply by depositing metallic
contacts on top of the nanotube. Or nanotubes were dispersed on a substrate
on which electrical contacts were preformed [43]. The Schottky barriers formed
at an interface between the SWCNT and a metal worked as tunnel barriers for
the SET. To fabricate integrated SET circuits with many SETs, it is necessary
to develop a technique to form the tunnel barrier at desired positions. Another
important technique to develop is to align nanotubes in a controlled manner,
instead of the random distribution on the substrate. To meet these requirements,
we have developed (1) a technique to form the tunnel barriers by local Ar ion beam
irradiation and (2) a technique to grow aligned nanotubes and subsequent transfer
to a suitable substrate for device fabrication.

17.3.1 Tunnel Barrier Formation

Figure 17.9a shows the fabrication process of the SET in a multi-walled carbon
nanotube (MWCNT), and a SEM image of the fabricated SET is shown in Fig. 17.9b
where the crosses indicate the irradiated region [44]. An advantage to use MWCNTs
would be that the ohmic contacts are easily formed because of the larger diameter
of the nanotube. In typical conditions to form the tunnel barrier, an acceleration
voltage of 300 V and a dose of 10 mC/cm2 were used. The mechanism of the tunnel
barrier formation due to the ion bombardment is the sputtering of host carbon atoms,
which was confirmed by the height measurements of the irradiated MWCNTs with
an atomic force microscope (AFM) [44].

Figure 17.10 shows (a) the Coulomb oscillations and the (b) Coulomb diamonds
of a fabricated sample. The data appear to show the single-dot behaviors with an
indication of the excited states. The charging energy of the dot is about 17 meV
(�200 K). Correspondingly, the Coulomb oscillations are clearly observable up
to �50 K. But the sample showed multi-dot behaviors in the mK temperatures,
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Fig. 17.9 (a) Schematic
picture of the local ion beam
irradiation technique to
fabricate the SET. (b) SEM
image of the fabricated SET
in a MWCNT. The cross (x)
mark shows an approximate
position where the tunnel
barrier should be formed by
the ion beam irradiation [44]

suggesting that unwanted tunnel barriers were also formed, which became important
only at low temperatures and not at higher temperatures possibly due to a small
barrier height.

This technique can be applied also for the SWCNTs with reduced acceleration
energy and dose [45]. Figure 17.11 shows Coulomb oscillations of one of the
SETs fabricated with the method: (a) in low temperatures (below 20 K) and (b)
in high temperatures (above 80 K). The acceleration voltage and the dose used were
100 V and 100 �C/cm2, respectively, to form the tunnel barriers. When the similar
conditions for the MWCNT were used, the SWCNT disappeared completely by
sputtering. The quantum-dot behaviors are similar with those of the MWCNT except
the temperature range. At low temperatures (Fig. 17.11a), the Coulomb oscillations
are aperiodic, suggesting the formation of multi-dots (unwanted tunnel barriers),
while they are periodic at high temperatures (Fig. 17.11b). The energy scale for the
tunnel barriers is several tens of Kelvin in the SWCNT and is compared with �1 K
for the MWCNT, which makes the difference in temperature-dependent behaviors
between the SWCNT and MWCNT quantum dots. We have to admit the technique
applied for the SWCNT is less reproducible and less reliable than for the MWCNT.
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Fig. 17.10 SET behaviors of
the fabricated SET in a
MWCNT with the local ion
beam irradiation technique.
(a) Coulomb oscillations at
various temperatures and (b)
Coulomb diamonds at the
lowest temperature (10 K)
[44]

Fig. 17.11 SET behaviors of the fabricated SET in a SWCNT with the local ion beam irradiation
technique. Coulomb oscillations (a) at low temperatures and (b) at high temperatures [45]
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17.3.2 Aligned Nanotubes

To align nanotubes on a substrate is important to fabricate nanotube-based integrated
circuits. One of the promising techniques is a combination of the aligned SWCNT
growth on a single crystalline substrate and a subsequent transfer to another
substrate suitable for device fabrication [46, 47]. In our process [48], first, aligned
SWCNTs were grown on the quartz substrate by a standard chemical vapor
deposition (CVD) technique with CH4 and ferritin particles as catalysts which
were patterned. The quartz substrate was cut from a single-crystal ST-cut wafer.
With appropriate growth conditions, aligned SWCNTs were grown with a suitable
density for device fabrication. The aligned SWCNTs on the quartz substrate were
transferred to the SiO2/Si substrate, as shown in Fig. 17.12a–d. The capacitively
coupled quantum dots described in the following section were fabricated by
following the process to form electrical contacts and gates to two adjacent SWCNTs
(Fig. 17.12e–g).

Fig. 17.12 Transfer printing technique sequence (a–g) to fabricate two SETs in the aligned
SWCNTs [48]
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Fig. 17.13 (a) Raman spectrum of the SWCNTs before and after the transfer process. (b)
Coulomb oscillations with a 4-electron periodicity for the SET fabricated by the transferred
SWCNT. (c) Coulomb diamonds (Current is plotted instead of conductance)

The above transfer technique uses mechanical process to push the grown nan-
otubes to another substrate, which may induce damages in the grown SWCNTs. But
we have not found any indication of serious damages. Figure 17.13a shows a Raman
spectrum of the grown SWCNTs before (as grown) and after the transfer process.
They are almost similar. Besides, we could observe the Coulomb oscillations with
the four-electron periodicity, as shown in Fig. 17.13b, c.

17.4 Quantum-Dot Devices

17.4.1 Double-Quantum Dots

Double-quantum dots are a simple extension of the single-quantum dot but can
be applied for various functional devices. The two dots are coupled with a tunnel
barrier and the potential of each dot can be controlled by the gates attached to each
dot (Fig. 17.14a). Figure 17.14b shows a charge stability diagram of the double-
quantum dots [10], which corresponds to the Coulomb diamonds in Fig. 17.1b for
the single-quantum dot. The states of the double-quantum dot are defined by excess
charges in the left and right dots, like (m, n), while the states of the single-quantum
dot are defined by an excess charge in the dot, like (m). A current flows at the triple
points indicated by A and B, where three different charge states are degenerated.

In an early attempt to realize the double-quantum dot with a SWCNT, a narrow
SiO2 layer (�100 nm) was deposited on the SWCNT between the source and drain
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Fig. 17.14 (a) Equivalent
circuit of the double
(coupled) quantum dots. (b)
Charge stability diagram of
the double dots for the small
Vsd. The diagram shows the
characteristic honeycomb
patterns for double dots

contacts (S and D) to divide the SWCNT into two dots (Fig. 17.15a, b) [49]. The two
gates, indicated by G, are placed near each dot hoping that each gate would control
a potential in each dot independently (but it failed as described later). The bottom
panels in Fig. 17.15 show the current–voltage curves with one of the two gates
changed with a small step and with the other grounded. Before the SiO2 layer was
deposited, the sample showed the single-dot behaviors with the periodic Coulomb
diamonds as the gate voltage was changed (Fig. 17.15 left). The formation of the
double-quantum dot can be suggested in Fig. 17.15 (right) by the irregular Coulomb
diamonds due to the stochastic Coulomb blockade [38] and the negative differential
conductance (NDC) observed around V � �10 mV. The NDC does not occur in the
single-quantum dot with the metallic contacts at the source and drain and is a strong
evidence for the formation of the double-quantum dot. The stochastic Coulomb
blockade occurs in the multi-dots with one gate changed and produces the irregular
diamonds in which a current is suppressed around Vsd � 0 for all the gate voltage
ranges changed [39].

In the structure in Fig. 17.15 (SEM), we could not observe the characteristic
honeycomb patterns in the charge stability diagram that suggested the formation of
the double-quantum dots. This was because each gate did not change the potential
of each dot independently. Looking at the arrangement of the gates and the SWCNT
double dots in Fig. 17.15, we think a gate changes potential in both dots, and each
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Fig. 17.15 SWCNT with contacts before (left) and after (right) a narrow SiO2 layer is deposited.
The same sample was processed and measured. The data shows the current–voltage characteristics
with one gate changed by a small step and with the other gate grounded [49]

gate does not work independently to change the potential in each dot. In more
sophisticated structures shown in Fig. 17.16a, the double dots were defined by the
local top gates and the potential in each dot was also changed by the gate defined on
top of the SWCNT [50]. In the double dots, the coupling strength can be controlled
by tuning the center gate that separates the two dots from the isolated two dots (top),
intermediately coupled double dots (center), and the one dot formed by merging the
two dots into one (bottom), as shown in Fig. 17.16b–d.

One of the important applications of the double dots would be to use the spin
blockade effect to detect the spin state in one dot [51]. This technique is widely used



258 K. Ishibashi

Fig. 17.16 Gate-defined
double dots in a
semiconducting SWCNT. (a)
SEM image of the device
structures. The tunnel barriers
are formed by the “barrier and
middle” gates and a potential
in each dot is changed by the
“plunger” gates. (b)–(d):
charge stability diagram of
the dot when the middle gate
voltage is changed. The
SWCNT is changed from (b)
the isolated double dots to (c)
coupled double dots and (d) a
merged single dot (Figures
taken from [50])

for the readout method of the spin qubit in the quantum dot [52]. The capacitively
coupled double dots without tunneling between them can be used to detect a single
charge [53]. In this case, the double dots can be separated with a distance but can
be coupled by a metal gate that capacitively couples the two dots [53, 54]. In the
device shown in Fig. 17.17a, the two dots separated with a distance of �2 �m are
capacitively coupled through the coupling metal that is formed on top of the dots
with a thin HfOx layer between the SWCNTs and the metal. The idea in the device
is to detect a single electron in one dot with the other dot used as a single-electron
electrometer. Figure 17.17b shows the operation of the device. The dot current (Id1)
and the electrometer current (Id2) were measured simultaneously as a function of
the gate voltage to the dot. As seen in the Fig.17.17b, small current changes in Id2

are observed at the gate voltages where the Coulomb oscillations in the dot current
show the peaks, meaning that the electrometer responds to the change in the number
of electrons in the dot.
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Fig. 17.17 (a) SEM image of the separated dots capacitively coupled by the coupling metal.
(b) Simultaneous measurements of the currents through the dot (SET1, dotted line) and the
electrometer (SET2, solid line) as a function of the gate to the dot (Vg1) [54]

17.4.2 Single-Electron Inverter and XOR

The CMOS-type single-electron inverter is an inverter with two SETs connected
in series, as shown in Fig. 17.18a [11]. The n-MOS and p-MOS transistors in the
CMOS inverter are replaced by SETs with the Coulomb peak of each SET adjusted
out of phase by the gates line attached to each SET (Vs1 and Vs2 in Fig. 17.18a),
and these SETs are used as a complementary switch. The inverter has been also
fabricated by top-down techniques [55, 56], but the advantage to use the carbon
nanotube is that the smaller quantum dots can be fabricated, which is essentially
important for robust and high-temperature operations.

The local Ar ion beam irradiation technique was used to form the tunnel barriers,
and the two SETs were fabricated in a MWCNT, as shown in Fig. 17.19a [57]. The
heavily doped substrate was used for the voltage input. The Coulomb peak of each
SET was adjusted by the gates near the SETs (Vg1 and Vg2) to operate the device
as an inverter (Fig. 17.19b). The output voltage as a function of the input voltage is
shown in Fig. 17.19d. The output is high when the input is low, and it is low when the
input is high, an inverter-like behavior. However, the performance is not satisfactory
as an inverter in terms of the voltage gain and swing. The voltage gain defined as a
slope of the transfer curve in Fig. 17.19d is �0.7 in this device and is smaller than 1.
The small gain in the inverter comes from the small gain of each SET which is given
by Cg/Cs(d), where Cg is the gate capacitance and Cs(d) the capacitance at the source
(drain) [58]. The capacitances are determined by the geometry of the devices, and
in a practical design of the SETs, to realize a large gain is difficult.

The output voltage does not drop to zero when the input is high (small voltage
swing). This is because one of the SETs which should have been in the Coulomb
blockade was not perfectly blocking the current. This is seen in Fig. 17.19c,where
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Fig. 17.18 (a) Equivalent circuit of the CMOS-type SET inverter. (b) Operation conditions for the
adjusted Coulomb peak of each SET

Fig. 17.19 (a) SEM image of the CMOS-type single-electron inverter fabricated in a MWCNT
with the local ion beam irradiation technique. (b) Adjusted Coulomb peak of each SET. (c) Current
through the two SETs. (d) Input–output curve (transfer characteristic) [57]
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the current was measured when the input gate was swept from the low state to the
high state. In the CMOS inverter operation, the current does not flow, except it is
in the transition between the low state and the high state. The similar behavior is
observed in Fig. 17.19c, but the finite current flows in a whole input range.

One of the logic gates that may benefit from the SET is an XOR gate [59].
Using the unique feature of the periodic current oscillation in the SET as a function
of a gate voltage, it can be realized by a single SET with two equivalent input
gates (Fig. 17.20a). The output is the current in the equivalent circuit shown in
Fig. 17.20b. Experimentally, the device can be realized using a SWCNT with the
source–drain contacts and the two similar gates, as shown in Fig. 17.20a [60]. The
operation principle is shown in Fig. 17.20c. The Coulomb peak as a function of one
of the two gates (VinA) is shifted by the other gate (VinB). The Coulomb oscillations
due to the VinA are adjusted such that the center position of the two adjacent peaks
is positioned at VinA D 0 (dotted Coulomb oscillation), which can be done by the
third gate (a substrate can be used, for the simplest case). The application of the
VinB with the value of the VinA, at which the Coulomb oscillation gives a peak, shifts
the peak by a half period (see Fig. 17.20c, solid Coulomb oscillation). Under this
condition, the current flows when one of the VinA and VinB is in the “on” or “1” state.
When both VinA and VinB are in the “1” or “0” (“off”) state, the current does not flow,
showing the XOR operation.

The performances of the device are shown at two different temperatures (1.5 K
and 40 K) in Fig. 17.21a and b, respectively. The important requirement for the good
performance of the XOR gate is to realize a similar Coulomb peak which is shifted
by VinB as the Coulomb peak without the shift (VinB D 0). As seen in the upper panel
of Fig. 17.21a, this condition is almost met at 1.5 K, and a good XOR operation with
enough logic swing is obtained, as seen in the lower panel of Fig. 17.21a. However,
at 40 K, the two peaks are no longer equivalent, and the Coulomb blockade is not
effective anymore. As a result, the XOR operation is not perfect in terms of the logic
swing. But its operation is carried out to some extent even at 40 K with a smaller
logic swing, at which temperature the SET does not show the sufficient Coulomb

Fig. 17.20 (a) SEM image of the single-electron XOR gate device fabricated in a SWCNT.
VinA and VinB are two input voltages. (b) Equivalent circuit of the single-electron XOR gate. (c)
Operation principle. Coulomb peaks with VinB D “1” (solid line) and VinB D “0” (dotted line) [60]
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Fig. 17.21 Operation of the single-electron XOR gate at (a) 1.5 K and (b) 40 K. The top panels
in (a) and (b) show Coulomb peaks with and without the voltage at VinB [60]

blockade. The advantage of fabricating the XOR gate device with the SWCNT may
be that several gates are easily incorporated because of the design flexibility with a
large space around the dot.

17.4.3 Quantum THz Detection

The quantum dots fabricated with SWCNTs have a charging energy for single
electrons (Ec) in a frequency range of THz. With this advantage, the SWCNT
SET can be used to detect THz photons [61, 62]. The photon-assisted tunneling
(PAT), a basic mechanism of quantum detection of electromagnetic waves, has
been demonstrated in a microwave frequency range for the quantum dots formed
by the surface gate technique in the GaAs/AlGaAs 2DEG [63, 64]. Ec for the
dots fabricated by electron beam lithography is typically in the microwave range.
Recently, THz PAT has also been demonstrated in a SET with self-assembled InAs
quantum dots [65].

Figure 17.22a shows a Coulomb peak of the SET with and without various THz
frequencies [62]. As can be seen in the figure, a new peak emerges on the right-
hand side of the main Coulomb peak which shifts away from the main peak as the
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Fig. 17.22 (a) Coulomb peaks with and without THz irradiation with various frequencies. The
arrow shows a newly emerged satellite peak (PAT peak) that appears with THz irradiation. (b)
Distance in energy between the main Coulomb peak and the satellite peak for various THz
frequencies. The distance in the gate voltage is converted by the conversion factor, � D Cg/C†

[62]

Fig. 17.23 Energy diagram of the dot to explain the PAT mechanism. (a) The dot is in the Coulomb
blockade, and (b) it is lifted by the THz photon absorption

THz frequency is increased. The distance between the main peak and the new peak
(satellite peak), converted in energy, increases linearly, as shown in Fig. 17.22b,
and is equal to the irradiated THz frequency. The mechanism of the satellite peaks
is explained by the THz PAT, as shown in Fig. 17.23. An electron residing on the
topmost level in the quantum dot tunnels to the right drain bias window (left Fig.)
by absorbing a THz photon, and the Coulomb blockade is lifted (right Fig.). When
an electron tunnels into the dot from the left source, the process contributes to the
current, and the dot comes back to the Coulomb blockade, an initial condition.
But an electron tunnels from the right drain, the process does not contribute to
the current, and the dot comes back to the Coulomb blockade. The processes are
repeated, while the dot is irradiated with the THz waves.

More satellite peaks may appear, which are associated with the excited states.
Some peaks move as the THz frequency is changed, but some do not, depending on
the process the excited states are involved in [66]. The height of the satellite peaks
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depends on the power of the irradiated THz wave through the Bessel functions. The
THz PAT mechanism is basically the same with the PAT in a microwave frequency
range observed in a superconducting tunnel junction [67]. The mechanism is
explained by the Tien–Gordon model in which photon side bands are formed with a
separation of hf and amplitude which has the Bessel function behaviors [68]. As the
irradiation power is increased, a multiphoton process with absorption and emission
of several photons is also possible as well [64, 65].

Next, we show another mechanism to detect the THz photons [69]. A SWCNT
SET was fabricated on top of the GaAs/AlGaAs 2DEG wafer [70]. In this case, the
THz photons were absorbed by Landau levels formed in the 2DEG in high magnetic
fields, and the SWCNT SET was used as an electrometer to detect local charge
configurations. Figure 17.24 shows Coulomb peaks of the SET in various magnetic
fields under THz irradiation of (a) 1.6 THz and (b) 2.5 THz. In both cases, the peak
moves as the magnetic field is changed and comes back again after it makes the
maximum shift. The magnetic field which gives the maximum shift depends on the
THz frequency, and it was found that the cyclotron resonance condition was met
at the magnetic field where the peak showed the maximum shift. The transitions
between the Landau levels are most frequent at the magnetic field. Therefore, the
reason for the peak shift is a change in the local charge configuration which changes
as the magnetic field is changed, and it is detected by the SET electrometer.

Fig. 17.24 Coulomb peak shifts of the SWCNT SET fabricated on a GaAs/AlGaAs 2DEG wafer
for various magnetic fields with THz irradiation of (a) 1.6 THz and (b) 2.5 THz [70]
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17.5 Conclusions

As shown in this chapter, there are many advantages in using the carbon nanotubes
as a building block of the quantum dot. These come from the large energy scales
associated with the nanotube quantum dots. For the single-electron devices that
make use of the charging effect, the smaller quantum dots should show the better
performance. Various single-electron devices have been proposed, and they could
work at higher temperatures when made with carbon nanotubes. They are also
advantageous for quantum devices that make use of quantum states because of the
larger level spacing between the confined states. They may be also advantageous
for quantum computing devices. Various modifications of the nanotube itself, such
as peapods and chemically modified nanotubes, would be another advantage for
creating new functionalities.

A big challenge for these is to develop reliable, reproducible, and flexible device
fabrication processes. Some attempts are shown in the chapter, but they are not
satisfactory enough for practical use. So far, semiconductor processing techniques
have been applied to the nanotubes to fabricate the devices, but it seems that they
are not completely compatible with carbon nanotubes. Unique processes need to
be developed for further development of the quantum devices based on the carbon
nanotubes.
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Chapter 18
High-Mobility Thin-Film Transistors
for Flexible Electronics Applications

Yutaka Ohno

Abstract Flexible and stretchable electronics are attracting much attention because
of the variety of potential applications from flexible e-papers though wearable
healthcare devices. Among various kinds of electronic materials, carbon nanotube
thin films have advantages in flexibility, stretchability, and performance because
of the excellent electronic and mechanical properties. Low-cost manufacturing
of flexible devices is also possible with good processability of carbon nanotube
films. In this chapter, recent topics and progresses on flexible electronics based
on carbon nanotube thin films are introduced, including high-mobility carbon
nanotube thin-film transistors (TFTs) and integrated circuits (ICs) on a transparent
plastic film, all-carbon ICs demonstrating excellent stretchability and moldability.
The high-speed printing process to fabricate CNT TFTs, which enables low-cost
manufacturing of large-area flexible devices, is also introduced.

Keywords Carbon nanotube • Flexible electronics • Transparent electronics •
Printed electronics • Thin-film transistor • Integrated circuit

18.1 Introduction

Flexible devices made of lightweight flexible plastic are expected to serve as smarter
gadgets for information communication such as electronic papers, cell phones,
and electronic tags. Since polymer materials are mechanically and biologically
compatible with the human body, stretchable smart sensors that can be attached
to the skin have also been proposed. In combination with environmentally friendly
manufacturing processes based on printing technologies, flexible electronics can
be used to produce low-cost disposable devices. With the huge potential market
for flexible electronics, intensive research and development are being widely
conducted in countries around the world. Flexible electronics have taken on a
new reality through the use of organic semiconductor materials, in the form of an
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organic-light-emmiting diode (OLED) display [1] or electronic paper that can be
wrapped around a rod of several millimeters in diameter, and a microprocessor on
plastic film [2].

Flexible devices are constructed by integrating transistors, display elements,
sensors, touch screens, wiring, and so forth on a plastic substrate. Thus, not only
must the materials be flexible, but they must be workable and capable of being
formed on plastic at low temperature. Thin-film transistors (TFTs), which are
relatively easy to produce at low temperature, have been examined for use as active
devices. Conventional TFTs made of amorphous silicon (a-Si) or polysilicon (poly-
Si) are essential for drivers of flat-panel displays, but they require high temperature
and vacuum processes and are difficult to produce on inexpensive plastic film such
as polyethylene terephthalate (PET) with low glass transition temperature. The
latest technology being developed produces TFTs on plastic at low temperature
using an oxide semiconductor and organic semiconductor. However, there is still
no technique that satisfies all of the practical requirements of operating speed,
operating voltage, long-term stability, and productivity, and it is imperative to
develop materials and techniques that strike a balance between performance and
cost.

Research on flexible devices that use single-walled carbon nanotube (CNT)
thin films has been heating up recently because of the high carrier mobility, good
flexibility, and processability [3–5]. For example, medium-scale integrated circuits
such as a 4-bit decoder have been produced by integrating CNT TFTs on a polyimide
film [4]. Intensive efforts have been done to produce an electronic tag via a total
printing system as well as a roll-to-roll process using carbon nanotubes [6]. There
have also been attempts at making on-demand electronic circuits a reality through
ink-jet printing [7].

In this chapter, recent progress on the topic of CNT thin-film devices will be
described, which have garnered attention recently as materials that could enable the
production of high-performance flexible devices at low cost.

18.2 CNT Thin-Film Technology for High-Mobility TFTs

The growth temperature of CNTs is normally much higher than the softening
temperature of plastic substrates, making it impossible to grow CNTs directly on
a plastic substrate. On the other hand, high-performance thin films can be obtained
by a simple solution method [8] or transfer method [5]. These are the two processes
that are primarily used in forming CNT thin films on plastic substrates, i.e., solution
process and transfer process.

In the solution process, CNTs grown by chemical vapor deposition (CVD) and
so on are dispersed in a liquid such as water or organic solvent and formed into a
thin film on a substrate by spin coating or printing. One advantageous feature of the
solution process is that the CNTs targeted for the application, i.e., semiconducting
CNTs or metallic CNTs separated by density gradient ultracentrifugation [9] or gel
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chromatography [10], can be used. One drawback is the degradation of conductivity
that arises in processing. In CNTs grown on a substrate or support material (or
general soot-like CNT materials), the CNTs aggregate into bundles due to van
der Waals forces, and strong ultrasonic treatment is necessary to disperse CNTs
individually in liquid. When treated in this manner, the CNTs are often cut and
shortened. The conductivity and mobility of a CNT thin film are governed by the
contact resistance between CNTs, and when CNTs are shortened, the number of
inter-CNT junctions per unit length increases and performance of the CNT thin
film decreases substantially. Dispersants such as surfactants are added to stabilize
dispersion in liquid, but increased contact resistance between CNTs due to residual
dispersant can also cause performance degradation. Surfactants also have a carrier
doping effect, making it difficult to control threshold voltage of TFTs if they remain
as residue. Under current circumstances, CNT thin-film devices produced using
the solution method often exhibit poorer mobility than would be expected from
the physical properties of the CNTs. For practical use, it is essential to develop
techniques for removing surfactants. In addition, in applications that demand higher
performance, gentler dispersion techniques and techniques for extracting only
long CNTs are required [11]. Formation of uniform CNT thin film with avoiding
aggregation due to surface tension of liquid is also an important issue.

In the transfer method, a CNT thin film is grown on a solid substrate by supported
catalyst CVD or deposited on membrane filter by floating-catalyst CVD, and then
transferred to a plastic substrate [4, 5]. This method can produce a uniform, high-
performance CNT thin film without the problems of CNT shortening and contami-
nation that often occur in the solution process. The transfer technique has fewer pro-
cess steps and can be used in the roll-to-roll method as well. On the other hand, it is
difficult to introduce a semiconductor–metal separation process into this technique.

Figure 18.1a shows the transfer process based on the floating-catalyst CVD
technique for TFT fabrication [5]. In this process, CNTs are continuously grown
by atmospheric-pressure floating-catalyst CVD and collected by a membrane filter
by filtering the aerosol containing CNTs. A uniform CNT film is formed on the
membrane filter. The filter is made of a mixture of cellulose acetate and nitrile
cellulose and dissolves in acetone. Thus, by attaching the filter onto the desired
substrate and immersing in acetone, a CNT thin film can be transferred to the
substrate.

Figure 18.1b is an SEM image of a CNT thin film formed on a Si substrate by
the transfer method based on the floating-catalyst CVD, showing its characteristic
morphology. First, the CNTs have a length of approximately 10 �m and are
relatively linear, and second, Y-junctions are frequently seen at inter-CNT junctions.
As shown in Fig. 18.1c, the contact area between CNTs is larger in a Y-junction
than in an X-junction, and the contact resistance is expected to be lower. In fact, the
detailed measurement of contact resistance by conductive atomic force microscopy
showed the contact resistance of Y-junctions is lower than that of X-junctions [12,
13]. As mentioned above, the mobility of a CNT thin film is governed by contact
resistance between CNTs, and long CNTs and low contact resistance between CNTs
can be expected to contribute to high mobility of the film.
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Fig. 18.1 Formation of CNT thin film for TFT applications based on floating-catalyst CVD and
transfer process. (a) Schematic of growth, filtration, and transfer process. (b) SEM image of CNT
thin film transferred on Si substrate. (c) Schematic of X- and Y-junctions

In the transfer method, however, the semiconductor–metal separation technique
of the solution method cannot be employed, and some metallic CNTs (normally
30 %) are present in the TFT channel. However, if CNT density can be precisely
controlled, it is possible to obtain a thin film that behaves as a semiconductor,
without current paths made only of metallic CNTs being formed [14]. Specifically,
when one-dimensional stick-like CNT is randomly arranged in plane, current paths
are formed and electrical conduction is obtained when a certain density is exceeded.
This density is called the percolation threshold, given by 	th D (4.24/LCNT)2/� ,
where LCNT is CNT length. Approximately two thirds of CNTs grown by con-
ventional methods are semiconducting CNTs and the rest one third are metallic
CNTs. Therefore, when its CNT density is approximately 	th, a CNT thin film
behaves as a semiconductor as shown in Fig. 18.2. When CNT density is increased
to approximately 3	th, the density of metallic CNTs reaches 	th, and current paths
made only of metallic CNTs are formed, resulting in increased off current or cause
of short between the source and drain of TFTs. Therefore, if CNT density can
be precisely controlled, it is possible to obtain CNT thin film that behaves as
semiconductor, even with metallic CNTs in the film. CNT density can be controlled
by the duration of CNT collection on the filter in the case of floating-catalyst CVD.

Transfer and output characteristics of a back-gate CNT TFT fabricated on a pC-Si
substrate having a thermal oxide film (100 nm) by the transfer process are shown in
Fig. 18.3a, b. The channel length and channel width were both 100 �m, which is as
large as printing techniques are able to achieve. The device shows p-type transistor
characteristics with on/off ratio of 6 � 106. Carrier mobility � was estimated to be
634 cm2/Vs by the following formula from characteristics in the linear region:
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Fig. 18.2 Schematics on formation of percolative conduction channels of CNTs. The conduction
property depends on the density of CNTs
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Here, Lch, Wch, and C are channel length, channel width, and capacitance between
gate electrode and CNT thin film, respectively. When the coverage of the CNT
thin film is low as shown in Fig. 18.1b, C is approximately given by the following
formula [15]:

C � 2�"

ƒ0 ln
n

ƒ0

R

sinh.2�tox=ƒ0/

�

o : (18.2)

Here, " and tox are the dielectric constant and oxide thickness, respectively, of the
gate insulating film, and R and ƒ0 are the CNT radius and spacing between CNTs,
respectively. This capacitance is smaller than parallel plate capacitance, "/tox, by a
factor of 18 in the present case and approaches the value of parallel plate capacitance
with an increasing aspect ratio, tox/ƒ0. The rigorous capacitance model expressed by
Formula 18.1 is more suitable for mobility evaluation than parallel plate capacitance
model when the density of CNTs is low.

Figure 18.3c shows a comparison of on/off ratio and mobility of TFTs pro-
duced by the transfer process based on floating-catalyst CVD and various other
TFTs. Mobility and on/off ratio are substantially higher than organic, IGZO
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Fig. 18.3 CNT TFT fabricated on Si substrate by transfer process. (a) Transfer characteristics.
The inset shows schematic device structure. (b) Output characteristics. (c) Mobility and on/off
ratio of various kinds of TFTs

(indium–gallium–zinc–oxide), and amorphous Si TFTs and comparable to those of
poly-Si, but in the transfer method, they are attained by processing at atmospheric
pressure and room temperature.

18.3 CNT Integrated Circuits on Plastic Substrates

The transfer method based on the floating-catalyst CVD is also applicable to
fabrication of devices on plastic substrates [5]. As shown in Fig. 18.4a, CNT
TFTs and various integrated circuits were fabricated on a transparent and flexible
polyethylene naphthalate (PEN) substrate. Figure 18.4b illustrates the structure
of the bottom-gate CNT TFT. Because the glass transition temperature of a PEN
substrate is approximately 150 ıC, the entire process was carried out at 145 ıC or
below. After the gate electrode was formed by photolithography and evaporation
process, an Al2O3 gate insulator with a thickness of 40 nm was formed by low-
temperature atomic layer deposition at 145 ıC. Openings were made in the gate
insulating film by reactive-ion etching, and the source/drain electrode was formed.
After the CNT thin film was transferred, the CNTs outside the channel were etched
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Fig. 18.4 Flexible CNT TFTs and ICs. (a) Photograph. (b) Schematic TFT structure. (c) Transfer
characteristics and gain of inverter

by photolithography and oxygen plasma etching. The channel length and channel
width of the TFT were both 100 �m. Both mobility and on/off ratio of TFTs on a
PEN substrate are comparable to those of TFTs produced on a Si substrate.

The control of the threshold voltage of a TFT is essentially required in order to
construct integrated circuits. Here, threshold voltage was controlled by chemical
doping using F4TCNQ [16], which has high electron affinity so that electrons
(holes) are taken away (doped) from (to) CNTs. Chemical doping was performed by
spin coating after dissolving F4TCNQ in toluene. This technique allows threshold
voltage control by means of F4TCNQ concentration. In the integrated circuits
produced in this work, the inverters consisted of enhancement-mode and gate-
source-shorted depletion-mode TFTs for driver and load TFTs, respectively. The
chemical doping for the load TFT was carried out to determine the logic threshold.
Figure 18.4c shows the transfer characteristics of the inverter. When power supply
voltage was �5 V, voltage gain of 16 was obtained. Matching between input and
output voltages was achieved, this is important to transfer logic level from one to
another in integrated circuits. Additionally, the large eye pattern indicates the large
noise margin for logic operations.

A ring oscillator was used to evaluate the operation speed of the integrated
circuits. Figure 18.5a–c shows a 21-stage ring oscillator fabricated on a PEN
substrate. A total of 44 TFTs were integrated, including an output buffer. The ring
oscillator began oscillating at a power supply voltage of �2 V, and the oscillation
frequency at �4 V was 2.0 kHz. Delay time per gate (� D 1/2Nf ) was 12 �s. Here,
N and f are the number of inverter stages and the oscillation frequency, respectively.
This delay time is longer than current-gain cutoff frequency of the TFT, which is
expected from the carrier mobility, due to the parasitic capacitances attributing to
the overlaps between the gate and source/drain electrodes. The parasitic capacitance
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Fig. 18.5 Flexible CNT ICs. (a)–(c) 21-stage ring oscillator. (d)–(g) D-FF

is about 17 times larger than the capacitance of carbon nanotube channel calculated
from Formula 18.2. Therefore, the operation speed can be improved by reducing the
overlap capacitance.

In addition to basic NOR and NAND logic gates, functional integrated circuits
such as reset–set (RS) flip-flop (FF), delay (D)-FF, etc. were realized. It is known
that any kind of logic circuit can be built as long as NOR and NAND gates with
matched input and output can be produced. Figure 18.5d–g shows a master–slave
D-FF fabricated on a PEN substrate. In principle, there are two types of logic circuit:
combining circuits and sequential circuits. In a combining circuit, the output is
determined only by the present input. In a sequential circuit, on the other hand,
the output is determined not only by the present input but also by input history. In
short, a sequential circuit has a data storage or memory function. A D-FF is a type of
sequential circuit and having two stable states, generally used for 1 bit of memory
or delay in logic circuits. In this D-FF, eight NAND gates and two inverters are
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integrated. The circuit is constructed of two serially connected D latches, wherein
the slave latch changes state in response to a state change of the master latch. In
the I/O characteristics of this D-FF, the state of output Q is determined by the input
signal when the clock signal rises, and that state is maintained even after the input
signal falls, demonstrating the latch operation.

18.4 All-Carbon Integrated Circuits

When a plastic film with a thickness is bent, tensile and compressive strains
proportional to the thickness are induced on the surface and back surface of the
film, respectively. Therefore, a certain stretching ability is required for the materials
composing flexible devices. All-carbon integrated circuits are extraordinarily flexi-
ble and transparent by using CNT thin films for the electrodes and interconnections
as well as the channel and also using acrylic resin for the insulating film material
[17]. Figure 18.6a is a schematic of the all-carbon integrated circuit. The circuit was
produced on a PEN film. The CNT thin films were formed by the transfer method
[5, 18]. The thickness of the CNT thin film used for electrodes and wiring was about
20 nm.

This all-carbon integrated circuit is particularly flexible and transparent as shown
in Fig. 18.6b. As seen from the light transmission spectrum of the integrated circuit,
overall transmittance is 78 % in the visible range, but net transmittance excluding
absorption and reflection by the PEN substrate is estimated at roughly 90 %
(Fig. 18.6c). The transfer characteristics of an all-carbon TFT exhibit a mobility
of 1,027 cm2/Vs, comparable to that of a metal-oxide-semiconductor field-effect
transistor (MOSFET) on a Si single-crystal wafer. Bending property was also good,
and no change in TFT characteristics was observed even with a radius of curvature
of 8 mm.

In addition to logic gates such as NOR, NAND, and Ex-OR, a ring oscillator
(Fig. 18.6d) and SRAM have also been fabricated as all-carbon integrated circuits.
Despite using acrylic resin with a thickness of 660 nm as the gate insulator, the
integrated circuits can be operated at a relatively low voltage of 5 V. This was
achieved by taking advantage of the phenomenon of the gate field concentration to
CNTs. In conventional TFTs having sheet-like semiconductor channel, operating
voltage normally increases proportionally with gate insulator thickness because
the gate capacitance and hence carrier concentration are inversely proportional to
the thickness of the gate insulator. With nanoscale structure like that of CNTs,
considering the field concentration effect, the gate capacitance is less dependent
on the gate insulator thickness as understandable from Formula 18.2. Low-voltage
operation achieved by utilizing this field concentration effect could be an important
technique for printed electronics as well. When printing techniques are used, it is
normally difficult to form ultrathin insulating films, and the rise in operating voltage
is problematic. There is such possibility that a low operating voltage can be attained
in printed TFTs if low-density CNT film is used in the channel.
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Fig. 18.6 All-carbon ICs. (a) Schematic device structure. (b) Photograph. (c) Optical transmit-
tance spectrum. (d) Ring oscillator

When circuit operating speed was evaluated with a ring oscillator, the delay time
per logic gate stage was 8 �s/stage. This delay time is comparable to the case where
gold electrodes and interconnections are used, indicating that the parasitic resistance
of CNT interconnections has only a small effect on the operating speed.

As the all-carbon integrated circuits are constructed from CNT thin films and
plastic materials, they are not only flexible but capable of stretching as well. Similar
to common plastic materials, they can be formed into three-dimensional shapes by
heat-forming techniques as well. For example, when formed into a dome shape
as shown in Fig. 18.7, the transistors and interconnections are stretched biaxially,
without cracking or peeling of the CNT thin films. The TFTs operated normally
even for biaxial strain of 18 %. The integrated circuits also operated normally when
similarly formed into dome shapes.

Heat forming is widely used in the manufacture of plastic products in a wide
range of fields, including household goods, toys, cases for electrical products,
and medical devices. If electronic devices can be formed like plastics, electronic
functions can be easily built into plastic products, leading to expanded possibilities
for the design of electronic parts. Novel devices such as head-up displays on curved
glasses, spherical displays, and body of robots integrated with artificial skin can be
expected as the potential applications.
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Fig. 18.7 Forming of all-carbon ICs. (a) Schematic of pressure-assisted thermoforming process.
(b) Photograph of all-carbon ICs formed into three-dimensional dome shape. (c) SEM images of
an all-carbon TFT before and after forming process. (d) Transfer characteristics for various degrees
of biaxial strain

18.5 Printing Fabrication

Due to the simplicity of the carbon nanotube thin-film process, it is possible
to produce electronic devices at low cost by a combination of carbon nanotube
thin films and a printing process, rather than a semiconductor process based on
conventional photolithography technology. For instance, electronic devices may
be able to be produced by printing metals, insulators, and semiconductor films
on plastic film by a roll-to-roll process like that used in printing newspapers
and magazines. The size of device is determined by the resolution and overlay
precision of the printing technique, which is currently several tens of microns, but
there are various applications which do not require miniaturized high-performance
transistors, including displays, RFID tags, and various sensors. Further, the use
of ink-jet printing techniques could enable on-demand design and manufacture
of devices and circuits, and high-throughput mass production may be possible by
using high-speed printing techniques such as gravure printing and offset printing.
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Fig. 18.8 Current-gain cutoff frequency of TFT versus gate length for various carrier mobilities

Ultimately low-cost RFID tags are expected for secure and reliable tracking of
physical distribution such as food products. Electronic paper could be inexpensively
produced to replace newspapers and magazines, minimizing the distribution costs
and carbon dioxide emissions.

The operation speed of a transistor is determined by the channel length electron
has to travel. Under constant operating voltage, the current-gain cutoff frequency fT
of a transistor is inversely proportional to the square of channel length LG, expressed
as follows:

fT � 1

2��trans
D �VDS

2�L2
G

: (18.3)

Figure 18.8 is a plot of the relationship between fT and LG for various mobilities
�. To obtain a practical operating speed when using a printing process, an
improvement of the resolution of the printing technique is necessary as well as
high-mobility channel materials. Among the many types of thin-film transistors
(TFTs)—including organic TFTs [19], amorphous Si TFTs, and oxide TFTs
[20]—that are considered usable for flexible device fabrication, carbon nanotube
(CNT) TFTs have attracted increasing attention owing to their high mobility and
printability.

Researchers have recently reported on the print fabrication of CNT TFTs. A
driving OLED was demonstrated by fully printed CNT TFTs with separated semi-
conducting CNTs [21]. A complementary metal–oxide–semiconductor (CMOS)
inverter was also developed using an all-ink-jet printing technique that included a
dopant printing process [22]. Roll-to-roll fabrication of CNT devices coupled with
radio-frequency (RF) antennas for use as ID tags has also been demonstrated by
combining gravure with ink-jet printing [23].
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More recently, high-mobility CNT TFTs have been realized by combining a
transfer technique to form a CNT film and a high-speed flexographic printing
technique [24]. Flexographic printing is a type of relief printing method, using a
flexible polymer plate. The speed of flexographic printing can be two orders of
magnitude faster than that of ink-jet printing and comparable to that of other high-
speed printing techniques such as gravure. In addition, the mechanics are simpler
than those of offset printing, a feature that leads to low-cost device fabrication.
Figure 18.9a, b shows a schematic and photograph of the flexographic printer. In
the printing process, the ink is first supplied to the plate by an anilox roll that has
fine dimples on its surface to store ink. The amount of ink supplied to the flexo plate
is determined by the volume of dimples. The flexo plate normally has a halftone

Fig. 18.9 Fabrication of CNT TFTs with flexographic printing technique. (a) Schematic of
flexographic printing process. (b) Photograph of prototype flexographic printer. (c) Photograph
of an array of TFTs printed on 15-cm square PEN substrate. (d) Photograph of printed TFT. (e)
Transfer characteristics
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on its surface, allowing it to uniformly hold ink. After its application to the plate,
the ink is then transferred to the substrate. Three types of inks were used in the
flexographic printing technique: Ag-nanoparticle ink for the electrodes, polyimide
ink for the gate insulator, and resist ink for patterning the CNTs.

A photograph of CNT TFTs fabricated by the flexographic printer on a PEN film
of 15 � 15 cm2 and a micrograph of a CNT TFT are shown in Figs. (c) and (d). The
channel length and width are 115 and 130 �m, respectively. The DC characteristics
of a CNT TFT are shown in Fig. 18.5. The device exhibits p-type conduction and
output characteristics displaying ohmic behavior in the linear region, which suggests
that good contacts have been formed between the printed Ag electrodes and the
CNT film. The gate leakage current is less than 10 pA at VGS D 40 V. The carrier
mobility evaluated from the transconductance in the linear region (Fig. 18.9e) was
157 cm2/Vs. For further development of printed CNT TFTs, there are still challenges
to be addressed such as the suppression of hysteresis, doping control, low-voltage
operation, and so on.

18.6 Summary

In this chapter, recent progresses on carbon nanotube TFTs and integrated circuits
for flexible electronics application, which takes full advantage of the superior
electrical and mechanical characteristics provided by CNTs, were described. The
simple fabrication process based on the printing techniques was also introduced.
CNT thin-film technologies would enable low-cost production of flexible devices.
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