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Preface  

This book is devoted to low energy electron emission from solid surfaces bom- 
barded by electrons or ions. The most recent theoretical models of electron 
emission induced by low energy electrons (E < 10keV) and by medium energy 
protons (10keV _< E < 1MeV) are reviewed. 

Although the practical application of electron emission is not considered, 
the subject discussed in this book is of great importance in processes such as 
plasma-wall interactions, scanning electron microscopy and particle detection. 

When charged particles penetrate a solid target, electrons of a few eV are 
emitted as a consequence of the excitations of target electrons by the incident 
particle. If the excitation energy comes from the kinetic energy of the incident 
particle, this emission phenomenon is called kinetic secondary electron emission 
(incident electrons) or kinetic ion-induced electron emission (incident ions). 

The modelling of electron emission involves a detailed description of the 
most important interactions that a charged particle can undergo in a solid and 
of the transport process of the incident and excited particles. Both aspects are 
emphasized in this volume. 

The contribution by RSsler and Brauer gives a detailed theory for nearly- 
free-electron metals. It includes the definition of the basic quantities, a descrip- 
tion of the basic concepts concerning the emission phenomena, a discussion of 
the scattering functions and mean free paths of the electrons and the numerical 
treatment of the transport of the excited electrons towards the surface. 

The contribution by Devooght et al. presents complementary aspects on 
the interaction of charged particles in solids, including a discussion on the 
extension to non-free-electron solids, and a description of the electron transport 
models based upon the Monte Carlo method and upon the Boltzmann equation. 
Various methods to solve the Boltzmann equation are given. 

Both contributions give results for aluminum. In particular, the energy and 
angular distribution of the emitted electrons and the electron yield are dis- 
cussed. Other aspects are also considered: the influence of the primary particle 
transport, the role of the elastic scattering, statistical aspects of the emission 
process, etc. 

Berlin and 
Brussels, March 1991 

M. R581er and W. Brauer 
Y. Devooght, J.-C. Dehaes, A. Dubus 

M. Cailler, and J.-P. Ganachaud 
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Theory of Electron Emission 
from Nearly-Free-Electron Metals 
and Electron Bombardment  

M. RSsler and W. Brauer 

With 42 Figures 

by Proton 

1. I n t r o d u c t i o n  

In the processes of ion-induced electron emission (IIEE) and secondary electron 
emission (SEE) electrons are emitted from the surface of a solid as a result of 
its bombardment by ions and primary electrons (PE), respectively. Thus, elec- 
tron emission is a consequence of the inelastic interaction between the incident 
particles and the solid state electrons. Both phenomena were discovered at the 
beginning of this century (Thomson 1904:; Rutherford 1905; Austin and Starke 
1902). 

The particle-induced electron emission is utilized for particle detection. In 
connection with problems of plasma-wM1 interactions in thermonuclear fusion 
reactors the ejection of electrons is of great importance. Furthermore, electron 
emission complicates M1 measurements of particle currents in irradiation exper- 
iments. However, the most important application of the emission phenomenon 
is scanning electron microscopy (SEM). In this case visible images of small 
sample areas can be obtained by variation in the yield of emitted electrons. In 
the present article aspects of practical application of the particle-induced elec- 
tron emission will not be considered. Rather, the Mm is to formulate a common 
microscopic description of the basic processes determining both emission phe- 
nomena. 

In a recent review paper of Schou (1987) concerning electron emission from 
solids by electron and proton bombardment, an extensive list of reviews on SEE 
and IIEE can be found. Besides the very recent paper by Bindi, Lanteri, and 
Rostaing (1987) which emphasizes the microscopic description of the underlying 
basic processes, no comprehensive representation of the theory of SEE has been 
published in the last two decades. Most of the papers having appeared in the 
last few years are devoted to aspects connected with SEM. For IIEE recent 
reviews have been presented by Sigmund and Tougaard (1981) and Hasselkamp 
(1985). In both reviews general aspects of SEE are included as well. Recent 
results in the field of kinetic IIEE from solids under bombardment by energetic 
ions have been summarized by Hasselkamp (1988). 

From the large number of existing experimental results we single out those 
data which are appropriate to support theoretical considerations and are im- 
portant for a comparison with our quantitative results. 

The present contribution is devoted to the theory of kinetic IIEE and SEE. 
In both cases electrons are excited within the solid by direct transfer of kinetic 



energy from the impinging particle. At low ion energies IIEE proceeds in front 
of the solid surface. The theory of this so-called potential emission will be 
comprehensively discussed in a later volume of this series by Varga. 

A common theoretical description of kinetic IIEE and SEE is possible be- 
cause the transport of excited electrons within the solid as well as the escape 
of secondary electrons (SE) are determined only by the properties of the tar- 
get. But also the excitation process reveals common features because the basic 
interaction between the charged primary particle and the solid state electrons 
is the screened Coulomb interaction in both cases. 

It is beyond the scope of this book to formulate a general microscopic theory 
of particle-induced electron emission including all types of solids and experi- 
mental conditions. There are a number of restrictions. First of all, we formulate 
a theory for nearly-free-electron (NFE) metals. Only in this case is a simple 
description of electronic structure using the model potential formalism possible 
with sufficient accuracy. It should be noted, however, that numerous aspects 
of our theoretical considerations can be applied to the description of emission 
phenomena for other types of target materials. In the case of kinetic IIEE we 
will concentrate our consideration on a theory of impact by ions with medium 
to high energies. Proton impact will be discussed in particular detail, because 
in this case complications due to projectile electrons can be avoided. 

In order to simplify the mathematical description of the emission problem, 
normal incidence of the primary beam will be considered. Most of the exper- 
iments were carried out on polycrystalline metals. Therefore, a restriction to 
such targets seems to be reasonable. With respect to a unified description of 
kinetic IIEE and SEE, the stopping of the primary particle in the region be- 
low the surface, which is important for the emission phenomenon, should be 
neglected. For kinetic IIEE this assumption is fulfilled at medium and high ion 
energies. In the case of SEE this assumption requires the primary energies to 
be larger than about 1 keV. 

In Chap. 2 the basic quantities (energy-angular distribution, energy distri- 
bution, electron yield) are defined. In order to compare to our theoretical results 
we present a selection of experimental data for these quantities. Chapter 3 is 
devoted to the basic concepts concerning the emission phenomena. Chapter 4 
contains a simple description of the escape process of the liberated electrons. 
Starting from a Boltzmann equation formulation the transport of inner excited 
electrons is treated in Chap. 5. The scattering functions and mean free paths 
which govern the slowing-down and diffusion of excited electrons towards the 
surface of the target are discussed in Chap. 6. The different excitation rates 
appearing in NFE+ metals are evaluated in Chap. 7. In Chap. 8 the numerical 
treatment of the Boltzmann equation is discussed. Results for aluminum are 
given in Chap. 9. Starting from these results the effect of elastic scattering on 
the emissive properties is discussed in Chap. 10. Finally, Chap. 11 is devoted to 
miscellaneous problems in connection with particle-induced electron emission. 
A historical survey is given in the Appendix. 



2. Basic  Quant i t ies  in IIEE and SEE 

In this chapter the basic quantities for the description of emission phenomena 
are introduced. Further on, some experimental results for aluminum, especially 
in the case of IIEE, are presented. These data are important for a comparison 
with our theoretical results as well as for the development of basic concepts. 

The number of electrons with energy E emitted per second from 1 cm 2 of 
the surface in the direction ~ ,  i.e., the energy and angle dependent current 
density j(E, YI), is the basic quantity for the description of emission phenom- 
ena neglecting spin. j(E, ~) is related to the unit current of particles impinging 
on the surface with energy E0. The maximum information about the emission 
process can be obtained by measuring this quantity. However, the actual ex- 
perimental quantities are the energy distribution 

j(E) =/j(E,D)d~, 

the angular distribution 

j(12) =/j(E,  ~) dE, 

and the electron yield. 

by 

(2.1) 

(2.2) 

In the case of IIEE the electron yield, usually denoted by 7, is simply given 

.y = / j ( E )  dE. (2.3) 

In general, 7 is composed of the contributions of impinging ions and recoil 
atoms. The latter contribution is important for heavy ions at low E0. However, 
for protons the contribution of recoil atoms to the electron emission can be 
neglected at the proton energies considered here (Sigmund and Tougaard 1981). 

In the case of SEE the spectrum of outgoing electrons is complicated by the 
backscattering of PE. Figure 2.1 shows schematically the energy distribution 
j(E) of electrons released by PE. The emitted electrons can have all energies 
up to the primary energy E0. The outgoing electrons are conventionally di- 
vided into different groups: The true SE with energies below 50 eV and the 
inelastically backscattered electrons as well as the elastically reflected PE with 
energies above 50 eV up to E0. Superimposed on the energy distribution there 
are often some peaks which are produced by Auger processes accompanying 
the ionization of inner shell electrons. 

According to the subdivision of the outgoing electrons, the total secondary 
yield a can be written as 

Eo 50 Eo 

0 0 50 

(2.4) 
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5 represents the true secondaries and q the backscattered electrons. The yield 
of true SE is given by the contribution of incident (Sp) and backseattered (~Sr) 
PE, 

5 = ~p + ~ r  �9 (2 .5 )  

Sometimes one expresses the contribution 5r by the efficiency fl of backscattered 
electrons according to 

5r =/3(~p . (2.6) 

The secondary electron yield 5 and the coefficient of backscattered electrons 
can be measured using standard set-ups. The current collected from the target 

is measured with a hemispherical grid biased at - 5 0  eV and 50 eV. In this way, 
one obtains the baekseattering coefficient 77 and the total yield or, respectively. 

is then determined from the difference of these quantities. The present work 
is concerned only with 5p. Measurements of the coefficients 5p and 6r must 
be performed separately. From experiments using thin films (self-supporting 
or deposited on a substrate of a different material) of various thicknesses 5 is 
obtained as a function of 7? and, therefore, 5r can be evaluated from (2.5). 

There are two different lengths essential for the description of both emission 
phenomena. The first is the escape depth L of SE which is of the order of 
5nm in metals. The second is the range of the incident charged particles R 
depending on their energy E0. If the range of the incoming particle is large 
compared with the escape depth, one can approximate the trajectories of the 
primary particles throughout this depth by straight lines. This assumption has 
simplifying consequences for the theoretical description of emission phenomena 
because apart from the surface of the specimen there is no further spatial 
dependence in the problem. 

In the ease of SEE the condition R(Eo) >> L means that the primary energy 
E0 is restricted to values larger than about I keV corresponding to a range of 
the PE of R ~ 40 nm (Fitting 1974). In the case of IIEE the range of ions (here 



Fig. 2.2. SEE. Electron yield as a function 
of the primary energy (schematic) 
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H +) in metals is roughly two orders of magnitude larger than the escape depth 
for projectile energies above 20 keV considered in this paper. 

The general shape of the primary energy dependence of the electron yield 
5 is shown in Fig. 2.2. For all materials 5 rises with increasing E0, reaches a 
maximum and finally decreases for higher primary energies. For metals the 
maximum is in the 100 eV range (for aluminum we have E~ nax ~ 300 eV). The 
mentioned restriction to primary energies larger than about I keV implies that 
our theoretical considerations are valid only for primary energies beyond the 
value E ~  ~x 

In Fig. 2.3 experimental results for proton impact on A1 obtained by differ- 
ent groups (Baragiola, Alonso, and Oliva Florio 1979; Hasselkamp et al. 1981; 
Svensson and Holm~n 1981; Koyama, Shikata, and Sakairi 1981) are collected. 
The general behavior of yield vs. ion energy should be the same for other ion- 
target combinations. However, so far the maximum in the yield curves has been 
obtained only for light ions (H +, H2 +, D +, and He+). 

The reasons for the appearance of yield maxima in SEE and IIEE are dif- 
ferent (RSsler and B~'auer 1984). In the latter our theoretical considerations 
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Fig. 2.3. IIEE. Electron yield -y as a function 
of the ion energy for proton impact on alu- 
minum. Experimental values: (1) Baragiola, 
Alonso, and Oliva Florio (1979); (2) Svens- 
son and Holm~n (1981); (3) Hasselkamp et 
al. (1981); (4) Koyama, Shikata, and Sakairi 
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Fig. 2.4. Energy distribution of ejected electrons (a) and the corresponding derivative spectra 
(b) from A1 for different projectile ions (Hasselkamp and Seharmann 1982). E0 = 500 keV 

should be valid in the whole energy range of impinging protons including the 
yield maximum. 

Figure 2.4a shows the energy distributions j(E) for different projectile ions 
(H +, He +, Ar +) at E0 = 500keV measured by Hasselkamp and Scharmann 
(1982). In the energy distribution a main maximum at 2eV and two weak 
shoulders at l l . 5eV and 6eV are observed for M1 types of projectiles. These 
structures are clearly seen in the corresponding differential spectra (Fig. 2.4b). 
The complete agreement with the corresponding curves for SEE in A1 (Everhart 
et al. 1976) provides a distinct experimental clue for developing a common 
theory of both SEE and IIEE. 

Finally, we mention that the energy-integrated angular distribution ob- 
served for SEE in A1 (Oppel and Jahrreis 1972) is cosine-like. This should 
be expected also for the angular distribution of emerging electrons at proton 
impact. Up to now, no measurements of this angular distribution have been 
published. 

3 .  B a s i c  F e a t u r e s  

In this dho~pter we discuss the basic principles and review different recent models 
for the description of emission phenomena. 

Kinetic electron emission by bombardment with fast charged particles is 
usually described by three stages. First, internal electrons are excited by the 
incident particle. Second, these excited electrons interact with the medium 



leading to the slowing-down of these electrons as well as to their migration to 
the surface. Last, the electrons which reach the surface may escape through 
the potential barrier. In practice, all treatments of particle-induced electron 
emission use this three-step model. 

We emphasize that both emission phenomena are, in fact, governed by bulk 
processes. Nevertheless, the surface of the target plays a leading part in particle- 
induced emission processes. First, it is the potential barrier W at the surface 
which influences the escape of electrons into the vacuum. This will be made 
clear by measurements of the energy distribution of ejected electrons by proton 
impact on A1 using targets with clean surfaces as well as surfaces covered with 
an oxide layer (Pillon, Roptin, and Cailler 1976; Hasselkamp 1985). This surface 
barrier effect will be taken into account in the simple description of the escape 
process (stage 3) given in the next chapter. 

In addition to this fundamental surface effect there are elementary processes 
by which electrons are excited directly at the surface. As can be seen in Fig. 2.4b 
there is a distinct minimum in the derivative of the energy distribution of A1 for 
IIEE at 6 eV. This structure, which appears also in the case of SEE (Everhart 
et al. 1976), can be attributed to the decay of surface plasmons excited by 
the incident charged particle. However, calculations have shown (Chung and 
Everhart 1977); Ganachaud and Cailler 1979) that the number of electrons 
excited by this elementary process is small compared with the total number of 
electrons excited via different bulk processes. Therefore, for the electron yield 
surface plasmon effects are negligible. 

Recently developed models which are used for the description of particle- 
induced electron emission can be classified into three different categories. First, 
we should mention Schou's model (Schou 1980; 1987) which is based on the 
analogy between electron emission and sputtering. This model uses the energy- 
deposition law in the target and macroscopic properties (stopping power) as 
input quantities. Second, are the numerous Monte-Carlo calculations of SEE 
(Fitting and Reinhart 1985; Ganachaud and Cailler 1979; Koshikawa and 
Shimizu 1974; Shimizu and Ichimura 1983; Valkealathi and Nieminen 1984; Lyo 
and Joy 1988). In these papers different approximations concerning the micro- 
scopic scattering cross sections of electrons in the target are used. Third, are 
the models based on the solution of the Boltzmann transport equation. In order 
to determine the number of electrons leaving the target at the surface there 
are different approaches to the treatment of boundary and escape conditions. 
A general formulation of the transport equation with suitable boundary con- 
ditions was given by Puff (1964). In such an approach the distinction between 
the last two stages of the three-step model mentioned above is not necessary. 

The Boltzmann transport equation with the boundary conditions formu- 
lated by Puff was solved numerically by Bindi. Lanteri, and Rostain 9 (1980a) 
and included the spatial dependence of the excitation rate as a consequence of 
scattering and energy loss of PE. Except for the excitation of core electrons, 
all elementary processes essential for the description of SEE in NFE metals 
are taken into consideration. However, because of the large numerical effort 
required for solving the integro-differential equation in question it is neces- 



sary to make some simplifying assumptions concerning the different excitation 
processes and scattering cross sections. 

Two recent transport models for particle-induced electron emission devel- 
oped by Devooght, Dubus, and Dehaes (1987) and Dubus, Devooght, and Dehaes 
(1986) consider also the semi-infinite character of the target. As a consequence, 
the escape process (step 3) is automatically included. Discussions of both mod- 
els have been recently published (Dubus, Devooght, and Dehaes 1989) and are 
also conducted here. 

In the present work we will employ the infinite-medium slowing-down model 
which uses a simple description of the escape process given in the next chapter. 
Special emphasis is directed to a consistent treatment of different interaction 
processes concerning excitation as well as slowing-down (RSsler and Brauer 
1988). In all previous works the basic quantities (source functions, mean free 
paths, differential scattering cross sections) are calculated using different ap- 
proximations for the same underlying interaction processes. In particular, for 
analytical or simple numerical solution of the Boltzmann equation special ap- 
proximations for the scattering cross sections are customary, such as the widely 
used simple electron-electron scattering function proposed by Wolff (1954). 

It is important to note that the slowing-down of excited electrons is de- 
termined in fact by electron-electron interaction. Therefore, it is necessary to 
calculate the corresponding scattering cross sections with high accuracy tak- 
ing into account the dynamical screening of the Coulomb interaction (RSsler 
and Brauer 1988). However, the solution of the Boltzmann transport equa- 
tion using source functions, mean free paths, and differential scattering cross 
sections evaluated on the same level including dynamical screening needs con- 
siderable numerical effort. Such a treatment improves the results of SEE (RSsler 
and Brauer 1981a; 1981b) and proton-induced electron emission (RSsler and 
Brauer 1984) in A1. In these papers the electron-electron scattering cross sec- 
tions are calculated on the basis of the static Thomas-Fermi approximation of 
the screening function. 

4.  E s c a p e  o f  S e c o n d a r y  E l e c t r o n s  

In this chapter a simple description of the escape process is given which is 
applicable to NFE metals due to their close connection with the free-electron- 
gas model. 

In order to describe the escape process we use the standard model of a 
planar surface barrier and free electrons inside the metal. Such a simple model 
should be valid if the diameter of the emitting area is large compared with the 
lattice constant. In this case the realistic potential can be replaced by a suitable 
constant mean value. The surface barrier of height W is determined in metals 
by the Fermi energy EF = h2k2/2m and the work function 4, i. e., W = E F + # .  
For A1 we use EF = 11.6 eV (kF = 1.75"108 cm -1) and �9 = 4.3 eV, respectively. 
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Fig. 4.1. Momentum diagram for the 
escape process, k I and k are the 
momenta of the electron at both 
sides of the surface. The directions 
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T h e  conse rva t i on  laws for ene rgy  E = h2k2/2m = mv2/2 a n d  para l le l  
m o m e n t u m  c o n n e c t i n g  i n n e r  ( E ' ,  I T )  a n d  ofl ter  (E ,  12) var iables  are g iven  by  

E = E + W  

vii : v ( E ' ) s i n ~ '  : V l t :  v ( E ) s i n ~  (4.1) 

~ '  = qo, 

where  12 is t he  d i rec t ion  of the  m o m e n t u m  of the  e lec t ron  

= ( -  cos a ,  s in a cos 9 ,  sin a s in qp) (4.2) 

m e a s u r e d  w i t h  respec t  to the  ou te r  n o r m a l  of the  surface (Fig.  4.1); v = v(E) 
is t he  ve loc i ty  of the  e lec t ron.  

F r o m  (4.1) we o b t a i n  the  fol lowing cond i t i ons  necessary  for t he  escape  of 

a n  e lec t ron  ( E ' ,  $~'): 

E'> W 
(4.3) 

COSOI t ~> COSOI c = 

where ~c is the maximum emission angle for which the normal component of 
momentum is sufficient for the electron to surmount the surface barrier. O~c 
defines t he  so-cal led escape cone dep ic ted  in  Fig.  4.1. Acco rd ing  to  (4.1) o~ a n d  
a I are  c o n n e c t e d  by  the  r e l a t ion  

~ E I cos 2 a '  - W 
cos a = E I - W (4.4) 
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Because of particle conservation during the escape process we have on both 
sides of the surface x = 0 

N(E, Y2) dE d#2 = ji(E', a ' )  dE'd~' . (4.5) 

�9 t The current density of inner excited SE at the surface 31(E, ~ ' )  = jl (x -- 
0; E t, Y2 I) is related to the normalized electron density at the surface N(E I, 1-2') 
by 

ji(E', $2') = v(E')  cos ~' O(E' - W) O(cos a '  - cos ~c)N(E ' ,  t ? ' ) ,  (4.6) 

where O(x) denotes the unit step function. N(E ~, Yl') is equal to the number of 
excited electrons in 1 cm 3 for unit primary current. Therefore, using (4.5, 1, 6) 
the current density j (E,  #2) measurable in free space can be written as 

FE t cos 2 a t - W 
j (E,  #2)= v(E t) ( 1 - W )  V -~--~17 

x O(E' - W) O(cos a t - cos ac)N(Z t, #'1'). (4.7) 

Some general statements can be obtained from (4.7) concerning the energy 
and angular behavior of the outer current density. In the limit E --~ 0 it can be 
seen from the factor 1 - W/E t in (4.7) that j (E,  D) goes to zero. Therefore, 
in this limiting case the outer energy distribution of electrons j (E) will always 
start from the origin of the E - j ( E )  coordinate system, as a direct consequence 
of the potential barrier at the surface. The experimental results confirm this 
statement. For E --+ 0 a further result can be inferred from (4.7): j (E,  ~)  -. 
cos a. This cosine law should be valid for very slow SE independent of the 
particular shape of N(E t, s If there is an isotropic distribution of inner SE 
at least within the escape cone, we obtain an exact cosine law for the angular 
distribution of outer SE at all energies. 

5. Transport Theory of Excited Electrons 

In this chapter the general form of Boltzmann's transport equation is given. 
This equation allows to determine the density of inner excited electrons in terms 
of excitation functions, mean free paths, and scattering functions. Starting from 
a dielectric formalism a unified description of these microscopic quantities is 
formulated. 

5.1 Transition Probabilities. Dielectric Function. 
Discussion of Different Elementary Processes 

The different microscopic quantities governing the excitation of solid state elec- 
trons by the primary beam and the transport of inner excited SE are directly 
related via screened Coulomb interaction to the complex wave number and fre- 
quency dependent dielectric function s(q, co) = gl (q, w) + ig2(q, w) of the solid. 
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The general expression for the transition probability (neglecting exchange) be- 
tween Bloch states for two interacting point charges screened by s(q, w) can be 
written as 

32~r3 e 4 1 1 �9 
Wktk2-.k;k~ -- h r~ ~ q41~(q,E~ ~ -Eki)V I< kilelq"tk~ > 12 

q 

x ] < k~le-iqrlk 2 > 12(~(Ek~ + Ek~ -- Zlr -- Ek2),  (5.1) 

where f2 is the normalization volume. In the description of the transport process 
all particle states in (5.1) are related to electrons. The summation over the 
initial state k2(< kF) (including the spin summation) and one of the final 
states results in the quantities 

w~,_+~ = ~ w~,.~,_+~,~, . . . .  (5.2) 
k2(<kv) 

and 

E Wklk~-~k~k~ �9 (5.3) 
~2(<kF) 

The microscopic processes underlying the transition probability (5.2) and the 
excitation probability (5.3) are shown schematically in Fig. 5.1. (Only the in- 
teraction of the excited electron with conduction electrons is represented.) 

The total transition probability W(k ~, k) from state k to k I due to interac- 
tion with the system of solid state electrons consists of different contributions 
from single particle processes with conduction electrons (e) and core electrons 
(c) as well as plasmon processes (p) related to the system of conduction elec- 
trons: 

w(k' ,  k) = We(k', k) + We(k', k) + Wp(k', k) .  (5.4) 

The contributions from single particle processes (e and c) are given by (5.2) 

-I 
W~(k', k) W:(k', k) 

Y//Ill/Ill/lilt ;//////2 

E 

E I 

EF Fig. 5.1. The different electron-electron 
scattering processes for excited elec- 
trons with participation of the con- 

0 duction band (schematic). See text 
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using the corresponding transition matrix elements in (5.1). With the help of 
the energy loss function - Im(1/r  (Pines 1963) all contributions in (5.4) can 
be summarized in the representation 

W(k' ,  k) 8~e 2 1 •  12ira (q, 1 . . . . .  < k'leiq"]k > 
h f 2 E q 2  E t c - E k , + i 0  +) 

q 

(5.5) 

The total excitation probability WS(k r, k) of a crystal electron in the state 
k I by an electron k consists also of three terms, 

WS(k I, k) = Wg(k', k) + W~(k', k) + WS(k ', k ) .  (5.6) 

Again, the contributions of single particle processes (e, c) can be obtained from 
(5.3, 1) with suitable transition matrix elements. W~(k', k) is related to elec- 
tronic transition processes with excitation and decay of plasmons. The physics 
underlying these processes will be discussed below. 

In NFE metals the system of conduction electrons can be described to a 
first approximation within the free-electron gas picture. Neglecting exchange 
and correlation effects, the dielectric function is represented by the well-known 
expression in the random phase approximation (RPA), first proposed by Lind- 
hard (1954), 

2ars [1 
~ ( x ,  ~) = 1 + ~x3 + ~(x ,  y) + R(x, -y)]  (5.7) 

~ ( x ,  y) = ~ 1 - for x12 - ~1 -< ~ - z(2 + x) (5.S) 

0 otherwise 
where 

R(x , y )=~x  1 -  ] I n  -- (5.9) \ - - ~  ] j  x2 2 ~ + y  

and o~ = (4/9Tr) 1/3. Wave number and energy are measured in units of Fermi 
momentum and Fermi energy: x = q/kF and y = hw/EF, respectively. It is 
convenient to express the density n of the electron gas by the dimensionless 
parameter rs which represents the radius of a sphere, in units of Bohr radius aB, 
containing on the average one electron, n = [47r(aBrs)3/3] -1. For the density 
corresponding to the conduction band of A1 rs = 2.07. 

In Fig. 5.2 the RPA excitation spectrum of the free-.electron gas is shown. 
The region of individual excitations where c L ~ 0 is bounded by two parabolas 
which are obtained from the law of energy and momentum conservation. Besides 
the pair excitations for wave numbers below Xc --- qc/kF (qc is the cut-off wave 
number) there is a plasmon mode yp(x) = hwp(q)/EF which is determined 
by r yp(x)) = 0. The finite value of this plasmon energy at zero wave 
number is related to the electron density by the well-known expression wp2(0) = 

~2 
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Fig. 5.2. Elementary excitation spectrum of 
the homogeneous free-electron gas (jellium) 
in the random phase approximation. For de- 
tails see text 

47rne2/m. For aluminum with rs = 2.07 we obtain hwp(0) = 15.7eV, whereas 
the experimental value is 15.0eV (Raether 1980). This discrepancy can be 
at tr ibuted mainly to the contribution of interband processes as well as core 
polarization effects (Sturm 1982). In spite of this distinct influence of solid 
state effects on the plasmon properties, which takes place also in other NFE 
metals, for our purposes it seems to be sufficient to describe the direct excitation 
of conduction electrons by the impinging particle as well as the slowing-down 
of inner excited SE within the free-electron gas model in RPA. In this case 
the energy loss function can be decomposed into single particle processes and 
plasmon excitation processes as (Pines 1963) 

1 c2(q,w ) 7rh 
Imr + i0 +) = "--[r w)12 o~l(q,,o) 5(hw - hWp(q))O(qe - q) , 

0r  ~.(q) (5.~o) 
where r is given by (5.7-9). Formula (5.10), if inserted into (5.5), leads 
directly to We(k' ,  k) and Wp(k', k). 

In the RPA there is no damping of bulk plasmons for q < qc. However, in 
real metals a finite plasmon line width is observed. For aluminum the measured 
wave number dependent line width F(q) (Krane 1978; Raether 1980) may be 
represented by a parabolic expression F(q) = 1"o +/72 �9 (q/kF) 2 with _F 0 = 
0.5 eV and/72 = 3 eV, respectively. In the free-electron gas model the decay of 
plasmons for q < qe is possible only by higher-order processes, e. g., the creation 
of two electron-hole pairs or the simultaneous creation of one electron-hole 
pair and a plasmon with lower energy. However, these processes become more 
important only with increasing wave number. It is well established, especially 
in the small wave number region, that plasmon damping in simple metals is 
primarily determined by interband transitions (Paasch 1969; Sturm 1982). 
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In the case of particle-induced electron emission, plasmons can be excited by 
primary particles or by inner excited electrons. In the latter ease the plasmon 
decay by interband processes is directly related to the excitation probability 

In the description of the transport of inner excited SE we will neglect the 
contribution to transition and excitation probabilities determined by the inter- 
action with core electrons. First, Wc(k', k) and WS(k ', k) differ from zero only 
if the energy difference Ek -- Ek, exceeds the lowest binding energy of the NFE 
metal (72.6eV for the 2p-level in A1). Second, at the relevant energies (100eV 
range) W.c(k', k) and Ws(k" k) much smaller than the other contributions 
related to the interaction with conduction electrons. 

Besides the different inelastic scattering processes discussed above, elastic 
scattering should be included in the description of transport of inner excited 
SE. Starting from a model of randomly distributed target atoms (randium) the 
transition probability w(el)(k r, k) canbe  expressed by the differential cross 
section dr / dY2, 

da( Ek,O ) ~. 
w(el)(k ', k) ,-~ Nat ~ 0(/~k - EW), (5.11) 

where Nat is the density of scatterers and tg, the scattering angle v9 --- Z(k, k~). 
Another basic quantity for the description of the transport of inner excited 

SE is the mean free path (mfp) of an electron in the state k. In this case we 
must also take into account contributions from inelastic and elastic scattering. 
The mfp l(E) is defined in the usual way by the transition probability from the 
state k to k'. Using (5.4) and (5.11) we obtain 

1 _ 1 E W ( k " k )  (5.12) 
[inel(E) v(E) k' 

and 

1 1 
- v(E) ~k' w(el)(k" k) ,  (5.13) 

/el(E) 

respectively. For the total mfp this means 

1 1 1 
[(E) - -  /inel(E'''~ "~-/el(E-----') " (5.14) 

5.2 General Form of the Transport Equation 

The transport of SE from their point of excitation to the surface of the emitter 
can be described by the Boltzmaan transport equation. Taking into account the 
stationary condition and the geometry of the problem (Fig. 4.1) this equation 
for the normalized density of excited electrons N(x; E, ~) in the state k(E, 1"-2) 
at the depth x can be written as 
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v(E) . - v(E) cos a ON(X;cqxE, 12) _ S(x; E0; E, 12) - l--(~N(x; E, 12) 

+ f 12;E',12')N(x;E',12') (5.15) 
The second term on the right-hand side denotes the number of particles thrown 
out of state k(E, 12) by elastic and inelastic collisions. The mfp l(E) is given 
by (5.14). The third term on the right-hand side of (5.15) denotes the number 
of electrons put into state k(E, 12) by collisions. In calculating this term we 
have to take into account that both particles from k'(E', 12') (with E' > E) 
and from the Fermi sphere can be put into the state k(E, 12) (Fig. 5.1). The 
total transition function W~' ( k, k ') ..- W~ ( E, 12; E', 12') can be written as 

Wa(k, k') = wo(inel)(k, k ~) -q- w(el)(k, k'). (5.16) 

According to (5.4, 6) the inelastic transition function is given by 

wa(inel)(k, k') = W(k, k') -b WS(k, k ' ) .  (5.17) 

The excitation function S(x; E0; E, 12) expresses the number of electrons in 
the state k(E, 12) at the depth x created by the primary beam. Like the density 
N(x; E, 12), this function is normalized to unit primary current. The spatial 
dependence stems in fact from the slowing-down of the primary particles on 
their path through the target. 

In order to calculate the density of inner excited electrons at the surface 
N(E, 12) = N(x = 0; E, 12), which is needed for the evaluation of the current 
density of outgoing electrons according to (4.7), we must solve (5.15) taking 
into account the boundary conditions for partial reflection (Puff 1964). Within 
such a comprehensive treatment of the transport problem in a semi-infinite 
geometry the last two stages of the three-step model mentioned in Chap. 3 
cannot be separated. 

The Boltzmann equation (5.15) can be applied to both emission phenomena 
(IIEE, SEE) considered here. Differences originate only in the excitation func- 
tions. Once more we will emphasize the role of the different important lengths 
(range of the incoming particle R(E0), escape depth L) introduced in Chap. 2. 
If the energy loss of the primary particle within the escape depth is negligi- 
ble, which means R(Eo) >> L, then the spatial dependence of the excitation 
function can be neglected. This is always fulfilled for light incident ions in the 
primary energy range considered here (E0 > 20 keV for protons). However, for 
incident electrons the primary energies must be restricted to the range beyond 
the maximum in the yield curve (Fig. 2.2). To describe the SEE at smaller pri- 
mary energies, e.g., in the region of the yield maximum, the slowing-down of 
the PE as well as the straggling of the primary beam must be taken into ac- 
count. This can be done by solving the slowing-down transport equation for the 
PE using empirical range-energy relationships (Bennet and Roth 1972; Bindi, 
Lanteri, and Rostaing 1980a; Dubus, Devooght, and Dehaes 1987). 

At very low primary energies, e.g., below 100eV, true secondary and 
backscattered electrons cannot be distinguished, i.e., a separation of the pri- 
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mary and secondary electrons is impossible. Then stage 1 of the three-step 
model must be included in a complete solution of the electron transport prob- 
lem with suitable boundary conditions. In this case only the current of PE at 
the surface is regarded as the source term. 

It is beyond the scope of this work to give a complete microscopic theory 
of SEE for all primary energies. The main purpose is to present an almost 
complete microscopic description of different excitation as well as scattering 
processes (RSsler and Brauer 1988). This can be done only with considerable 
numerical effort. For that reason we will neglect the spatial dependence of the 
problem in further considerations. This leads to the above-mentioned restriction 
to the primary energy range (E0 ~ I keV) in the case of SEE. 

5.3 Homogeneous Excitation 

Neglecting the spatial dependence of the excitation function and changing from 
the density to 

v(E) 
r  12) = l---~g(E, 12), (5.18) 

equation (5.15) may be written as 

12)= s(E0; E, 12)+ / / dE' df f  K~' ( E, 12; E',12')r E',12') . 
J d (5.19) 

The scattering function K ~ in (5.19) is simply related to the transition function 
W ~ in (5.15) by 

I(E') W~,(E, 12; E', 12'). (5.20) K"( E, 12; E', 12') = v( E') 

In this model of slowing-down of excited electrons in an infinite medium the 
escape process must be inserted by the simple representation given in Chap. 4. 
With the solution of (5.19) the current density of outgoing electrons j(E, 12) 
can be obtained from (4.7). 

6. Scattering Functions and Mean Free Paths 

The transport of inner excited SE is determined by the mean free paths and 
the scattering functions. In this chapter a detailed discussion of these basic 
quantities is given. 

Previous investigations have shown that both inelastic scattering by the 
metal electrons and elastic scattering by the randomly distributed atoms of 
the target must be taken into account. The importance of elastic scattering in 
the case of SEE was first noted by Kadp~hevich (1940). Both types of scattering 
processes determine the total mfp according to (5.14) as well as the total scat- 
tering function according to (5.16, 20) (written in suitable variables for further 
considerations), 
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K~(E,E' ,cosO) = K~(inel)(E,E',cosO) + K(el)(E,E',cosO) , (6.1) 

where 0Z(k, k I) is the scattering angle. 
Mean free paths and scattering functions are governed by the same funda- 

mental interaction processes. This means that there are simple sum rules con- 
necting the scattering functions and the corresponding mfp. In the past most 
of the explicit calculations of particle-induced electron emission used scatter- 
ing functions and mfp based on different approximations for the underlying 
interaction processes. Recent calculations reveal the importance of a consistent 
description of transport of inner excited SE (RSsler and Brauer 1988). 

6.1 Scattering Functions 

6.1.1 Elastic Scattering. The description of elastic scattering starts from an 
atomic picture which considers the atoms of the solid as being randomly dis- 
tributed. The transition probability from state k' to k is then, according to 
(5.11), obtained from the atomic one by multiplication with the density of 
atoms in the solid. With (5.11) the elastic scattering function can be written 
a s  

E', cos 0) = N a t I ( E ) ~ 5 ( E  - E ' ) .  (6.2) K(el)(E, 

Realistic scattering cross sections may be calculated by the partial wave 
method. In this case the differential scattering cross section is given by 

2 
d(7( E , O) 1 

d a  --- k ' '~ E(2I-{-  1)sinSteiStpt(c~176 ' 
t--0 

(6 .3)  

where 5t is the phase shift suffered by the lth partial wave and Pl is the lth 
Legendre polynomial. With (6.3) we obtain for the scattering function 

K(el)(E,E',cost9) = Nat/(~2)(~(E - E') ~ (2l + 1)(2l' + 1) 
k 

l,l~=O 

• sin,   sin, t, cos(, z - (6 .4)  

In general, the phase shifts 5t are evaluated within a suitable muffin-tin 
approximation. For A1, numerical values of the phase shifts are obtained from 
computer analysis of LEED data based on a muffin-tin scheme using the Xa-  
approximation in describing exchange and correlation (Pendry 1980). There are 
only small differences between these values mad the corresponding ones used in 
other calculations (Ganachaud and Cailler 1979) in the relevant energy range. 
The density of scatterers Nat is taken as Nat = 6.07- 1022 cm -3. 

6.1.2 Inelastic Scattering. The inelastic scattering function K*(inel)(E, E I, cos ~) 
is determined according to (5.17) by the transition probability from the state M 

17 



to k and the excitation probability of a crystal electron in the state k by an elec- 
tron k'. Both probabilities (5.4, 6) consist of three terms which are attributed 
to interaction processes with conduction electrons (e) and core electrons (c) 
and plasmon processes (p). Therefore, for the inelastic scattering function we 
may write 

Ka(inel)(E, E', cos O) = ~ K[(E,  E', cos O) 
i 

= y~[gi(E,E',cosO) + KS(E,E',cosO)]; 
i 

i = e, p, c .  (6.5) 

According to the reasoning in Sect. 5.1 for the description of transport of inner 
excited SE we will neglect the contribution K~' in (6.5). 

The scattering function Ke(E, E',cos 0) and Kg(E, E', cos 0) can be ob- 
t i n e d  from the probabilities We(k.k') and WS(k,k ') defined in Sect.5.1. 
Within the free-electron-gas model we get from (5.5, 10) and (5.1, 3) (E = Ek, 
E' = Ek, ) 

e2m2kl(E ') eL(lk' - k[, E'  - E) (6.6) 
1Q(E,E',cosO) = 7r2h4k, lk, - k l  2 [ L(ik, - kl ,E '  - E)I 2 

and 

KS(E, E', cos O) = 4e4m2kI(E') 1 1 
h4k,  l k _ k , , i  4 k"(<k~) 

O(E' + E" - E - EF) E" 
x ,, + E -  - E ' ) ,  

(6.7) 

respectively. 
In order to reduce the numerical effort of explicit calculations it seems to 

be obvious that one should evaluate the scattering functions Ke and Ke s us- 
ing the Thomas-Fermi approximation for the dielectric function. This leads 
to analytical expressions. These Thomas-Fermi scattering functions were ap- 
plied in previous works on SEE (RSsler and Brauer 1981a; 1981b) and IIEE 
(RSsler and Brauer 1984). However, a comparison of the electron-electron scat- 
tering functions calculated with different screening approximations (RSsler and 
Brauer 1988) shows that the Thomas-Fermi approximation greatly underesti- 
mates the electron-electron scattering rates for the transport of internal excited 
SE. Therefore, in further explicit calculations the frequency dependent RPA di- 
electric function will be used in (6.6, 7). It should be mentioned in this context 
that Tung and Ritchie (1977) in their calculation of electron slowing-down 
spectra in A1 were the first to use the frequency dependent Lindhard dielectric 
function (5.7-9). 

The second important contribution to the inelastic scattering function 
K~,(E, E', cos ~) is governed by plasmon processes. The first part of this scat- 
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tering function Kp(E, E', cos v~) can be obtained from the plasmon contribution 
of the energy loss function (5.10). We have 

Kp(E,E',costg) = e2m2kl(E') O(qc - Jk '  - kl) 
2~rli3k'J k' - kJ 2 Wp(!k' " '" Oe~(Jk'-khw) - ~1) 0,02 ,~.(Ik'-kl) 

X 5(E' - E - hWp(lh' - hi)) .  (6.8) 

In order to determine the second part of the scattering function Kt~ we 
must go beyond the free-electron-gas picture. K~(E, E',costg) is related to 
the excitation probability W~(k, k') introduced in Sect. 5.1. As discussed there 
the plasmon damping in NFE metals is primarily determined by interband 
processes. Therefore, these processes determine also the scattering function 
K~. For the evaluation of this scattering function it seems to be convenient 
to use the extended zone scheme in describing interband transitions. Then the 
corresponding transition matrix element can be written as 

< k']e-iqrjk >= E 5k,k'+q+KBK(k" k ) ,  (6.9) 
K 

where the Bloch integral BK(k ', k) is defined by 

1 f d3ru~,(r)uk(r)eig,. (6.10) B (k ', k) = 

uk(r) is the periodic part of the Bloch function and K denotes reciprocal 
lattice vectors. The other matrix element appearing in (5.1) is related to the 
electronic transition between states of higher energy. It should be calculated 
approximately using plane waves. With (6.9) we obtain from (5.1, 3, 20) 

gp(E,E' ,cosO) = Se4m2kl(E') 1 JBK(k',k' + q + K)[ 2 
h4k , s ~ q4le(q,E':-E~.,+- ~ 

g,q(<qc) 
x O(Ek,+q - EF) O (E F - [E + Ek,+q - E'l) 
x 5(E~,+q + E - Z '  - Ek,+q+g) .  (6.11) 

In NFE metals the electronic structure is well described in a model potential 
scheme. Wave functions and Bloch energies are given by perturbation theory 
with respect to this weak model potential VM. The description of interband 
processes requires calculation of the electronic structure in the vicinity of zone 
boundaries with sufficient accuracy. This can be done by perturbation theory 
for nearly degenerate states (two-band model). The electronic states which 
appear in the transition matrix element can be written as 

Ck(r) -= - ~ ( a o (  k ) A- aK( k )e-iKv)eikr . (6.12) 

The coefficients a0(k) and aK(k) are determined from the SchrSdinger equation 
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and the normalization condition. The periodic part of the Bloch function utc(r) 
is given by the bracket in (6.12). The Bloch energies/~k are given by the well- 
known square-root expression (Ashcroft and Mermin 1976) 

1 [  q(Et ,  Et,-K)2 +4IVKI 2] = 7 + E _K + - . ( 6 . 1 3 )  

Then, with (6.10) we obtain for the quantity IBg(k  ', k" = k' + q + K)l  2 which 
appears in the scattering function K~ 

(Dk, + Dk,,) 2 (6.14) 
iBK(k ', k")l 2 = IVKI 2 (D 2, + iVKI2)(D2,, + [VKI 2) ' 

with Dr, = Ek, - Ek'. VK are the Fourier coefficients of the local model po- 
tential. Actual calculations were carried out with the model potential given by 
Animalu and Heine (1965). 

In evaluating (6.11) the integration over the azimuthal angle in q-space is 
transformed to an integral over the energy loss A = Ek, - E~,+q. This A- 
integral can be performed using the resonance structure of 1/le(q,w)l z in the 
frequency region about wp(q): 

1 1 1 
i~(q,~)l-------~ - (,0~(q,~) I ~2 (~ _ wp(q))2 -4-(F(q)/2h) 2 " (6.15) 

\ 0~ I<,,.(q)) 

In Fig. 6.1 we have plotted the plasmon part of the RPA excitation s~ectrum 
together with the plasmon damping F(q) and the upper limit Aq = h q(2k' - 

1.5 ~ " -  ~op(q) 

f / 
1 . 0 ~  

~ ,. qo 

0 0.2 0.4 0.6 0.8 
ql~ 

rig. 6.1. Plasmon energy hWp (q), plasmon damp- 
ing F(q), and limits of A-integration (Aq, E -  
EF) as functions of wave number, qc is the plas- 
mon cut-off wave number, qmln is the minimum 
wave number related to decay of plasmons via 
interband processes in the case of plasmon ex- 
citation by an electron with energy E j 
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q)/2m of A-integration. The relevant energy range for plasmon excitation is 
the region of wid th / ' (q )  about hwp(q) (shaded area in Fig. 6.1). The relative 
positions of different limits of A-integration with regard to this energy range 
determine the lower limit of q-integration qmin. It should be noted that the 
q-integral is determined by the behavior at small q-values. Therefore, in order 
to reduce the numerical effort in evaluating (6.11) it is sufficient to use (6.14) 
for k" = k r + q + K in the limit of small q, 

(h4 /m2) (q ,K)  2 
IBK(k ', k' + q + g ) l  2 "~ rVgl 2 [(Ek,+K -- Ek,) 2 + 41V~1212 (6.16) 

We also put q = 0 in the energy 5-function. Furthermore, supposing that hwp(q) 
is large compared with the energy gaps at the zone boundaries we can approxi- 
mate the Bloch energies in the O- and 5-function in (6.11) by simple parabolic 
expressions. 

Finally, in order to obtain a formula for polycrystalline materials, an average 
over all directions of K is performed. In explicit calculations for A1 we took into 
account only the interband processes belonging to K1 [111] and K2 [200]. The 
corresponding Fourier coefficients of the model potential are IVK11 = 0.24eV 
and IVK:I = 0.79eV, respectively (Animalu and Heine 1965). The plasmon 
damping F(q) is given by the parabolic expression mentioned in Sect. 5.1. 

6.2 Mean Free Paths 

6.2.1 Elastic Scattering. According to (5.13) the elastic mfp is related to the 
transition probability w(eO(k ', k). Using (5.11) in this formula we obtain with 
the total elastic scattering cross section 

crt~ = J d/2 (6.17) 

the simple relation 

1 
/el(E) -- Nat(Ttot(E) �9 (6.18) 

For the total scattering cross section (6.17) we obtain from (6.3) the following 
representation in terms of phase shifts: 

CX) 

4~ ~ ( 2 1  + 1)sin 2 ~ (6.19) ~tot(Z) = V 
/=0 

The energy dependence of/el(E) is shown in Fig. 6.2 for A1. It is important 
to note that the elastic mfp is of the order of a few ~ in the relevant energy 
range. 

21 



15 

E 10 

5' 

/inel 

I 
0 t I I 

100 150 200 
E[eV] 

~ig. 6.2. Energy dependence of the total mean 
free path I (mfp) of electrons in A1 (dashed 
curve). Comparison of elastic and inelastic mfp. 
The arrow indicates the vacuum level (calcu- 
lated) 

6.2.2 Inelastic Scattering. The inelastic mfp is defined by (5.12). According to 
(5.4), different scattering mechanisms contribute to/inel 

1 1 1 1 
- Ze( ) + + ) le'Z - - =  (6 .20)  linel(E) 

Using (5.5, 10) the contributions le and lp related to interaction processes with 
the system of conduction electrons are obtained from (Quinn 1962) 

1 8~'e2m 1 ~ 1 ¢2(q,E-Ek-t-q) (6.21) 
le(E) - h2k ~2 V q2 ] ¢ ( ~ , E - - - E ~  

and 

1 

/p(E) 

4~r2e2m 1 1 

hk ~2 E 

× 6(Ek+q - E - hwp(q)) , (6.22) 

respectively. 
There have been several attempts to calculate the inelastic mfp related 

to the free-electron gas beyond RPA (e. g. Ashley, Tung, and Ritchie 1979; 
Penn 1976) including damping effects or exchange and correlation. For our 
purposes it seems not necessary to calculate this contribution more accurately 
than obtained from (6.21,22) using the RPA dielectric function (5.7-9). In this 
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Fig. 6.3. Inelastic mfp of electrons vs. electron energy 
in Al. Comparison of different contributions: le is 
almost completely given by the 2p-contribution l~p. 
linel iS the total inelastic mfp including (curve 2) 
and neglecting (curve 1) 12p. The a r r o w  indicates 
the plasmon threshold (calculated) 
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connection we will emphasize once more that  for a consistent description of 
the t ransport  process it is necessary to calculate the mfp and the scattering 
functions in the same approximations. 

In Fig. 6.3 we have plotted the different contributions to/inel together with 
the total inelastic mfp. In this figure Ic is also shown using the most reli- 
able values given in the literature (Ashley, Tung, and Ritchie 1979). Because 
/c(E) >>/e, lp in the 100 eV range we can neglect core excitations in the trans- 
port process, as mentioned before. 

The comparison of elastic and inelastic contributions to the total mfp shown 
in Fig. 6.2 demonstrates that  both contributions are of the same order of mag- 
nitude in the major  part  of the relevant energy range. However, especially at 
low energies/el dominates the total mfp. 

7. Exc i tat ion  Funct ions  

The interaction between the primary charged particles and the electron system 
of the metal  leads to various possibilities of generating excited electrons. In this 
chapter the excitation functions concerning these different interaction processes 
are evaluated. 

The parameters  of the incident beam - mass, energy, and angle of incidence 
- enter the description of particle-induced electron emission through the excita- 
tion function. As mentioned in Chap. 5 the spatial dependence of the excitation 
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rate will be neglected. Let us now regard the different excitation processes which 
are very similar for both SEE and IIEE. In the following we consider four mech- 
anisms responsible for generating SE: excitation via screened particle-electron 
interaction (e), excitation by decay of plasmons generated by the incident par= 
titles (p), excitation of core electrons (c), and excitation by Auger processes 
(a) which immediately follow the excitation of inner-shell electrons. Therefore, 
the total excitation function can be written as 

S ( E 0 ; k ) = ~ - ~ S i ( E 0 ; k ) ;  i = e , p , c , a .  (7.1) 
i 

A general formula for the excitation function may be obtained from the 
excitation probability (5.3) using (5.1). If k0, E0, and v0 denote the wave num- 
ber, energy and velocity of the incoming particle, then the number of electrons 
thrown into the state k by the primary beam is given by 

S(E0; k) = 1 s 1 voW;.o, =vo (7.2) 
k~,k'(<kF) 

The expression for the transition probability can be simplified by the assump- 
tion that the impinging particle before (k0) and after (k~) the scattering event 
is in a plane wave state. Then we have for the corresponding transition matrix 
element < k~l exp(iqr)lk 0 > =  (~k~,ko+q" We arrive at the following formula: 

S(E0;k) - 64~3~4 1 i I<  kle-iq~l k' > 12 

q,k  ~ 

x O ( E  F - Ek,)(~(Eo + Ek, - Eko+q - E k ) .  (7.3) 

A factor of 2 results from the spin summation over the initial states in the 
Fermi sphere. 

To proceed further, various approximations are necessary concerning the 
dielectric function, the transition matrix element, and the energies in order to 
obtain explicit expressions for the different excitation functions. Moreover, in 
order to simplify the considerations, perpendicular incidence of the primary 
beam will be assumed. 

7.1 IIEE 

In the case of the proton-induced electron emission, the energy and velocity 
of the incident ion are given by E0 = E i h2k~ /2Mp and v0 = hko /Mp .  k0 
Mp denotes the proton mass. In the following we evaluate the excitation func- 
tions Si(E0; k) with i = e, p, c starting from (7.3) and the excitation function 
Sa(E0; k) using a simple picture of the underlying Auger process. After that, 
we compare these different contributions to the excitation rate. Finally, we dis- 
cuss the problems connected with the influence of the system of target electrons 
on the charge state of the moving ion. In our simple description of excitation 
processes such effects will be neglected. 
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7.1.1 Excitation of Single Conduction Electrons. In order to calculate this con- 
tribution the conduction electrons will be described within the free-electron-gas 
model. Then the dielectric function is given by (5.7, 8). With 

< kl(exp(- iqr) lk'  > =  ~k',kq-q 

we obtain from (7.3) 

Se(Eo; k) - 647rae4Mp 1 ~-, O(EF__-- Ek,) 
h~0 ~ ~ I k ' -  kl41~L--~ k l ~ k ,  - Ek)l 2 

x 6(E~o+~,_ k + Ek - Ei~0 - Ek,) .  (7.4) 

One angular integral can be carried out by utilizing the 5-flmction. This leads 
to restrictions on the excitation angle 0 = Z(k0, k) 

cos 01 _< cos 0 _< Min[cos 02,11 (7.5) 

with 

1 
cos 01,2 = 2kko 

(7.6) 

The condition for the occurrence of excitation is given by cos 81 < 1. We obtain 
an upper boundary Em for the excitation from the conduction band, 

h2 [ 2k0+kF(M--z~ - 1  (7.7) 

E m =  ~'mm M____Zm + 1 

In Fig. 7.1 the primary energy dependence of this quantity is shown for 
different light ions. With increasing ion mass there is a lowering of Em for a 
given primary energy. The restriction to excitation energies smaller than Em 
is important only for small primary energies 1. 

With regard to the condition (7.5) the excitation function Se(Eo;E, cos 0) 
Se(E0; k) must be calculated numerically. Starting from (7.4) we have 

&(E0; E, cos e) = ~3~2a~k0 Ik0 - kl 

X O(cos O 2 -- cos t})O(cos 0 -- COS t} 1) 
kF 27r 

I k ' -  kl4l~L(I k ' -  k h E ' - E ) I  2 ' 
krnin 0 

1 The terms "small'and "high"prirnary energies in the following discussion pertain to E0 
60 and E0 ~ 500 keV, respectively. 
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Fig. 7.1. Upper boundary for the excita- 
tion of single conduction electrons as a 
function of ion energy E0 for different 
ions (calculated) 

where 

]ko - k [ -  v/k~ + k2(Mp/m) "~- 2kok(Mp/m)cosO 
kmin = ( Mp/m) - 1 (7.9) 

arid ~ denotes the polar angle of k t with respect to k0 - k. 
In Fig. 7.2 the angular dependence of the excitation by screened proton- 

electron scattering is shown at low and high primary energies. At E0 = 40 keV 
for increasing excitation energies the excitation takes place preferably in the 
direction of the primary beam. At high primary energies, however, the angular 
distribution is perpendicular to the direction of the primary beam at all relevant 
excitation energies. 

The energy-dependent excitation function 

47rSe,0(E0; E) = / dQ Se(E0; E, cos o)  (7.10) 

is shown in Fig. 7.3 for low and high primary energies. In all cases there is a 
distinct peak around 35 eV above the bottom of the conduction band. This peak 
is connected with the resonant behavior of 1/It(q, ~)12 due to the penetration 
of the plasmon mode in the pair continuum of the RPA excitation spectrum 
(Fig. 5.2). 

7.1.2 Excitation by Decay of Plasmons. In the following we eonsider the exci- 
tation of conduction electrons by decay of plasmons generated by the ineident 
ion. As mentioned in Sect. 5.1 the plasmon damping in normal metals is domi- 
nated by interband processes. Higher-order processes within the free-electron- 
gas model responsible for plasmon damping will be neglected. The excitation 
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Fig. 7.2. Angular dependence of excitation by dynamically screened ion-electron scattering for 
E ---- 20eV and 100eV, respectively. (a) E0 = 40keV and (b) E0 = 500keV. k0 is the wave 
vector of the incident proton and 0 is the excitation angle (calculated) 
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Fig. 7.3. Energy dependent excitation function for dynamically screened ion-electron scatter- 
ing at (a) low and (b) high primary energies. The arrow indicates the vacuum level (calcu- 
lated) 
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rate by interband processes can be calculated from (7.3). According to (6.9) 
the interband matrix element is represented by the Bloch integrM. Then, by 
analogy to (6.11), we obtain 

Sp(Eo; k) - 641rae4Mp 1 [BK(k ,  k + q + g ) l  2 

K,q(<qo) q [~(q, k0 -E~0+q)[ 

x O ( E  F - [Eik0+q - Eik0 +/~k]) 

• ~(Eik0+, + h - Eik0 - / ~ + q + K )  �9 (7.11) 

The mathematical procedure for evaluating Sp(E0; k) is almost the same 
as that discussed in Sect. 6.1.2 for the scattering function K~. The integrations 

over the momentum transfer and energy transfer A = Ei~0 -Ei~0+q are restricted 
to the plasmon part of the excitation spectrum. The maximum energy transfer 
is given by 

h2q (2ko Aq(Eo)  = - ~ p  - q) . (7.12) 

In Fig. 7.4 the plasmon part of the excitation spectrum is shown together 
with plasmon damping and the limits of A-integration. The excitation of con- 
duction electrons by plasmon decay via interband processes can only take place 
if the curve of maximum energy transfer intersects the region of the damped 
plasmon for q < qc. In this way we obtain a minimum primary energy E~ nin for 
plasmon excitation. This energy is given by (M is the ion mass) 

1.0- 

m 1.5 

0.5" 

qmin 

0.2 0.4 

2 
) keV 

~p(q) / f  

" Aq(Eo) qc 

\ F ( q ) ~ - - ~  

1 
E0 = 500keV 

2.0 

l 
0.6 

q/k~ ,, 

0.8 

Fig. 7.4. Plasmon energy hWp (q), plasmon damp- 
ing F(q), and limits of zS-integration (Z3q(E0), 
E -  EF ) for different primary energies as a func- 
tion of wave number, qe is the plasmon cut- 
off wave number, qrnin is the minimum wave 
number related to decay of plasmons via inter- 
band processes in the case of plasmon excita- 
tion by the incident ion with energy E0 (500 
and 100 keV) (calculated) 
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E - W = 10eV 

Fig. 7.5. Angular dependence of the excitation by plasmon decay for different secondary en- 
ergies. (a) E0 = 60 keV and (b) E0 -- 500 keV. k0 is the wave vector of the incident proton 
and ~ is the excitation angle (calculated) 

E~nin = EF(2+2/kF)2M 
m 

For different projectile ions we obtain the following values: E~ nin ~ 40 keV for 
H +, E~ nin ~ 80keV for H2 +, and E~ nin ~ 1600 keV for Ar +. 

The excitation via plasmon decay turns out to be anisotropic, especially at 
low primary energies as shown in Fig. 7.5. The excitation takes place preferably 
in the direction of the primary beam. 

In Fig. 7.6 the energy dependent excitation function is shown for different 
pr imary energies of proton impact. There are remarkable qualitative differences 
for excitation at low and high primary energies. The formula for the excitation 
function (7.11) contains a factor 1/q 4 resulting from the square of the Fourier 
transform of the Coulomb potential. Then, at high values of E0 important  con- 
tributions to the excitation rate stem from small momentum transfers q >_ qmin 
(Fig. 7.4). Depending on the position of the lower limit of the A-integration, 
E - EF, relative to the plasmon line the excitation function begins to drop at 
the energy E F + hwp (q ~ 0). At low values of E0 the excitation rate is gov- 
erned by momentum transfers qc > q > qmin where qmin approaches qc with E0 
lowering to E~ nin. Then, the possible excitation energies are determined by the 
dispersion of the plasmon energy. The excitation function begins to decrease 
at the energy E F + hCap(qmin ). 

In the evaluation of the excitation function by decay of plasmons for A1 we 
have taken into account only the interband processes belonging to the reciprocal 
lattice vectors K I [ l l l ]  and K21200]. However, in NFE metals there is a finite 
contribution to plasmon damping also from the interband process related to the 
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Fig.7.6. Energy dependent excitation function by plasmon decay at (a) low and (b) high 
primary energies. The arrow indicates the vacuum level (calculated) 

reciprocal lattice vector K31220] (Sturm 1976, 1977, 1982; RSsler and Brauer 
1981b). Therefore, we expect also the excitation of conduction electrons by this 
interband process. The possible excitation energies for this type of interband 
process are restricted to a very small interval (< 0.5eV). This leads to an 
unrealistically narrow peak in the energy distribution of emerging electrons 
(RSsler and Brauer 1981b), in contradiction to experiment. At present there 
is no unambiguous explanation of this contradiction. A possible reason for the 
suppression of the K3-contrlbution in (7.11) is related to the band structure. 
If we take into account the realistic band structure of A1 (Levinson, Greuter, 
and Plummer 1983) in the relevant energy range, then the unrealistic K3-peak 
which is a consequence of the description of the band structure within the 
simple model of nearly free electrons would probably disappear. 

7.1.3 Excitation of Core Electrons. In this case we neglect the screening in 
(7.3) by reason of the large frequency argument in the dielectric function. In 
the transition matrix element the core states are described by Bloch sums 
(Fischbeck 1966; Arendt 1969), 

r ~- G -3/2 ~ eikR~v(r -- R) (7.14) 
R 

and the excited states by orthogonalized plane waves, 

1 ikr %bk(r) ---- ~ e  - ~ ]  bku, d2k'u,(r)6k,k'+K, (7.15) 
kr ut,lr( 
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where k is non-reduced, u is the band index, and G 3 is defined by G 3 = 12/120 
where 120 is the volume of the unit cell. ff~(r - R) is the atomic wave function 
centered at the lattice point R. For the core states (7.14) the Bloch energies 
are approximately given by the corresponding atomic levels: Eke, ,~ E,, = Enl 
(n, I are the atomic quantum numbers). For the energies of the excited states 
(7.15) we use simple parabolic expressions. The coefficients bk~ in (7.15) are 
determined by the demand for orthogonality of this state to all states tk~ 
(7.14). This means 

- 4-ffffl . (7.16) 
/ 2 0  

The excitation function can be written in appropriately chosen variables 

Sc(Eo;E, cosO)-  k ( _ ~ ) 2 ~  k~ 2/ 
7r3~2.~3 h2 ~ S ~ 0  -~ d~lB,,(k,q)l 2 

ko- ~ 0 

where 

f [ e -ikr Bv(k,q)--- eiq"~v(r) [ ~ o  ~ b ~ , ~ * , ( r ) d 3 r ,  
f2 o v t 

(7.17) 

(7.18) 

and T is the polar angle of k~ with respect to k0. q = k0 - k~, where k~ = 
k 0 , / 1  - ( E  - E v ) / E 0 .  

In evaluating (7.17) we will only take into account the excitation of L-shell 
electrons. Due to the large binding energy of the 1s-electron the excitation 
from the K-shell will be neglected. The binding energies of the L-shell of A1 
(measured up to the Fermi level) are 117.6eV (2s) and 72.6eV (2p), respec- 
tively. Actual calculations are carried out using the Herman-Skillman functions 
(Herman and Skillman 1963) for the radial part of the atomic wave function. 

Fig. 7.7 shows the angle dependent excitation function for different sec- 
ondary energies at low and high primary energies. At low secondary energy 
(E ~ 50 eV) the excitation is nearly isotropic, but with increasing energy it 
occurs preferably in the forward direction. In Fig. 7.8 the energy dependent ex- 
citation function is shown for different primary energies. The excitation rate is 
almost completely determined by that from 2p core states. In order to explain 
this we have plotted in Fig. 7.8 for E0 = 60 keV the contribution of 28 core 
states to the excitation rate. 

7.1.4 Auger Excitation. At the impact of energetic ions on the target by excita- 
tion of core electrons (discussed in the preceding section) inner shell vacancies 
are produced which within a very short time (s 10 -12 s) are filled with electrons 
from outer sheUs or from the conduction band. Here we are not interested in 
the special features of different transition processes which make the Auger elec- 
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Fig. 7.8. Energy dependent excitation 
function of core excitations from 2s and 
2p core states at different primary ener- 
gies. For E0 = 60 keV the contribution 
of the 2s core states to the excitation 
rate is shown (dashed curve). The arrow 
indicates the vacuum level (calculated) 
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As in the case of direct excitation from the core levels of A1, where L-shell 
excitation is considered, we take into account only the filling of L-shell vacancies 
by conduction electrons. Auger processes (Coster-Kronig transitions) in which 
an initial vacancy is filled by an electron from the same shell are neglected. 

Because both states of the Auger process are located in the conduction 
band the Auger line width is roughly twice the Fermi energy. However, due to 
the complicated structure of the density of states the actual Auger line width 
is considerably smaller. It will be considered as an input parameter in actual 
calculations. 

We employ a simple model for calculating the Auger excitation function. 
We make the ansatz 

S~(E0; E)  = A~ (7.19) 
(E - E~)2 + r 3 / 4  ' 

where/ 'v  and Ev a are determined by width and position of the experimentally 
observed Auger peak. For the 2p-level in A1 we have F2p ~ 10 eV and E~p = 
W + 67 eV. The coefficient Av is determined by the basic assumption that the 
number of excited electrons via Auger mechanism is equal to the number of 
excited core electrons or inner shell vacancies, respectively. Therefore, 

f Sc~,o(Eo;E)dE= f S~(Eo;E)dE. (7.20) 

The integral on the left-hand side is simply related to the contribution of 
the core states v(2p, 25) to the reciprocal mean free path 

l,,(Eo) -- 47r S~,o(Eo;E)dE. (7.21) 

Then, from the condition (7.20) we obtain with (7.19) 

1 
Av - 47r/,(E0) " (7.22) 

A more simplified version of the excitation function can be obtained replac- 
ing the distribution in (7.19) by a 5-function, 

S;(E0;  E)  = A~,5(E - Eva). (7.23) 

For the 2p-core states both approximations of the Auger excitation function 
lead practically to the same results for yield and low energy distribution of the 
escaping electrons. 

7.1.5 Comparison of Different Excitation Mechanisms. Obviously, all of the dis- 
cussed excitation processes occur simultaneously. Therefore, it seems useful to 
compare the various excitation rates. In Fig. 7.9 the different energy dependent 
excitation functions are represented for t30 = 500 keV. 

Excitation by decay of plasmons is essentially restricted to energies E be- 
low hwp(qc) + W ('~ 35 eV for A1). The number of electrons excited from the 
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conduction band by direct scattering processes is smaller than those excited 
by plasmon decay at low E. However, in this case there is a large number of 
electrons with higher energies. As we will see later, these electrons are more 
effective for the formation of the electron cascade, and, therefore, for the num- 
ber of emerging electrons. The number of electrons excited from inner shells is 
negligible at low energies. However, at higher E (above 200 eV) the number of 
electrons excited in this way exceeds the excitation rate from the conduction 
band. Because of the enhanced effectivity of energetic electrons we expect that  
also the excitation from core states leads to an important  contribution to the 
number of escaping electrons. The energy dependent excitation function due to 
Auger processes is given in our simple theoretical model by (7.19) or (7.23). In 
this case the number of directly emitted electrons is small compared with the 
contributions from the other excitation mechanisms. Nevertheless, this quasi- 
monoenergetic excitation influences the emission of electrons by means of the 
electron cascade. The strength of the excitation rate is determined according 
to (7.22) by the core contribution Ic to the mfp of the impinging particle. 

7.1.6 Critical Discussion of the Simple Interact ion Model .  Our theoretical con- 
siderations start  from the simple picture of interacting point charges. In this 
case we can use the golden rule expression (7.3) in order to calculate the exci- 
tation functions. A general theory applicable to ions other than H + is beyond 
the scope of the present work. But also in the case of a positive point charge 
moving in the electron system of the target there are complications which are 
related to the possibility of formation of bound electron states. 
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For heavier ions we must take into account the effect of projectile electrons. 
The yield obtained in this case is larger than expected from a simple scaling 
law 

~'ion(E0) = ")'H+(E0' Mp/M) ,  (7.24) 

which follows from the theoretical treatment of the ion as a single charged 
point~ charge of mass M. Starting from the excitation function (7.8, 11, 17) one 
can prove that all these expressions depend on ko/M ,,, vo only. This means 
that different single charged ions moving with equal velocity produce the same 
electron yield. With respect to the primary energy as the reference variable 
(7.24) follows immediately. Only for D + (M = 2Mp) the scaling law (7.24) is 
exactly fulfilled as has been confirmed by experiments (Baragiola, Alonso, and 
Oliva Florio 1979; Baragiola et al. 1979). This would be expected because there 
is no projectile electron in this case. 

Our treatment of the excitation of electrons is based on the assumption 
that on their path through the target the charge state of the ion remains un- 
changed. However, in reality, the velocity dependent charge state is determined 
by the formation of bound states. The equilibrium charge state for H + and He + 
moving in a homogeneous electron gas was calculated by Guinea, FIores, and 
Echenique (1982). These charge states are obtained in terms of the processes of 
capture and loss for the level bound to the ion. A more elaborate investigation 
including dynamical screening and atomic-like transitions of electrons is given 
by Echenique, Flores, and Ritchie (1988). At high enough ion velocity v0 _> 2 
[a. u.] (E0 above 100keV for H+), neither screening by conduction electrons 
nor the detailed structure of the crystal affect the charge states in metals. In 
this case the ratio of the probability of finding a bare proton to that for a H ~ 
atom is much larger than 1. Then, the excitation rate can be obtained with 
sufficient accuracy from (7.3). At low ion velocity (v0 < 1.5 [a. u.] or E0 below 
60 keV for H +) the mentioned ratio decreases drastically to values smaller than 
1. This can be interpreted as a reduction of the effective charge of the proton. 
Thus, in the region of low primary energies the employment of (7.3) leads to 
an overestimation of the number of excited electrons. 

7.2 SEE 

As in the foregoing, (7.3) is the starting point for the evaluation of excitation 
functions. Energy and velocity of the PE are given by Eo = h2k2/2m and 
vo = hko/m, respectively. 

7.2.1 Excitation of Single Conduction Electrons. In this case the different steps 
performed in Sect. 7.1.1 leading to (7.8) must be repeated. The excitation rate 
can be obtained utilizing 
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k 
Se(Eo; E,  cos 0) = ~3~2a~ko Iko - kl O(cos 02 - cos 0)O(cos 0 - cos 01) 

kF 2n" 

• k'  dk '  I k '  - kl4leL([k ' - k h E '  - E) I  2 ' 

km,n o (7.25) 

where 

~ m i n  = 

and 

cos 01,2 = 

k(ko c o s O - k )  

Iko - k l  
(7.26) 

kok 
(7.27) 

k~ I E = 20 eV 

E = 200 eV 
Yig. 7.10. Angular dependence of the exci- 
tation by dynamically screened electron- 
electron scattering for E = 20 eV and 
E = 200eV. Eo = 2keV. k0 is the wave 
vector of the primary electron and 0 is 
the excitation angle (calculated) 

In Fig. 7.10 the angular dependence of the excitation by screened electron- 
electron scattering is shown at E0 = 2keV for different secondary energies. 
In fact the excitation takes place nearly perpendicular  to the direction of the 
pr imary  beam. Wi th  increasing excitation energy a small preference of the 
forward direction can be observed. There are some similarities with the proton- 
induced excitat ion at high pr imary energies. 

The energy dependent excitation function 47rSe,0(E0; E )  is shown in Fig. 7.11 
at different pr imary  energies. Again we find qualitatively the same behavior  as 
in the case of proton- induced electron emission (Fig. 7.3b). 
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Fig.7.11. Energy dependent excitation function by dynamically screened electron-electron 
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1~ig. 7.12. Energy dependent excitation function by screened electron-electron scattering: 
Thomas-Fermi (a), unscreened, Streitwolf function (b), and RPA (c). E0 ---- 2keV (calcu- 
lated) 

It is interesting to compare the energy dependent excitation rate calculated 
from (7.25) using different screening approximations. Neglecting screening in 
(7.25) we obtain the excitation function first derived by Streitwolf  (1959) 

k 
Se(Eo; E,  cos 0) - ~r2e2a~k ~ O(cos 02 - cos 0)O(cos 0 - cos 01) 

2 2 k2 k F ( k  0 + - 2kok cos0) - (kokcosO - k2) 2 
X 

(k2 - k~)2(k~ + k2 _ 2k0k cos 0)3n 

(7.28) 

Using the Thomas-Fermi approximation for the dielectric function e(q, w) 
~(q, 0) ~ 1 + k~F/q 2, where kTF (k~:F = 4kF/~aB) is the Thomas-Fermi mo- 
mentum, the excitation function was evaluated by Chun 9 and Everhart  (1977). 
Also in this case all integrations in (7.25) can be done analytically. In Fig. 7.12 
we compare these approximations with the full dynamical RPA calculation 
which must be performed numerically. Obviously, the Streitwolf function over- 
estimates the excitation rate at low secondary energies. At high excitation 
energies screening is ineffective and the excitation rates calculated in RPA and 
neglecting screening (e = 1) approach each other. The Thomas-Fermi screening 
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underestimates the excitation rate at all secondary energies. Therefore, from 
this comparison we can observe the importance of dynamical screening in the 
evaluation of the excitation function Se. 

7.2.2 Excitation by Decay of Plasmons. In this case we can also use the formula 
for the excitation rate related to proton impact with minor amendments. In 
close analogy to (7.11) we have 

Sp(Eo; k) - 647r3e4m 1 I IBK(k, k + q + K)] 2 
h2ko ,Q E q4 le(q, Eko _ Eko+q)]2 

g,q(<qo) 

• O(EF -- [Ek0+q -- Ek0 + E~]) 

• 5(Eko+q + Ek - Eko - F - J k o - . I - q - . { - K )  �9 (7.29) 

The further steps of the evaluation of (7.29) bear a great resemblance to the 
case of proton impact at high primary energies. It follows, for instance, that at 
the primary energies considered here (E0 >_ 1 keV) the lower limit of momen- 
tum transfer 2qmin, defined by the intersection of the maximum energy transfer 
Aq(Eo) = h q(2k0 - q)/2m with the plasmon line (Fig. 7.4), is very small. 
Therefore, we expect vast similarities in the behavior of energy and angular 
distribution of excitation rates for SEE and proton-induced electron emission 
at high primary energies. 

k~ 1 
E -  W = IOeV 

~'ig. 7.13. Angular dependence of the 
excitation by decay of plasmons for 
different secondary energies. E0 = 
2 keV. k0 is the wave vector of the 
primary electron and 0 is the excita- 
tion angle (calculated) 

In Figs. 7.13 and 7.14 we have plotted angular dependence and energy dis- 
tribution of the excitation rate by plasmon decay, respectively. 

7.2.3 Excitation of Core Electrons and Excitation by Auger Processes. In order 
to obtain the excitation function we can use (7.17) without the mass dependent 
prefactor 
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ko+k~o 2rr 

r~ae2-a v= ~ d~lB'(k'q)12 
~B'~ ko- ~ 0 

(7.30) 

where k2 Zo : Vk-  - + 
The angle dependent  excitat ion function shown in Fig. 7.15 reveals the same 

behavior  as tha t  discussed in Sect. 7.1.3 for proton impact  at high pr imary  
energies. The  same is t rue for the energy dependent excitation funct ion shown in 

Fig. 7.15. Angular  dependence of core ex- 
citation at different secondary energies. 
E0 = 2 keV. k0 is the wave vector of the 
primary electron and ~ is the excitation 
angle (calculated) 
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Table 7.1. Core contributions to the mfp 
at different primary energies 

Eo ~eV] 12~ [A] 12p [hi 1r [•] 

1 1810 270 235 
2 3170 390 320 

Fig. 7.16, from which we can state that  the excitation rate is almost completely 
determined by that  from the 2p core states. 

The excitation of electrons by Auger processes is closely related to the 
excitation of core electrons. In Sect. 7.1.4 we have proposed a simple model 
for Auger excitation which is also applicable for electron impact. According to 
(7.22) the strength of this excitation is governed by the corresponding core con- 
tributions to the mfp of the PE. These contributions to the mfp are calculated 
by means of (7.21) using the core excitation function (7.30). In determining Ic 
only the L-shell contributions are taken into account: 

1 1 1 
- + - -  ( 7 . 3 1 )  

lc I2p 12s 

Numerical values are given in Table 7.1 
These values are somewhat larger than the corresponding ones calculated 

by Ashley, Tung, and Ritchie (1979) on the basis of an atomic model developed 
by Manson (1972) for the ionization of inner shells. 

7 .2 .4  A t o m i c  M o d e l  o f  C o r e  E x c i t a t i o n s .  Our treatment of core excitations is 
based on the work of Fischbeck (1966) and Arendt (1969). The crystal electrons 
are described by a Bloch scheme, in which the core states and excited states of 
electrons are given by Bloch sums and orthogonalized plane waves, respectively. 
This leads to expressions for the excitation rates which can be evaluated only 
with considerable numerical effort. 

Besides this elaborate t reatment  we can calculate the excitation from core 
states within an atomic picture. Using the semiclassical model of Gryzinski 
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(1965) the differential cross section for an energy transfer A E  from an electron 
with energy E0 to an electron in a core state n, l with energy En,l can be 
written as 

da,t( A E , Eo , E,t  ) o0 ( 7 . 3 2 )  
dz E - (S )3 u), 

where a0 = 7re 4 = 651.4 (eV It) 2 and 

7 7, 

x [ y ( 1 - 1 ) + 4 1 n ( 2 . 7 1 8 + ~ ) ]  (7.33) 

with x = Eo/Ent and y = AE/Enl. 
The excitation function, which is isotropic by construction, can be obtained 

from the differential cross section by multiplying by the occupation number nnl 
of the level n, l and the number of atoms per unit volume Nat (E = Ent + AE) 

4 7 r S ~ / ( E 0 ;  E)  : Yatnnl dern'--'-~l (7.34) 
dAE 

In Fig. 7.17 we compare the energy dependent excitation function (7.34) 
with our more elaborate calculation. 

7.2.5 Comparison of Different Excitation Mechanisms. Figure 7.18 summarizes 
the different energy dependent excitation functions for E0 -- 2 keV. We obtain 
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I'ig.7.17. Energy dependent  exci tat ion func- 
tion of core electrons at E0 = 2 keV. Com- 
parison of our calculation (1) with the  model 
of Gryzinski  (1965) (2). The arrow indicates 
the  vacuum level 
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the same qualitative behavior of different excitation mechanisms relative to 
each other as in the case of proton impact at high primary energies (Fig. 7.9). 
From such a picture it is hardly possible to make a conclusion about the relative 
importance of various excitation mechanisms for the electron yield. It should be 
noted from Fig. 7.18b, however, that the excitation of core electrons yields the 
dominant contribution to the number of electrons at high excitation energies 
(above 100 eV). This would be significant in relation to the enhanced effectivity 
of energetic electrons via the electron cascade. 
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8. S o l u t i o n  o f  t h e  T r a n s p o r t  E q u a t i o n  

A general discussion of the different steps for solving the Boltzmaan equation 
(5.19) is given in this chapter. The behavior of various excitation and scattering 
functions discussed in the preceding chapters require careful consideration. 

8.1 General Discussion 

The angular dependence of the problem will be treated by expunsion in terms 
of Legendre polynomials. Such a procedure is advantageous if only a small 
number of expansion terms is necessary for describing the excitation function 
with sufficient accuracy. Then we may write 

o o  

r  •) = E(-1)'r 0), (8.1) 
/=0 

S(E0; E, cos O) = ~ St(E0; E)Pl(cos 8), (8.2) 
/--0 

o o  

K"(E, E', cos ~) = E KT(E' E')P,(cos 0).  (8.3) 
I=0 

Inserting these expansions into (5.19) we obtain immediately a set of indepen- 
dent Volterra integral equations of the second kind: 

el(E) = (-1)tSz(E0; E) + f dE'K~(E, E') r  (8.4) 

E 

To proceed further it is useful to separate from the coefficient 

+1 

K~(E, E') = 27r f dcos ~gK~'(E, E', cos O)Pt(cos O) (8.5) 

-1 

the contribution of elastic scattering processes. Using (6.4) we may write 

K}el)(E, E') =/f,(E)$(E - E') (8.6) 

with 

l(E) (21'+ 1)(21" + 1)sin6v sinSv, :(I(E) = 27rNat--~-- 

x cos(&, - &,,)Tu,,., 
where 

(8.7) 
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q-1 

T,,,,,,,, = / dx .  P,(x)P,,(x)P,,,(x) . (8.8) 
-1 

With (8.6) equation (8.4) can be rewritten as 

r  = S,(E0; E) + / dE'ff~(E, E' ) r  (8.9) 
E 

,~t is related to the excitation function by 

SI(E0; E) = (-1)~SI(E~ E) 
1 - (8.10) 

N 

and K [  is determined by the scattering function for all inelastic processes 

/-([(E, E')  = K/(inel)(E' E')  
1 - ff't(E) ( 8 . 1 1 )  

In general, the energy integration in (8.9) must be extended up to the pri- 
mary energy E0. However, either the excitation rate decreases with increasing 
energy in such a way that a restriction to energies below a suitable maximum 
value Emax is sufficient (Se, Sc) or the excitation rate itself is restricted to a 
finite energy interval (Sp, Sa). In every case the upper limit Emax is clearly 
below the primary energy E0. In our explicit calculations for the excitation of 
single conduction electrons or from core levels we use a value slightly above 
400 eV as an upper limit for Emax. 

The Boltzmann equation can be solved by standard numerical methods. 
Equation (8.9) is transformed in the usual way to a system of linear algebraic 
equations: 

S r n a x  

Ct(Ei)=S,(Eo;Ei)+ EVI(i,j)r i = l , 2 , . . . , i m a x .  (8.12) 

J(>0 
Depending on the behavior of the excitation function, a suitable energy mesh 
size is chosen, 

EI=EI+( i -1 )AE;  i = l , . . . , i m a x ;  
(El = W, Eim~,,, -- Emax) �9 (8.13) 

The coefficients Vt(i,j) in (8.12) are determined by the integration rule used 
for converting the integrals into sums as well as according to (8.11) by the 
scattering functions (elastic, inelastic). We have used the simple trapezoidal 
rule to convert the integrals to sums. 

8.2 Monoenergetic Isotropic Excitation 

We will discuss the simple case of a monoenergetic isotropic excitation (1 = 0): 

S0(E0; E )  = A(~(E  - E o )  . (8.14) 
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This is of fundamental interest to understand the origin of the energy distribu- 
tion of inner excited eleetrons at low energies. Such an excitation will be realized 
approximately by Auger processes, as mentioned in Sect. 7.1.4 [see (7.23)]. 

The treatment of the monoenergetic isotropic excitation is closely connected 
with the problem of solving the Boltzmann equation by a Green's function 
method. The general solution of (8.9) can be  written in terms of Green's func- 
tions GI(E, E') as (Stolz 1959) 

Ema• 

Ct(E) = [ dE' Gz(E,E')SI(Eo;E'). (8.15) 
. I  

E 

These Green's functions must be determined by the solution of 

Emex 

E') = 6(E - E') + / dE"[42[(f, E")GI(E", E'). (8.16) GI(E, 
q,r 

E 

Note that the GI(E, E') depend only on the properties of the metal. 
Here we are interested only in the component G0(E, E') which contains the 

most important information on the effect of scattering processes on the internal 
spectral distribution r = AGo(E, Eo). As shown in Chap. 6 the scattering 
functions are given by complicated expressions containing the dielectric func- 
tion. Therefore, in spite of the simple form of the inhomogeneity in (8.16) the 
solution of this equation is possible only by numerical methods. 

For the &like excitation (8.14) we have plotted the energy distribution of 
the density of internal electrons N(E) = [I(E)/v(E)]r together with the 
energy distribution of emerging electrons in Fig. 8.1. As can be seen from this 
figure the density of internal electrons grows considerably with decreasing en- 
ergy. The enhancement of the density at low energies is determined, in fact, by 
the electron-electron scattering. The process of slowing down energetic electrons 
can be explained by using the iterative solution procedure of (8.16). Every step 
in this procedure (n = 0, 1,2, ...) corresponds to the inclusion of contributions 
from n-fold scattered excited electrons. In Fig. 8.2 we illustrate this process of 
accumulation of electron density distribution at low energies. 

We can state that the restriction to unscattered and single-scattered elec- 
trons in the calculation of the emission characteristics as proposed by Chung 
and Everhart (1977) is not sufficient to describe the actual distribution of elec- 
tron density. This should be not only the case for the &like excitation considered 
here but also for realistic excitation functions. 

The energy distribution of emerging electrons j(E) is shown in Fig. 8.1. 
Using (4.7) and (2.1) j(E) is governed by the density and the escape factor 
according to 

J(E) = rr ( 1 -  W )  v(E')N(E') . (8.17) 
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Fig. 8.1. Energy dependence of the density of inner SE, N(E), and energy distribution of 
ejected electrons, j(E) in the case of monoenergetic isotropic excitation. E0 -- W + 67eV 
= 82.9 eV (calculated) 

Fig. 8.2. Accumulation of the density distribution of inner SE at low energies. The number n 
at the different curves denotes the density distribution including n-fold scattered electrons. 
E0 = 82.9 eV (calculated) 

The general shape of the distribution is determined by the scattering properties 
of the system of target  electrons and the escape process. This means that  the 
position of the cascade maximum at ~ 2 eV as well as the half-width of the 
distr ibution are independent  of the parameters  of the pr imary beam. Special 
features of j(E) which can be seen in the case of A1 (Chap. 9) are a t t r ibuted  
to peculiarities of the excitation processes. 

9. R e s u l t s  for A l u m i n u m  a n d  C o m p a r i s o n  
to  E x p e r i m e n t a l  D a t a  

In this chapter  the results of our  calculations for different measurable quantities 
are presented and compared,  as possible, with existing experimental  data.  Tile 
results for A1 were obtained without  fitting of parameters.  

Wi th  the solution of (8.9) the different measurable quantities can be ob- 
tained from the general formula for tile energy and angular dependent outer  
current density, by inserting into (4.7) the expansion (8.1) of r  12) in Legen- 
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dre polynomials. Explicit formulas will be given only for the energy distribution 
of emerging electrons 

OO 

j(E) = 2~rl(E')O(E' - W) E At(E')r 
/=0 

and the electron yield ? (or 6p) 

(9.1) 

W+50 
OO 

?(or 5p) = 2~'E / dE' I(E')AI(E')r (9.2) 
l--0 w 

where 

1 

A l ( E ' ) =  / dxxPz(x). (9.3) 

For the transformation between outer and inner variables (4.1) is used. 

9.1 IIEE 

9.1.1 Energy and Angular Distribution. Up to now, zero energy in the dis- 
tribution j(E) denotes the vacuum level. According to (7.1) the total energy 
distribution of escaping electrons can be obtained by summing-up the contri- 
butions of the different excitation mechanisms. In Fig. 9.1 this distribution is 
shown for different primary energies. 

The energy range in Fig. 9.1 is restricted to low energies (below 20eV). 
At higher energies there are some peaks which are related to Auger processes 
(at E~p - W ~ 67eV for 2p and E~8 - W ~ ll2eV for 2s processes). These 
peaks which are clearly seen in the experimental spectra correspond to directly 
emitted electrons for this excitation mechanism. However~ the contribution of 
these electrons to the total number of escaping electrons is negligible. 

In accordance with the experiments at intermediate and high primary en- 
ergies we found a maximum of the distribution j(E) at ~ 2 eV, the half-width 
of the distribution is ~8 .5eV and the plasmon shoulder at 11 to 12eV. This 
energy position determined by the slope of the excitation function by plasmon 
decay is approximately given by hap(0) - #. 

Until now there have been no measurements of the energy distribution at 
low primary energies. In this case our calculations predict a somewhat smaller 
half-width of the distribution as well as a shift of the plasmon shoulder to higher 
energies. The energy of the latter determined by plasmon dispersion is approxi- 
mately given by hwp(qmin ) -~5. The position of the so-called cascade maximum 
at low energies (~ 2 eV) is a common feature of the energy distributions at all 
primary energies. 
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Fig. 9.1. Energy distribution of ejected electrons at (a) low (E0 = 60 keV) and (b) intermediate 
and high primary energies (calculated) 

The angular distribution of escaping electrons obtained by our calculations 
follows almost a cosine law. In the case of I IEE this angular distribution has 
not yet been measured. 

9.1.2 Yield. As shown in Fig. 2.3 experimental values for the electron yield exist 
over a large range of primary energies. Therefore, we have extended existing 
calculations (RBsler and Brauer 1988) up to proton energies of about 10 MeV. 

In Fig. 9.2 we have plotted the primary energy dependence of the different 
contributions to the electron yield 7. At low primary energies the contributions 
from inner shell excitations as well as from Auger excitation processes are 
negligible. At intermediate and high proton energies all excitation processes 
must be taken into account. Up to values on the order of 1 MeV the excitation 
of single conduction electrons is the prevailing mechanism. However, for very 
high pr imary energies the mechanism of core excitation is the dominant one as 
can be seen from the data  in Table 9.1. 

The Auger excitation contributes to the yield by directly emitted electrons 
as well as by the electron cascade. The first contribution which is related to the 
observed Auger peaks in the energy distributions is considerably smaller than 
the second one. The Auger excitation processes should be taken into account 
for quantitative considerations. In particular, at very high primary energies 
their contribution is comparable to the contributions from the other excitation 
mechanisms. 
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Fig. 9.2. Primary energy dependence of the electron yield % Contributions from different 
excitation mechanisms (see figure caption Fig. 7.9) at (a) low and (b) intermediate and high 
primary energies (calculated) 

Table 9.1. Theoretical and experimental values of electron yields at very high proton energies 

Theory Expt. 

E0 

[MeV] 

Contributions to 7 3 ~ 

e p c a total 

5 0.021 0.019 0.037 0.019 0~096 0.20 
10 0.011 0.011 0 . 0 2 4  0 . 0 1 3  0.059 0.12 

In Fig. 9.3 we compare  our  theore t ica l  resul ts  wi th  the  expe r imen ta l  ones 
men t ioned  in Chap.  2. In Table 9.1 this compar ison  is ex t ended  to very high 
p ro ton  energies used in the  measurement s  of Koyama,  Shikata,  and  Sakair i  
(1981). At  low E0 we ob ta in  agreement  wi th  the  measured  yield values. In  par -  
t icular ,  the  pos i t ion  of the  yield m a x i m u m  at  E~ nax ~ 55 keV is in accordance  
wi th  measurements .  W i t h  increas ing E0 there  are devia t ions  f rom the  experi-  
men ta l  values. The  ca lcu la ted  yield is smal ler  t h a n  the  exper imen ta l  one and 
differs f rom the  l a t t e r  by roughly  a factor  two at  high (Fig. 9.3b) and  very high 
(Table  9.1) p ro ton  energies.  
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Fig. 9.3. Primary energy dependence of yield 7. Comparison of calculations with experimental 
results (see Fig. 2.3) at (a) low and (b) high primgry energies 

9.2 SEE 

9.2.1 Energy and Angular Distribution. The energy distribution due to the 
different excitation mechanisms together with the total energy distribution is 
shown in Fig. 9.4 for E0 = 2 keV. The shape of this total energy distribution, 
which is confirmed by measurements, is the same as that  obtained in the case 
of I IEE at intermediate and high primary energies. The energy of the cascade 
maximum and the plasmon shoulder as well as the value of the half-width 
are common features in the energy distributions of escaping electrons for both 
particle-induced emission phenomena. From Fig. 9.4 we can see that  all excita- 
tion mechanisms must be included in the theoretical description of SEE. 

For the energy angular distribution of true SE we obtain a cosine distribu- 
tion for all contributions from different excitation mechanisms and, therefore, 
for the total angular distribution. This behavior which is obtained for all rel- 
evant energies leads to a cosine distribution of the energy integrated angular 
distribution as obs~ved  by Oppel and Jahrreis (1972). 

9.2.2 Yield. As mentioned in Chap. 2 in the case of SEE we consider only the 
yield ~p of SE produced by the incident primary beam. In Fig. 9.5 the pr imary 
energy dependence of ~p for the different excitation mechanisms is shown. From 
this figure we can state that  the contribution of core excitation prevails over 
the other excitation mechanisms in the primary energy range chosen. 
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l~ig. 9.4. Energy distribution of SE. Contributions from different excitation mechanisms (see 
figure caption Fig. 7.9). E0 = 2 keV (calculated) 

Fig. 9.5. Primary energy dependence of yield 6p for different excitation mechanisms (calcu- 
lated) 

Table 9.2. Theoretical values of electron yield 6p at high primary energies 

Contributions to 6p 

Eo e p c c 
[keY] (Gryzinski) 

~p 

Total 

5 0.012 0.012 0.024 0.018 0.013 0.061 
10 0.006 0.006 0.014 0.010 0.008 0.034 

Besides the values of E0 which appear in this figure Table 9.2 presents 
additional values for higher primary energies which are of interest in scanning 
electron microscopy. Also for these high primary energies the core excitations 
supply the greatest contribution to the electron yield. 

In Sect. 7.2 we have introduced different models for the evaluation of the 
excitation rate from core levels. As shown in Fig. 7.17 there are distinct dif- 
ferences between these models with respect to the energy dependence of the 
excitation function. Nevertheless, we obtain comparable results for 6p as shown 
in Fig. 9.6. The values obtained with the atomic model of Gryzinski (1965) 
are somewhat below our calculated values. This is the direct consequence of 
the smaller number of excited electrons at high excitation energies within the 
atomic description. 
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(b) Bronshtein and Fraiman (1961). 
Computed values (a) Bindi et al 
(19805); (b) our results 

The  de t e rmina t i on  of the  yield con t r ibu t ion  re la ted  to the  incident  P E  @ 
from the  exper iments  is affected by the  uncer t a in ty  of giving re l iable  values 
for the  efficiency fl of backsca t t e red  electrons 2. Therefore,  there  are some dif- 
ficulties in ob ta in ing  @ wi th  sufficient accuracy.  In Fig. 9.7 we compare  our  
ca lcu la ted  values for @ with  the  exper imenta l  resul ts  given by Bron~htein and  

2 Different values for fl are given in the literature. In the primary energy range of I to 2 keV 
we obtain from experiments values between 4.5 and 8 (Bronshtein and Fraiman 1961; Bindi 
et al. 1980b). The calculated values are smaller: 2.3, . . . ,  2.4 (Bindi et al. 1980a) and 2.6 
(Reimer 1985). 
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Fraiman (1961) as well as with the experimental and theoretical results given 
by Bindi et al. (1980b). The inclusion of the Auger contribution leads to an 
enhancement of the theoretical yield values compared with the results obtained 
earlier (RSsler and Brauer 1988). In this way we obtain satisfactory agreement 
between our theoretical yield values and the experimental ones. However, the 
agreement with the calculated values of Bindi et al. (1980b) is more or less acci- 
dental because there are distinct differences in the basic assumptions, especially 
with respect to the contribution of core electrons. 

10. The  Role  of  Elastic Scatter ing 

In this chapter the effect of elastic scattering on the energy distribution of 
emerging electrons and the electron yield will be considered. 

As mentioned in Chap. 6 inelastic as well as elastic scattering processes must 
be taken into account in a realistic description of transport  of inner SE. In 
the following we emphasize the importance of the elastic scattering. This will 
be the case for both  emission phenomena because in both cases the angular 
distributions of excited electrons are more or less anlsotropic. In particular, it 
is the excitation of single conduction electrons which is strongly anisotropic as 
shown in Chap. 7. For this type of excitation we demonstrate in Fig. 10.1 the 
effect of elastic scattering on the angular distribution of the density of inner 
excited electrons N ( E, a2 ). 

Neglecting elastic scattering, the angular distribution of N(E, $2) shows a 
decided resemblance to the anisotropic angular distribution of the correspond- 
ing excitation function. If we take into account the elastic scattering, we obtain 
a nearly isotropic distribution. However, it should be noted that  the current 
density of ejected electrons j (E,  $2) is determined by that  part  of the internal 
distribution which is restricted to the escape cone. 

(2) 

Fig. 10.1. Angular distributions of the 
density N(E, ~) of inner excited elec- 
trons for the case of excitation of 
single conduction electrons including 
(1) and neglecting (2) elastic scat ter- 
ing. E = 10eV (measured from the 
vacuum level), k0 primary wave vec- 
tor, ac aperture of the escape cone 
(calculated) 
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ure caption Fig. 7.9). Effect of elastic scatter- 
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It is interesting to consider theoretically the effect of elastic scattering on 
the measurable quantities, in particular, on the electron yield. The results are 
shown in Fig. 10.2 for the case of SEE. As can be seen from this figure, for all 
excitation mechanisms there is an enhancement of the corresponding yield con- 
tribution if we take into account the elastic scattering. This is expected because 
in every case the internal density distribution is enhanced by elastic scattering 
in the backward direction. For example, in the case of the strongly anisotropic 
individual excitation of conduction electrons the elastic scattering leads to a 
considerable rise in the electron yield. We note that the same statements can 
be obtained in the case of proton-induced electron emission. 

An important point in the solution of the transport equation is the influence 
of the elastic scattering. When taking into account the elastic scattering it is 
sufficient to restrict oneself to the contributions from l _< 2 in the expansion of 
r  ~ )  with respect to Legendre polynomials. 

11. M i s c e l l a n e o u s  P r o b l e m s  

Starting from the basic concepts for the description of particle-induced elec- 
tron emission we will consider in this chapter two problems which are closely 
related to the kinetic IIEE. First, we will apply our theory to calculate the 
characteristics of electron emission for thin films. Second, we investigate the 
relationship between stopping power and electron yield. This latter problem is 
of fundamental interest to the development of semiempirical theories of IIEE. 
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11.1 Resul ts  for Thin Films 

Our description of particle-induced electron emission is based on the infinite 
slowing-down model, which must be supplemented by the escape conditions. 
In this way we obtain the characteristics of the electrons emitted backwards. 
However, within such a framework it is also possible to calculate the character- 
istics of electrons emitted in the forward direction. This possibility enables us 
to discuss results for thin films, especially for the forward to backward yield ra- 
tio. Representing the current density by an expansion in Legendre polynomials 
we have for the electron yield in the forward direction 

W+50 
o o  r 

7f = 27r E ( - 1 )  ~ / dEI(E)A,(E)@(E). (11.1) 

/=0 w d 

The coefficients e l (E )  are the same as those which govern the backward yield 
(9.2) denoted here by Vb. Of course, we can expect differences between back- 
ward and forward characteristics only for an anisotropic angular distribution of 
inner excited electrons. This would be the case in spite of the elastic scattering 
which induces an isotropic distribution of inner SE. 

In Fig. 11.1 we have plotted the calculated yield ratio 7 f / %  for proton im- 
pact on A1. As seen in this figure the yield ratio decreases with increasing 
primary energy in accordance with other theoretical results (Dubus, Devooght, 
and Dehaes 1986). There is no measurement of the yield ratio for proton im- 
pact on A1. Experimental results for carbon targets are given by Meckbach, 
Braunatein, and Arista (1975). However, in contrast to the theoretical results 
the experimental yield ratio is an increasing function of proton energy below 

T 
g 2.0 

~: 1.5 

1.0' 

0.5 
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Fig. 11.1. Electron yields (Tf, 7b) and for- 
ward-backward yield ratio as a function of 
the primary energy (calculated) 
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150 keV. The reason for this discrepancy is not clear at present. One must no- 
tice, however, that the backward yield obtained by Hasselkamp and Scharmann 
(1983) differs from the mentioned experimental results. 

11.2 Stopping Power and Electron Yield in IIEE 

In semi-empirical theories of kinetic IIEE one of the basic assumptions is the 
direct relationship between the number of excited electrons and tile stopping 
power (-dEo/dx)  of the ion. It follows that the electron yield 7 is also directly 
related to the stopping power, i. e., 

dEo (11.2) 
"y = - A  dx 

A detailed discussion of these relations has been given (Rhsler and Brauer 
1984). For A1 the empirical relation (11.2) is confirmed by the measurements 
of Hasselkamp et al. (1981) and Sven~son and Holmdn (1981). They found 
A ~ (0.11 to 0.12) 10 -10 m/eV in the energy range between 40 and 800keV. 

It is interesting to prove such an empirical relation within a microscopic 
theory. For this reason we must calculate the stopping power using the same 
basic assumptions about the different interaction processes as applied in the 
description of kinetic IIEE. With the transition probability (5.1) the stopping 
power can be written as 

dE o _ 1 E 
dx vo ~,~,~(< kr) 

Wk0k-~kW (Ek0 -- Eke) �9 (11.3) 

Contrary to this simple formula for the stopping power the characteristic quan- 
tities for the kinetic IIEE, especially the electron yield, are evaluated within 
the three-step model (Chap. 3). Therefore, there is obviously no simple relation 
between stopping power and electron yield (Rhsler and Brauer 1989). 

The stopping power was calculated, including the energy loss by interaction 
with single conduction electrons, by excitation of plasmons, and by interaction 
with core electrons (Brauer and Rhsler 1985). It was found that the main 
contribution to the stopping power in the energy range from 40 up to 800 keV 
is given by the individual interaction between protons and conduction electrons. 

The primary energy dependence of the total energy loss and the electron 
yield is shown in Fig. 11.2 together with the corresponding experimental re- 
suits. Experimental values for the stopping power are taken from Andersen 
and Ziegler (1977). The calculated stopping power coincides qualitatively with 
the experimental results. For the position of the maximum (~ 55 keV) there is 
complete agreement between theory and experiment. 

From the numerical results for the stopping power and electron yield we 
obtain the ratio ~//(-dEo/dx) which is plotted in Fig. 11.3 together with the 
experimental values. At low proton energies (E0 below 100 keV) there is rea- 
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sonable  agreement  be tween theory  and  exper iment .  At  in t e rmed ia te  and  high 
p ro ton  energies the  ca lcu la ted  values are clear ly smal ler  t han  the  exper imen ta l  
ones. 

12. Concluding R e m a r k s  

In the  present  work a microscopic  theory  of pa r t i c le - induced  e lec t ron emission 
for N F E  meta l s  is developed.  The  theory  is based  on a common descr ip t ion  of 
different processes which govern the  exc i ta t ion  of solid s ta te  e lectrons and thei r  
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transport to the surface of the target. In order to calculate the corresponding 
scattering rates the dynamically screened Coulomb interaction between point 
charges is used as a starting point. However, in such a simple picture the effect 
of projectile electrons as well as the possibility of formation of bound electron 
states connected with the moving ion cannot be treated. 

In a first approximation the system of conduction electrons can be described 
within the free-electron-gas (jellium) model. This will be sufficient for evaluat- 
ing the direct excitation of conduction electrons by the primary beam. More- 
over, the electron-electron scattering cross sections which are important with 
respect to the transport of excited electrons, especially for the formation of 
the electron cascade, can be calculated within this model. However, in order to 
take into account the other excitation mechanisms (p, c, a) it was necessary to 
go beyond the simple jellium model. 

The excitation from inner shells can be described starting from a model of 
randomly distributed atoms (randium) or by a more elaborate treatment which 
takes into account realistic wave functions for the electronic states in the metal. 
For simple metals, i.e., A1, the band structure can be described in a suitable 
way within the nearly free electron scheme. The excitation function Sp and the 
scattering function K~ which are related to the decay of plasmons by interband 
processes can be calculated by using this simple band structure model. 

In this context we mention that the inclusion of the Ks-related interband 
process leads to a distinct, narrow peak in the resulting energy distribution 
of emerging electrons, in contradiction of experiment. A justification of the 
restriction to the K1- and K2-related interband processes should be given by 
further investigations. 

Some comments on the role of scattering via decay of plasmons is nec- 
essary. The corresponding scattering function Kg is of minor importance for 
the number of emerging electrons. However, in order to explain the observed 
plasmon shoulder in the energy distribution of emitted electrons for heavy ion 
impact (Fig. 2.4a, Ar+-impact on A1 at E0 = 500 keV), if the direct excitation 
of plasmons by the ion is impossible within our simple model of interacting 
point charges, this scattering function for excited electrons must be taken into 
account. 

Among the different scattering mechanisms we must emphasize the im- 
portance of elastic scattering processes. Besides the inelastic electron-electron 
collisions these processes are responsible for the nearly isotropic angular distri- 
bution of internal electrons also in the case of the strongly anisotropic excitation 
of single conduction electrons. This leads to an increase of the density of inner 
excited electrons in the backward direction and, therefore, to an enhancement 
of the number of ejected electrons in comparison with a calculation neglecting 
elastic scattering. 

We have applied our theory to aluminum which is the best investigated 
NFE metal. For both emission phenomena the theoretical energy distribution 
of ejected electrons is in accordance with the experimentally determined dis- 
tributions concerning the position of the cascade maximum, the half-width, 
and the position of the plasmon shoulder. The electron yield is in qualitative 
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agreement with existing experimental data. In every case the calculated yield 
values are smaller than the experimental ones at high primary energies. 

As an important result of our calculations we can state that in the case 
of IIEE, below E0 ~ 1 MeV the excitation of single conduction electrons is 
the prevailing mechanism. At higher primary energies and for the SEE in the 
range of primary energies considered here (1 to 10 keV) the excitation from core 
levels is the dominant process. However, in order to obtain reliable quantitative 
results the other excitation mechanisms must also be taken into account. 

Some features of the emissive properties discussed here for A1 can generally 
be observed for other metals, e.g., noble or transition metals. The shape of 
the energy distribution of ejected electrons is very similar for different types of 
metMs. In particular, the cascade maximum at low energies (at 2 - 3 eV) and 
the half-width of the distribution (on the order of 10 eV) are common features. 
Moreover, the electron yield as a function of the primary energy shows the 
same qualitative behavior for all metals. It is obvious that some aspects of our 
theory for NFE metals should be valid also for other metals. However, in order 
to obtain quantitative results it is necessary to take into account their real 
electronic structure. At present such a program, starting from basic principles, 
is beyond computational possibilities. 

Possible lines of further investigations in the case of IIEE have been men- 
tioned at the beginning of this chapter. In the case of SEE the most important 
problem is the solution of the transport problem including the effect of scatter- 
ing processes on the PE. Such effects will be significant at low primary energies 
if the range of PE  is comparable with or smaller than the escape depth. There- 
fore, to extend the theory of SEE to low primary energies (below lkeV)  the 
spatial dependence must be taken into account. 

Appendix 

Historical Survey (1899-1977) 

The decade between 1895 and 1905 has proven to be one of the most prolific 
periods in the development of physics. Besides the discoveries of X-rays, ra- 
dioactivity, the Zeeman effect, and the electron (Pals 1986), particle-induced 
electron emission from solids was first disclosed by Villard (1899) in Paris, who 
observed this process when canal rays struck a cathode. Later, in 1902, Austin 
and Starke (1902) at the Berlin University were able to see the emission of SE 
from metals following a bombardment with PE of several keV. They supposed 
the emission to be enhanced at increasing angle of incidence of the cathode 
rays; simultaneously they inferred both the disappearance of the emission at 
normal incidence and the decreasing emission for growing energy of the PE. 
They also presumed the energy of the ejected electrons to be of the same order 
of magnitude as that  of the incident electrons. Two years later, Lenard (I904) 
was able to correct these statements in two points. First, he ascertained the en- 
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ergy of the SE to be of several eV only; second, his measurement revealed that 
under normal incidence the emission has no essential difference from the case 
of oblique incidence. Finally, Lenard observed, for every metal investigated, a 
maximum of the yield at several hundreds of eV. In 1907 Laub, being at that 
time in the employ of the W/irzburg Physical Institute of W. Wien and from 
1908 Einstein's first assistant in Bern, confirmed the results of Lenard and un- 
dertook the first "attempt to a theoretical interpretation", too. He correctly 
explained the dependence of the yield on the angle of incidence by assuming 
that a layer below the surface of the metal is the only source of nearly all SE 
observed. 

After J.J. Thomson (1904) in Cambridge and Rutherford (1905) in Mon- 
treal succeeded in demonstrating the emission of slow electrons following the 
bombardment of metal plates by a-rays, F~chtbauer (1907) carried out a com- 
bined investigation of the secondary emission induced by canal and cathode 
rays. In these two possible excitation.mechanisms he found the energy distri- 
bution j(E) to be independent of the primary energy E0, the type of primary 
radiation, and the angle of incidence. This essentially completed the first stage 
in the development of SEE before the first World War. 

Subsequently a break of nearly two decades ensued, before Becket (1925), 
working at the Heidelberg Physical Institute of Lenard, could continue his 
earlier research from 1905 on SEE. In 1925 he found the function j(E) to be 
rather independent of the metal as well as of E0 for both IIEE by s-rays (Becket 
1924) and SEE (E0 ~ 1 keV) with the function j(E) showing a maximum 
at E ~ 2eV. Becker (1925) proposed that the energy distribution curve is 
composed of three parts, from the true SE, the rediffused PE, and the elastically 
reflected PE. Using his measurements he conjectured the angular dependence 
of the first to be as in a cosine distribution; simultaneously, he presumed the 
energy distribution of the SE to be independent of the escape angle. 

At that time quantum mechanics came into being, allowing Fr~hlich (1932) 
to put forward the first theoretical investigation of the SEE of metals. The ex- 
tremely complicated treatise pointed mainly to the importance of Bloch bond- 
ing of metal electrons in the crystal lattice for the Coulomb interaction with the 
PE, resulting in a weak dependence of the energy distribution on the primary 
energy. The possibility of excitation from deep levels was mentioned. Thanks to 
advances in the quantum theory of solids (Rudberg and Slater 1936) Wooldridge 
(1939) tackled the same problem much more straightforwardly. But in doing 
so he made serious errors which proved to be very impeding for the discussion 
of SEE in the following 15 years. This was especially true for the importance 
of the role of the Frhhlich-Wooldridge processes in the excitation of free and 
strongly bound electrons. Almost at the same time Kadyshewich (1940) fin- 
ished a classical treatment of the SEE problem using the electron-gas concept 
of Sommerfeld and taking into account both elastic and inelastic collisions of 
Pig and SF~. Thereby a finite emission resulted for the free electron system, too. 
Thus this theory was, to a certain extent, complementary to that of Prhhlich 
and Wooldridge. But the employment of a large number of parameters turned 
out to be very unfavorable for a serious comparison, with experimental results. 
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In the description of the SEE, a much simpler treatment had been developed 
already previously by Lukyanov and Bernatowitch (1937), the so-called semi- 
empirical theory. This theory was based on the assumption 

R 

( dE~176 5(Eo, O) = A / \-'-'~-s ] 
o 

for the yield, with 0 and s denoting the angle of incidence and the straight 
path length of the PE, respectively. At the same time Bhawalkar (1937) inves- 
tigated independently the case 0 = 0 (normal incidence), yet incorrectly, using 
the assumption E2(s) = E2o - as (Whiddington 1912). Thus, he was in prin- 
Ciple able to explain correctly the origin of the function 5(Eo). On the other 
hand, Lukyanov and Bernatowitch concentrated mainly on the function 5(0) 
expanding it in a series. Not until 1940 did SaIow formulate the semi-empirical 
theory very generally and obtain rigorous expressions for 5(0) and 5(Eo). In 
1941 Bethe carried out a related treatment in a short note referring to the 
peculiar meaning of electron emission induced by protons. During the years 
1940/41 Kollath (1947) improved the measurements on the dependence of the 
energy distribution j(E) of SE both on the primary energy E0 and the metal 
examined, simultaneously stating correctly the nearly total independence of 
j(E) of E0. He inferred from his results that the SEE has to be interpreted as 
a material property being solely made visible by the primary beam. The strik- 
ing similarity of the energy distribution curves for many metals all exhibiting 
a maximum at about 2 eV pointed to a fundamental "universality" of the phe- 
nomenon. The appearance of the first textbook on SEE by Bruining (1942) 
signified the end of the second stage of the development, the time between the 
world wars. 

The post-war development began with a paper by Baroody (1950) in 
which the author put forward a strongly simplified version of the theory of 
Kadyshewich (1940). Taking into account elastic and inelastic collisions of the 
SE he presented a clear derivation both of the energy distribution and the yield 
under the assumption of the existence of free electrons in the metal. Shortly 
after that Dekker and van der Ziel (1952) attempted a unified quantum theory 
of the Baroody and Wooldridge processes; but only van der Ziel (1953) was able 
to describe the latter correctly (Marshall 1952). For the first time he employed 
in this context a (statically) screened Coulomb potential and concluded the 
predominance of the Baroody processes (Hachenberg and Brauer 1954, Kollath 
1956). 

In the same year Vyat~kin (1953) finished a paper on the SEE of Li, taking 
the excitation from the K-shell into account. This first quantum-theoretical in- 
vestigation on the role of strongly bound electrons in SEE led to the conclusion 
that their contribution to the yield can be considered to be negligible small. 

A short time later Wolff (1954), in treating the transport process of excited 
electrons in metals, made an important step by developing the cascade theory. 
It is this transport process which causes the energy distribution to be indepen- 
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dent of E0 leading to the doubling of the number of electrons at every impact 
of a SE with an electron of the Fermi sea. Having obtained the solution of 
the Boltzmann equation where the production rate of excited electrons is the 
inhomogeneity of the equation, one arrives at statements concerning the quan- 
tities j(E) and 5p(E0), provided the mean free path of the electrons is known. 
Regarding the production rate of excited electrons in alkali metals Baroody 
(1956), using again the pure Coulomb potential, emphasized the dominance of 
the processes introduced by him in 1950; however, he conceded a non-negligible 
role to the FrShlich-Wooldridge processes and the excitation of strongly bound 
electrons (Dekker 1958). 

The first unified theory comprising excitation, transport, as well as escape 
of free electrons, was developed in 1959 by Streitwolf (1959) and Stolz (1959). 
The first author evaluated the energy-angle dependence of the excitation and 
obtained a strong anisotropy of the excitation function. The second author was 
able to solve approximately the corresponding Boltzmann equation using in- 
elastic collision cross sections (Wolff 1954). The resulting yield function ~p(E0) 
was at least one order of magnitude too small, the energy distribution too broad 
and finally, the angular distribution of the SE strongly deviated from the cosine 
distribution (Hachenberg and Brauer 1959). 

At about the same time SterngIass (1957).developed the first semi-empirical 
theory of the ion-induced electron emission. Concerning the expression for 
7(E0) he assumed the excitation (,-~ -dEo/dx) to be constant within the es- 
cape layer (~ 50 ,s of the SE and, therefore, obtained an agreement of the 
E0-dependences of both quantities. For an appropriately chosen set of parame- 
ters a representation was achieved which exhibited fairly good agreement with 
the measurements available at that time. The yield proved to be dependent 
only on the velocity and the charge of the ions. 

It was not before a further decade had passed that Fischbeck (1966) under- 
took a new attempt towards an understanding of the SEE. In evaluating the 
excitation from inner shells (of alkali metals) he chose Bloch sums and orthog- 
onalized plane waves for the initial and final states, respectively. The result 
was a rather isotropic excitation with a relatively low number of energetic elec- 
trons being very effective in the cascade process. Therefore, the possibility of 
an excitation from inner shells could no longer be disregarded (Brauer 1966). 

In the same year Gornyi (1966) was the first to point to the probable excita- 
tion of SE originating from plasmon decay. After having been observed for the 
first time more than ten years previously (Ruthemann 1941), the phenomenon 
of plasmon excitation by PE had already been elucidated by Pines in 1953. 
Some time later Ametio (1970) refined the theory of Streitwolf and Stolz by us- 
ing as an approximation the inelastic mean free path linel(E) derived by Quinn. 
He thereby succeeded in taking proper account of the plasmon losses during the 
transport of the SE through the target. But, to be sure, the good agreement 
between theoretical and experimental j(E)-curves was rather accidental. 

At the beginning of the 1970s several authors succeeded finally in proving 
experimentally the existence of SE from the decay of plasmons (Jenkins and 
Chung 1971; Powell and Woodruff 1972; Everhart et al. 1976). The j(E)-curves 
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of highly purified A1 surfaces exhibited a structure pointing quantitatively to 
the plasmon decay. In this context, we should mention the special role of A1 
as the metal  which best fit the free-electron model (Heine 1957). At about the 
same t ime Chung and Everhart (1974) showed that  the mean free path/ inel(E)  
derived by Quinn using the dielectric function of Lindhard (1954) yields a func- 
tion j (E )  which reproduces the experimental energy distribution much bet ter  
than the employment of a constant mean free pa th  does. Nevertheless, the 
authors neglected both the plasmon excitation and the cascade process with 
the excitation presumed by Baroody (1950). In 1977 the same authors (Chung 
and Everhart  1977) investigating the SEE of A1 prompted a new direction of 
the theory by taking into account the excitation and decay of low-wavelength 
plasmons. In this way the former Frbhlich-Wooldridge processes were replaced 
by interband transitions amplified by the plasmon resonance. Besides the ex- 
citation processes of free electrons (Thomas-Fermi screening) these transitions 
should constitute the main portion of the yield. The corresponding transport  
process was treated in a very simplified way by taking only electron-electron 
scattering into account. The calculated results regarding the structure of the 
function j (E)  were in good agreement with the experimentally observed one. 

Further development of the theory was therefore faced with the task (i) 
of explaining the role of the excitation from bound states (i. e., especially 
in A1), (ii) taking into account of the dynamic screening, and (iii) describ- 
ing the transport  process with the help of the Boltzmann equation, including 
explicitly all scattering processes. In addition, the elastic mean free pa th /e l (E)  
(Kadyshewich i940) should probably play an important  role in the theory of 
SEE. 
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or Ion Beams Impinging on Solids 
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With 22 Figures 

1. Introduction 

When fast charged particles penetrate into a solid, they excite kinetic electrons. 
Those electrons, which escape from the solid, give rise to an outgoing electron 
current which can be measured; they are called "Secondary Electrons" (SE). 
When the incident particles are electrons this phenomenon is called "Secondary 
Electron Emission" (SEE) and for incident ions it is called "Ion Induced Electron 
Emission" (IIEE). 

The IIEE process can be splitted into kinetic and potential electron emis- 
sions. In this contribution, IIEE will mean,kinetic electron emission, the other 
process is discussed by Varga and Winter, in a forthcoming volume of this se- 
ries. An excellent review on IIEE has been presented by Sigmund and Tougaard 
(1981). 

The IIEE and SEE are very similar phenomena. This similarity, first un- 
derstood by Bethe (1941), has only been recognized later (Schou 1980). Indeed 
the incident particle, entering into the solid, undergoes elastic and inelastic colli- 
sions. The latter collisions produce kinetic electrons, called "internal secondary 
electrons", which undergo themselves elastic and inelastic collisions, giving rise 
to an electron multiplication or cascade process. Some of these electrons escape 
through the vacuum-medium potential barrier. In the energy range considered 
in this work, i.e. 100 eV-1 keV electrons and 100-500 keV light ions, the tra- 
jectories of the primary electrons are very different from those of the ions. In 
the thin layer from which SE escape, the energy losses and angular deflections of 
the ions can be neglected, hence the source of internal SE is spatially uniform. 
On the contrary, these processes are very important for primary electrons which 
can experience large angular deflections and energy losses. Therefore, the trans- 
port of the primary electrons must be taken into account. These differences are 
discussed, for instance, by Hasselkamp (1985) and Schou (1988). 

Although the primary and internal SE are not distinguishable, the transport 
problem may be solved in two steps for SEE. First, the primary electron flux is 
calculated. Second, the internal secondary electron flux is calculated using the 
primary electron flux in a source term, this step is the same as for incident ions. 
Most models take advantage of this separation: the primary transport problem 
is solved separately or even, more simply, the primary electron flux is assumed 
to be spatially constant. 
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The following brief historical overview of IIEE and SEE will only emphasize 
those aspects related to the SE transport models. Other aspects can be found in 
the contribution by RSsler and Brauer (RB), in this issue. 

In the early SEE descriptions of Baroody (1950) and Bruining (1954), the 
internal SE are produced along the path, assumed to be a straight line, of the 
primary electron. The escape probability of these electrons was simply given 
by an exponential law, characterized by a mean escape length. A similar model 
for IIEE has been proposed by Sternglass (1957). These models are purely phe- 
nomenological but they have the advantage to give a simple expression for the 
outgoing electron current, which can be useful in some instances. 

A substantial improvement has been effected by Wolff (1954) who included 
the cascade process in his SEE model which is the first application of the "infinite 
medium slowing down" model to SE transport. This model has been improved 
by Stolz (1959) who used the electron excitation function proposed by Streitwolf 
(1959) instead of the monoenergetic internal SE source chosen by Wolff. 

Puff (1964a,b,c) has developed an integral formulation of the SE transport 
which includes the depth dependence of the internal SE source, the cascade effect 
and the partial reflection boundary condition. Unfortunately, he did not compare 
his results to experimental data, at least to our knowledge. 

The first realistic SEE models have been proposed in the years 1970. The 
Puff transport model has been used by Cailler (1969) for studying the SEE 
from A1 and noble metals. He concluded that plasmon decay was giving an 
important contribution to the SEE from A1 and that interband transitions from d- 
levels was preponderant for noble metals. Bennett and Roth (1972) have studied 
the influence of the primary electron transport on the SEE yield ~, solving the 
Boltzmann equation in the form proposed by Bethe, Rose and Smith (1938), to 
get the primary electron flux. Cailler and Ganachaud (1972) and Ganachaud 
and Cailler (1973) have studied the SEE from copper using a simplified version 
of the Puff theory and also a Monte Carlo (MTC) simulation which incorporates 
the transport of the primary electron. Koshikawa and Shimizu (1974) have also 
studied the SEE from copper using the MTC method but neglecting the primary 
electron transport. Chung and Everhart (1977) have used very elaborate collision 
cross sections in aluminum but their single scattering model is rather crude. 

Ganachaud (1977) and Ganachaud and Cailler (1979a,b) have used the MTC 
method to study SEE from metals, especially aluminum, but also copper and 
gold. Their interaction model, considered as a standard model in this contribu- 
tion, will be briefly described in Chap. 5, 

Schou (1980) has proposed an interesting model which can be applied to 
a wide range of incident particles and targets. Starting from the multispecies 
Boltzmann equation, he succeeded in establishing a simple formula giving the 
SEE and IIEE yields in terms of known experimental quantities. 

Bindi, Lant@ri and Rostaing (1980a,b) have solved the Boltzmann equation 
numerically, the primary electron transport being treated in the continuous slow- 
ing down approximation (Lant~ri, Bindi and Rostaing 1981; Bindi, Lant@ri and 
Rostaing 1987). 
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RSsler and Brauer (1981a,b) have used the "infinite medium slowing down" 
model, which is only valid for a spatially uniform SE source, to calculate the 
partial yield 5p for incident electrons on polycrystalline aluminum. They have 
extended this model to proton induced electron emission (RSsler and Brauer 
1984; Brauer and RSsler 1985; RSsler 1987; RSsler and Brauer 1988). Their 
work is also described in great detail in this issue. 

Devooght et al. (1984) and Dubus, Devooght and Dehaes (1986) have pro- 
posed two approximate models which are described in Chap. 4. The first model, 
i.e. the age-diffusion model, gives the Green's function, in the diffusion approx- 
imation, in terms of macroscopic quantities derived from the microscopic cross 
sections. This model involves all the energy, space and time variables. The sec- 
ond model assumes a spatially uniform source, hence it is strictly valid only for 
IIEE, and gives an estimate of the surface correction to be added to the "infinite 
medium slowing down" solution. 

At last, let us mention the work done by Shimizn and coworkers who used 
the MTC method to study the electron transport in solids. Although they were 
mainly interested in the Auger emission (Ichimura and Shimizu 1981), they have 
also studied SEE (see Ding and Shimizu 1988, for instance). 

In Chap. 2, we will give a brief overview on the electron interaction models, 
emphasizing the aspects not discussed by RB. Different models giving the elastic 
and inelastic cross sections in aluminum will be compared. We will also discuss 
some electron interaction models that have been proposed for materials other 
than aluminum. 

In Chap. 3, three MTC methods will be described and compared, empha- 
sizing'that only the direct simulation scheme can be used to study SEE. We 
will also give some additional comments on the statistical aspects of the MTC 
model, on variance reduction techniques and on the use of vector and parallel 
computers. 

In Chap. 4, we will describe some methods to solve the Boltzmann equation 
for SE transport. Three approximate models will be discussed: the age-diffusion 
model, an approximation based upon the integral form of the Boltzmann equation 
and the transport-albedo model. The purely numerical SN-multigroup method 
and the model of Schou (1980,1988) will also be described. 

In Chap. 5, we will give some results on the SEE from polycrystalline alu- 
minum and gold. We will put forward the influence of the primary electron 
transport on the SE yield 5 and give some results on the proton induced electron 
emission. 

At last, we will conclude by giving some future prospects. 
To help the reader, we give in Table 1.1 a list of the most important quan- 

tities used in this contribution. 
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Table 1.1 Definitions of the most important electron emission characteristics 

Incident electrons 

J(E)  Outgoing electron current (eV) -1 

6 True secondary electron emission yield 
6 = f~o~v J(E)dE 

6p True secondary electron yield 
without primary electron transport 

Backscattered primary electron emission yield 
~l = f~o~v J(E)dE 

a Total electron emission yield 

Incident protons 

J(E) Outgoing electron current (eV) -1 

Total electron emission yield 

~/F,'~ Forward and backward emission yields 

P~ ~/~B 

2. E lec tron  Coll is ions in Solids 

A primary beam of electrons impinging on a solid target suffers inelastic and 
elastic collisions with all the components of the solid. Both types of interactions 
play an important role in the SEE process. The inelastic collisions bring the 
electrons of the solid to upper energy levels, giving rise to the so-called cascade 
effect. The transport of the primary and excited electrons in the solid is very 
sensitive to the energy and angle dependence of the scattering cross sections. 
Hence a realistic description of the interaction processes is required to study the 
SEE. 

A priori calculations of the cross sections corresponding to all the processes 
occurring with a reasonable probability have only been done for nearly-free- 
electron (NFE) materials, in the frame of the randium-jellium model. 

In this chapter, we will give a brief overview on the models used to describe 
the electron interactions in solids, emphasizing the topics not covered by RB. Es- 
pecially, we discuss the elastic collision models and some complementary aspects 
on inelastic interactions in NFE metals like the improvements of the Lindhard 
dielectric function (1954). At last, we briefly discuss the extensions to other 
materials. 
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2.1 E la s t i c  Col l is ions  

Elastic scattering is related to the interactions of the electrons with the real 
potential V(r) surrounding each ionic core. Various approximations for the po- 
tential and different techniques to evaluate the elastic cross section have been 
proposed. Below, we discuss briefly the cross sections calculated from the first- 
order Born approximation (FBA) and from the partial wave expansion method 
(PWEM). 

Due to its simplicity, the FBA is often used to calculate the elastic cross 
section. Although the FBA is expected to fail at low energy (Joachain 1983), it 
can be used at higher energies instead of the more precise PWEM. The latter 
method gives the exact differential elastic cross section (see RB in this issue), 
the potential being incorporated in the phase shifts ~t. In the tow energy range, 
two methods have been used to calculate the phase shifts: the variable phase 
approach of Calogero (1967) and the method of Noumerov (1924). Both methods 
give identical numerical results (Ganachaud 1977). It can be noted that a PWEM 
including relativistic effects has been used by Ichimura and Shimizu (1981) for 
A1, Ag, Cu and Au targets. Jablonski (1989) has, however, shown that, at 1 keV, 
noticeable relativistic effects are only seen at large scattering angles for heavy 
elements. 

The screened Rutherford scattering cross section is an example of the appli- 
cation of the FBA. It is derived from a screened Coulomb potential, which can 
be written as: 

where Z is the target atomic number, e the electronic charge, s0 the permittivity 
of vacuum and ~s the screening radius. With this potential, the FBA gives the 
well-known screened Rutherford cross section: 

dael 1 Z2e 4 1 
d~- - (41rs0) ~ 4E 2 (1 + 2]3 - cos 0) 2 (2.2) 

and the total cross section is: 

1 Z2e 4 ~r 
gel - (4~reo)2 4E 2 13(1 + 13) " (2.3) 

In these relations, E is the electron energy, 0 the scattering angle and the pa- 
rameter/3 is given as a function of gs by the relation: 

h 2 
13- 8mE ~-2. (2.4) 

According to the Thomas-Fermi statistical theory of atoms, the radius ~ = YTF 
of the atomic electron cloud that screens the nucleus can be taken as being: 

~OTF ----- ~ •0 Z - l / 3  ~ 0.885 (~0 Z - l / 3  . (2.5) 
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This relation was recently used by Werner and Heydenreich (1984) in a study of 
the electron transmission and backscattering with a multiple collision model (see 
Sect. 3.3). 

Many authors have used a modified form of this screening parameter. For in- 
stance, Tholomier, Vicario and Doghmane (1987) and Tholomier, Doghmane and 
Vicario (1988)) used the screened Rutherford cross section in the Lenz approxi- 
mation of the screening radius: 88 = ao Z-1/3. Shimizu, Ikuta and Murata (1972) 
and Ichimura and Shimizu (1981) used for the screening parameter/3 an expres- 
sion given by Nigam, Sundaresan and Ta-You Wu (1959) which is equivalent to 
Ps = yTF/1.12. Some other expressions were proposed. For instance, Adesida, 
Shimizu and Everhart (1978) used half the value of the screening parameter as 
calculated from the above value of ~s and Jousset (1987) took/3 = 2.61 Z2/3/E. 

It is worth noting that these forms of screened Rutherford cross sections 
were used for intermediate or high energy (E > 1 keV) electron transport but 
not for SEE calculations. 

In the low electron energy range (for SEE calculations), Bind,, Lantdri and 
Rostaing (1980a) have deduced the screening parameter/3 from given values of 
the elastic mean free path lel = [Nat ael(E)] -1, where Nat stands for the number 
of target atoms per unit volume. Hence, for aluminum: 

/3(1 +/3) = 1656.6 le,(s (E(eV)) -2 . (2.6) 

Although the Rutherford cross section can be very useful in preliminary 
calculations, its angular dependence, as given by (2.2), is wrong even for low Z 
materials (Jablonski 1989). 

In order to get a more realistic description of the elastic collisions, two other 
kinds of potentials were used in earlier works: atomic and solid state potentials. 
A frequently used atomic potential has been given by Bonham and Strand (1963) 
for neutral Thomas-Fermi-Dirac atoms, that is: 

1 Ze 2 a 
-- ~ 7i exp(-A,r) (2.7) V(r) 4~re0 r ,=1 

where 

7, = a, + b, (ln Z) + c, (ln Z) 2 + d, (In Z) 3 + e, (ln Z) 4 (2.8) 

and equivalent expressions for the )~i's. Values of the constants for the calculation 
of the "y,'s and )~,'s are found in Bonham and Strand (1963). Such a potential 
was used, for instance, by Ichimura and Shimizu (1981). 

Three solid state potentials have been given for aluminum targets. The first 
one has been published by Snow (1967) but it has been found by Greisen (1968) 
that a systematic error exists in the calculations. Ganachaud and Chiller (1979a) 
used a muffin-tin potential evaluated by Smrcka (1970) by superposing the po- 
tentials of the different ionic sites and by using a Slater exchange term. Pendry 
(1974) has calculated a self-consistent muffin-tin potential using a Hartree-Fock 
exchange term and has given the phase shifts for A1. 

Jousset (1987) (see also Cailler and Ganachaud 1990b) has compared the 
atomic and Smrcka potentials. He observed dramatic deviations at large radii 
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which induce large differences in the cross section at small scattering angles, 
especially for low electron energies (E _< 100 eV). Therefore, atomic potentials 
cannot be used in the study of SEE because of the dominant role played by the 
low energy electrons. 

Ganaehaud (1977) compared the elastic mean free path in aluminum calcu- 
lated with the muffin-tin potentials given by Smrcka (1970) and Pendry (1974), 
and he observed large differences below 100 eV. However, a similar comparison, 
made by RB, between the phase-shift values used by Ganachaud and those that 
they have obtained from Pendry (private communication (1980)) shows a better 
agreement. 

A comparison between the cross sections obtained by using the FBA and 
the PWEM was performed by Ichimura and Shimizu (1981) and by Jousset 
(1987). For aluminum, a close agreement was obtained, especially in the high 
energy range (above several keV). For heavier materials, Ichimura and Shimizu 
observed that the FBA could no longer give results close to those obtained by 
the PWEM, the differences becoming larger as the atomic number of the target 
atom increases. Such restrictions in the use of the FBA are not surprising if 
considerations on the electron energy and on the width of the potential well, as 
developed by Schiff (1955), are taken into account (for further details, see Cailler 
and Ganaehaud 1990b). 

Ichimura and Shimizu (1981) and Jousset (1987) have also proceeded to 
a comparison between the cross sections obtained with the two above methods 
and a screened Rutherford scattering cross section. Ichimura and Shimizu (1981) 
used t~s = PTF/1.12 and observed that the cross sections obtained by the screened 
Rutherford formula differ from those obtained by the PWEM or the FBA, even 
for A1. According to Jousset (1987) the total elastic cross section evaluated in 
A1, with a screening parameter/~ = 2.61 Z2/3/E, differs by 40%, at 1 keV, from 
the PWEM result. Furthermore, the differential cross sections are very different 
from those obtained by the PWEM, especially at low energies. 

We compare in Fig. 2.1 the differential elastic cross section calculated by 
PWEM from Smrcka potential to the screened Rutherford cross section with a 
screening parameter deduced from (2.6). Structures appearing in the PWEM 
cross section are absent from the monotonous and more isotropic Rutherford 
cross section. 

In Fig. 2.2, we compare the elastic mean free paths in A1 calculated by 
PWEM from the Smrcka potential (1970), the Pendry potential (1974) and the 
atomic potential given by Bonham and Strand (1963), the mean free path cal- 
culated by FBA from the same atomic potential and the screened Rutherford 
formula using the screening parameters given by Nigam, $undaresan and Ta- 
You Wu (1959) and Jousset (1987). An obvious disagreement appears between 
the screened Rutherford formula and the other calculations. For the atomic po- 
tential, the energy reference level is not well defined in the medium and we have 
not calculated the mean free path below 100 eV. 

All these comparisons show that if low energy electrons ( E < 100 eV) have 
to be considered, a free atom approximation of the potential is not sufficiently 
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Fig. 2.1. Ratio of the differential elastic collision cross section deduced from the Smreka po- 
tential (1970) by PWEM to the screened Rutherford cross section. The screening parameter 
/9 is deduced from the Smrcka cross section using (2.6) 
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Fig. 2.2. Comparisons of elastic mean free paths. Solid line (1): PWEM and the Smrcka 
potential (1970); solid line (2): PWEM and the Bonham and Strand atomic potential (1963); 
dashed line (1): screened Rutherford cross section with a screening parameter taken from 
Nigam, Sundaresan and Ta-You Wn (1959); dashed line (2): screened Rutherford cross section 
with a screening parameter taken from Jousset (1987); ~:  PWEM and Pendry potential (1974); 
rn: FBA and Bonham and Strand atomic potential 
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precise and the screened Rutherford cross section is wrong. A better choice lies 
in a self-consistent potential which takes into account the charge redistribution 
due to the delocalization of the outer-shell electrons. From this point of view, 
the spherically symmetric muffin-tin approximation is a very useful form. Evi- 
dently, the choice is less important at higher energies. For instance, the atomic 
potential given by Bonham and Strand (1963) works fine for a study of electron 
backscattering as shown by Ichimura and Shimizu (1981). 

2.2 I n e l a s t i c  Col l is ions  

A rigourous description of the inelastic interactions in a solid would be rather 
sophisticated. An essential simplification of this problem is to consider that the 
solid reacts as a whole to an external charge, which is here an incident electron. 
The dielectric theory of the response of a solid to a point charge can be regarded 
as having a sufficiently wide range of validity (see for instance Pines (1963) and 
Sturm (1982)). 

The problem for SEE calculations is that not only information on the inelas- 
tic scattering is needed but also information on the excitation of electrons. For 
this reason, most authors use the Lindhard dielectric function (Lindhard 1954) or 
an improved version of it. In this context, only NFE metals, such as aluminum, 
can be studied. A remarkable feature of the Lindhard dielectric function is that 
it breaks the response function into two parts, the plasmon excitation and the 
electron-hole pair excitation. 

Electron penetration and transmission can be studied in a wider range of 
materials than SEE because only the scattering cross section is needed. Indeed, a 
very attractive model for calculating the differential scattering cross section from 
optical data has been recently proposed by Penn (1987). This model has been 
used, for instance, by Tanuma, Powell and Penn (1988) and Ding and Shimizu 
(1989). Unfortunately, this model does not give the electron excitation cross 
section. 

RB have described their model for inelastic electron interactions in NFE 
materials. In the following, we describe some complementary aspects used in 
our calculations: improvements of the Lindhard dielectric function, excitation 
and decay of bulk and surface plasmons and the role played by the inner-shell 
ionizations. 

2.2.1 Dielectric Response Functions for NFE Materials  

The Lindhard dielectric function (Lindhard 1954), which is calculated in the 
random phase approximation (RPA), does not include the short range interac= 
tions between the conduction electrons. Hubbard (1957) and Nozi~res and Pines 
(1958), for instance, have shown that the RPA is not correct for large momen- 
tum transfer. Hubbard (1957) proposed to overcome this problem by introducing 
a function G(q) which takes into account the depletion of negative charge sur- 
rounding an electron. The general principles underlying the static exchange and 
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correlation corrections are discussed for instance by Kugler (1975) and Mahan 
(1990), the corrected form of the dielectric function being: 

(1 - eL(q,w)) 2 (2.9) 
e(q,w) = eL(q,w) + G(q) 1 + G(q)(1 - eL(q,w)) 

where eL(q, w) is the Lindhard dielectric function. 
Many forms have been proposed for G(q). Hubbard (1957) suggested the 

simple form: 

1 q2 
G(q) - 2 q~ + k~ (2.10) 

where EF = h2k~/2m is the Fermi energy. Vashishta and Singwi (1972) cal- 
culated the function G(q) by an iterative procedure and proposed to use the 
following expression which fits their theoretical results: 

G(q) = A(1 - exp(-B(q/kF)2)) (2.11) 

where the parameters A and B depend only on the reduced one electron-sphere 
radius rs. For aluminum (r~ = 2.07), A = 0.895 and B = 0.336. More recently, 
complex dynamical exchange and correlation correction functions G(q, w) have 
been used (see for instance Brosens, Lemmens and Devreese (1976)) but they are 
beyond the scope of this contribution. 

Another important modification of the RPA has been introduced by Kliewer 
and Fuchs (1969) and Mermin (1970). It takes into account the finite lifetime r 
of the elementary excitations. The Mermin dielectric functions is given by: 

[(1 + i/w'r)(eL(q,w + i /r) -- 1)] (2.12) 
eM(q, oa) = 1 + [1 -F (i/wr) (eL(q,w 4-i/r)  -- 1)/(eL(q,0) -- 1)] 

From the dielectric functions (2.9) (with G(q) given by (2.11)) and (2.12), we 
have calculated the inelastic cross sections and compared the SE yields to those 
obtained using the Lindhard dielectric function. The calculated yields are signif- 
icantly different (about 20%) as will be shown in Chap. 5. 

2.2.2 B u l k  and Surface  P l a s m o n s  

Chung and Everhart (1977) and Ganachaud (1977) have shown that the shoul- 
ders observed at about 6 eV and 11 eV in the SE spectrum of aluminum (see 
Pillon, Roptin and Cailler (1976) and Everhart et al. (1976)), can be explained 
by the decay of surface and bulk plasmons, respectively, via interband transition 
of one electron. Surface plasmons are collective excitations that replace bulk 
plasmons at the vacuum-medium interface (Raether 1988) and can be excited by 
the primary and secondary electrons crossing the surface. Ganachaud and Cailler 
(1979a,b) have considered that the interface zone in which surface plasmons can 
be excited, extends from zv in the vacuum to a depth zs in the medium, both 
distances being of the order of 1 A in aluminum. Deeper in the solid, only bulk 
plasmons can be excited. 
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In Chap. 5, we have also taken into account the variation of the surface zone 
thickness with the energy of the crossing electron (Feibelman 1973). 

Bulk plasmons are well-defined collective excitations with an infinite lifetime 
in the restrictive frame of the Lindhard dielectric theory. In a real solid, bulk 
plasmons decay due to crystalline structure effects, the presence of impurities 
and the existence of interfaces (Hasegawa and Watabe 1969;Hasegawa 1971). 
Ganachaud and Cailler (1979a,b) have assumed that bulk plasmons decay via 
interband transition of one, two or more electrons from the conduction band. 

The damping of surface plasmons has been studied theoretically by Fei- 
belman (1974) and has been incorporated in a SEE model by Ganachaud and 
Cailler (1979a,b). They have assumed that, like bulk collective excitations, sur- 
face plasmons decay via interband transition of one or more electrons from the 
conduction band. 

In Chap. 5, we will assume that bulk and surface plasmons decay by inter- 
band transition of only one electron. 

2.2.3 I n n e r - S h e l l  Exc i t a t i ons  

In principle, the linear response of the inner-shell electrons to an external pertur- 
bation can be included in the dielectric response function of the solid (but it is 
not incorporated in the expressions given in Sect. 2.2.1). Most authors have used 
preferentially the classical expressions of the cross sections given by Gryzinski 
(1965 a,b,c), so avoiding the complexity of the quantum mechanical calculations. 
RB have made quantum mechanical calculations for inner-shell ionizations, tak- 
ing Bloch sums to describe the core states and orthogonalized plane waves to 
describe the excited states. Both quantum mechanical and classical results are 
discussed by RB. 

For further reference, we only present here a comparison between the inelas- 
tic mean free paths and stopping powers of the electrons interacting with the 
jellium and with the L-shell electrons in aluminum (see Table 2.1). While the 
ionizing collisions are less frequent than the collisions with the jellium, they are 
the main contribution to the stopping power above 500 eV. 

Table 2.1 Comparison of inelastic mean free paths and stopping powers for electron interac- 
tions with the jellium (Mermin dielectric function (1970)) and with the L-shell electrons 

E (eV) 50 75 100 150 250 500 750 1000 

/in(E) (-~) (Jellium) 3.4 3.9 4.5 5.7 8.2 13.8 19.0 24.0 

/in(E) (-&) (L-shell) 276 126 93 103 127 151 

Se(E)(eV/A)(Jellium) 6.14 5.66 5.06 4.12 2.91 1.64 1.17 0.91 

Se(E)(eV/A.)(L-shell) 0.31 0.78 1.28 1.44 1.30 1.16 
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2.3 Extensions  to Non-Free-Electron Solids 

Even in a normal metal the valence band electrons are only quasi free and must 
be described as Bloch functions, hence the evaluation of the true dielectric func- 
tion of the solid can be rather complicated. Therefore, simplifying formulations 
have been considered as, for instance, that proposed by RB who used the free- 
electron Lindhard dielectric function in order to calculate the transition proba- 
bility between Bloch states. Solid state effects have also to be taken into account 
because they can open new channels as the interband transitions allowing the 
one electron-hole pair plasmon damping mechanism which would be forbidden 
in a free electron model. To take these solid state effects into account, RB used 
different kinds of potentials to calculate the plasmon linewidth. 

Different approaches (the simplest being that of Penn (1976a) who has sug- 
gested, for instance, to describe the 24 valence electrons of A1203 as if they were 
free) have been developed to reach a detailed description of the interactions be- 
tween energetic electrons and solids (as different as normal metals, noble metals, 
semiconductors, insulators, compound materials, etc.), some of them being de- 
voted to the description of the SEE properties. Only these latter approaches will 
be shortly discussed in the next sections. Other topics, as the specific calculation 
of the dielectric response of materials, will not be addressed. 

2.3.1 Dielectric Response Functions 
of a Model Semiconductor or Insulator 

The most pertinent work on this topic was performed by Ritchie and co-authors. 
We briefly describe here two examples taken from their work. Emerson et al. 
(1973) studied the electron slowlng-down spectrum in silicon, by employing for 
the valence-electron excitation cross section a model developed by Callaway 
(1959) and Tosatti and Parravicini (1971). In this model, the dielectric func- 
tion, derived in the RPA, depends parametrically both on the energy gap and 
the valence-band electron density. For A1203, Ritchie et al. (1975) and Tung et 
al. (1977) used a model related to that employed by Fry (1969) in which the 
ground-state wavefunction of the valence electrons was described in the tight- 
binding approximation, while excited states were represented by orthogonalized 
plane waves. 

2.3.2 Use of the Optical Loss Function 

The earliest work on the connection between SEE and optical conductibility was 
performed by Baroody (1956) in the assumption of an unscreened interaction be- 
tween conduction electrons and primary electrons. This connection was extended 
to screened interaction between outer-shell electrons and energetic electrons by 
Cailler (1969) in the scheme of the Boltzmann transport equation. The electron 
transition probability was deduced from optical measurements and the possibility 
of the presence of structures in the SE peak of noble metals was then theoretically 
predicted. For copper, results were obtained by Cailler and Ganachand (1972) 
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through a Boltzmann equation and a source function derived by the help of the 
Frhhlich theory (1955) from the optical loss function Im[-1/e(w)] measured by 
Beaglehole (1965). Ganachaud and Cailler (1973) extended their calculations 
to copper targets in a Monte Carlo simulation model. They used a mean free 
path and an electron excitation probability function for SE also derived from the 
measured optical loss function according to: 

d~(E, AE) - 2~'Cf 1. d(cos 0) Im(-1/e(AE/h))  (2.13) 
d(AE) .,_, 2E - AE --2[E(E -- AE)]I/2 cos 0 

and 

1 [fl- F AE) 1-1 
l(E) = ~ t  LJt~,h ~ d(AE)J (2.14) 

where C is a constant which was determined by adjusting the mean free path 
l(E) to its experimental value and Eth is the threshold energy for the interband 
transitions (for Cu, Eth = 2 eV). The model was applied by Mignot (1974), 
Dejardin-Horgues, Ganachaud and Cailler (1976), Ganachaud (1977) and Pil- 
los et al. (1977). It is worth noting that a similar model using experimental 
optical data in mean free path calculations wa~ also developed by Powell (1974). 

A particular requirement in the study of the response function of rather 
highly localized states, is to take into account the existence of a local field differ- 
ent from the mean macroscopic field, because of the polarization of these states. 
This local field can have a substantial influence on the wave vector dependence 
of the dielectric response function (Nagel and Witten 1975). Hence, it is con- 
venient to estimate correctly the wave vector dependent dielectric function in 
order to use it in the calculation of electron inelastic mean free paths. Ritchie 
and Howie (1977) have analyzed the requirements coming from the sum rules 
for the extension of the "optical" dielectric function to non-zero values of q. 
Cailler, Ganachaud and Bonrdin (1981) have extended the optical loss function 
to nonzero wave vector values. They used a relation based upon Nagel and 
Witten and Ritchie and Howie works: 

- = % 

1 2 OZq 
1 + bq 

(2.15) 

(2.16) 

where b is a constant to be determined. They used this model to evaluate the 
electron mean free path in copper. 

The use of the optical loss function for calculating the inelastic mean free 
paths and studying the slowing down of the electrons has now become very pop- 
ular. Recently, a model of the outer-shell electron excitation was also proposed 
by Ding and Shimizu (1988) allowing a description of the E.  J(E) spectra from 
Cu, Au and Si. In this model, the experimental optical dielectric function was 
employed to evaluate the excitation function from the relation: 
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11[ 1] 
- ~Im in (2.17) 

where c is an adjustable parameter which was chosen in order that the inelastic 
mean free path, as given by (2.14), fits the experimental data over a wide energy 
region. This model for the outer-shell electron excitation was combined in a 
composite code in which (2.17) is used in the low energy cascade region (below 
100 eV) and in the near elastic peak region, whereas (2.22) was employed in 
the remaining intermediate energy region. In this composite code, the contribu- 
tions of the inner-shells were taken into account through the Gryzinski formula 
(Gryzinski 1965a,b,c). 

Penn (1987) proposed for determining electron inelastic mean free paths in 
solids a modification of the statistical approximation developed by Tung, Ashley 
and Ritchie (1979). He assumed that: 

(2.18) 

where the domain of integration is a Wigner-Seitz cell of volume ~ws and 

rr(r)= 1 [ ~ 3  ] '/s 
a~ [4;%(r)]  (2.19) 

In this expression, np(r) is a pseudo-charge-density chosen to ensure that: 

Im[ l =,m[ 
where the loss function Im[-1/e(w)] is determined from optical or electron-energy 
loss experiments. Equation (2.20) determines np(r). Thus, a knowledge of the 
optical energy loss function is sufficient to obtain Im[-1/e(q, w)]. This algorithm 
was used by Penn (1987), by Tanuma, Powell and Penn (1988) for 31 materials 
as different as free-electron solids, transition or noble elements and compound 
materials and by Ding and Shimizu (1989). Its predictions compare fairly well 
with experimental results. 

2.3.3 Extension of the Gryzinski Formulation to the Valence Band 

Shimizu and Everhart (1978) have proposed a formulation of the cross section 
for valence electron excitation from an approximation of the Gryzinski equation: 

1 ~ro 1 In 
 v(E) - 3 Ev T (2.21) 

where E~ is a mean binding energy of valence electrons chosen so that the total 
electron stopping power (valence + inner-shell electrons) is equal to the Bethe 
stopping power (E~ = 4 eV for aluminum). 

Ding and Shimizu (1988) extended this assumption to the calculation of the 
energy distribution of SE for Si, Cu and Au by assuming that the Gryzinski 
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formula for the excitation function is also valid for the evaluation of the valence 
electron excitation. This was written: 

4 2z a (2.22) 
 (aE) - vS-gs 

X (1-- -~E~- ) E~/ (E"+aE) { -~--(~ (1-- ~ ) + ~ ln [ 2" 7 + ( E - E" "~ l/2] ~ / ] J 

where ER is the Rydberg energy, zv and Ev the occupancy number and the mean 
binding energy of the valence band, respectively. These two parameters were 
determined from a fit of the stopping power associated with the valence electron 
excitations. Though this model is very crude, it gives rather good results for 
SEE, especially from noble metals where the valence and weakly bound electrons 
are not distinguished in the excitation function. 

2.4 C o n c l u s i o n  

As a conclusion to this chapter, we want to notice that attention must be paid 
to the potential and the method of calculation used to evaluate the elastic cross 
section. In fact, because low energy (E < 100 eV) electrons have to be considered, 
a description of the potential that is as precise as possible is required and a free 
atom approximation for the potential could not be sufficiently precise. The first 
Born approximation has to be used with precaution and likely not for heavy 
atoms. The screened Rutherford formula does not work well, especially at low 
energies. A better choice lies in the use of a self-consistent potential and of the 
PWEM method. However, in such a case, the summation of the phase-shifts has 
to be performed on a sufficiently large number of partial waves. Otherwise, some 
accuracy losses can occur in the differential cross section values. 

We can also retain the importance of the dynamical screening for the re- 
alistic estimation of the individual collision probabilities, as well as the need to 
include crystalline effects (interband transitions) in the description of the plas- 
mon damping. At last, it can be noticed that important developments in the 
study of non-free electron materials remain to be made. Up to now, rather elab- 
orate models like the Penn model (1987) have been developed for the calculation 
of electron scattering cross sections in various materials but there is a serious 
lack of electron excitation models. 

3. M o n t e  Carlo Simulation Mode l s  

The Monte Carlo (MTC) method is a statistical sampling technique that was 
applied from the years 1940 with success to many physical problems. With the 
development of supercomputers, it has become a standard technique in such areas 
as particle transport, statistical physics, etc. 
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For particle transport, the MTC method appears as a natural technique 
to simulate the physical scattering processes that particles undergo along their 
path. One can properly talk of "direct simulation" when the sampling is directly 
made from well-identified single scattering laws (that we hope to represent more 
or less correctly the true physical processes). 

Since the years 1950, MTC methods have been applied to charged particle 
transport, especially to electron penetration and diffusion problems (see Berger 
1963). Its specific application to SEE is more recent. The first simulation codes 
for SEE have been developed by the groups of Nantes (Cailler and Ganachaud 
1972) and Osaka (Koshikawa and Shimizu 1974). Since then, their contribution 
to this domain remains preponderant (Ganachaud and Cailler 1979b; Cailler 
and Ganachaud 1990b; Ding and Shimizu 1988), both using the direct simula- 
tion model. At electron energies above some tens of keV, two other simulation 
schemes have been used (Berger 1963; Akkerman and Gibrekhterman 1985): the 
continuous slowing-down (CSD) and the condensed history or multiple collision 
schemes. 

We will describe the three simulation schemes and the explicit use of MTC 
simulation for SEE from nearly-free electron metals. We will also discuss the 
statistics of the results and give some comments on variance reduction techniques 
and on recent aspects of MTC on vector and parallel computers. 

3.1 D i r e c t  S i m u l a t i o n  Scheme 

The basic assumptions of the direct particle transport simulation are the follow- 
ing ones: 

- The scattering centers (ionic cores, free electrons) are randomly distributed 
without any correlation. Hence, any crystalline structure and coherent diffrac- 
tion effects are neglected. It is worth noting that this assumption is also in- 
cluded in the Boltzmann transport equation (see Chap. 4). However, Kamiya 
and Shimizu (1976) have taken the electron diffraction effect into account in their 
MTC simulation. 

- The interactions of charged particles with the scattering centers take place 
locally and instantaneously. Between two successive collisions, the particle prop- 
agates freely, keeping its energy and momentum unchanged. Thus, the trajectory 
of an electron inside the solid can be viewed as a succession of straight line seg- 
ments connected at the points where the collisions take place and where the 
energy and angular characteristics of the particle are modified. This assumption 
is no more valid for an electron in a nonuniform potential. For instance, an elec- 
tron in the vicinity of a fast ion moving in the solid interacts with the dynamical 
potential induced by this ion (Mfiller and BurgdSrfer 1990). 

In the direct simulation scheme, one follows one particle history and the 
single scattering events are treated one at a time. The particular application of 
the direct simulation scheme to the SEE process is described below. 
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3.2 C o n t i n u o u s  S lowing-Down Scheme  

This scheme is similar to the Spencer-Lewis form of the Boltzmann transport 
equation for charged particles (Spencer 1959). The main assumptions are that 
the energy degradation of the charged particles is a continuous process whereas 
large angle scatterings occur locally and instantaneously. Such assumptions are 
valid when a single particle undergoes a large number of collisions in which it 
loses a small amount of energy without angular deflection and from time to time 
a large angular deflection without energy loss (for instance, an elastic collision 
with an ionic core). The complete path of the electron consists in straight line 
segments. Let the ith segment have a length Asl. The residual electron energy 
El after the ith segment is given by: 

Ei = E~_l - [dE iAs~ . (3.1) 

Ei is the residual electron energy after the ith collision and dE/ds is the stopping 
power, i.e. the energy loss per unit path length. 

The estimations of dE/ds are usually based on the Bethe formula: 

dE C 1 1.116. E 
ds - ~ k  k ~ l n - - j k  (3.2) 

the summation runs over all the inelastic processes, characterized by an ionization 
potential Jk, occurring in the material. More accurate models can be used for 
calculating the stopping power dE/ds. Ichimura and Shimizu (1981) and Ding 
and Shimizu (1988) have used the Gryzinski formula to calculate the partial 
stopping power due to the ionization of inner-shells while Ding and Shimizu 
(1988) have used the dielectric theory to calculate the contribution of the valence 
band for instance. 

The large angle deflections incorporate the elastic collisions and sometimes 
a weaker contribution from inelastic scatterings. For the former ones, a screened 
Rutherford formula or a partial wave expansion have been used. 

The choice of the path length Asi is somewhat arbitrary. In practice, one 
can take a fixed value of the order of magnitude of the total mean free path I t .  

The continuous slowing-down scheme needs less computational efforts than the 
direct simulation scheme but it is important to notice that this model neglects 
the fluctuations of the energy loss AE. It has been shown by Akkerman and 
Gibrekhterman (1985) that this scheme can only be used in a limited energy 
range and only for calculating integral characteristics. It is unable to predict 
differential characteristics as the fine structures appearing in the energy spectrum 
(especially the elastic peak and its satellites). 
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3.3 M u l t i p l e  Col l is ion S c h e m e  

The multiple collision model or condensed history scheme has been used for high 
energy electrons (E >__ 10 keV). The leading idea is based upon the assumption 
that, in a single collision, the angular deflection is small. A large number of 
collisions can then be condensed in one multiple collision which takes into account 
the combined effect of many collisions. As a consequence, the computer time can 
be significantly reduced. 

Akkerman and Gibrekhterman (1985) have studied this method~ using the 
Goudsmit and Saunderson theory to account for the multiple scattering of elec- 
trons. They used a path length, between two multiple collisions, which corre- 
sponds to about 20 individual collisions and evaluated the energy loss along the 
electron path from the Landau theory . They concluded that this method has 
the same drawbacks as the continuous slowing-down model. 

A variant of the multiple collision scheme has been proposed by Werner 
and Heydenreich (1984). The Goudsmit and Saunderson theory provides the 
multiple scattering solution as a series expansion based on the single scattering 
law. Werner and Heydenreich proposed to use a simple screened Rutherford 
cross section for the multiple scattering event, pointing out that such a formula is 
exact for two limiting cases: a single scattering collision and an infinite number of 
collisions giving an isotropic distribution. A multiple scattering event presumably 
corresponds to an intermediate situation. They proposed to connect the screening 
parameter/3 to the mean number w of single scattering events along a given path: 

Z2/~ 
/3 = C - ~ - w  ''~ (3.3) 

where C is a constant. The total range of an electron in the solid can be subdi- 
vided in a suitable number of segments i, of width Asi  such that wi = A sd l t ,  
where It is the collision mean free path. Werner and Heydenreich applied their 
model to electron backscattering and transmission for a wide range of energies 
and targets. They estimated that the above scheme is globally correct in an 
energy range between 5 and 100 keV. 

3.4 A p p l i c a t i o n  o f  D i r e c t  M T C  S i m u l a t i o n  to  S E E  
f r o m  N e a r l y - F r e e - E l e c t r o n  M a t e r i a l s  

The selection of a variable u distributed according to a given probability dis- 
tribution f (u )  is of central interest in Monte Carlo investigations. The usual 
procedure is to generate a random number R,  uniformly distributed in the [0,1] 
interval from which u is calculated. 

A lot of techniques have been proposed to generate R~ (Knuth 1981; An- 
derson 1990). The most popular and also the oldest is the mixed congrnential 
method which generates a sequence of integer values by the recurrence relation: 

xn = (ax~-x + c) mod m n >> 0 (3.4) 
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giving R~ = x,~/ra. The values of a, c, m and x0 are chosen in order to give 
the longest sequence. Some of them are known to satisfy a large number of 
randomness tests (Knuth 1981). 

To generate values of u distributed according to f (u) ,  we first generate R,  
and compute u by inverting: 

n~ = F(u) (3.5) 

where F(u) is the cumulative distribution function. When it is possible the rela- 
tion (3.5) is inverted analytically, otherwise special techniques like the rejection 
method must be used (Hammersley and Handscomb 1964). 

The application of the direct simulation model to the SEE consists to build 
the complete history of the incident electron, which is initiated at the surface, 
and the histories of all the secondary electrons resulting from the cascade. In 
our model, the semi-infinite solid is assumed to be spatially uniform, except for 
a narrow surface zone. As a consequence, the interaction probability is constant 
and the free path of an electron is a random variable distributed according to an 
exponential distribution. We stop building the history of an electron either when 
it escapes or when its energy is less than the magnitude of the surface barrier. 

A large number of electron histories are sampled in order to minimize the 
statistical uncertainties. 

Let us suppose that the ith collision has occurred at the position ri(xl, yi, zi) 
and that the electron moves with an energy Ei in the direction given by the unit 
vector ~i(ul ,  vl, wl). 

First, the position ri+l = vi + Li+l ~-2i is calculated from the sampled value 
of the free path: 

Li+l = -/t(E~) In R~ (3.6) 

where It is the total mean free path. 
Next, the nature of interaction must be selected from the probability of 

occurrence of each interaction: 

P k -  lt(Ei) 
Ik(Ei) (3.7) 

where Ik is the partial mean free path corresponding to interaction type k. The 
next value of Rz is compared successively to P1, P1 + P2, . . .  until R~ < P1 + 
"'" + Pk, interaction k is then selected. 

The final step consists to sample the scattering characteristics, i.e. the energy 
El+l, the scattering angle 0 and the azimuthal angle r of the scattered electron 
and eventually of the excitedelectron. Once 0 and r are known, the new direction 
~i+1 of the electron can be calculated (see for instance Cashwell and Everett 
1959). 

To illustrate the sampling procedure, we will only consider two cases: elastic 
and individual electron-electron collisions in the randium-jellium model. 

For an elastic collision, the energy remains unchanged and only the scatter- 
ing angle must be sampled. Because of the isotropy of the medium, the azimuthal 

85 



1.0 

ff 

0.5 

0.0 

-0 .5  

- 1 . 0  
0.0 0.2 0.4 0.6 0.8 1.0 

Rx 
Fig. 3.1. The inverse of the cumulative distribution function # = F-I(Rx), from which the 
elastic scattering angle 0 = arccos ,u is sampled. The elastic cross section has been calculated 
from the Smrcka muffin-tin potential in A1 

angle r is simply given by r = 27rR~. The cumulative distribution function cor- 
responding to the scattering angle 0 is 

271" 1 ! ! f; dar d# (3.8) 
F(/t  = cos 0) = ael(Ei) 

where dael/d~ is the differential elastic cross section and ael is the total elastic 
scattering cross section. In order to save computer time, we have tabulated the 
values of # for several values of F(#) .  It is then easy to invert E(#)  = R~ by 
linear interpolation in the table. The inverse function # = F-i(Rx) is shown 
in Fig. 3.1 for the cross section in A1 calculated from the Smrcka muffin-tin 
potential. It is seen that  the energy dependence is very smooth. 

For a binary electron-electron collision, we must calculate the scattering 
characteristics of both the scattered and excited electrons. The first step consists 
to sample the energy loss hw and the momentum transfer hq, three random 
numbers being involved. 

The probability that an electron of energy E~ loses an energy hw by exci- 
tation of an electron of the jellium, is proportional to the energy-loss function 
~p(w) (hw <_ E). The momentum transfer probability for a given energy loss 
is proportional to the function ~(qlw) (Ganachaud 1977). The magnitude of 

the momentum transfer takes values between qmin = k/k~ + 2mw/h - k F and 

qm~x = ~/k~- + 2mw/h + kF. Both functions, as calculated from the Lindhard 
dielectric function, do not depend on the electron energy E,  they are shown in 
Fig. 3.2 and 3.3. In our program, we have tabulated the cumulative distribution 
functions: 
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Fig. 3.2. Differential (~(~)) and cumulative (F(~)) distribution functions of the energy loss 
hw of an electron in the jellium described by the Lindhard dielectric function 
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Fig. 3.3. Momentum transfer probability ~(q[w) as a function ofz  = (q-qr, in)/2kF, for several 
energy losses h~o 
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~ ~(w')dw' (3.9) 
i [ , / ,  ' 

= fff'~'~(c[l~)dq' (3.10) 
t/max ; " 

It is worth noting that F(ql~ ) is a slowly function of ~ (Dubus 1987). Two 
random numbers are needed to get w and q, hence the scattering angle 0. The 
third random number gives the azimuthal angle r 

In the second step, we determine the characteristics of the excited electron 
whose initial state lies inside the Fermi sphere and final state must be outside this 
sphere because of the Pauli exclusion principle. The energy and momentum con- 
servation gives the scalar product of the initial momentum and the momentum 
transfer in terms of w and q. This implies that the end point of the initial mo- 
mentum vector lies in a plane perpendicular to q. This condition, together with 
the Pauli principle, determines an allowed area from which the initial momen- 
tum, hence the final momentum, is sampled. Two random numbers are needed 
in this last step. 

3.5 Addi t iona l  C o m m e n t s  
A b o u t  the  M T C  Simulat ion M e t h o d  

Assuming that the successive random numbers Rx are uncorrelated, the relative 
error, i.e. the relative standard deviation, on any estimated quantity must de- 
crease as 1 / v ~ ,  where N is the size of the sample. Indeed the Central Limit 
Theorem states that the mean of a large number of independent random vari- 
ables, distributed in the same form with mean # and variance (r 2, tends to a 
normal variable. The mean of this normal variable is # and its variance is cr2/N. 

In most cases, the variance a 2 is not known a priori but it can sometimes 
be estimated. For example, the statistics of the backscattered electron yield y is 
close to a binomial distribution if we assume that the only contribution comes 
from backscattered primary electrons (Dubus, Devooght and Dehaes 1990). The 
relative standard deviation is then ((1 - T1)/(NT1)) 1/~, which implies that, with 
~/= 0.2, about 40000 trials are needed to get a one percent statistical error. 

For estimating the standard deviation on the energy distribution of the sec- 
ondary electrons, we may assume that the distribution of the number of electrons, 
in a small energy interval, is a Poisson distribution. Hence, the relative stan- 
dard deviation is (1/N~) 1/2 = (1/5~N) 1/2 where 54 is the differential secondary 
electron yield integrated over the given energy interval. Typically N~ ~ 1000 for 
N = 40000, hence the statistical error is not better than 3%. 

Because of the poor statistics of the energy distribution, the use of classical 
data smoothing techniques can improve the appearance of an energy spectrum 
by showing a continuous curve instead of an histogram. 

To reduce the computer time, variance reduction techniques can be used. An 
example of such a technique is the so-called importance sampling. In the specific 
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case of electron emission, the primary electron excites secondary particles up 
to a depth equal to its range (350 A for 1 keV electrons in A1 targets). The 
probability that an electron, excited at a depth z by a primary electron, escapes 
or gives rise to an escaping electron is more or less an exponential distribution 
which decreases with a characteristic length of about 10 A. The variance can be 
reduced by sampling more electrons close to the surface than deeper in the solid. 
Instead of using the true depth distribution of excited electrons f(z), we use a 
biased distribution if(z) taking into account the escape probability of an electron 
created at a depth z and give a weight f(z)/f*(z) to the cascade resulting from 
this electron. 

Many other variance reduction techniques exist, see for instance Mac Grath 
and Irving (1974). 

At last, we can take advantage of the vector and parallel architectures of 
the modern computers. The conventional history-based simulation of particle 
transport, in which one follows the history of one particle at a time, can not 
be vectorized. Recent progress has shown that significant gains in performance 
can be attained by totally restructuring the conventional Monte Carlo algorithm 
to be compatible with the vector architecture. The event-based approach, in 
which electrons histories are splitted into events, has been demonstrated to be 
very e~cient, resulting in excellent vectorization and impressive speedups with 
respect to the conventional history-based approach (see Brown and Martin 1985). 
Computer time can be reduced by a factor up to 20 when using this scheme (for 
computers with 64 word vectors). When using a parallel computer, the computer 
time can be reduced by another factor approximatively equal to the number of 
processors in parallel. 

We plan to implement variance reduction techniques and the event-based 
algorithm in our simulation code. 

4. Transpor t  Models 

Attempts to solve the Boltzmann equation to study electron transport were made 
in the late thirties, at about the same time as similar attempts for neutron 
transport. Although a tremendous amount of work, related to nuclear reactor 
development, has yielded highly sophisticated methods for the study of neutron 
and, in the same context (fusion and fission), of charged particles (electrons, 
ions) or photon transport, little of this work has been used for low energy SE 
transport. It is true that the sheer complexity of the problem, which may involve 
up to seven independent variables (3 for space, 3 for velocity and 1 for time), 
leaves little room for general purpose methods and the key to success is the 
careful use of the simplifications allowed by the problem investigated. 
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Methods may be classified in three groups: 

1. analytical 

2. mixed analytical-numerical 

3. purely numerical. 

In the last category we find methods like Monte Carlo simulation, discussed 
in Chap. 3, which may avoid, in principle, any simplifying assumption and is 
therefore invaluable to test hypothesis and provide realistic results. However, it 
is very time consuming and does not give the same insight on physical relations 
as analytical models do. None of these, however, can give reliable results on 
all aspects of a problem simultaneously and mixed analytical-numerical methods 
provide a good compromise. 

The solution of the Boltzmann equation is the angular flux r v,t) or 
r E, 1~, t). Some methods give directly the angular flux. However, the limited 
possibilities of experimental verification have suggested methods which yield, 
for instance, the angle and time integrated energy distribution at the surface of 
a half-space. Therefore a further classification involves "invariant imbedding" 
methods adapted to the latter case as distinct from general purpose methods 
(Chandrasekhar 1960; Bellman, Kalaba and Prestrud 1962). 

The key input to the Boltzmann equation, beside the geometry, is the set 
of differential cross sections which are, if realistic, quite involved and virtually 
intractable for analytical treatment. However two facts must be noticed: 

- Boltzmann equation integrates these cross sections multiplied by angular fluxes 
over angle and energy. A further integration over space results from the trans- 
port process itself. The exit spectrum has a final angular smoothing due to the 
boundary condition (4.4). The end result is therefore quite insensitive to detailed 
assumptions and this explains, partly, why inadequate models have survived so 
long the experimental tests. 

- Model cross sections like power-laws of energy have been found suitable for 
analytical treatment (like Mellin transform) (Williams 1979) or for general ori- 
entation studies in electron and ion transport (Lux and Ps 1981). This does 
not mean that the cross section modelling has little influence on the choice, or the 
performance of the approximate solution to the Boltzmann equation: quite the 
contrary is evidenced by the late recognition (Ganachaud and Cailler 1979a,b) 
that elastic scattering was dominant for E << 100 eV electrons with the ensuing 
quasi isotropy of the flux. 

Most methods sacrifice a few independent variables, by means of simpli- 
fying assumptions, and concentrate the bulk of the work on the key variables 
of the problem investigated. For example, sophisticated methods like Wiener- 
Hopf allow exact solutions for half-spaces at the cost of drastic and irrealistic 
assumptions on the cross sections (Williams 1971; Duderstadt and Martin 1979). 
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The most reasonable assumption is the one related to a homogeneous plane 
half-space medium. Homogeneity is valid if irregularities of density or compo- 
sition have a characteristic length smaller than the scattering mean free path. 
Little attention seems to be paid to surface irregularities and possible effects are 
probably averaged out. 

The influence of the boundary is shown in two effects: 

- the boundary conditions must allow for an escape cone due to the workfunction, 
a feature inexistent for neutral particles; 

- the angular flux is influenced by the fact that no electron enters the medium 
from the vacuum half space. 

Many treatments ignore the second requirement and are therefore not true 
space dependent models. A standard result in linear transport theory is the fact 
that semi-infinite medium problems can be reduced to infinite medium problems 
("Placzek lemma") (Case, de Hoffman and Placzek 1953; Case and Zweifel 1967) 
provided a fictitious angular-energy dependent source is placed at the interface, 
which gives rise to a spatial transport transient. Since observed effects are depen- 
dent on the electron distribution in the "escape depth", it is important to assess 
properly the boundary condition at the surface where the transient appears. 

The angular variable plays usually a great role in high energy (> 10 keV) 
electron transport where strong anisotropy of the cross section is reflected on 
the angular flux. Spencer-Lewis or Fokker-Planck methods allow for anisotropy 
and numerical methods like SN (O'Dell and Alcouffe 1987; Lewis and Miller 
1984) must use tailored angular quadratures weighted in the forward direction. 
Secondary electron transport in the eV range is on the contrary fairly isotropic 
and the standard "diffusion" (or P1) distribution linear in the angle cosine is 
generally valid, owing to the importance of the elastic scattering. 

The time variable is completely ignored, except in one case (Devooght, 
Dubus and Dehaes 1987a), either because problems are stationary or because 
time dependence is unobservable directly. However, it appears indirectly for 
transient electric field problems in beam-foil experiments (Gay and Berry 1979; 
Dehaes, Carmeliet and Berry 1989). 

The most important variable is by far the energy of the electron. Despite 
the filtering introduced by the transport process itself some conspicuous features 
of the cross sections, like plasmon decay, may still appear in the exit energy spec- 
t rum of SE. Experience has been gained in the field of neutron transport with 
"synthetic kernels" (Williams 1966) which are fictitious cross sections which share 
with real cross sections some essential features, and give rise to differential equa- 
tions of first or second order in some energy related variable. Synthetic kernels 
need not "resemble" the true cross sections, nor even be positive everywhere 
but moment matching is an essential feature: the larger the number of moments 
conserved, the better the result. Moreover they provide a systematic way to 
bridge the gap between the complexity of the cross sections and the smoothness 
required for the efficient solution of the Boltzmann equation. 
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The "age" approximation of Fermi belongs to that category. Although dis- 
credited for high energy electron transport because it is incompatible with strong 
angular anisotropy it is quite acceptable for SE transport (Devooght, Dubus and 
Dehaes 1987a). 

There is an essential feature of the energy variable which appears only for low 
energy electrons, i.e. the cascade process resulting from extraction of electrons 
from the Fermi sphere. The analogue process for neutron transport is the fission 
process, much simpler because of its isotropy. However for low energy primary 
electrons, there is no possibility to distinguish between the two families of primary 
and secondary electrons. The collision kernel for SE transport is then made of 
two terms: the "true" scattering term and the excitation term. 

In the following section, we will briefly discuss the form of the Boltzmann 
equation appropriate to SE transport and the partial reflection boundary condi- 
tion at the vacuum-medium interface. The primary electron transport will not be 
considered in this chapter, though it must be taken into account to describe com- 
pletely the SEE process (see Chap. 5). Then we will describe an approximate 
model for solving the Boltzmann equation which is appropriate to low energy 
(10-100 eV) electron transport, i.e. the "age-diffusion" model. The integral form 
of the Boltzmann transport equation will also be discussed as well as two models 
giving the SE current for a spatially uniform source. The first one is based on 
an approximate solution of the integral equation and the second one an approx- 
imation of the surface Green's function, i.e. the "transport-albedo" model. We 
Mso give some comments on the numerical solution of the Boltzmann equation 
and on the Schou model. 

4.1 T h e  B o l t z m a n n  E q u a t i o n  

Our starting point will be the linearized Boltzmann equation involving only the 
SE (see Dubus, Devooght and Dehaes (1990)), the transport of the primary par- 
ticle (electron or ion) being considered apart and incorporated in the Boltzmann 
equation as a source term. The medium is assumed to be spatially uniform and 
isotropic. Moreover any plasmon transport is ignored: the plasmons are assumed 
to decay in electron-hole pairs virtually at the place of their creation. Then the 
transport equation reads 

+ v + r  (4.1) 

where r is the electron flux and Q is the independent source of electrons excited 
by the primary particle along its path. 

The scattering kernel ~ s ( E '  ~ E ,  ~2 ~ -* t2) is the sum of the scattering 
cross section ~Ts(E' ---* E ,  a2' ---* $2) and the excitation cross section F ~ ( E '  ---+ 
E, $2' ~ $2). The presence of the latter cross section in the Boltzmann equation 
is responsible for the electron multiplication, the inelastic~lly scattered electron 
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and the excited one both taking part to the electron cascade. The cross section 
~Us(E) is the total scattering cross section: 

~s(E) = j f ~(E-~ ~ ' , ~  -~ ~ ' ) ~ ' ~ ' .  (4.2) 
The escape process is usually described by a constant potential barrier at 

the vacuum-medium interface whose amplitude is U0 = EF + ~ where �9 is the 
work function. For an electron of energy E in the solid, the escape condition is 

I s~" x~l = I#l = I c~ -> #c = ~/%__o (4.3) 

where 0 is the incidence angle measured with respect to the interior normal to 
the surface which is also the z-axis (see Fig. 4.1). When ]#[ < #~ the electron 
is specularly reflected. These conditions give rise to the following ingoing flux 
boundary condition 

[r E, ~ ,  t)]~= 0 = H(gr - #)[r E, t'2 - 2#1~, t)]z:0 # >__ 0 (4.4) 

where H is the Heaviside step function. 
In many instances, we are not interested in the full spatial dependence of the 

electron flux. Because of the isotropy of the medium, we can write the transport 
equation in plane geometry: (100 ) 

v-~ + I~-~z + Z~(E) r (4.5) 

: J~-~'l / :  ~s(E'  -+ E,g t---~ #)r Et,#v,t)dEld#l+ Q(z,E,#,t) 

VACUUM MEDIUM I ~ 
Primary electron . 

~, Secondary 
\ electrons 

/ /}d0o 
/ \ \ 

/.r \ Escape cone 

Escaping secondary 
electron 

Fig. 4.1. Sketch of the secondary electron emission process. Only electrons in the escape cone 
can escape from the solid 
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with the partial reflection boundary condition similar to (4.4): 

0 #~ _< # < 1 
r E, #, t) = r E, -/~, t) 0 < # < #r (4.6) 

Many methods for solving (4.5) involve the expansion of the angular flux 
into Legendre polynomials. In the next sections, the following expansions will 
be used: 

r = ~ . ] 2 / + 1  ,=0 ~ - - - @ ( z ,  E, t)P,(#) (4.7) 

Q(z,E,~,t) = ~ 2 / + 1  l=o - - ~ Q t (  z, E, t )Pz(#) (4.8) 

21 + 1 B "E' E,#'--+ #) = Z.,---W--- l( ~ E)P,(IS)PI(I~') (4.9) 
f----O 

These expansions are especially useful when we consider the secondary emission 
induced by fast ions which produce a stationary and spatially uniform source 
of electrons. Indeed, we may assume that, in the escape depth of SE, the ions 
trajectories are straight lines and their energy loss is negligible. With these two 
assumptions, it is easy to incorporate the angle of incidence, 0i = arccos #i, into 
the model because the independent source can be written: 

Q(E,#) = ~ 21 + 1 --P~) @(E)P,(#) (4.10) 
t=0 2 

Due to the linearity of the Boltzmann equation, the exact solution for any angle 
of incidence is a linear snperposition of the solutions r E, #) corresponding 
to a source @(E)P,(#): 

r E, #) = ~ 21 + 1 Pl(#i) r E, #) .  (4.11) 
2 Iron 

For low energy electrons, we know that the electron flux is nearly isotropic (RB). 
Hence, the SE yield can be approximated by: 

70 ~ P2(#i) (4.12) 

showing that careful measurements of the yield ~/(#i) as a function of the angle of 
incidence can provide information on the anisotropy of the source. For forward 
electron emission #i > 0 while for backward emission #i < 0. 

4.2 T h e  Age-Di f fus ion  M o d e l  

In this model (Devooght, Dubus and Dehaes 1987a; Dubus, Devooght and Dehaes 
1987), the Boltzmann equation (4.1) is transformed into a partial differential 
equation by replacing the exact scattering kernel by a synthetic scattering kernel 
which conserves the most important features of the original cross sections, the 
resulting Boltzmann equation being solved in the frame of the P1 approximation 
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(Case and Zweifel 1966, Ferziger and Zweifel 1966) for a general space, energy 
and time dependent source. 

The particular choice of the synthetic kernel is based upon the following 
considerations: 

1. The elastic cross section is known to be nearly isotropic (Ganachaud and 
Cailler 1979a), hence it may be approximated by 

Zel(E'---~ E,# '  --* #) .~ ~Ze,(E')5(E - E') (4.13) 

where ZeI(E') is the total elastic cross section. 

2. The slowing down and multiplication of the electrons are due to the inelastic 
collisions. A rough approximation of the inelastic cross section can be obtained by 
assuming that the collision is spherically isotropic in the center-of-mass system, 
as proposed by Wolff (1954): 

E , ( E ' )  , 
Zs(E' ~ E) - ~ 7 : - ~ F H ( E  - E)H(E - EF).  (4.14) 

The factor H ( E  - EF) is chosen to respect the fact that the Fermi sphere is 
completely filled, Es(E') is the total inelastic cross section. 

We consider the synthetic scattering kernel defined by the limited angular 
expansion similar to (4.9): 

Y 2 / + l  , , 
Z*(E'--* E,# '  ~ t~) = ~ ~ B ,  (E ~ E)Pd#)Pd#'  ) (4.15) 

1=0 

where the coefficients B 7 are chosen in accordance with (4.13) and (4.14): 

BT(E' --* E) = H ( E ' -  E )H(E  - EF) AdE,) 
(E' - EF) + Kt(E')~(E - E') . (4.16) 

The unknown functions A~(E') and KdE')  are obtained by requiring that the 
moments of the B~: 

/~ '(E' M['m(E') = - E)mBT(E ' --* E)dE (4.17) 

must be equal, up to some maximum values of I and m, to the corresponding 
moments of the B~ appearing in the Legendre polynomials expansion (4.9) of ~ .  

In the coherent P1 approximation (l = m = 1), we obtain a diffusion-slowing 
down equation for the isotropic part of the electron flux: 

0 ~ 1 0 
-D(E)-~z~ r , E, t )  + v ~-~r E, t) + Zo(Z)r E, t) (4.18) 

= i f~  Zrom(E') 1 0 --~---E-~F r + Qo(z,E,t)  Q~(z,E,t)  . 
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To derive (4.18) a term (l/v)O2r 2 has been neglected since wave propaga- 
tion effects are negligible compared to diffusion effects when elastic scattering is 
dominating all other types of scatterings. The three quantities So, Str = 1/3D, 
and Srem are calculated from the exact scattering kernel. In this model, they 
characterize completely the transport process. 

Equation (4.18) can easily be rewritten in three dimensions and then solved 
in the age-diffusion approximation. Considering a source Q(r, E, t) = 5(r - 
ro)5(t - to)Q(E), we obtain the Green's function in a semi-infinite medium (De- 
vooght, Dubus and Dehaes 1987a). 

The main characteristics of the Green's function are more easily discussed 
when it is written for an infinite medium: 

r E, t) = vQ(E)fG(Ir  - r0l, 2vD(E)( t  - to)) 

• exp ( -VSo (E) ( t  - to)) H(t  - to) 
fc , , 

+ JE dE ~ _ E F V Q ( E )  (4.19) 

• exp ( -VSo(E)[ t  - to - io(E' ~ E)] + q(E' --~ E)) 

xfG(lv - r o l , 2 ( v D ( E ) [ t  - to  - t o ( E '  --* E)] + r --. E))) 

•  - to - io(E' ~ E)) 

where f a ( R , a  2) = exp(R~/(2cr2))/(2rccr~) a/~ is a three dimensional Gaussian 
function. 7(E), i0(E' ~ E) and ~(E' ~ E) are known functions (Devooght, 
Dubus and Dehaes 1987a). 

The first term in (4.19) corresponds to the diffusion, at constant energy, of 
the electrons emitted by the source. It decreases exponentially with time, S0(E) 
appearing as an effective absorption cross section. 

The second term results from a three steps process: 

1. A diffusion at energy E' which, in the Fermi age theory, appears only through 
a first flight correction included in the slowing down time to(E' --+ E) and in the 
age ~(E' --+ E). 

2. A continuous slowing down characterized by the age, the multiplication being 
accounted for through the factor exp(q(E' ~ E)). 

3. A diffusion at energy E characterized by the diffusion coefficient D(E) .  

The complete Green's function, G(v, E, t I to, E0, to), in a semi-infinite 
medium gives the isotropic part of the electron flux corresponding to a point 
source 5(r - ro)5(E - Eo)5(t - to) (Devooght, Dubus and Dehaes 1987a). For a 
given source Q(v0, Eo, to), we get the electron flux from: 

r E , t )  = f f f G ( r , E , t  lro, Eo, to)Q(ro, Eo, to)d, odEodt o (4.20) 

Because of the particular form of the Green's function (it is a function of ~)2 = 
[(x - Xo) 2 + (y - y0) 2] and (t - to), we can easily obtain the Green's function 
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Got(z , E ] Zo, E0) corresponding to a source integrated over xo, Yo and to and 
calculate the electron flux: 

/o J; r E) = dzo dEo ao~(z, E I Zo, Eo)O(zo, Eo) . (4.21) 

Once we have the electron flux at the surface r E), the outgoing electron 
current is easily calculated in the diffusion approximation: 

1 Ev 0 
J(Ev,~v) - ~ & - J U o r  

3/~:~v+Uo/ 1 - . c  (4.22) 
x#~ l + ~ L - ~ _ - ~ r  ~ j 1 ~ # ~  

where E~ = E -  U0 is the energy of the electron in the vacuum and 0~ = arccos #v 
is the angle of emission of the electron. 

Obviously, the angular distribution does not follow the J o( cos 0~ law ex- 
actly. However, the correction is negligible if Uo >> E~, in agreement with exper- 
imental evidence. 

4.3 I n t e g r a l  E q u a t i o n s  

The conversion of the Boltzmann equation into an integral equation is easy in 
plane geometry even for an anisotropic source. For instance the monoenergetic 
equation 

( t ~  ~s) r = s(z,,) 

has the solution 

r = 

z_>0 (4.23) 

H(tt)Q(0, #) exp ( - ~ )  

+H(~)jo ~ ( ~'(z-z'))S(z',~)dz' exp ; -/- 
+ H ( _ # )  ~~176 exp (_ s~(z' - ~Tz)) , dz' 

S ( z , t , ) ~  . 

(4.24) 

The first term corresponds to an unknown boundary (z = O) source chosen to 
satisfy the boundary condition: 

fo o~ exp (--.~,z'/ff) S(z?, --~,)a~'l# for 0 < # < #r 
Q(0,~)= 0 f o r ~ _ < ~ < l  (4.25) 
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Therefore 

r 

+ H ( P ) ~ 0 Z e x p ( Z s ( z - z ' ) )  S(z''#) # 

;Tz)) , exp S ( z , ~ ) ~ .  

If the source is isotropic S(z,#) = S(z), the scalar flux r is 

r 

(4.26) 

i F = ~ , r  (4.27) 

jO~176 ( Z-~ ) I jo~ = 12 E1 "~'( z') S(z')dz'+ 5 

where E1 is the exponential integral. If the reflection of electrons is total, #r = 1 
and 

r = ~ [E , (2~( z  + z'))  + E , ( 2 ~ l z  - z'l)] S ( z ' ) d z '  (4.28) 

which amounts to write that total reflection is equivalent to an image source in 
- -2  2" 

4.3.1 Solution of the Integral Equation in a Semi-Infinite Medium 

Now if we add the energy dependence, we have 

r E, I~) = H(g)H(I~r - I~) 

xfo~176  Zs(E)(z + # 

+H(P)jo~eXp(_Z~(E)(z-z ' ) )  , dz' S(z ,E,.17 

t.J ) '")-~ (4.29) 

with 

f l  "~ f~ Y,s(E'~ E , # ' ~  #)r S ( z , E , l ~ )  = 1 

which is the sum of a scattering source and an independent source Q that we 
will assume to be spatially uniform for z _> 0. 

We introduce the angular expansion of r and S in (4.29) and we Obtain: 

r E) = 2~ + 1 S~(~', E)dz' 
~-0  2 
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-~- L 1 Pt(f't)Pn(#) (H(z - z') + (-x)n+tH(z t -  z)) 
# 

x e x p (  S'(E)(iz-z ' i)dlz} . #  (4.31) 

From (4.30) 

// S,~(z, E) = Bn(E' ---* E)r E')dE' + Q,~(E). (4.32) 

If we substitute (4.32) into (4.31), we obtain a system of integral equations. 
However we are essentially interested by CI(0, E) and we know also that the 
infinite medium solution is a good approximation (Devooght, Dubus and Dehaes 
1987b). The last is solution of 

Ss(E)r  

// f = dE' Ss(E' ~ E, #' ~ #)r #')d#' + Q(E, #). (4.33) 
1 

The electron flux may be decomposed in the following way: 

r E, #) = r #) + r E, #) for z > 0 (4.34) 

where r E,/t) is the correction taking into account the exact boundary con- 
dition. It is easy to show that the angular moments el of the flux correction are 
the solution of the set of integral equations: 

N 2 n + I L ~  ff dz' B,~(E' E)G~(z', E')dE' ~bl(z,E) = Fl(z,E) + E 2 --+ 
n----0 

• L '  H,t(#, z, z', E)d# (4.35) 

with 

Ft(z,E) 

and 

N 2 n + 1  . . . .  

n-----0 

(4.36) 

H,~t(#,z,z',E)- Pt(#)Pn(#)# ( (_ l )nexp ( Zs(E)(z+z~))# H ( # r  #) 

N is the maximum order of anisotropy of the source or the scattering cross 
sections. We remark that (4.35) needs the knowledge of the moments Ct only up 
to N. 
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Equation (4.35) together with (4.33) and (4.36) is our final result. These 
equations of Volterra type have a solution different from zero only if the inde- 
pendent terms of (4.35) are different from zero. This will be, for instance, the 
case if #c < 1 which means that the electrons are not totally reflected: a spatial 
transient is induced by the boundary, hence Ct(z, E), a fact that cannot be taken 
into account in "space-independent" methods. 

Even if itr = 1 we have the first term of the right-hand-side of (4.36). An 
uniform source may be anisotropic, for instance peaked in the direction of the 
incident ion. The resulting r  #) will be also anisotropic although to a lesser 
degree because of all collisions. However, the presence of a reflecting boundary 
will add a new component of reverse anisotropy, hence the transient. However, 
if the source is uniform but even in #, then r162162 #) will necessarily be even in 
it. The presence of a totally reflecting boundary will not affect the flux because 
of the even character of the angular distribution and Cz = 0 for all 1. 

Contrary to PN methods there is no need to truncate the angular develop- 
ment of r and system (4.35) is exact even for l > N, a feature common to BN 
methods (Bell and Glasstone 1970; Ferziger and Zweifel 1966). 

If we consider an outgoing ion, instead of an ingoing ion, we change the 
sign of the odd moments of Q(E,#) (see (4.10)) and therefore of r  We 
have therefore a theoretical mean to assess the forward-backward anisotropy of 
electrons emitted by an ion traversing a thin target. 

An integral equation formulation was given by Puff (1964,a,b,c) who first 
formulated the boundary condition (4.6). However~ Puff~s treatment is different 
from ours because he uses a much simplified isotropic elastic cross section in 
order to get an analytical solution. The present formulation uses the knowledge 
of the infinite medium slowing down problem r  it). 

To calculate the outgoing current, we can use the second iterate of the 
integral equations (4.35). It is calculated by replacing r by the first iterate 

The outgoing electron r E) = F~(z, E) in the right-hand side of (4.35). 
current is defined by: 

J (E)  = f , :  r162 + f , :  r E, -#)#dit  

= Joe(E) +AJ(E).  

From (4.29) and (4.36), it is easy to show that AJ is given by 

AJ(E) 

(4.38) 

- 

#' 
dg' 

+ o(E  J [  ]o 
#r 

,'~s(E) + ,~(E')  ~"' 
(4.39) X 
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N N 2n+121+1.  .,~ t~  
= -- ~ ~ 2 -~ (--1) JE dE'B,~(E' ---* E)r  ) 

n = 0 / = 0  

x [I,a(E,E', 1) - (-1)II,~dE, E',/~c(E'))] (4.40) 

with 

L 
# m a x  

L'  #~P~(#) (4.41) • 
r d#pZs(E') + #'Z~(E) 

Equation (4.39) gives the first order transport correction to the current as a 
sum of two terms. Both are first flight corrections, the first term corresponds 
to a vacuum bounddry condition and the second takes into account the partial 
reflection. 

The integration over # and #' in (4.41) can easily be performed analytic~lly, 
while the integration over E' in (4.40) must be done numerically since B,~ and 
r come from a numerical calculation. 

4.3.2 T r a n s p o r t - A l b e d o  Mode l  

We examine now an alternate method of solving the stationary Boltzmann equa- 
tion (4.5) by use of the surface Green's function Gs(E , -#  ] Eo,#0), i.e. the 
boundary flux in E , - #  (the outgoing flux) for a unit boundary source in Eo,#o. 

The boundary condition (4.6) can be satisfied if we assume an infinite 
medium problem for r E, #) defined by (4.34), i.e. 

[ . ~ +  ~s(E)] r = dE' d#'~s(E'~ E, t z '~  #) 

xr E', #') + q(E, tt)5(z) (4.42) 
where the surface source is 

{ -~r ~) /~c _< # _< I 

q(E,#) = # [r E , - / ~ ) -  r  #)] 0_< tt _< #c(E) (4.43) 
0 /z<O 

The solution of (4.42) is 

i :  io' r E , - ~ )  = - dEo a s ( Z , - v  I Eo, ~0)r ~0)d~0 (4.44) 

+Jo dE~ Gs(E,-# I E0,po)r 

No closed expression exists for the Green's function. 
We can give an approximate solution of (4.42) if we make the following 

approximation 
oo r 

r  E) [Z,(E) Qn(E) ] (4.45) 

the last relation being obtained from (4.33). 
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We have now a monoenergetic problem with a scattering law given by 

X * ( E ; # ' ~  #) = Z,(E) ~ P,~(#)P,~(#') 1 - (4.46) 
,=0 F,(E)r  J 

where E appears just as a parameter. 
The corresponding surface Green's function G s ( E ; - g ,  #o) has been given 

explicitly by Horak and Chandrasekhar (1961), for N = 2, by means of "invariant 
imbedding" arguments (Chandrasekhar 1960). 

Using their angular convention, where the angle is measured with respect to 
the exterior normal, the Green's function is 

1 
Gs(E;-#, /~o) - 2#oS(~176 #) 

(1 
~o + S(~176 #) = H(~176176 (#' #~ (4.47) 

where H(~ is the solution of the well known integral equation 

H(~ = 1 + #H(~ fo 1 r , (4.48) 

r is a polynomial and K a function of # and #0, both functions depend upon 
the anisotropy of the scattering law. 

4.4 N u m e r i c a l  So lu t ion  of  t h e  B o l t z m a n n  E q u a t i o n  

In this section, we will present a brief introduction to the numerical calcula- 
tion of the solution of the linear Boltzmann equation. For sake of simplicity, 
we will only consider the stationary transport equation in plane geometry with 
spatially uniform cross sections (see (4.5) where the time derivative is omitted). 
More detailed infoxmation can be found in Lewis and Miller (1984) and O'Dell 
and Alcouffe (1987), who discuss the numerical methods used in nuclear reactor 
theory. 

Among the available methods, the SN-multigroup method is considered as 
the most efficient computational algorithm. This method involves discretization 
of the three independent variables of the transport equation: the energy E, angle 
variable # and space z. 

For the energy variable, the multigroup method is used to evaluate the 
scattering source, i.e. the integral over the energy appearing on the right-hand- 
side of (4.5). The energy domain is partitioned in G intervals of width AEg and 
the original transport equation is reduced to a set of G equations: 

= )(z ,  + Qg(z ,  g = 1 , . . . ,  c 
gt= l  1 
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where Cg and Qg are the total flux and source, respectively, in the energy in- 
terval AEg; increasing g represents decreasing ermrgy. The multigroup cross 
sections ~s,g and ~s,g,_~g are weighted averages of the original cross sections. If 
the number of groups is large enough, we can simply choose Zs,g(#) = Z~(Eg, #) 
and ~s,g,-g(#' --+ #) = ~(Eg,  ~ Eg, #' ~ #). However, this approximation is 
probably not the best choice. 

It is worth noting that the scattering kernel involves only scattering from 
high energies to lower energies. Therefore, the flux eg in group g depends only 
upon the fluxes in the upper groups (g' = 1 , . . . ,g) .  This suggest to solve (4.49) 
a group at a time, starting from g = 1. 

The upper index k of eg indicates the iterative method of solution: from an 
initial guess r the scattering source is calculated and the set of equations is 
solved giving r which serves to update the scattering source. This iteration 
process is performed until a suitable convergence criterion is satisfied. 

The angular discretization method is that based upon the method of discrete 
ordinates proposed by Carlson (see Bell and Glasstone 1970). This method 
consists of evaluating the flux, solution of (4.49), only at N discrete values of 
# in the interval -1  < # < 1, the quadrature approximation to the integral 
term being compatible with the choice of the #~'s. The scattering source is 
approximated by: 

1 N 

(4.50) 
1 i=1 

where wl are the weights of the quadrature formula. Most authors use the Gauss- 
Legendre integration scheme which has the property to integrate exactly a poly- 
nomial of degree 2N - 1 using only N points. The compatibility mentioned 
above means that the #n's and wn's must be the Gauss-Legendre ordinates and 
weights, respectively. 

The final step consist to discretize the spatial variable and to solve iteratively 
the set of N differential equations: 

(#n 0~Oz + Zs,g(yn))r (4.51) 

N 

= z, #,) 
/=1 

g - 1  N 

+ F_, #,) 
g r = l  i=1 

where we have split the scattering source into two terms. Only the first one must 
be updated during the iteration process because the second term involves only 
the r for gl < g, which are already known. 

In principle, the equations (4.51) can be solved exactly once the right-hand- 
side is a known function of z and the initial conditions are given. These conditions 
are derived from the boundary conditions. At z = 0, the flux must satisfy the 
partial reflection boundary condition (4.6) and at a distance z . . . .  far inside the 
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solid, we may assume that r #n) is equal to zero, at least for #~ < 0. If the 
target is very thin, this latter condition must be replaced by a partial reflection 
boundary condition, Zmax is then the thickness of the target. This case is not 
very common and it will not be considered below. 

In summary, the following procedure can be used to calculate r #,~) as- 
suming that the flux in the upper groups are already known (N is assumed to 
be even and #~ = --#Y-~+l). 

1. The scattering source is calculated from the initial guesses r176 #n). In most 
problems, these initial guesses can be chosen more or less arbitrarily because the 
convergence of the iteration process is rather fast. 

2. The equations corresponding to #n < 0 are solved, starting from z = Zmax 
with r #n) = 0, giving r #,~) for 0 < z < z,,~x. 

3. Then, for 0 < #~ < 1, the integration is performed from z = 0 to Zm~x with 
r = r for 0 < # '~ #c and eg(k+l)(0,#n) = 0 for 
# c < # < l .  

4. If the convergence criterion is not satisfied, the scattering source is updated 
and we proceed with the next iteration (step 2). 

A method, connected to the SN method, has been used by Bindi, Lant~ri 
and Rostaing (see for instance Bindi, Lantdri and Rostaing 1980a) and applied 
to SEE. However they did not take full advantage of the SN method. 

No other attempt has been made for solving the transport equation by a 
purely numerical method to study the SE process. However a large number of 
problems in high energy electron transport have been treated by SN methods 
or related methods adapted to take into account high anisotropy of the cross 
sections (Filippone 1988). 

We think that, in case where we are only interested in the electron flux or 
outgoing electron current, the computational effort involved either in the integral 
method (4.29) or in the Sg-multigroup method is much lower than in the Monte 
Carlo method. In our opinion, the success of the SN method in neutron transport 
justify further studies to apply it to low energy electron transport. 

4.5 T h e  M o d e l  o f  Schou  

The theory proposed by Schou (1980,1988) is an application of the models de- 
veloped in sputtering theory to electron emission induced by electrons or ions in 
thick or thin targets. From the multispecies Boltzmann equation and power law 
cross sections, Schou derived an approximate connection between the electron 
emission characteristics and the energy deposited into electrons in the solid. 

One of the most interesting feature of this model is that most quantities 
appearing in the final results are available from experiments or from theoretical 
calculations. For instance, the SE yield ~ from electron or ion bombardment is 
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determined by the surface value of the average energy D(E, z, cos 0i) deposited 
into kinetic energy of the electrons: 

,5 = D( E, O, cos 81)A (4.52) 

where E is the kinetic energy of the primary particles and Oi the angle of inci- 
dence. The parameter A depends only upon the material: 

4 o EoldEo/dzl 1 -  (4.53) 

where the target properties appear through the magnitude of the surface barrier 
U0 and the low energy stopping power of electrons IdEo/dz]. 

Schou has shown that the deposited electronic energy is nearly proportional 
to the electronic stopping power of the primary particle: 

P(E, O, cos 8i) = flldZ/dz]e (4.54) 

where fl depends upon the angle of incidence and the type of incident particle 
but is a very slowly varying function of E. 

5. T h e o r e t i c a l  R e s u l t s  

In this section, we will mainly consider the electron emission from polycrystalline 
aluminum induced by incident electrons and protons. However, we will also 
discuss some results for noble metals, gold being taken as an example. For 
incident electrons, most of these results have been obtained by MTC simulation. 
For incident protons, only the results obtained by the "infinite medium slowing- 
down" and "transport-albedo" models will be described. 

We will first discuss the electron emission from a polycrystalline aluminum 
target, restricting the study to a primary electron energy domain from 100 eV 
to 1 keV. Only normal incidence of the primary beam will be considered though 
quite interesting complementary information can be gained by varying the angle 
of incidence. Some older results for gold, obtained by Cailler and coworkers, will 
also be presented. 

We will also emphasize the role of the transport of the primary electron 
which is not taken into account in many SEE models, as in the "infinite medium 
slowing-down model" (see RB). 

At last, we will compare the results obtained from the "infinite medium 
slowing-down" and "transport-albedo" models for incident protons, laying stress 
on the transport correction at the surface and on the ratio of the forward and 
backward yields for thin targets. 
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5.1 E l e c t r o n  Emiss ion  f r o m  a P o l y c r y s t a l l i n e  A1 T a r g e t  

The theoretical model for electron interactions in polycrystalline A1 has already 
been presented in detail elsewhere (Ganachaud 1977; Ganachaud and Cailler 
1979a,b). Here we will only recall the main features of this model: 

- The elastic cross section has been calculated from the Smrcka potential (1970) 
by PWEM. 

- The individual and collective excitations within the jellium have been ac- 
counted for by the dielectric theory of Lindhard (1954). 

- The excitation of surface plasmons has been taken into account. However, the 
width of the surface zone zv, at the vacuum side, has been set equal to zero. 
The width zs, at the medium side, has been calculated according to the following 
formula (Feibelman 1973): 

z~(E) = A ( E  - E~) 1/2 (5.1) 

where Es is a threshold energy for the surface plasmon excitation and A a con- 
stant. For aluminum, Es ~ 25 eV and A = 0.07 -~eV -1 deduced from the 
approximate value of z~ = 1.4 ~ at 500 eV. 

- The bulk and surface plasmons have been assumed to decay into only one 
electron-hole pair. The probability to transfer an energy hw to an electron of 
initial energy E, inside the Fermi sphere, has been assumed to be proportional 
to the level densities in the initial and final states o(E).  Q(E + hw). For A1, y(E) 
is assumed to vary like E 1/2. 

- The inner-shell ionization has been described by the Gryzinsky formalism 
(1965a,b,c). We have also assumed that the excited atomic core decays only 
via Auger transitions. 

5 . 1 . 1  S E E  S p e c t r u m  

Figure 5.1 compares the shapes of the theoretical and experimental (Roptin 1975) 
energy distribution of the electron current J (E)  in the true secondary peak region 
for Ep = 300 eV. The agreement in shape between the two curves is rather 
satisfactory. In particular, the energy E . . . .  at the maximum, and the full width 
at half maximum Wl/z of both curves are nearly the same. A similar agreement 
is also observed for all other primary energies. Especially, the decrease with 
primary energy of Em, x and Wl/2, observed experimentally, is well reproduced. 

The shoulder seen at about 10.5 eV in the experimental spectrum has been 
attributed to the decay of bulk plasmons (Pillon, Roptin and Cailler 1976; Ev- 
erhart et al. 1976). A similar structure, resulting from our assumption that 
bulk plasmons decay into one electron-hole pair, is also seen in the theoretical 
spectrum. 
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Fig. 5.1. Energy spectrum of SE for 300 eV incident electrons on Al. The histogram is the 
MTC result and the solid curve is the experimental, spectrum obtained by Roptin (1975). The 
dashed curve is a smoothed MTC spectrum. The solid and dashed curves have been normalized 
to the same amplitude at the maximum 

The dominant contributions to the SE spectrum come from the individual 
electron-electron collisions and from bulk plasmon decays, as seen in Fig. 5.2 and 
5.3. The partial spectrum corresponding to the individual collisions determines 
the shape of the secondary peak. The plasmon decay contribution is rather flat 
up to about 12 eV, it gives rise to a broadening of the secondary peak and is 
responsible for the shoulder. A small difference between the positions of this 
shoulder in the experimental and theoretical spectrum, respectively, is clearly 
seen in Fig. 5.1. A better agreement can probably be obtained if more realistic 
plasmon dispersion curve and density of states t~(E) are used. 

The contribution of the electrons excited by the decay of a surface plasmon 
is much less important. The resulting structure at about 6 eV is hardly seen 
both in the experimental and theoretical spectra. 

The contribution coming from the ionization process does not influence sig- 
nificantly the shape of the spectrum. However, Fig. 5.3 shows that its relative 
importance increases with the primary energy. 

5.1.2 Energy-Loss Spectrum 

In the characteristic energy-loss region, i.e. the energy domain just below the 
elastic peak, the electron spectrum is the energy distribution of the primary 
electrons which have suffered a few inelastic collisions. We compare, in Fig. 5.4, 
the experimental and theoretical spectra of backscattered primaries at 500 eV. 
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Fig. 5.2. Total energy spectrum (t) and its decomposition into partial spectra, each corre- 
sponding to a different origin of the outgoing electron: (j): individual excitation from the 
jellium; (v): volume plasmon decay; (s): surface plasmon decay; (c): core level excitation 
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Fig. 5.3. Total SE yield (t) and partial yields (see Fig. 5.2) as a function of primary electron 
energy 

In order to reproduce the shape of the experimental elastic peak, the incident 
electron spectrum has been chosen gaussian. Both spectra show similar char- 
acteristic energy loss peaks. They have been unambiguously identified (Roptin 
1975) as single or multiple plasmon loss peaks. The one or two bulk plasmons 
loss peaks at 16.5 and 33 eV are the strongest. Weaker structures are also seen, 
they correspond to one (12 eV) and two (24 eV) surface plasmons excitations 
and to one bulk plus one surface plasmon excitations (28.5 eV). 
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electrons. The solid curve is the MTC result and the dashed curve is the experimental spectrum 
measured by Roptin (1975). In the theoretical spectrum, the characteristic energy-loss peaks 
are labeled according to their origin: 1 or 2 surface (s) or bulk (v) plasmon excitations 

By comparing our results to the measurements of Roptin, one can observe a 
good one to one correspondence between the different peaks. Nevertheless some 
discrepancies appear. Although the relative amplitudes of the volume and surface 
plasmon losses are reasonably well reproduced, the positions of the theoretical 
peaks are slighly shifted towards low energies. This seems to indicate that  our 
description of the surface zone gives a good estimate of z, but that the plasmon 
dispersion relations, calculated from the Lindhard theory, should be improved, 
as already mentioned. On the other hand, the continuous inelastic background, 
seen in the experimental spectrum just at the low energy side of the elastic peak, 
is not present in the theoretical spectrum.  This shows that our model probably 
underestimates the importance of the individual excitations at low energy (a few 
eV). 

We will now consider the elastic peak itself. It corresponds to backscattered 
primary electrons having suffered at least one elastic collision. Our theoretical 
estimate of the elastic coefficient Pc, defined as the area of the elastic peak per 
incident electron, is about 0.025 at 500 eV and 0.012 at 1 keV. At 1 keV, Jablonski 
(1985) obtained 0e = 0.009. He used also the MTC method, calculated the elastic 
cross section from a Thomas-Dirac-Fermi potential and took the inelastic mean 
free path from Penn (1976b) or Ashley and Tung (1982). Both estimates of 
0e are significantly higher than the experimental result of Schmid, Gaukler and 
Seiler (1983) who obtained ~e = 0.0065. However, as pointed out by Jablonski, 
their experimental values were not corrected for the acceptance angle, between 
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Fig. 5.5. Angular distribution of the outgoing electron current in the elastic peak region 

6 ~ and 52 ~ instead of 0 ~ and 90 ~ of the electron analyser, giving rise to an 
underestimation of ee- 

While the angular distribution of true SE is practically not distinguishable 
from a cosinusoidal distribution, the angular distribution of the electrons in the 
elastic peak can be rather anisotropic, as seen in Fig. 5.5. For polycrystalline 
materials and at normal incidence, such polar diagrams are nearly ellipses. Our 
results show that the anisotropy is very pronounced at low primary electron 
energy (below about 300 eV) and tends to disappear at higher energies, in ac- 
cordance with the results obtained by Jablonski (1985). This energy dependence 
of the anisotropy is due to the energy dependence of the mean number of elastic 
collisions suffered by a backscattered primary electron. At 100 eV, about 25 
percent of the primary electrons suffering their first elastic collision are scattered 
in the backward hemisphere, whereas this percentage is only 3 percent at 1 keV. 
Therefore, we expect the elastic backscattering process to be mainly a single 
scattering process at low energy and, as already mentioned by Jablonski (1985), 
a multiple scattering process at higher energies. 

5.1.3 Secondary Yield and Backscattering Coefficient 

Figure 5.6 shows the theoretical and experimental (Bronshtein and Frajman 1969; 
Thomas and Pattinson 1970; Richard 1974; Roptin 1975) primary energy depen- 
dence of the true secondary yield 6 and backscattering coefficient 7, for normal 
incidence. The experimental results of Roptin (1975) were not corrected for the 
limited analyser acceptance angle 0r equal to 50 ~ with some uncertainty because 
the true collection geometry is probably not well known, especially at low en- 
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Fig. 5.6. The yields ~ and ~ as a function of primary electron energy. Comparison between 
the MTC results (solid curves) and the experimental data: ~: Roptin (1975); shorr dashed 
curves: Roptin (1975) corrected for the acceptance angle; m: Richard (1974); medium dashed 
curves: Bronshtein and Frajman (1969); long dashed curves: Thomas and Pattinson (1970) 

ergy. Assuming a true cosinusoidal angular distribution, the correction is simply 
a factor 1/sin 2 0c. Applying this correction, we obtain the dashed curves. 

Our theoretical curves lie just between the corrected and uncorrected exper- 
imental curves. This fact indicates that the precision of our theoretical estimates 
of ~ and 77 is probably of the same order of magnitude as the uncertainty in the 
available experimental results. 

In order to estimate the sensitivity of the ~ and ~/yields to the interaction 
model, we have calculated these yields for various sets of elastic and inelastic 
cross sections. The reference yields are those calculated within the standard 
model described in Sect. 5.1. Figure 5.7 summarizes the results. 

First we show the influence of the elastic mean free path by multiplying it by 
a factor two. It is clearly seen that the backscattering yield 7/is strongly reduced 
whereas the SE yield 5 is only slightly modified. Increasing the elastic mfp means 
that the primary electron penetrates more deeply into the solid before it can be 
elastically backscattered. Hence the backscattering must be reduced. The SE 
yield is also decreased due to the deeper penetration of the primary electron but 
this effect is partially compensated by the increase of the total mfp at low energy. 

Second we have calculated the inelastic cross sections from the dielectric 
functions proposed by Mermin (1970) and Vashishta and Singwi (1972) and dis- 
cussed in Sect. 2.2.1. In Fig 5.7, the yields ~ and 7/ calculated using both di- 
electric functions are compared to those obtained with our standard model. The 
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Fig. 5.7. Theoretical yields 6 and q as a function of primary electron energy. The yields given 
by the standard model (solid curves) are compared to those obtained when the elastic mean 
free path is doubled (short dashed curves) and when the Lindhard dielectric function is replaced 
by the dielectric function given by Mermin (1970) (medium dashed curves) and Vashishta and 
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backscattered yield q is only slightly enhanced whereas the SE yield 8 is strongly 
reduced. This reduction of ~ is due to an increase of the inelastic mean free path 
in the SE energy range (E < 50 keV) which produces a reduction of the escape 
probability as a consequence. 

These comparisons show that the choice of interaction cross sections has a 
strong influence on the calculated electron emission characteristics. This fact 
must be kept in mind when comparing theoretical and experimental results. 

5.1.4 Spa t i a l  D i s t r i b u t i o n  of Ou tgo ing  E lec t rons  

The radial distribution of outgoing SE is the distribution of the distance of 
emergence of electrons with respect to the entrance point of the primary electron 
in the target. This distribution has been calculated for instance by Koshikawa 
and Shimizu (1974) and by Dubus, Devooght and Dehaes (1987). 

We compare in Fig. 5.8 the radial distribution of the outgoing current J(~) to 
the partial current Jp(~) calculated by MTC at 300 and 600 eV. The influence of 
the primary electron transport appears as a broadening of the radial distribution. 
The mean radius of the J(~) distribution is 20 ~ at 300 eV and 41 ~ at 600 eV, 
whereas it is 14 ~, for Jp(8) at both energies. The "age-diffusion" model gives 
also, for the mean radius of the Jp(Q) distribution, a value of 14 A at 300 and 600 
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eV. However, the radial distribution presents a maximum at about 6 .~ which 
does not show up in the MTC results. This discrepancy is probably due to the 
diffusion approximation which is not valid nearby a discontinuity. 

The spatial dispersion of outgoing electrons limits the ultimate resolution 
of scanning electron microscopy. It has been shown by Koshikawa and Shimizu 
(1974) and Dubus, Devooght and Dehaes (1987) that the mean radius increases 
with the depth at which the electron has been excited by the primary. Asymptot- 
ically, this dependence is linear as explained by simple geometrical considerations 
(Dubus, Devooght and Dehaes 1987). 

5.1.5 S ta t i s t i ca l  Aspec t s  of the  E lec t ron  Emiss ion P h e n o m e n o n  

We present in Fig 5.9 the distribution of the number of elastic and inelastic 
collisions that an electron undergoes before it escapes. 

On the average, a backscattered primary electron has undergone 6.9 elastic 
and 4.3 inelastic collisions at 300 eV incident energy. These values increase 
strongly with the primary electron energy. Since the energy of the backscattered 
electrons is close to the incident energy, this increase in the number of collisions 
indicates that the mean depth of penetration of the primary increases faster than 
its mean free path. Indeed, the differential cross section becomes more and more 
forward-peaked with increasing primary electron energy. 

Figures 5.9c,d show that the distributions of the number of collisions un- 
dergone by a SE are nearly energy independent. The mean number of inelastic 
collisions is about 0.5, whereas the mean number of elastic collisions is much 
larger, about 7. Again the prominent role of the elastic collisions is emphasized. 

Since a SE undergoes only a few inelastic collisions, one could solve the 
Boltzmann equation (4.5) recursively by expanding the electron flux into partial 
fluxes, each corresponding to a given number of inelastic collisions. In the trans- 
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por t  equat ion for every par t ia l  flux, the  energy appears  only as a pa r ame te r  and 
the elastic collisions are represented through a scat ter ing kernel. Such a model  is 
p robab ly  feasible because it incorporates the electron mult ip l icat ion process and 
takes into account the effect of mult iple  elastic collisions, features not  involved 
in the  t r anspor t  model  proposed by Chung and Everhart  (1977). 
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5.2 SEE f r o m  a Po lyc rys t aUine  Gold  T a r g e t  

In this section, we present some SEE results for gold targets, a more detailed 
discussion can be found in Ganachaud (1977). He calculated the elastic cross sec- 
tion by the PWEM using the muffin-tin potential given by Ballinger and Marshall 
(1969). The major difference, with respect to A1, comes from the description of 
the inelastic collisions with the jellium, modified to include the s, p and d elec- 
trons. Ganachaud used a separable form for the energy loss function, similar to 
(2.15): 

Im 1 2 Im - 1 (5.2) 

2 is given by (2.16). A detailed study by Calller, Ganachaud and Bourdin were aq 
(1981) confirmed that a formula similar to (5.2) allows a rather good reproduction 
of known values of the inelastic mfp, at least in copper. For gold, a value of 
b = 0.5 ~ seems reasonable. 

The function Im[-1/e(w)] was taken from high energy electron transmis- 
sion data (Wehenkel 1975). It is worth noting that this dielectric function takes 
into account both the individual and collective excitations of the modified jel- 
lium. This presents no difficulties as long as bulk plasmons decay into only one 
electron-hole pair, as assumed in this work. The excitation of surface plasmons 
is completely ignored. 

The inner-shell excitations, in the keV domain, were described separately in 
the Gryzinski formalism (1965a,b,c), including the O1, 02, 03, N45 and N6~ sub- 
shells (their contribution to (5.2) was approximately substracted). Furthermore 
Ganachaud assumed that the only relaxation mechanism is the Auger effect. 

First it is important to remark that there are rather large discrepancies 
between the various experimental results which are available for 6 and 7. As 
observed by Pillon (1974) and Pillon et al. (1977), the measured yields and shapes 
of the SE spectrum change drastically during ion sputtering and annealing of the 
polycristalline gold target. These facts must be kept in mind when the theoretical 
results are compared to experimental data. 

In Fig. 5.10 we compare the experimental data of Pillon (1974) and Thomas 
and Pattinson (1970) to a set of theoretical results obtained by the MTC method. 
The theoretical curves correspond to different assumptions made to describe the 
elastic and inelastic collisions. 

Using the model described above, we obtained values of the yields (solid 
curves in Fig. 5.10) which have the correct order of magnitude but they are ob- 
viously not in complete agreement with the experimental data. The 6 values are 
clearly too low above about 300 eV whereas the r 1 values are especially overesti~ 
mated at low energy. From the experience that we have acquired from the study 
of other metals (see also Sect. 5.1.3), we know that these discrepancies can be 
explained by an underestimation of the inelastic effects and a overestimation of 
the elastic effects. 
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Fig. 5.10. SE yields from gold as a function of primary electron energy. Comparison between 
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Figure 5.10 shows that the agreement between the theoretical and exper- 
imental values, of r/ can be improved if the elastic mean free path is simply 
multiplied by a factor 1.5. 

Because the inelastic mean free paths, calculated from the energy loss dielec- 
tric function (5.2), are in agreement with the published values, we will assume 
that  the description of the inelastic collisions with the jellium is correct. The 
observed differences between the theoretical and experimental values of 5 must 
then come from an underestimation of the ionization process. 

It is known that  the distribution of the ionization energy losses, est imated 
from the Gryzinski formula, is nearly independent of the subshell considered. 
The maximum always coincides with the ionization threshold. In fact, this result 
is quite dependent on the type of potential (coulombic, hydrogenic) used in the 
Gryzinski theory. More elaborate models would lead to rather different conclu- 
sions. This is in agreement with the work of Cooper (1962), Manson and Cooper 
(1968), Fano and Cooper (1969), for instance, as shown by Combet-Farnoux 
(1969) in a study of heavy atom photoionization. 

Differences with the Gryzinski theory are likely to occur for. subshells whose 
atomic quantum numbers n and 1 are such that  l = n - 1. In gold, the 4 f  (N67) is 
thus concerned. For this 4 f  subshell, the photoionization cross section exhibits 
a maximum at about 200 eV above the ionization threshold, in contradiction to 
the Gryzinski theory, and high energy transfers are thus more favoured. 
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Table 5.1 Variation with the energy E of the ionization mean free path l and of the energy 
loss A E  for the 4f  (N67) subshell. G is for Gryzinski and P is for photoionization 

E (eV) 200 400 600 800 1000 

I (/~) G 71 62 71 82 94 
l (~t) P 420 113 96 98 105 

AE(eV//~)G 1.68 2.38 2.32 2.14 1.97 
AE(eV//~)P 0.36 2.14 2.09 3.22 3.20 

These aspects have been studied by Ganachaud (1977) who showed that  the 
4 f  ionization cross section deduced from photoionization data  leads to a decrease 
of the probability of a collision but also to an increase of the mean energy loss 
per unit path length, at least at high energies. Table 5.1 allows a comparison 
between the Gryzinski and the photoionization predictions. 

The consequences of these modifications have not been studied in detail. 
However we expect that  it is mainly the stopping power which is affected by 
a modification of the ionization cross section. For this reason, we have just 
multiplied the ionization mean free path by a factor 0.5 to get a rough estimate. 
Figure 5.10 shows that  the agreement becomes better. 

We compare in Fig. 5.11 the theoretical and experimental (Pillon 1974) 
energy distributions for 600 eV incident electrons, they are in rather good agree- 
ment. Especially the position of the maximum and the full width at half maxi- 
mum are we]] reproduced. 

1.2 

1.0 

0.8 

0.6 

0.4 

0.2 

J(E) a . . .  

:/ \ .\ 
f " -  

0 , 0  ! I ' '  J ' r ' ' I  I ' i  r  ' r  J l  ' r ' I  l i ' ~  ' I l l  L I t  i l l  

4 8 12 16 

E (ev) 
Fig. 5.11. Energy distribution of the SE from gold at 600 eV primary energy: so l id  curve: 

theoretical results (Ganachaud 1977); dashed curve: experimental data (Pillon 1974). The 
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5.3 In f luence  of  t he  P r i m a r y  E l ec t ron  T r a n s p o r t  
on the  S e c o n d a r y  E lec t ron  Yield  

RB have treated the electron transport problem in an approximate way. The pri- 
mary electrons are assumed to follow a straight line path in the depth zone from 
which electrons escape. They excite electrons uniformly along their path. Hence, 
the yield they calculate has to be compared to the partial yield 5p. Another ap- 
proximation in their calculations consists in considering the "infinite medium 
slowing-down model" for the transport of secondary electrons themselves. In 
the following~ we will compare the partial yield 5p to the total true secondary 
yield 5. By using a Monte Carlo simulation code, we have calculated the yields 

and r/as well as the partial yield 5p for several values of the primary electron 
energy. In these calculations, the surface zone and the ionizing collisions have 
been neglected. 

We show in Fig. 5.12 the energy dependence of the yields 5, ~/ and 5p for 
electrons incident on a polycrystalline A1 target. For very low energies (Ep _< 
100 eV), the partial yield ~p is larger than the true secondary yield 5 while it is 
smaller for higher energies. Due to the assumptions in its calculation, the partial 
yield 5p is more or less proportional to the probability for electron excitation 
by the primary electrons. When the primary energy is below 100 eV, it excites 
only a few electrons and its depth of penetration into the target can be less 
than the depth from which SE can escape, hence 5 << ~p. At higher primary 
energies, the incident electrons penetrate deeper in the target. Some of them 
are backscattered and on their way back to the surface, they excite internal 
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Fig. 5.12. Calculated primary energy dependence of the yields 6, ~p and ~/from AI compared 
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figure show how the efficiency parameter fl, calculated from (5.3), varies with energy 
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Fig. 5.13. Comparison between the yields 6 and 6p from A1 calculated by the age-diffusion 
model (solid curves) and by the MTC model (dashed curves) 

secondaries with a larger efficiency than the incident primaries. Dobretsov and 
i 

Matskevitch (1957) have introduced the following well-known formula: 

=  p(1 + & )  (5.3) 

where fl is an efficiency factor for electron excitation by the backscattered pri- 
maries with respect to the incident ones. The value of fl deduced from the MTC 
calculations is about 3 for 1 keV incident electrons. This value has to he com- 
pared to the experimental results of Thomas and Pattinson (1970) who obtain 
values around 6 at 1 keV and to the theoretical results of Bindi et al. (1980) 
who obtain a value of about 5. We can also compare our 5p value to the value 
obtained by RB. We obtain 5p = 0.33 for 1 keV incident electrons while RB 
obtain 5p = 0.2. 

We have also calculated the electron yields 5 and 5p with the "age-diffusion" 
model (see Fig. 5.13). The internal electron source used for the calculation of 6 
has been obtained by Monte Carlo (ionizing collisions have been neglected here). 
The agreement between the Monte Carlo and the "age-diffusion" results is rather 
good. 

It is clear from these results that the primary electron transport and hackscat- 
tering must be taken into account in order to reproduce correctly the electron 
emission yields. This can be done by Monte Carlo or by using, for instance, a 
Spencer-Lewis model to study primary electron transport. 
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5.4 P r o t o n  I n d u c e d  E lec t ron  Emiss ion  

In this section, we will present some preliminary results for proton induced elec- 
tron emission from polycrystalline aluminum targets. We have neglected the 
charge exchange processes and assumed that the proton keeps its energy and 
direction unchanged in the depth from which SE can escape. Furthermore, we 
will consider only the inelastic collisions of the incident protons with the jellium. 
These collisions are described in the frame of the Lindhard dielectric function 
(1954), assuming that plasmons decay via interband transitions into one electron. 
The individual proton-electron cross sections are calculated using the model of 
Brice and Sigmund (1980). For the electron interactions, we use the standard 
model described in Sect. 5.1 except for the neglect of surface plasmons and inner- 
shell collisions. In spite of these rather crude approximations, our results can 
provide some useful information on the proton induced electron emission. 

We compare in Fig. 5.14 the calculated electron yield 7 for incident pro- 
tons on polycrystalline A1 targets to experimental results (Baragiola, Alonso 
and Oliva-Florio 1979; Svensson, Holmen and Buren 1981; Hasselkamp et al. 
1981). The yield has been calculated with the "age-diffusion", "infinite medium 
slowing-down" and "transport-albedo" (l = 2) models. There is a general agree- 
ment between the theory and the experiments. The value of the proton energy 
for which the yield is maximum is correctly predicted (.55 keV). For higher ener- 
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Fig 5.14. Electron yields 7 induced by protons incident on a polycrystalline A1 target as a 
function of proton energy: solid curve: transport-albedo model; dashed curve: infinite medium 
slowing down model; O (exp): Baragiola, Alonso and Oliva Florio (1979); [] (exp): Svensson, 
Holmen and Buren (1981); & (exp): Hasselkamp et al. (1981) 
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gies (E > 200 keV), the calculated yield is smMler than the experimental results. 
This disagreement can be due to the neglect of inner-shell ionizations by the 
incident protons. The surface correction in the "transport-albedo" model, i.e. 
the reduction of the calculated yield compared to the "infinite medium slowing- 
down" model is about 20%, a value that is in good agreement with preliminary 
Monte Carlo calculations (these calculations predict a surface correction of about 
25%). 

The absolute electron energy spectra calculated with the "infinite medium 
slowing-down" and "transport-albedo" (l = 2 ) models are compared in Fig 5.15 
to the absolute experimental data of Hasselkamp and Scharmann (1983). The 
small disagreement between theoretical and experimental results can be clue once 
again to the neglect of inner-shell ionizations by the incident protons. The en- 
ergy dependent surface correction increases with the outgoing electron energy. 
There is almost no correction at very low energies at which the potential barrier 
reflects almost all electrons. For higher energies, the potential barrier becomes 
transparent and the boundary condition becomes a vacuum boundary condition. 

These results show that the surface correction, i.e. the correction due to the 
decrease of the internal electron flux near the vacuum-medium interface is not 
negligible and that the "infinite medium slowing-down" model overestimates the 
outgoing electron yield 9' by about 25%. 

In thin foil experiments, the protons are able to pass through the foil and SE 
are emitted from the forward and backward surfaces. The forward electron yield 
9'F is larger than the backward electron yield ~/B. We compared in Fig. 5.16 the 
forward-backward yield ratio/go = "YF/9'B calculated with the "infinite medium 
slowing-down" and the "transport-albedo" models to the experimental data of 
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Fig. 5.15. Energy distribution of the electron current for 200 keV protons incident on AI: sol id  

curve: transport-albedo model; long dashed curve: infinite medium slowing down model; shor t  
dashed curve: experimental data (Hasselkamp and Scharman 1983) 
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Fig 5.16. Forward-backward yield ratio as a function of proton energy: short  dashed curve: 

experimental data for a thin carbon target (Meckbach, Braunstein and Arista 1975); long 

dashed curve: infinite medium slowing down model for A1; solid curve: transport-albedo model 
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Meckbach, Braustein and Arista (1975) for protons incident on amorphous car- 
bon targets. The internal electron source used for the calculations is the same 
for both the forward and backward emissions. Though the materials are not 
the same~ we expect the general trends to be similar for A1 and carbon targets. 
Preliminary calculations for electron emission from amorphous carbon targets 
using a free-electron model for carbon give indeed results in good agreement 
with experiments (Dubus 1987). 

The obvious disagreement between the theoretical and experimental forward- 
backward yield ratios remains to be explained. However, preliminary calculations 
show that the electrofl capture and loss processes in an A1 target decrease strongly 
this ratio for proton energies lower than 100 keV. As a result, the energy depen- 
dence of this ratio becomes similar to the experimental result for a carbon target. 
Further work should be done to confirm these results. 

5.5 C o n c l u s i o n s  

We have given in this chapter an overview of the results which have been obtained 
for incident electrons and protons on polycrystalline aluminum targets. We have 
also discussed some older results for incident electrons on gold targets. There is a 
general agreement between our results and experiments. Observed disagreements 
are probably due to the neglect of important physical processes in our set of 
interaction cross sections (capture and loss processes, inner-shell ionizations for 
incident protons, . . . ) .  Work is in progress to incorporate these processes in our 
calculations. 
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6. Conclusions and Future Prospects  

We have given in the present work an overview both on the electron-solid inter- 
action models that were used in SEE calculations and on the low energy electron 
transport models. The transport models are the Monte Carlo simulation methods 
and the numerical or semi-analytical solutions of the Boltzmann equation. 

We have discussed the results that we have obtained for electron (SEE) and 
proton (IIEE) induced secondary emission from aluminum. We have also given 
some results for SEE from gold targets. 

There is a general agreement between these results and the experimental 
data, although some discrepancies still remain. In particular, the ratio of the 
forward and backward yields for protons passing through thin targets is in dis- 
agreement with the existing experimental data. Preliminary calculations have 
shown that a better agreement can be obtained if the electron capture and loss 
processes are included in the model. 

We have also compared the results obtained using several electron interaction 
models in aluminum and emphasized the important role played by the elastic 
collisions. 

It is worth noting that the results given by our approximate models are in 
good agreement with those obtained by Monte Carlo simulations, considered to 
be "exact". Up to now, all authors have developed their model for SEE and 
IIEE by choosing both a set of cross sections and a transport model. But no 
systematic comparisons of the transport models have been made with the same 
set of cross sections. In particular, it should be interesting to carefully compare 
the approximate models described in the present work to the SN and MTC 
models which can be considered as exact. 

Many important applications of the secondary electron emission from solids 
can be found, as for instance: scanning electron microscopy, Auger electron 
spectroscopy and electron multipliers. Particular interest should be paid to the 
detection of fine-structures superimposed on the true secondary peak which can 
provide useful information about the transitions in the electronic structure of 
solids. Cailler and Ganachaud (1990a)!have recently reviewed the different mech- 
anisms which have been proposed for the creation of these fine structures. They 
quoted diffraction phenomena, bulk and surface plasmon decay, interband transi- 
tions to unoccupied levels, Auger transitions, Fano autoionization emission and 
surface wave-matching effects. As reported above, some of them were satis- 
factorily taken into account in a quantitative description of secondary electron 
emissive properties. This is especially true for the contributions of bulk and sur- 
face plasmons. We can also state that the experimentally determined optical loss 
function accounts for some of the effects connected to the unoccupied final state 
density. In contrast, contributions from the Fano autoionization emission were 
not, up to now, taken into account. However, papers by Nygaard (1975), Cor- 
naz et al. (1987), Aebi et al. (1987), Erbudak et al. (1987) and Palacio, Sanz and 
Martinez-Duart (1987) suggest that these contributions could be significative in 
the heavy alkali metals and the less-than-half full d-shell transition metals. In 
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the future, it should be very interesting to reach for different kind of materials  a 
s tate  of comprehension similar to that  reached for NFE metals.  This would Mso 
be part icularly impor tan t  for insulators to account for the very high yield values 
of these materials.  However, in such a case, the problem would be much more 
intricate due to charge effects. 

Probably  the fine-structures superimposed on the true secondary peak should 
be much more evident in angle-resolved secondary electron distributions. Unfor- 
tunately, only a few number  of experimental  results of such measurements  can 
be found in the l i terature (see Cailler and Ganachaud,  1990a) and there is a need 
for more numerous results. This will undoubtely result in further progress. 

Some impor tan t  progresses could also be made by using recent efficient tech- 
niques developed in Computer  Science and data  processing. 
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